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This text comprises a selection of chapters that focus on dimensions of 
bank performance, risk and firm financing. These chapters were orig-
inally presented as papers at the European Association of University 
Teachers of Banking and Finance Conference (otherwise known as 
the Wolpertinger Conference) held at Bangor University, Wales, in 
September 2010.

Chapter 1 by Joaquín Maudos and Juan Fernández de Guevara (both 
from the University of Valencia) examines the relationship between bank 
size, market power and financial stability in Europe, North America and 
Japan between 2001 and 2008. The chapter reviews the competition–
fragility and competition–stability hypotheses and presents results that 
suggest an inverted U-shaped relationship between the size of banks 
and market power. The chapter also illustrates that an increase in mar-
ket power leads to greater stability, which lends support to the more tra-
ditional view that an excess of competition in banking markets can be 
prejudicial for financial stability. The results also indicate that, although 
size negatively affects financial stability, the relationship is not linear, 
so that beyond a threshold (corresponding to a very big bank) increases 
in size decrease the probability of bankruptcy.

Risk-taking in banking has been the focus of many recent studies, 
especially since the 2008 credit crisis. In Chapter 2 Mario Anolli and 
Elena Beccalli (both from the Università Cattolica del Sacro Cuore) 
explore the ability of financial analysts to perceive the risk taken by 
(listed) banks, and investigate whether this ability deteriorated during 
the financial crisis. Using a sample of 36,343 analyst forecasts issued for 
411 banks over the period 2003–9, their findings indicate that analysts 
are subject to forecast errors, and that these errors are not constant over 
time but tend to grow during phases of market tension. The higher risk 

Introduction
Philip Molyneux
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2 Philip Molyneux

of banks during the crisis is neither immediately expected nor quickly 
built into analyst forecasts. In contrast, during the crisis, the disper-
sion in the forecast errors increases markedly and there is an increase 
in the correlation between forecast errors and risk. Excluding explana-
tions based either on a poor systematic ability of the entire community 
of financial analysts to predict risk or on a distortion of their incen-
tives (expectations management), these findings can be interpreted as 
indicative of a still insufficient ability of accounting data to provide 
adequate and timely estimates of the risk faced by issuers in the bank-
ing industry. These findings, the authors argue, further emphasize the 
importance of strengthening the disclosure requirements of banks.

Chapter 3 by Ewa Miklaszewska and Katarzyna Mikolajczyk (both 
from the Cracow University of Economics) focuses on the perform-
ance and governance of foreign banks operating in Central and Eastern 
Europe (CEE). The authors examine two periods, post-EU accession and 
2007–9, when economies in the region faced near collapse due to the 
credit crisis. Empirical evidence supports the market-seeking hypoth-
esis, namely, that the opportunity to earn relatively higher profits in 
fast-growing transition countries was a crucial element explaining the 
massive inflow of foreign banks to the main CEE countries. On analysing 
the importance of the mode of foreign bank entry (retail-based model 
with partial foreign control, or a wholly foreign-controlled limited 
subsidiary model), the results are less clear. Wholly  foreign-controlled 
banks appeared to be the least risky, while banks with foreign major-
ity control appeared less profitable and more risky. Foreign banks with 
US owners appeared to be the most profitable, although banks owned 
by Belgian, Dutch and German parents were the least risky. US-owned 
banks were also the most efficient. Overall, the chapter concludes that 
both owners’ home country governance models and host country mac-
roeconomic and institutional characteristics are important factors in 
explaining bank performance.

Chapter 4 by Ted Lindblom (University of Gothenburg), Magnus 
Olsson (University of Gothenburg) and Magnus Willesson (Linnæus 
University) examines the impact of the financial crisis on the profit-
ability and risk-taking of Swedish banks. At the beginning of the crisis 
many banks experienced liquidity problems due to a mismatch in their 
funding of loans. These banks had for a number of years been financ-
ing an increasing long-term (mortgage) lending with short-term bor-
rowing on the market. The financial crisis radically changed the risk 
premiums on both money and capital markets, and banks’ refinanc-
ing on these markets became extremely expensive and more or less 
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impossible to accomplish. Even though Swedish banks seem to com-
ply well with the new Basel accord, three of the four largest commer-
cial banks issued new equity in connection with the crisis in order to 
strengthen their capacity to absorb anticipated credit losses, primarily 
on the Baltic markets, in a ‘worst case scenario’. Overall, the analysis of 
the profitability and risk-taking of Swedish banks during the financial 
crisis shows that the banks did in general perform well domestically. 
If it had not been not for credit losses due, it appears, to over-aggressive 
lending by commercial banks, first of all in the Baltic States, the aver-
age profitability of the banks would have been only marginally affected 
by the crisis, given the stability measures assumed by the government 
and the central bank. In that respect this crisis is different from the 
one in the early 1990s.

Mario La Torre and Fabiomassimo Mango (both from the University 
of Rome ‘La Sapienza’) examine the rating of securitized assets in 
Chapter 5. The analysis aims to examine the promptness of ABS secu-
rity downgrades in the context of the recent financial crisis, using a 
European sample of securitization programmes of residential mort-
gages. More specifically, the chapter evaluates whether variations in 
macroeconomic variables are incorporated promptly into ratings and 
whether this determines a downgrading lag, producing what has been 
defined as a ‘secondary derivative effect’ on the stability of the finan-
cial system. Results of the descriptive analysis indicate, in the first place, 
the presence of a ‘primary effect’, or, rather, highlight the fact that ABS 
contributed to the systemic crisis due to a significant number of down-
grades. Regression estimates also suggest that in the pre-crisis period 
rating agencies tended to delay downgrading.

Chapter 6 by Santiago Carbó-Valverde (University of Granada), 
David Humphrey (Florida State University) and Francisco Rodríguez 
Fernández (University of Granada) presents a novel model of banking 
sector competition based on revenue frontier estimations. Measuring 
banking competition, the authors note, using the HHI, Lerner Index, 
or H-statistic can give conflicting results. Borrowing from frontier 
analysis, the chapter presents an alternative approach and applies it to 
Spain during 1992–2005. Controlling for differences in asset composi-
tion, productivity, scale economies, risk, and business cycle influences, 
they find no differences in competition between commercial and sav-
ings banks or between large and small institutions, but conclude that 
competition weakened after 2000. This appears related to strong loan 
demand, whereby real loan–deposit rate spreads rose and fees may have 
not fallen as fast as scale economies were realized.
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Chapter 7 by Georgios E. Chortareas (University of Athens), Claudia 
Girardone (University of Essex) and Alexia Ventouri (University of 
Essex) considers the relationship between bank regulation, supervision 
and performance for a sample of European Union countries in the early 
new millennium. The approach taken compares the efficiency scores of 
banks operating in New Member States (NMSs) and selected countries 
from the ‘old’ EU15 bloc. The main results show that there is a strong 
link between various forms of banking regulation and supervision and 
bank performance and efficiency. In particular, strengthened regula-
tory practices from Basel 2 relating to Pillars I and II appear to be associ-
ated with lower inefficiencies, whereas more demanding regulation on 
Pillar III decreases the efficient operation of banks.

Chapter 8 by Pierluigi Morelli (Centro Europa Ricerche, Rome) and 
Elena Seghezza (University of Genoa) evaluates the governance and 
performance features of Italian popular (cooperative) banks. The own-
ership of these banks is extremely fragmented, similar to public com-
panies. However, the principle of ‘one head, one vote’ shields popular 
banks from takeovers. Competition and other forces encourage man-
agers to pursue profitable and efficient strategies stemming from the 
informal commitment of banks to guarantee a predetermined rate of 
return on shares, namely, stability of dividend payouts. The authors 
present a theoretical model with empirical support showing that the 
informal commitment constrains managers to achieve levels of prof-
its at least sufficient to pay the expected dividends. In this way they 
are discouraged from any form of short-term behaviour and expense 
preferencing.

The remaining chapters in this text focus on dimensions of firm 
financing and value creation. Chapter 9 by Luciana Canovi, Elisabetta 
Gualandri and Valeria Venturelli (all at the University of Modena and 
Reggio Emilia and CEFIN – Centro Studi Banca e Finanza) looks at the 
availability of equity financing for new, innovative Italian firms. In 
particular, the chapter examines the financing of small and medium 
enterprises (SMEs) in the Modena. The main aim is to analyse the 
means by which start-ups are financed, especially in the form of equity, 
and attempt to identify any financial constraints, in particular in the 
form of an equity gap, which restrict the growth and development for 
this kind of firm. The main finding that emerges is that investors need 
to combine their financial contribution with the supply of managerial 
inputs. The analysis of the sources of finance used by firms appears 
to point to a preference for managing investment processes internally 
or with bank partners. The entry of new partners into the company’s 
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ownership structure is more likely to solve problems relating to a lack of 
expertise than to be a strategy for obtaining new financial resources.

Chapter 10 by Andi Duqi (University of Bologna) and Giuseppe 
Torluccio (University of Bologna) investigates the relationship between 
research and development (R&D) expenditures and the market value 
of European listed companies that implemented R&D during the years 
2001–7. According to the theory of efficient financial markets, investors 
should correctly value tangible and intangible firm assets, and these 
valuations should therefore be reflected in the market value of any 
company. Overall, the authors find a strong positive and significant 
influence of R&D expenditure on firm market value. Nevertheless, the 
relevance of this effect differs among countries. In addition, younger 
and smaller firms that operate in high-tech markets are able to spend 
more efficiently on R&D – the effects of R&D investment on firm mar-
ket value in these types of companies is stronger compared with older 
and low-tech sectors. Various robustness checks confirm the evidence 
that R&D expenditure has a significant and positive impact on the stock 
prices of European companies.

Another interesting dimension, covered in Chapter 11 by Ottorino 
Morresi and Alberto Pezzi (both at the University of Roma TRE), relates 
to the internationalization strategy of medium-sized Italian companies 
and the impact on firm value. Using survey evidence on the value crea-
tion of different equity entry modes, the analysis focuses on a sample 
of 140 announcements of international investments performed by all 
Italian medium-sized firms listed on the Italian Stock Market between 
1986 and 2006. Using an event study methodology, the authors find a 
positive and significant market reaction to announcements of interna-
tionalization strategies. The results are largely affected by the abnormal 
return of high-equity entry modes carried out in advanced economies. 
Low-equity entry modes do not show any significant market reaction, 
and neither do the international operations performed in emerging 
countries. We also find that the relative size of the deal, firm age, coun-
try risk, and the evolution of information disclosure regulations are 
important in explaining the outcomes.

Finally, Chapter 12 by Ted Lindblom, Gert Sandahl and Stefan 
Sjögren (all at the University of Gothenburg) examines an age-old issue 
in corporate finance: capital structure and the pecking order puzzle. 
This chapter tests the explanatory power of the pecking order theory 
on the financial decisions of large Swedish firms. It also explores how 
these decisions relate to the trade-off theory in its static and extended 
forms. The results are compared with findings in the US and in the 
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UK. Most empirical studies of financial structure decisions find evi-
dence supporting both the static trade-off theory and the pecking order 
theory. The survey evidence presented in this chapter also indicates 
 decision-making in accordance with both theories in the same firm. An 
explanation that has been put forward is that under certain conditions 
a trade-off is prevalent, when a manager makes a capital structure deci-
sion, and under others a pecking order approach is more relevant. Even 
if this may sound reasonable, the explanation is not fully convincing, 
as the notion of an optimal capital structure is not relevant in a pecking 
order setting. One interesting result the authors find is that managers 
who set targets are unlikely to deviate from a pecking order scheme.
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1.1 Introduction

The financial crisis in which the world has been living since the summer 
of 2007 has shown the importance of the financial sector for the proper 
functioning of economies. For the European countries the financial cri-
sis has signified a reduction in the volume of credit granted, decreased 
activity in international markets and an increase of risk and instability. 
Financial entities have seen how they have had to change their way of 
operating, adapting to a situation in which difficulties exist in obtain-
ing finance in international markets, both in volumes and in terms of 
interest rates, and in which the levels of risk are substantially higher. 
Moreover, financial entities’ degree of risk aversion has increased con-
siderably, which has translated into a hardening of credit conditions.

The experience of these two years of crisis shows that its intensity has 
been different depending on which countries are analysed. Thus, coun-
tries like the United States, the United Kingdom, France and Germany 
have needed the recapitalization of part of the financial sector (see 
European Central Bank, 2010). However, in other countries, such as 
Italy or Spain (except in the cases of the savings banks of Caja Castilla 
La Mancha and CajaSur), though government support has taken the 
form of guarantees for the issue of debt and the acquisition of financial 
assets, the public recapitalization of financial entities has not been nec-
essary, at least up to mid- 2010.

In the current context of economic and financial crisis, it is of special 
interest to analyse the importance of size, given its habitual connection 
with systemic risk. In the recent discussions of the G- 20, the Financial 
Stability Board and the Bank for International Settlements (BIS), among 
others, specific proposals are aimed at preventing the possible systemic 

1
Bank Size, Market Power and 
Financial Stability
Joaquín Maudos and Juan Fernández de Guevara
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8 Joaquín Maudos and Juan Fernández de Guevara

risk of the biggest banks, with higher requirements in terms of capital 
or restructuring plans in the event of failure (with the so- called living 
wills). Though our a priori is that this connection is imprecise (since 
what makes a bank systemic is not so much its size as the complexity of 
its operations and the products with which it works, and the difficulty 
of controlling the risks assumed and of its management as a whole), the 
importance of size (with such important implications in terms of too big 
to fail) may have consequences for banks’ market power. The objective 
of this paper is to determine these consequences.

It is also of interest to analyse the relationship between the intensity 
of competition and financial stability, since economic theory does not 
offer us unequivocal results. Thus, on the one hand, the most tradi-
tional hypothesis postulates that, since competition reduces a bank’s 
market value, a problem of moral hazard will arise, giving the bank 
incentives to take more risks in order to increase its returns, which will 
cause greater financial instability. On the other hand, an alternative 
hypothesis postulates a positive relationship between competition and 
financial stability: if a bank has market power it will be able to set a 
higher loan interest rate, leading to an increase in more risky projects. 
Furthermore, on the (questionable) assumption that a more concen-
trated banking market permits the biggest banks to exercise more mar-
ket power, these banks enjoy an insurance due to the fact that they are 
too big to fall, so it may induce them to take more risks. Consequently, 
since it is theoretically possible to postulate both a negative and a posi-
tive relationship between market power and financial stability, it is nec-
essary to offer empirical evidence.

In order to analyse the relationship between size, market power and 
financial stability, in the study we estimate indicators at bank level for a 
large number of countries and years. Specifically, market power is prox-
ied by means of the Lerner index, while financial stability is measured 
by the so- called Z- score (which is an inverse measurement of bank-
ing risk or probability of failure). The Lerner index has the advantage 
over other indicators of competition of proxying market power at firm 
level, and not at country level (like market concentration or Panzar and 
Rosse’s H statistic).

As well as this introduction, the paper is structured in five sections. 
Section 2 reviews the most recent literature on the relationship existing 
between size, market power and financial stability, paying special atten-
tion to the importance of size in explaining both variables. Section 3 
describes the empirical approach to the measurement of the variables 
and Section 4 presents the sample used. In Section 5 the results of the 
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estimation of the determinants of market power and financial stability 
are presented and analysed. The article closes with Section 6, dedicated 
to the conclusions of the study.

1.2 Size, market power and financial stability

1.2.1 Size and market power

Although, as pointed out by Bikker et al. (2007), from a theoretical point 
of view the models which result in a positive relationship between size 
and market power predominate, the empirical evidence does not seem 
to bear out this theoretical result.

The oligopolistic version of the Monti–Klein model of banking com-
petition among a number N of banks shows that, in equilibrium, the 
Lerner index of market power depends negatively on the number of 
competitors and on the demand elasticity, so that market power is 
maximum in monopoly and decreases as the number of competitors 
increases. Therefore, if the number of competitors is reduced, as a con-
sequence, for example, of mergers resulting in bigger banks, the model 
predicts a positive relationship between size (and market concentration) 
and market power.

The model of Courvosier and Gropp (2002) also predicts a positive 
relationship between size and market power for setting higher margins. 
Though this relationship is not immediately apparent in the study by 
Courvosier and Gropp, the demonstration is more immediate in the 
adaptation of that model made in Fernández de Guevara et al. (2005), 
where the Lerner index depends positively on the average size of each 
bank. The result obtained in the latter study shows a non- linear rela-
tionship between market power and size, so that market power increases 
up to a certain size, and decreases from then onwards. It is important to 
mention that the positive effect of size is compatible with the fact that 
market share (in the national market) is not relevant when explaining 
market power, so what is relevant is not that a bank is ‘big’ in its own 
country (i.e. has a high domestic market share), but that it is big at the 
international level.

Although market concentration is a variable distinct from size, both 
variables are closely related insofar as a market is more concentrated if 
the market share of one or a few banks is very large. And, in this con-
text, a possible positive correlation between concentration and market 
power may be due to two completely different reasons. First, as indicated 
by the structure–conduct–performance paradigm, if a small number of 
big banks predominate in the market (high concentration), it is easier 
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to adopt collusive agreements, market power and profitability (extraor-
dinary profits) being consequently greater. But, second, an alternative 
interpretation is as follows: if a bank is efficient, it will gain market 
share and concentration will increase as a consequence. Therefore, the 
positive relationship between concentration and profitability would 
be, not a consequence of market power, but due to greater efficiency. 
Furthermore, the more ‘contestable’ a market (i.e. the lower the barriers 
to entry), a small number of competitors (high concentration) will not 
necessarily imply greater market power, so market concentration is not 
a good indicator of competition.

As pointed out by Bikker et al. (2007), there may be several explana-
tions for big banks having greater market power. First, the authors note 
the better position of a big bank to be able to reach collusive agreements 
with others. Second, the reputational effect associated with size may be 
utilized in the form of extraordinary profits. Third, a big bank has the 
ability to create new products, permitting it to enjoy, at least initially, 
monopoly rents. Fourth, a big bank may operate with different prod-
ucts and in different markets, where on occasions only a small number 
of big entities offer wholesale products, in which they exercise market 
power. In any case, these are possible explanations that must be tested 
in the empirical investigation.

Finally, the famous principle of too big to fail is usually invoked to indi-
cate the possible market power associated with size. The fact that size, 
per se, is a guarantee that a bank with problems will never be allowed to 
‘fall’ may affect business behaviour due to a problem of moral hazard. If 
a big bank knows that it will never be allowed to fail, it may take advan-
tage of this circumstance to offer lower interest rates on liabilities and 
carry out riskier operations, since that bank’s clientele will feel more 
secure.

On the empirical side, there is no conclusive evidence regarding the 
effect of size on market power. When we review the most recent studies, 
in some the size affects market power positively, while in others just the 
opposite occurs.

On the basis of the estimation of Panzar and Rosse’s H statistic (one 
of the indicators most frequently used to measure the intensity of com-
petition), Bikker and Haaf (2002) find that competition increases with 
size. Using the same indicator of competition, De Bandt and Davis 
(2000) show that in some countries the smallest banks enjoy more mar-
ket power, competition therefore increasing with size.

Fernández de Guevara et al. (2005) obtain a positive effect of size on 
market power (proxied by the Lerner index), though the relationship is 
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not linear but quadratic. Therefore, for the specific case of the European 
banking system, their results show that there exists a size beyond which 
market power diminishes, so that for very small banks, or very big ones, 
market power is reduced.

Using the same methodological approach, Fernández de Guevara and 
Maudos (2007) show that, in the case of Spanish banks, the effect of 
size on market power is negative, though the relationship is not linear. 
Consequently, small and big banks enjoy greater market power, while 
competition is greater for intermediate sizes. In the case of the small 
banks, the authors justify the result by alluding to the local presence of 
these banks, which usually have a dense network of branches that acts 
as a barrier to entry. In the case of the big banks, they allude to a posi-
tion of market domination.

Bikker et al. (2007) estimate Panzar and Rosse’s H statistic by quartiles 
of size using a broad sample of banks from 101 countries. Their results 
indicate that big banks possess more market power in practically all 
the countries analysed, contradicting earlier studies which affirm that 
competition increases with size.

1.2.2 Market power and financial stability

As has been remarked in the Introduction, there are basically two 
alternative points of view regarding the relationship between mar-
ket power and financial stability. The more traditional point of view 
gives arguments to propose that an excess of banking competition 
can lead to financial instability for various reasons. In a situation of 
competition, narrow banking margins cause banks to have to assume 
riskier projects in order to increase their profits, which ends up 
increasing the banks’ fragility. This thesis is supported by the empiri-
cal evidence of Keeley (1990), in which, for the specific case of the 
United States, the increase in competition that took place during the 
1980s increased the number of banks with problems. In the same 
line, other studies (e.g. Hellman et al., 2000) offer evidence that, after 
processes of deregulation and liberalization of the financial sectors, 
the increase in competition diminishes profitability, which induces 
riskier behaviours.

A second justification of the negative effect of competition on finan-
cial stability is through the franchise value (market value) of a bank. 
If competition increases, profits fall, which provokes a decrease in the 
value of the franchise. In this case, the bank has incentives to undertake 
more risky activities, to capture less capital, and so on, thus increasing 
financial instability.
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12 Joaquín Maudos and Juan Fernández de Guevara

The alternative view, which associates greater market power with less 
financial stability, utilizes as argument the effect that a higher inter-
est rate (associated with market power) has on the investment projects 
that reach the bank (see Boyd and De Nicolo, 2005). When the cost 
of financing is high, borrowers take on riskier projects with a greater 
probability of failure. In that case, banks’ bad debt rates will be higher, 
increasing the probability of bank failures.

The existing empirical evidence on the effect of market power on 
financial stability is not conclusive. Thus, focusing on the studies pub-
lished in recent years, the evidence from Boyd et al. (2006) is favourable 
to the existence of a positive relationship between competition (market 
power) and financial stability (banking risk). In the same line, the study 
by Schaeck et al. (2009) also shows that stability is greater in the most 
competitive banking systems, given the lower probability of a financial 
crisis occurring (proxied by an indicator of systemic risk). Finally, the 
most recent study by Uhde and Heimeshoff (2009), using aggregate data 
for the banking sectors of the EU- 25, obtains a negative impact of mar-
ket concentration (proxy for market power) on financial stability.

On the other hand, Berger et al. (2009) show that a growth of mar-
ket power leads to greater financial stability, which implies offering 
evidence favourable to the traditional view that an excess of bank-
ing competition may be prejudicial to financial stability. In the first 
case, the evidence refers to 23 developed countries, while in the sec-
ond study the sample of banks used covers 60 countries in the period 
1999–2005.

In the specific case of Spanish banks, Jiménez et al. (2010) analyse 
the relationship between market power and banking risk, using the 
Lerner index as an indicator of market power. The results referring to 
the period 1988–2003 show a negative relationship between market 
power and banking risk, the latter being proxied by the bad debt rate. 
The authors find partial evidence of the existence of a non- linear rela-
tionship between market power and financial stability.

1.3 Empirical approach and statistical sources

The analysis of the determinants of market power combines informa-
tion at firm level and at country level. In the first case, we use the data 
on the balance sheet and the profit and loss account of banks offered 
by the BankScope database. In the second case, the information is 
taken from databases of international bodies such as the International 
Monetary Fund (IMF), European Central Bank (ECB), etc.
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1.3.1 The Lerner index and its determinants

The analysis of the relationship, on the one hand, between market 
power and size and, on the other, between market power and finan-
cial stability is based on the estimation of two econometric regressions 
whose dependent variables are market power and financial stability, 
respectively.

In the first case, the model proposed by Courvoisier and Gropp (2002) 
and its extensions by Fernández de Guevara and Maudos (2007) are 
taken as reference. From this model, it is possible to derive an indica-
tor of market power and its explanatory factors. Specifically, the model 
assumes that banks can exercise market power when setting the interest 
rate on their loans and that the demand for loans from bank ‘k’ depends 
on the size of the market and the interest rate on loans offered by the 
bank compared with its competitors.

From the first order conditions of the problem of profit maximization 
we obtain an expression of the Lerner index, among whose determi-
nants are the following: the probability of failure, the bank size, the 
number of competitors, the elasticity of demand for loans of type k 
compared with the interest rate differentials of the competitors, the 
elasticity of total demand for loans in relation to the average interest 
rate, and the level of interest rates.

The empirical approach of these explanatory variables of market 
power is as follows:

a) The number of competing banks is usually proxied by the degree 
of market concentration, in our case the Herfindahl–Hirschmann 
index (HHI), defined as the sum of the squares of the market shares. 
This index of concentration solves some of the problems that arise 
with other absolute indicators of concentration, such as the market 
share of the biggest firms (CR3, CR5, etc.). The information for the 
HHI index is taken directly from the European Central Bank. For 
those countries for which the European Central Bank does not offer 
information, the index has been calculated directly from the infor-
mation given by BankScope.

b) The size of each bank (Total Assets) is proxied by total assets (in 
logs). In order to be able to capture the possible non- linear influ-
ence of size, an additional quadratic term is introduced.

c) Elasticity of total demand is proxied, following Courvoisier and 
Gropp (2002) and Fernández de Guevara et al. (2005), by the value of 
the stock market capitalization as a percentage of GDP (stock market 
capitalization /GDP). It is to be expected that the greater the relative 
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14 Joaquín Maudos and Juan Fernández de Guevara

importance of the financial markets in relation to the weight of the 
banks (financial structure of the country), the greater will be the 
elasticity of demand. In other words, the a priori is that the lower 
a country’s dependence on banking finance (higher value of stock 
market capitalization), the lower will be the influence of bank mar-
ket power. The information is taken from the World Bank’s World 
Development Indicators database.

d) The probability of failure is proxied by the ratio of provisions for 
insolvencies to loans (provisions/loans), given the lack of available 
information on each bank’s rate of bad debt.

Although the above variables are those which appear explicitly in the 
theoretical model as determinants of market power, it is customary to 
introduce ad hoc other possible determinants, among them:

e) Market share. Though it could initially be thought that the effect of 
size has already been captured by introducing total assets, there may 
exist an additional influence of a bank’s market share in its national 
market. The thesis to be tested is whether size per se is what confers 
market power on a bank or whether, on the contrary, it is the market 
share that determines greater power. It is possible for a bank to be 
small in the international context but to have a high market share in 
its national market, so it is of interest to test which indicator of size 
(absolute or relative) is relevant for explaining market power. The 
variable is constructed on the basis of BankScope data. Similarly to 
the case of size, we also introduce a quadratic term.

f) Banking specialization. The evidence from other studies shows dif-
ferent levels of competition (and integration) in different banking 
markets (e.g. wholesale vs. retail). Even at product level, some reports 
(Fundación de Estudios Financieros, 2009; European Central Bank, 
2010) show that both the levels and the evolution of relative bank-
ing margins (Lerner indices) differ between products, being higher 
in some liability products (such as current accounts) and lower in 
products such as term deposits, loans to firms, and so on. Therefore, 
in estimating the determinants of market power we control for the 
effect of specialization. In particular, the importance of retail activity 
is proxied by the weight of loans in total assets (loans / total assets).

g) Efficiency in management is also a determinant of market power that 
has been analysed in other studies. Some test the influence of market 
power on efficiency, in order to test the so- called quiet life hypoth-
esis. But in our case the direction of causality is just the opposite, as 
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we want to analyse whether efficiency in management ends up being 
passed on to the client in the form of lower margins or whether the 
bank takes advantage of that efficiency to raise its profitability.

h) Finally, in the empirical applications that include different banking 
sectors at international level, it is usual to introduce control variables 
specific to each country, such as the economic cycle (GDP growth), 
the inflation rate and per capita GDP (GDP/Population). Both variables 
are obtained from the World Bank’s World Development Indicators.

With respect to the dependent variable, the Lerner index is used as an 
indicator of market power, measuring a bank’s power to set rates above 
marginal cost. For total banking activity, the index is constructed as 
follows:1

( )/A A A AP P MC P= −  (1)

where PA is the mean price of banking output and MCA its marginal cost. 
The usual proxy (Fernández de Guevara et al., 2007; Berger et al., 2009; 
Carbó et al., 2009; Turk Ariss, 2010, among others) is to use total assets 
as an indicator of activity banking, estimating their average price as a 
quotient between total income and total assets.

The marginal costs of each bank are calculated from the estimation 
of a translogarithmic costs function, where the total costs (operating 
and financial) depend on the price of inputs and on total assets. Unlike 
other studies, in our case we estimate a frontier costs function2 for the 
whole sample, as we want to analyse the effect of efficiency on market 
power. For the indicator of efficiency to be comparable between banks 
of different countries, it is necessary to estimate a common frontier for 
the whole sample, which requires controlling in the estimation for the 
possible influence of environmental variables. Otherwise, the efficien-
cies estimated at bank level would be biased, as they would attribute to 
a firm inefficient behaviour when the firm is located in a country with 
an environment requiring it to bear greater costs. Specifically, the envi-
ronmental variables used are:

Income per capita, calculated as the quotient between the GDP at  ●

constant prices and the population. It is usually used as a control var-
iable, since it can affect factors related to the demand and the supply 
of banking products. It is also usually used as proxy for a country’s 
institutional development. Source: World Development Indicators of 
the World Bank.
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Density of population (inhabitants per km ● 2). Since in countries with 
lower population density the banks usually have a larger branch net-
work in order to be able to serve a more geographically scattered 
population, operating costs are higher. Therefore, unless this envi-
ronmental variable is included, the banks located in countries with 
low population density will erroneously appear to be more inef-
ficient. The information is obtained from the World Bank’s World 
Development Indicators.
Branch Network Density (population per branch). A higher network  ●

density brings with it higher operating costs, which may negatively 
affect efficiency. The information on the branch network is obtained 
from the European Central Bank and from the Central Banks of dif-
ferent countries.
GDP growth rate. The variable is introduced to capture the influence  ●

of the economic cycle.
In addition, the estimation of the costs function includes a dummy  ●

variable for each country that captures the influence of other deter-
minants of the costs specific to each banking sector (e.g. differences 
in regulation).

1.3.2 The measurement of financial stability

One of the most widely used indicators of financial stability is the 
Z- score, which measures the distance from a situation of insolvency 
(failure). Specifically, this indicator is constructed as follows:

/

ROA

ROA K A
Z

+
=

s
 (2)

where ROA is the return on assets, K equity, A assets and σ the stand-
ard deviation of ROA in the period of time analysed. Observe that the 
Z- score increases with profitability and solvency (proxied by K/A) and 
decreases as the volatility of the return increases. In this way, by com-
bining information on profitability, solvency and risk, it is a proxy for 
the probability of failure. The higher the value of the Z- score, the lower 
is the probability of failure and, therefore, the greater the financial 
stability.3

Since the elements making up the construction of the Z- score are 
available at bank level, the indicator of financial stability is constructed 
at firm level. Specifically, we have available an indicator by bank and 
year, since, although the denominator of the expression is constant in 
the time period analysed, the numerator varies every year. We thus 
have available panel data, and can furthermore analyse the effect of 
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market power (for which data by bank and year are also available) on 
financial stability.

Regarding the determinants of financial stability, as well as market 
power and size (which are the centre of attention), the review of the 
empirical studies published shows that this may depend on: a) the 
portfolio composition, proxied by the weight of loans in total assets; 
b) variables specific to each country, such as GDP per capita (indicator 
of institutional/economic development), the GDP growth rate and the 
inflation rate. To the extent that the economic cycle affects the compo-
nents of the Z- score (such as ROA), they may affect financial stability.

1.4 Sample used and descriptive statistics

The sample used includes banks, savings banks and credit coopera-
tives in the period 2001–8. The criteria for filtering of the sample are 
as follows: a) the observations corresponding to the extreme values of 
the distribution of each variable have been eliminated, considering as 
extremes those situated outside the interval defined by the mean and 
2.5 times the standard deviation of the variable; b) since to construct 
the Z- score we need information on the standard deviation of the 
profitability of each of the financial entities over the course of time, 
we have eliminated those entities for which information is not avail-
able for at least five consecutive years; c) we eliminated the observa-
tions for which no information was available on some of the variables 
necessary for estimating the Lerner index and its determinants. With 
these criteria, the sample contains a total of 30,471 bank- observations 
(27,470 when the growth of the entity’s total assets is included as 
regressor).

The countries analysed include most of the European Union, plus 
the United States, Canada and Japan. More specifically, the list of coun-
tries analysed is as follows: Austria, Belgium, Canada, Cyprus, Czech 
Republic, Denmark, Finland, France, Germany, Greece, Ireland, Italy, 
Japan, Latvia, Lithuania, Luxembourg, Holland, Norway, Poland, 
Slovakia, Slovenia, Spain, Sweden, Switzerland, the United Kingdom 
and the United States. Some other countries have been removed from 
the sample for one or more of the reasons commented on in the previ-
ous paragraph.

Table 1.1 contains the main descriptive statistics of the variables 
used: mean, standard deviation, coefficient of variation and 25th, 50th 
and 75th percentiles of the distribution. The mean values by countries 
offered in Table 1.2 show a wide range of variation and inequalities 
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for the two variables of interest for the study: the Lerner index and 
the Z- score. In the first case, and taking as reference the last year 
available (2008), the difference between the country with the great-
est market power (Bulgaria, with a Lerner index of 0.49) and the one 
with the least (the United Kingdom, 0.12) is 1 to 4, showing the wide 
range of variation. In general, it is not possible to appreciate a defined 
temporal behaviour for all the countries, as countries where market 
power increased from 2001 to 2008 coexist with countries where it 
decreased.

In the case of the Z- score, the differences are sharper, with a maxi-
mum value in 2008 (Switzerland, 67) 13 times the minimum value (5 in 
Belgium). Though the effects of the crisis that started in summer 2007 
are felt much more strongly in 2009 (a year for which we do not yet 
have available information at bank level in the database used), already 
in 2008 a fall in the Z- score value can be appreciated in a fair number of 
countries, almost certainly as a consequence of the reduction in the lev-
els of profitability. The fall is especially steep in Ireland, Japan, Finland 
and the United Kingdom.

Table 1.1 Descriptive statistics of the sample used. 2001–8 averages

 Mean
Standard 
deviation

Coefficient 
of 

variation
Percentile 

25 Median
Percentile 

75

Lerner Index 0.26 0.11 0.44 0.19 0.24 0.31
Z- score 23.33 33.11 1.42 17.98 31.01 48.57
Log(Total 
Assets)

18.31 2.06 0.11 12.50 13.43 14.65

Efficiency 0.90 0.06 0.06 0.88 0.91 0.93
Market share 0.06 0.09 1.58 0.00 0.00 0.00
HHI 0.05 0.05 1.13 0.02 0.02 0.04
GDP growth 0.02 0.01 0.66 0.01 0.02 0.03
Log(GDP 
population)

14.85 1.28 0.09 14.29 14.75 15.12

Loan loss 
provisions / 
Total assets

0.01 0.02 2.86 0.00 0.00 0.01

Loans total 
assets

0.49 0.19 0.38 0.53 0.64 0.74

Market 
capitalization / 
GDP

0.93 0.48 0.51 0.44 0.57 1.10

Inflation rate 0.02 0.01 0.59 0.01 0.02 0.03

Source: BankScope, Banco Mundial, FMI, BCE and authors’ own work.
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1.5 Results

Tables 1.3 and 1.4 present the results of estimating different models in 
which the dependent variables are, respectively, the indicator of market 
power and the Z- score of financial stability. In both cases, given the 
panel structure of the sample available, the estimation includes fixed 
effects4 as well as time effects.

As for the results relating to the determinants of the Lerner index, 
Column 1 of Table 1.3 gives the results of the ‘base’ estimation in which 
market power is explained by size, efficiency, market concentration, 

Table 1.2 Market power and financial stability. Average values

 

Lerner Index Z- score

2001 2006 2007 2008 2001 2006 2007 2008

Austria 0.18 0.19 0.17 0.21 26.58 37.50 38.56 38.66
Belgium 0.15 0.19 0.15 0.16 16.04 7.68 7.29 5.01
Canada 0.23 0.23 0.21 0.22 35.37 24.98 24.04 26.20
Cyprus 0.24 0.42 0.27 – 6.22 9.01 10.75 –
Czech Republic 0.19 0.33 0.31 0.32 16.74 24.51 21.08 20.33
Denmark 0.23 0.26 0.22 0.25 18.64 15.88 13.81 10.33
Finland 0.28 0.31 0.26 0.27 27.65 11.79 9.32 5.60
France 0.23 0.21 0.19 0.22 18.55 22.27 15.76 13.97
Germany 0.11 0.18 0.18 0.13 33.60 29.31 28.33 45.40
Greece 0.26 0.31 0.27 0.20 22.61 22.85 21.33 16.10
Ireland 0.14 0.20 0.18 0.13 14.66 11.61 11.12 5.78
Italy 0.29 0.28 0.23 0.18 23.14 25.45 26.96 26.11
Japan 0.31 0.31 0.28 0.26 16.29 26.53 25.36 13.13
Latvia 0.34 0.38 0.33 0.26 17.71 15.78 17.92 15.93
Lithuania 0.07 0.35 0.36 0.30 4.41 14.17 15.09 10.43
Luxembourg 0.18 0.19 0.15 0.19 20.99 25.91 18.91 22.36
Netherlands 0.21 0.25 0.30 0.27 49.40 57.11 13.39 23.56
Norway 0.19 0.25 0.19 – 24.73 21.82 23.21 –
Poland – 0.29 0.33 0.33 – 20.48 22.08 19.44
Portugal 0.23 0.24 0.20 0.16 28.99 29.04 28.01 23.04
Slovakia 0.20 0.34 0.34 0.38 28.20 27.70 27.85 26.03
Slovenia 0.22 0.25 0.27 0.23 29.06 19.03 18.61 18.47
Spain 0.28 0.28 0.27 0.22 44.14 41.70 34.18 32.75
Sweden 0.25 0.23 0.22 0.27 9.21 9.68 9.07 8.04
Switzerland 0.28 0.32 0.29 0.27 23.47 70.00 72.28 67.14
United Kingdom 0.12 0.11 0.12 0.10 34.95 26.89 27.13 22.20
United States 0.31 0.29 0.28 0.30 20.76 20.29 20.31 18.41

Total 0.24 0.25 0.23 0.24 24.23 25.17 23.62 22.37

Source: authors’ own work.
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Table 1.3 Market power determinants. Dependent variable: Lerner index

 1 2 3 4

Log(Total Assets) 0.000 0.055** 0.075** 0.081**
(0.002) (0.010) (0.011) (0.011)

Log(Total Assets)2 −0.002** −0.003** −0.003**
(0.000) (0.000) (0.000)

Credit growth 0.010** 0.010**
(0.003) (0.003)

Efficiency 0.234** 0.232** 0.226** 0.226**
(0.010) (0.010) (0.011) (0.011)

HHI 0.121** 0.123** 0.184** 0.188**
(0.037) (0.037) (0.040) (0.040)

Market share 0.341*
(0.147)

Market share2 −0.261
(0.265)

GDP growth 1.320** 1.311** 1.387** 1.388**
(0.039) (0.039) (0.042) (0.042)

Log (GDP/Population) −0.242** −0.232** −0.185** −0.182**
(0.016) (0.016) (0.018) (0.018)

Loan loss provisions / 
Loans

0.369** 0.372** 0.413** 0.413**

(0.026) (0.026) (0.030) (0.030)

Loans / Total assets 0.086** 0.083** 0.091** 0.091**
(0.006) (0.006) (0.006) (0.006)

Market 
capitalization / GDP

0.001 0.000 0.002 0.001

(0.002) (0.002) (0.003) (0.003)

Inflation rate −0.636** −0.646** −0.698** −0.714**
(0.062) (0.062) (0.066) (0.066)

Observations 30,471 30,471 27,470 27,470

R2 0.21 0.21 0.23 0.23

Sum squared residuals 51.83 51.77 44.68 44.66

F 434.83 411.56 373.14 336.54

Log likelihood 53,913 53,931 49,220 49,226 

Note: *p<0.05, **p<0.01. All estimations include fixed and time effects.

Source: authors’ own work.
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Table 1.4 Determinants of financial stability. Dependent variable: Z- score

 1 2 3 4 5

Lerner 16.887*** 20.668*** 19.968*** 19.944***
(1.232) (3.638) (3.628) (3.628)

Lerner2 −6.788 −7.388 −7.326
(6.609) (6.567) (6.569)

HHI −19.354***
(7.031)

Log(Total 
Assets)

−5.848*** −5.862*** −17.708*** −16.655*** −16.979***

(0.335) (0.336) (2.023) (2.105) (2.140)

Log(Total 
Assets)2

0.425*** 0.386*** 0.400***

(0.071) (0.074) (0.076)

Credit 
growth

−1.457*** −1.454***

(0.505) (0.505)

Market share −27.377
(27.681)

Market 
share2

52.818

(50.265)

Loans / Total 
assets

0.226 1.581 0.823 1.303 1.288

(1.127) (1.126) (1.130) (1.158) (1.158)

GDP growth 50.828*** 70.489*** 53.761*** 57.785*** 57.809***
(7.933) (7.832) (8.014) (8.058) (8.059)

Log (GDP/
Population)

−5.056* −8.548*** −7.114** −1.906 −1.953

(3.063) (3.063) (3.080) (3.223) (3.227)

Inflation rate 26.549** 13.800 28.747** 29.957** 30.301**
(12.434) (12.485) (12.434) (12.385) (12.415)

Observations 31,194 31,194 31,194 28,128 28,128

R2 0.04 0.03 0.04 0.04 0.04

Sum of 
squared 
residuals

2,250,053 2,265,323 2,246,959 1,713,889 1,713,808

F 73.22 58.95 65.98 57.61 51.27

Log 
likelihood

−110,994 −111,099 −110,972 −97,711 −97,711

Note: *p<0.10, **p<0.05, ***p<0.01. All estimations include fixed and time effects.

Source: authors’ own work.
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GDP growth rate, per capita income, the provisions ratio (as percentage 
of loans), specialization (relative importance of loans in total assets), 
stock market capitalization (as percentage of GDP) and inflation.

In general, the explanatory variables are shown to be significant (from 
a statistical point of view) when explaining the differences in market 
power between banks. Although in this ‘base’ estimation size is not 
relevant in explaining the Lerner index, the variable is indeed signifi-
cant when its square is introduced in addition, showing the existence 
of a non- linear relationship in concordance with the results obtained 
in Fernández de Guevara et al. (2005) and Fernández de Guevara and 
Maudos (2007). Thus, although a bank’s market power grows as its size 
increases, there exists a maximum beyond which the power  diminishes.5 
Specifically, from Estimation 4, which includes all the explanatory var-
iables, we deduce that, for entities of a size of less than 422 million 
Euros (12.95 in logarithms) in total assets, market power increases with 
size. However, beyond this volume of business, the relationship is nega-
tive. Although a balance sheet of 422 million Euros corresponds to a 
small- sized entity, in the sample there are a considerable percentage of 
banks below this size, since this inflection point is situated above the 
25th percentile of assets value, as shown in Table 1.1. Specifically, of the 
27,470 observations making up the sample used in the estimation of 
Column 4, 10,007 banks (36 per cent) have total assets below the inflec-
tion point. In our sample, a majority of the entities with total assets 
below the inflection point are credit cooperatives, especially German 
(Genossenschaftsektor, Kreditgenossenchaft) and Italian (Banche di 
Credito Cooperative).

When valuing the influence of total assets on market power, there-
fore, we can establish two distinct regimes. First, for rather more than 
one- third of the sample, those smallest in size, there is a positive rela-
tionship, such that the market power grows as the size of the institu-
tion increases. These entities are characterized by having a substantial 
local presence and operating in small banking markets. Possibly, their 
market power rests on the existence of barriers to entry into these local 
markets. However, once the size threshold described above has been 
crossed, increases in size imply reduction of market power.

In relation to efficiency, the results show that the most efficient banks 
enjoy greater market power, given the positive sign of the parameter 
estimated. This result may indicate that the better- managed banks use 
this advantage in costs as a barrier to entry, thus enjoying monopoly 
rents. Therefore, the most efficient banks do not appear to pass on their 
cost advantages to clients by applying lower margins, but use them to 

9780230_313354_03_cha01.indd   229780230_313354_03_cha01.indd   22 5/26/2011   4:50:22 PM5/26/2011   4:50:22 PM



Bank Size, Market Power and Financial Stability 23

create extraordinary profits. Similar results are obtained in Fernández de 
Guevara et al. (2005) for a sample of European countries and Fernández 
de Guevara and Maudos (2007) in the case of Spanish banks.

One variable deserving special attention is the effect of concentration 
when explaining market power. The positive and statistically significant 
sign accompanying the variable HHI (Herfindahl–Hirschmann index) 
shows that in more concentrated markets it is easier to attain monopoly 
rents, in harmony with the most traditional hypothesis. Nevertheless, it 
is important to note that market concentration is not necessarily a good 
indicator of banking competition, since the latter depends on many 
more factors (existence of barriers to entry, institutional characteristics 
of the country, presence of public banks, market share of foreign banks, 
etc.). Also, economic theory itself teaches that it is possible for rivalry 
to be intense (resulting in perfect competition) in highly concentrated 
markets (e.g. the so- called Bertrand paradox).6

Both the proxy variable for specialization (loans/assets) and the 
indicator of risk (provisions/loans) affect market power positively 
and significantly. In the first case, the results indicate that the banks 
more specialized in the traditional retail intermediation business 
enjoy greater market power, a result that may be due to the lower 
degree of integration at international level in these retail markets 
than in wholesale activities (investment banking, inter- bank, etc.). 
And, in turn, this lower integration may be due to the existence of 
many kinds of barriers to entry (such as the lower integration of the 
infrastructures underlying these markets, natural differences like the 
language, barriers induced by economic policy in the form of differ-
ences in taxation, etc.).

In the case of risk, the results show that the riskiest banks must apply 
a risk premium, which is reflected in a higher margin and, therefore, in 
a higher value of the Lerner index. Nevertheless, a higher value of the 
index should not necessarily be interpreted as greater market power, 
since strictly the Lerner index should be corrected by the influence of 
the level of risk, something that it is not possible to do for lack of avail-
able information at firm level.7

With respect to the macroeconomic control variables, the results 
indicate that market power is: a) greater in boom times (higher GDP 
growth rates); b) lower when the rate of inflation is higher; and c) lower 
in more developed countries, with higher levels of per capita income. 
On the other hand, the variable stock market capitalization / GDP (which 
attempts to proxy the elasticity of the demand for loans) presents a non-
 significant coefficient.
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In Column 3 the growth in the size of each bank is introduced addi-
tionally as a variable explaining market power. The a priori that in times 
of rapid growth the entities that grow most can gain market power is 
confirmed by the results, without affecting the rest of the results com-
mented on above.

As remarked above, the effect of size on market power is compatible 
with a possible differential effect of market share, since, in the interna-
tional context, the absolute size of a bank is one thing and its relative 
size (within its country) is quite a different thing. There may be banks 
that are small on a worldwide scale but are very big in their own coun-
tries, and perhaps for this reason enjoy market power.

When, additionally, the market share and its square are introduced 
into the estimation (Column 4), the variable has a positive and statis-
tically significant effect, and the relationship is linear. Furthermore, 
the significance and positive sign of the size variable are maintained, 
which shows the importance of having both a large absolute size inter-
nationally and a high market share at national level. Therefore, a small 
bank can have market power if it has a significant market share in its 
country.

To determine which of the variables has greatest explanatory capac-
ity from the economic point of view, Table 1.5 contains the estimated 

Table 1.5 Elasticities of the variation of market power and 
Z- score

 Lerner index Z- Score

Log(Total Assets) 4.367 −5.700
Log(Total Assets)2 −2.345 1.836
Credit growth 0.003 −0.002
Efficiency 0.803 Not included
Lerner Not included 0.127
Lerner2 Not included
HHI 0.033 Not included
Market share 0.005 Not included
Market share2 Not included
GDP growth 0.095 0.025
Log (GDP / Population) −10.419
Loan loss provisions / Loans 0.011
Loans / Total assets 0.223
Market capitalization / GDP 0.005 Not included
Inflation rate −0.056 0.015

Source: authors’ own work.
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elasticities of market power and of the Z- score calculated from the coef-
ficients and (unweighted) mean values of the sample to variations in 
each of the determinants. The blank cells correspond to elasticities that 
have not been calculated as the corresponding coefficient was not sta-
tistically significant. The first column shows that the country’s level of 
development (proxied by per capita GDP) is the variable with greatest 
impact on the Lerner index: a growth of 1 per cent in per capita GDP 
(in logarithms) generates a reduction of 10 per cent in the Lerner index. 
The variable with the second greatest influence on market power is size 
and its square, with elasticities of 4.3 per cent and −2.3 per cent, respec-
tively. Efficiency also stands out for its elasticity in relation to market 
power. Thus, an increase of 1 per cent in efficiency generates a growth 
of 0.8 per cent in market power. The elasticities of the rest of the vari-
ables are notably lower.

In order to analyse in greater detail the importance of each of the 
explanatory variables, it is necessary to take into account the sample 
range of variation of each one of them. With this objective, we cal-
culated what the variation of the Lerner index would be if it were cal-
culated starting from an observation situated at the value of the 25th 
percentile of each of the independent variables and increasing up to the 
value defined by the 75th percentile. Taking into account this variation 
in the independent variable and the coefficient estimated in Column 4 
of Table 1.3, we find that the greatest effect on market power is gen-
erated by size, since the growth from the 25th percentile to the 75th 
percentile would signify an 83 per cent growth of market power. At the 
same time, although the elasticity of per capita GDP was the highest, 
if its sample range of variation is taken into account the impact on the 
Lerner index is less than the effect of size, representing a fall of 73 per 
cent in market power in relation to the level of the 25th percentile. The 
impact of the variations of the rest of the variables are notably lower, 
only the case of GDP growth standing out. Specifically, the growth of 
GDP from the value of the 25th percentile to that of the 75th percentile 
implies a growth of market power of 12 per cent from the value of the 
25th percentile.

Once the determinants of market power have been analysed, 
Table 1.4 shows the results corresponding to the Z- score of financial 
stability and its explanatory variables. It should be remembered that 
a higher value of the index comes from a higher profitability, from 
greater capitalization or from lower volatility in profits, so that higher 
values of the index imply more financial stability (less probability of 
failure).
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In the first column of Table 1.4 the Lerner index is used as indica-
tor of market power, while in Column 2 market concentration (HHI) 
is used alternatively. In the first case, the parameter is positive and sta-
tistically significant, providing evidence in favour of the  ‘competition–
instability’ hypothesis that, since banking competition reduces the 
value of the firm, the banks have incentives to take more risks. In 
Regressions 3–5, the square of the Lerner index is also included in order 
to capture the possible non- linear effect of the variable, and a non-
 significant coefficient is obtained. In this sense, the results do not agree 
with Berger et al. (2009) and Turk Ariss (2010) who obtain a quadratic 
relationship.

If, instead of the Lerner index, we use the HHI index as the indicator 
of competition (as is usual in other studies), the results are inverted: 
increases in concentration lead to a lowering of financial stability. This 
result, which is just the opposite of that obtained in terms of the Lerner 
index, shows the limitations of using market concentration indicators 
as proxies for competition. The result agrees with that obtained for the 
Spanish case by Jiménez et al. (2010), who obtain a negative relation-
ship between the Lerner index and the credit risk. However, when they 
use measurements of market concentration, the results change depend-
ing on the indicator used (CR5 – five- firm concentration ratio, HHI or 
number of banks).

The results also indicate that size affects financial stability, with a 
non- linear effect. It is verified that the effect of the size of the entity 
is U- shaped, being initially negative up to a certain inflection point, 
beyond which it starts to have a positive effect. If we take Equation 
4 as reference, we find that this inflection point occurs for a type of 
bank with a really high balance sheet, 2.3 billion Euros. Therefore, the 
stability of financial entities is greater in small banks and decreases 
as their size increases. However, for very big entities the Z- score 
increases.

In Column 5 of Table 1.4 we introduce the market share and its square, 
attempting to capture the differential effect of the relative size of a mar-
ket in relation to its national market. As can be observed, neither coef-
ficient, of the market share or of its square, is statistically significant.

With respect to the macroeconomic variables, the economic cycle 
affects stability positively. It has to be taken into account that banking 
profitability is an increasing function of GDP (high rates of growth of 
banking activity), which increases the Z- score. In the case of the infla-
tion rate, its effect is also positive, which may be due to the fact that, in 
general, banking margins are higher with high rates of inflation.8
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Just as above we calculated the economic impact associated with a 
variation of the variables of market power, in the second column of 
Table 1.5 we have calculated the elasticities of the Z- score to changes in 
each of the explanatory variables. The highest elasticity is found to cor-
respond to the size of the entities, both in levels and squared. Next after 
this variable is the Lerner index (in level, not the square, since its coef-
ficient is not statistically significant). The same conclusion is obtained 
if we calculate the range of variation of the Z- score when each of the 
explanatory variables changes from a value equivalent to the observa-
tion situated at the 25th percentile to another at the 75th percentile. 
Taking into account the coefficients estimated, it can be calculated that 
the increase in size by a value equivalent to the inter- quartile range gen-
erates a reduction of 190 per cent of the Z- score in relation to the value 
of the 25th percentile. The Lerner index also substantially affects the 
indicator of the stability of the financial entity, as an increase in market 
power equivalent to the inter- quartile range generates an increase in the 
Z- score (and therefore of financial stability) of 12 per cent.

1.6 Conclusions

In recent years, the principal banking sectors of the world have been 
subjected to the pressure of competition in an ever more globalized 
world where the barriers to integration are lower. This reduction of the 
barriers to competition, though it may be beneficial for firms and con-
sumers to the extent that it implies a reduction in the cost of financing, 
may negatively affect financial stability.

Economic theory does not offer a unique vision of the effect of market 
power on financial stability; there exist, broadly, two alternative hypoth-
eses. On the one hand, the most traditional thesis affirms that market 
power can have beneficial effects on financial stability, as the extraordi-
nary profits associated with the lack of competition increase the value of 
the bank, thus reducing the incentives to invest in more risky activities. 
On the other hand, the alternative competition–stability hypothesis pos-
tulates that, if competition ensures lower loan interest rates, this causes 
riskier projects to be ruled out, thus increasing financial stability.

In the current context of economic and financial crisis, the supposed 
benefits associated with the processes of deregulation have been called 
into question, given the consequences that more deregulated banking 
activity (above all in the United States) has had for the intensity of com-
petition and, through it, for financial stability. The absence of restric-
tions on banking activity and the perverse incentives to gain size have 
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increased competitive rivalry in the banking markets, which has ended 
up negatively affecting financial stability.

In this context, our study contributes evidence for a broad panel 
of banks of various countries (EU- 25, Canada, Japan and the United 
States) in the period 2001–8. For this, we construct an indicator of mar-
ket power and another of financial stability at bank level. Specifically, 
market power is proxied by the Lerner index and financial stability by 
the so- called Z- score.

The results show that as banking competition increases, so does finan-
cial instability, so a certain level of market power can in the long term 
be beneficial. According to this result, the deregulation process of recent 
years and the measures implemented to increase competition may have 
negatively affected financial stability. Therefore, the results shown here 
posit a dilemma that society has to resolve. On the one hand, strictly 
from the point of view of economic efficiency, financial markets have 
to be as competitive as possible to prevent the losses of welfare associ-
ated with situations of imperfect competition (Maudos and Fernández 
de Guevara, 2007) and for the financial sector to make its full contri-
bution to economic growth (Maudos and Fernández de Guevara, 2007; 
Fernández de Guevara and Maudos, 2009). On the other hand, an excess 
of competition may affect the stability of the financial sector. The objec-
tive of the economic authority should therefore be to design a system 
of incentives that can achieve an adequate level of competition in the 
financial sector without generating problems of stability.

The study also analyses the effect of size on market power. The results 
show a positive effect, although the relationship is not linear, since 
beyond a certain size threshold market power decreases. Therefore, very 
big banks are not necessarily a danger in terms of market power, since 
in fact the maximum value of market power is reached at an intermedi-
ate size (specifically, for an asset value of 422 million Euros, correspond-
ing to an entity of small size in the sample used).

Another result of interest is the effect of size on financial stability, a 
question of concern in the current context of financial crisis. After the 
events occurring since the start of the present crisis in summer 2007, 
several authors have highlighted the role played by the big banks which 
has aggravated the crisis, generating systemic risk. The maximum ten-
sions in the financial markets that occurred after the failure of Lehman 
Brothers demonstrate the importance of the big banks in generating 
financial instability. In this context, our results show that, although 
size negatively affects financial stability, the relationship is not linear, 
so that beyond a certain threshold (corresponding to a very big bank, 
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specifically, 2.3 billion Euros) growth in size diminishes the probability 
of failure.

One of the conclusions to be drawn from the results obtained is that 
the possible risk associated with big banks and the implications deriv-
ing therefrom (such as the thesis that they are too big to allow them to 
fail) do not come from their higher probability of failure, since financial 
instability diminishes beyond a very high asset value. A very different 
matter is that, if it is a big bank that fails, this can create systemic risk. 
In other words, there is no reason why big banks should have a higher 
level of risk (probability of failure), but if, unfortunately, it is a very big 
bank that fails, this creates systemic risk, so this may require special 
regulation, given the greater negative external effects of the failure of 
a big bank.
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Notes

A previous version of this chapter was published in Spanish in Perspectivas del 
Sistema Financiero (FUNCAS).

1. See Fernández de Guevara et al. (2007).
2. For this we use the stochastic frontier approach proposed by Aigner et al. 

(1977) and Meeusen and van den Broeck (1977). This approach modifies the 
standard costs function by assuming that inefficiency forms part of the error 
term of the regression. Therefore, the error term has two components. The first 
is symmetrical and captures the random term, while the second is an asym-
metric component that measures inefficiency in relation to the frontier.

3. See a description in Boyd and Graham (1986).
4. The Hausman test indicates that this specification is preferable to that of 

random effects.
5. The result is similar to that obtained in Fernández de Guevara et al. (2005) for 

an international sample. On the other hand, for the specific case of Spanish 
banks, the result is the opposite: as size increases, market power decreases, 
with a non- linear relationship.

6. See European Central Bank (2010).
7. Jiménez et al. (2010) analyse the relationship between market power and 

banking risk by estimating Lerner indices corrected by the influence of 
risk. For this purpose, they use confidential information only available to 
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researchers of the Bank of Spain. They also estimate Lerner indices separately 
for various banking products using information (also confidential) on rates 
of interest on new operations.

8. Huybens and Smith (1999) show that inflation artificially increases banking 
margins and therefore profitability. Demirgüç- Kunt et al. (2004) also com-
ment that inflation and the economic cycle can affect banking margins. 
Indeed, they find that inflation has a positive effect on financial margins. 
See also Carbó et al. (2009).
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2.1 Introduction

The financial crisis has highlighted, inter alia, that the financial com-
munity as a whole suffered from important limitations and distortions 
in the perception of risk faced by banks. The distortion materialized in 
a marked underestimation of risk by the major players in the system: 
top management, board of directors, rating agencies, regulatory and 
supervisory authorities, and so on.

Agents subject to regulation tend to adapt their behaviour to mini-
mize its impact; regulatory and supervisory authorities can react to this 
behaviour by adapting the rules. However, regulatory and supervisory 
authorities have difficulties in keeping up with players (by generating 
new rules always fully adapted to current situations), because players 
have strong financial incentives to minimize the cost of regulation by 
exploiting the areas of action allowed by the regulation itself. Market 
discipline, at least ideally, consists of dynamic and highly motivated 
entrepreneurs, seeking to minimize the cost of regulation to maximize 
the return on their investment, in the guise of investors, who wish, act-
ing in a competitive market, to maximize the return on their investment 
per unit of risk taken. In this context, avoiding regulation (gaming the 
system) would cease to be profitable because it could be immediately 
identified, and punished, by investors watching the actual risk- taking 
rather than the formal observance of the rules.

The ability of outsiders to perceive the risk faced by a bank is essential 
for the functioning of so- called market discipline. In an ideal situation, 
market discipline sanctions banks that take risk considered to be exces-
sive by increasing the cost of unsecured funding (equity) and subordi-
nated debt (wholesale deposits and bonds) and by lowering the levels of 
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their activity. Market discipline tends, therefore, to moderate the con-
sequences of moral hazard that leads banks to assume the maximum 
risk (in order to maximize profitability) given the cost of funding. The 
correction to the banks’ incentives realized through market discipline, 
which makes risk- taking progressively more expensive, would align the 
incentives with those of society overall, given the known general impli-
cations of banking activity. The logic of the third pillar of Basel regula-
tion, which promotes transparency in risk communication, does indeed 
have the objective of strengthening market discipline. According to the 
third consultative package of Basel 2,1 ‘The purpose of Pillar 3 – market 
discipline is to complement the minimum capital requirements (Pillar 
1) and the supervisory review process (Pillar 2)’ by developing ‘a set of 
disclosure requirements which will allow market participants to assess 
key pieces of information on the scope of application, capital, risk expo-
sures, risk assessment processes, and hence the capital adequacy of the 
[financial intermediaries]’.

However, market discipline does not seem to have prevented banks 
from taking excessive amounts of risk in the period preceding the 
financial crisis that began in summer 2007, by taking insufficient levels 
of capital resources in respect of the risk taken and by operating with 
excessive levels of leverage. Clearly, the market was misinformed, or did 
not react adequately to the available information.

Financial analysts, as a key component of the financial community, 
should show distinctive ability to perceive the risk taken by (listed) 
banks. One might indeed expect that analysts, being professionals 
highly specialized in the study of the financial and economic charac-
teristics of listed companies, are the agents in the best position both 
to estimate the risk faced by the issuers of securities for which they 
provide investment recommendations and to perceive, in advance of 
the rest of the financial community, the variation in risks taken by the 
issuer (in the case of interest a financial institution) whose securities 
they closely and thoroughly follow. A good ability to estimate the risk 
of an issuer should also translate into a ready ability to predict changes 
in the issuer’s profitability.

This chapter aims to explore the accuracy in the perception of risk by 
financial analysts and whether this ability has shown changes (in the 
direction of an improvement or a deterioration) in concurrence with 
the financial crisis.

The chapter is organized as follows. Section 2.2 presents the moti-
vations for this study in light of the literature on analysts’ fore-
casts. Following on, Section 2.3 considers the methodological issues 
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concerning the measurement of analysts’ forecast errors and bank risk, 
and Section 2.4 illustrates the sample and data. Section 2.5 describes 
the empirical results, and Section 2.6 provides robustness tests. Finally 
Section 2.7 concludes.

2.2 Literature review

The investigation of the bias and rationality of financial analysts has a 
long tradition, partly because the forecasts of the key financial param-
eters (including earnings) made by analysts are collected and stored in 
specialized databases (such as I/B/E/S, Value Line, Zacks and First Call) 
and the back- testing of the accuracy of those forecasts has great eco-
nomic importance and is relatively simple.

The empirical evidence on the accuracy of analysts’ forecasts shows 
that earnings forecasts tend to be biased. For the 1980s and 1990s 
analysts showed an excessive optimism, and the positive bias in the 
forecasts could be foreseen on the basis of the available information 
(see Kothari, 2001). Nevertheless, since the year 2000 there has been a 
shift towards pessimism (perhaps excessive) in the United States (Heflin 
et al., 2003; Kadan et al., 2009). This shift is explained by the legislative 
changes, which on the one hand introduce a limitation in the interre-
lationships between investment units and research units in investment 
banks, and on the other hand restrict the flow of private information 
from management to analysts. Contextually, there is evidence of a shift 
from optimism to pessimism within the same year (i.e. a reduction of 
analysts’ optimism as the date of the annual earnings announcement 
approaches).2 In the investigation of the phenomenon the methodo-
logical issues should not be neglected; Gu and Wu (2003) in particular 
suggest that analysts, in their attempt to minimize the average forecast 
errors in absolute terms, maximize their utility function by producing 
an estimate of the median earnings forecast. This results in a rational 
and expected pessimism in periods of expansion, and vice versa in bad 
times.

The extensive banking literature on bank risk employs risk measures 
based on both accounting data and market data. The accounting- based 
proxies most commonly used are: the number of non- performing loans 
(Jiménez et al., 2007), the indexes on the degree of bank insolvency, 
such as the Z- score (Boyd, 1993; Konishi et al., 2004) and the median 
standard deviation of the rate of return on equity (Boyd, 1993). The 
market- based proxies relate to systematic risk, bank- specific risk, market 
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risk and interest rate risk (Demsetz and Strahan, 1997; Saunders et al., 
1990). Although the construction of proxies based on accounting data 
is affected by accounting conventions and policies, which may differ 
between banks and which are not uniform across countries, their use is 
widespread in the literature.

Despite an extensive literature on both the bias in analysts’ forecasts 
and the measurement of banks’ risk based on public (accounting and 
market) data, less attention has been paid to the role of analysts as a 
‘bridge’ between the market data and their dissemination and inter-
pretation for the evaluation of risk. As far as we are aware, this is the 
first study to link the two streams of the literature, by investigating the 
ability of financial analysts to perceive the risk taken by banks and to 
incorporate this risk into their forecasts.

2.3 Methodology

The methodology is based first on the estimation of analysts’ fore-
cast errors and bank risk (derived from relevant accounting data), and 
then on the investigation of the relationship between these two meas-
ures. Our study specifies this relationship both over the overall period 
under investigation (January 2003 – June 2007) and in two sub- periods 
around the crisis that began in summer 2007 (pre- crisis: January 2003 – 
June 2007; acute crisis: July 2007 – March 2009). According to Bank 
for International Settlements (2010), it has been decided that the acute 
crisis period ended in March 2009.

2.3.1 Accuracy of analysts’ forecasts

The first step requires the estimation of a measure of the accuracy of 
analysts’ forecasts. We first take into consideration earnings, because 
they are clearly the item on which the financial community focuses 
most of its attention. Although earnings are subject to accounting con-
ventions, they are the ultimate synthesis of company ‘health’. Earnings 
forecast accuracy is defined as the difference between actual earnings 
and analysts’ earnings forecasts.

In the study, the measure of accuracy is defined as the forecast error 
of each analyst y for each bank j in each period t (FE_EPSyjt), measured 
as follows:3

_ jt yjt
yjt

jt

EPS FEPS
FE EPS

P

−
=  (1)
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where: EPSjt 5 actual current earnings per share for each bank j for 
forecast period t;

FEPSyjt 5 current earnings forecast of each individual analyst y for each 
bank j for each forecast period t;

Pjt 5 last available stock price for each bank j for period t.

Specifically, we employ two measures of the forecast error according to 
the type of earnings forecasts used:

a.  Mean forecast error, where the forecast EPS is the mean consensus 
forecast calculated as the mean value of all individual forecasts avail-
able from the day of the previous annual earnings announcement 
till the day of the present annual earnings announcement (as done 
in Lang and Lundholm, 1993);

b.  Last announced forecast error, where the forecast EPS is the last 
announced consensus forecast calculated from all individual forecasts 
available from the day of the previous annual earnings announce-
ment till the day of the present annual earnings announcement. 
When there is more than one forecast released by an analyst during 
this period, the most recent forecast before the earnings announce-
ment is used in the calculation of the last announced consensus EPS 
(as used in Simpson, 2010).

2.3.2 Bank risk

In addition to earnings, analysts are also involved in the estimation 
of bank risk. For the purposes of this study, among the various risk 
measures used in the literature,4 we decided to employ a measure of risk 
based on accounting data, named the Z- Score (Boyd, 1993). This risk 
measure is a statistic indicating the probability of bankruptcy, and is 
calculated as follows:

4 4

1 1 1
1 1

2 /( ) / ( )/( )/ /jt jq jq j q jq j q jq j q ROAjt
q q

Z score A A n E E A A n s− − −
= =

      − = + + + +           
∑ ∑p  (2)

where: πjq 5 net accounting income after taxes for bank j in each quar-
ter q of year t;

Ajq 5 total assets from the balance sheet for bank j in each quarter q of 
year t;

E 
jq 5 total equity from the balance sheet for bank j in each quarter q 
of year t;

n 5 number of sample quarters;
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SROAjt = estimated standard deviation of ROAj (where j
j

j

ROA
A

=
p ) for bank j 

in year t, which is computed as the standard deviation of r over the four 
quarters q in each year t.

Given that bank risk is a complex and critical variable in our analy-
sis, as a robustness test we also use an alternative measure, namely the 
standard deviation of the rate of return on assets (ROA) for each bank j, 
computed as the standard deviation of ROA over the four quarters q in 
each year t−1.

While higher values of Z- score imply lower risk, higher values of ROA-
 Stdev imply higher risk.

2.3.3 Bank risk and accuracy in analysts’ forecasts

It is expected that analysts are able to forecast, in addition to earnings, 
any change in risk assumed by the banks; this ability would be particu-
larly useful in view of major discontinuities such as those represented 
by the financial crisis. To test this ability, a preliminary investigation 
relates to the correlation between forecast errors and the risk indicator 
(Z- score).

To further examine the relationship between forecast error and bank 
risk, and to adequately consider the variety of factors that influence the 
forecast error,5 we estimate the following regression:

0 1 1 2 1 3 1

4 1 5 1 6 1

7 1 8 1 9

_

_ /

_ _

yjt j t j t j t

j t j t j t

j t yjt j t jt

FE EPS Risk LEV EPS

Market size B P Growth

Past return FE EPS Volatility

− − −

− − −

− −

= + + +

+ + +

+ + + +

a a a a

a a a

a a a e

 (3)

where: Z- scorejt- 1 5 risk measure of the previous year for bank j;
LEV jt−1 5 leverage (mean value of equity over total assets) of the previ-

ous year for bank j;
EPS jt−1 5 actual current earnings of the previous year for bank j;
Market_size jt−1 5 natural logarithm of market value (number of shares 

outstanding at the end of year t−1 times stock price at the end of year 
t−1) for bank j;

B/Pjt−1 5 book- to- price ratio of the previous year for bank j, calculated as 
the last available book price per share at the end of year t−1 and the 
stock price at the end of year t−1;

Growthjt−1 5 growth in total assets for bank j, calculated as the differ-
ence between Assetst−2 and Assetst−1, divided by Assetst−2;

Past_returnjt−1 5 past stock raw return for bank j cumulated over a win-
dow starting one year before the end of year t−1;

FE_EPSyjt−1 5 past analysts’ forecast error;
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Volatilityjt−1 = past stock volatility for bank j, computed as the annual-
ized standard deviation of log over weekly price changes for bank j; it 
measures the range of variation over year t.

The inclusion of the control variables is motivated by prior evidence 
on factors that affect the properties of analysts’ forecasts. As there are 
no studies, as far as we are aware, on the factors that affect the proper-
ties of analysts’ forecasts specifically in banking, our paper also extends 
the banking literature in this respect. Frankel and Lee (1998) show that 
analysts tend to overreact to past growth and book- to price ratio. We 
thus include book- to- price and asset growth that are observable to the 
analyst at the time of making the forecast. Abarbanell (1991) shows that 
analysts do not fully reflect the information in price movements prior 
to their forecasts; therefore we include past raw return. Kormendi and 
Lipe (1987) document the persistence of earnings; we therefore include 
earnings per share of the previous year. Simpson (2010) controls for 
scale effects; accordingly, we include the market capitalization of each 
bank at the end of the previous year. Similarly, although no previous 
studies have analysed the impact of leverage on analysts’ forecast errors, 
we include leverage for two reasons: on the one hand, the banking lit-
erature suggests its extreme relevance in the definition of the struc-
tural characteristics of banks and its strong pro- cyclicality, and on the 
other hand new banking regulations (Basel 3) foresee its disclosure from 
2015.

All regressions are estimated with pooled cross- sectional time- series 
data. The standard errors of the coefficient estimates are adjusted 
for panel- level heteroscedasticity (White’s t- statistics) and non-
 independence of time- series observations (clustering by analyst). As 
an alternative to the clustering- by- analyst approach, we also estimate 
the regressions with fixed- analyst effects. Year- indicator variables are 
included in all regressions to control for fixed- time effects.

2.4 Sample

The sample comprises European listed banks composing the Stoxx600 
Banks index over the period January 2003 – March 2009. The con-
struction of the sample required a complex aggregation between dif-
ferent sources: I/B/E/S detail for data on individual analyst forecasts; 
Datastream for market data on bank stocks (daily closing price, number 
of outstanding shares) and on the Stoxx600 Bank index (composition 
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in each year, price index); and Compustat Global Financial for quarterly 
financial statements of the European banks in the sample (i.e. banks 
composing the Stoxx660 Bank index over the period January 2003 – 
March 2009).

The sample (Table 2.1) consists of 411 banks in 18 European countries 
over the period January 2003 – March 2009. Because of the composition 
of the index, the banking systems with a higher incidence are those of 
Italy, Spain and the UK.

With regard to analysts’ forecasts on the banks under investigation 
(Table 2.2), the sample consists of 942 analysts over the period, for a 
total of 36,343 forecasts issued. The average number of forecasts per 
analyst in each year over the sample period is 38.58, and the average 
number of forecasts on a given bank in each year is 88.43.

Table 2.1 Number of banks in the sample (by country and year)

Year 2003 2004 2005 2006 2007 2008 2009 (Q1) Panel

Country

Austria 1 1 2 2 2 2 10
Belgium 3 3 3 3 4 4 1 21
Denmark 1 2 3 3 3 3 15
Finland 1 1 1 1 1 1  6
France 5 4 3 4 4 4 24
Germany 4 5 5 5 5 4 1 29
Greece 5 5 6 6 6 6 34
Iceland    3 3   6
Ireland 2 3 4 4 3 3 1 20
Italy 13 15 16 14 10 10 1 79
Luxembourg 1 1 1 1 1 1  6
Netherlands 1 1 1 1 1   5
Norway 1 1 1 1 1 1  6
Portugal 3 3 3 3 3 3  18
Spain 3 3 4 5 6 7  28
Sweden 4 4 4 4 4 4  24
Switzerland 3 3 3 4 4 4  21
United 
Kingdom

11 10 10 10 10 7 1 59

Panel 62 65 70 74 71 64 5 411

Note: The Table shows the number of banks under observation in each year and 
country over the period 2003–9 (Q1). A bank is included in the sample when it is in the 
Stoxx600 Bank index in a given year. Data on the index composition are obtained from 
Datastream.
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2.5 Empirical results

We first analyse descriptive statistics for analysts’ forecast error, bank 
risk and control variables over the entire period and in each of the 
two sub- periods (pre- crisis and during the crisis (Tables 2.3 and 2.4). 
The empirical findings reveal that both the mean forecast error and 
the last announced forecast error are negative over the entire period, 
equal respectively to −0.4932 and −0.0240 (Table 2.3). Even more 
interestingly for our purposes, we find very different results before 
and during the crisis (Table 2.4). Before the crisis the mean forecast 
error is positive (and equal to 0.0053); this implies a systematic and 
modest pessimism by analysts. In contrast, the forecast error becomes 
very negative (and equal to −1.0065) during the crisis period, thereby 
indicating a heavy underestimation by analysts of the effects of the 
crisis on the earnings of banks (alternatively, this result could repre-
sent a manifestation of the crisis itself by a decrease in the earnings 
of banks).

We now turn our attention to bank risk (Table 2.4). The Z- score (a 
proxy for risk based on accounting measures) showed a significant 
decrease during the crisis, from an average value of 76.45 to 52.46. 
Given the measurement procedure for the Z- score (as explained in 
Equation 2), higher Z- score values suggest lower risk in accounting 

Table 2.2 Number of analysts’ earnings forecasts (by year)

Year

Total 
number of 
forecasts

Number of 
analysts

Number of 
revisions 

per analyst

Average 
number of 

revisions per 
bank

2003 5,288 423 12.50 85.29
2004 4,607 381 12.09 70.88
2005 6,985 402 17.38 99.79
2006 5,655 394 14.35 76.42
2007 6,030 422 14.29 84.93
2008 7,508 417 18.00 117.31
2009 (Q1) 270 66 4.09 54.00
Panel 36,343 942 38.58 88.43

Note: Descriptive statistics for each year (2003–9) on (1) total number of earnings forecasts, 
which occur when there is a change in the value of two consecutive earnings forecasts 
produced by a given individual analyst, (2) total number of analysts issuing revisions, 
(3) total number of revisions per analysts and (4) number of revisions per bank. Individual 
analysts’ forecasts are obtained from I/B/E/S. Over the period 2003–9, the total number of 
revisions is 36,343 and the total number of analysts issuing revisions is 942.
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terms. This suggests a lower risk before the crisis. Instead the Z- score 
value decreases during the crisis, showing an increase in risk.

Preliminary evidence on the relationship between analysts’ forecast 
errors and bank risk is provided by the comparison of their respective 
standard deviations (Table 2.4). During the crisis the standard deviation 
of the risk measure doubles, whereas the standard deviation of mean 
forecast error increases by a factor approximately equal to 150 (from 
0.06 to 9.58). This finding seems particularly interesting, because if the 
analysts lose accuracy during the crisis (as could be demonstrated by 
an increase in the dispersion of their forecasts), they could contribute 

Table 2.4 Descriptive statistics of analysts’ forecast error, bank risk and control 
variables

 
No. 

observations Mean
Standard 

dev. Max Min

Analysts’ forecast variables
Mean forecast 
error

6,248 −0.4932 6.7463 54.22 −176.1159

Mean forecast 
error pre- crisis

3,160 0.0053 0.0632 0.2452 −3.4178

Mean forecast 
error during 
the crisis

3,078 −1.0065 9.5853 54.2227 −176.1158

Bank risk metric
Z- score 6,176 130.4982 363.4183 3,684.52 −1569.49
Z- score pre- crisis 6,252 76.4468 200.3349 2,580.62 0.00
Z- score during 
the crisis

6,252 52.4651 313.9433 3,684.52 −1,569.49

Control variables
EPS 6,100 7.8820 17.9273 127.1270 −2.2142
Market_size 6,316 23.5254 1.3967 27.20 19.61
B/P 6,216 1,216.3568 2,195.3389 16,438.84 3.09
Growth 6,228 0.1752 0.26117 1.9600 −0.89
Past return 6,316 −0.1019 0.5781 9.1700 −0.95

Note: The table shows descriptive statistics for analysts’ forecast errors, bank risk and control 
variables over the entire period and in each of the two sub- periods (pre- crisis and during 
the crisis). Z- score is a bank risk measure based on accounting data. EPS is the actual current 
earnings per share of a bank. Market_size is the natural logarithm of market value (number of 
shares outstanding at the end of year t−1 times stock price at the end of year t−1) of a bank. B/P 
is the book- to- price ratio for a bank, calculated as the last available book price per share at the 
end of year t−1 and the stock price at the end of year t−1. Growth is the growth in total assets 
for a bank, calculated as the difference between Assetst−2 and Assetst−1, divided by Assetst−2. 
Past return is the past stock raw return for a bank cumulated over a window starting one year 
before the end of year t−1.
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Figure 2.1 Dispersion of mean forecast error and Z-score over the entire period

Source: authors’ own estimates
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to boosting the market perception rather than contributing to a correct 
interpretation by the market of the issuers’ prospects.

Analysing the pattern over time of the two variables of interest 
(Figure 2.1) confirms a significant increase in the dispersion of the 
mean forecast error during the crisis, together with a marked trend 
towards a negative error (i.e. forecasts lower than actual EPS values). 
With regard to risk, the effect of the crisis is a clear move of the Z- score 
value towards the lower end side, confirming an increase in the risk 
level in banking.

To further investigate the relationship between analyst accuracy and 
bank risk, we estimate the correlation between the bank risk metrics and 
the mean forecast error, both in absolute terms and in relative terms for 
the forecast error (Table 2.5). In absolute terms, the correlation indicates 
a positive relation with bank risk both before and during the crisis, 
with the only exception being market risk pre- crisis.6 There is a posi-
tive correlation between risk and the ability to predict earnings, and 
this correlation is particularly pronounced during the crisis. In relative 
terms, used to infer the presence of optimism vs. pessimism in analysts’ 
forecasts, the correlation pre- crisis is positive (0.069 for the Z- score and 
0.063 for beta, all significant at 99 per cent), whereas the same correla-
tion becomes negative during the crisis (respectively equal to −0.585 
and −0.094, all significant at 99 per cent). For accounting- based risk, 
this suggests that lower risk is associated with higher positive forecast 
errors before the crisis, whereas higher risk is associated with higher 
negative forecast errors during the crisis. For market- based risk, on the 
other hand, this suggests that higher risk is associated with higher posi-
tive forecast errors before the crisis, whereas lower risk is associated with 
higher negative forecast errors during the crisis. The unexpected pre-
 crisis Z- score result requires further analysis, as it would suggest that, 
in the presence of lower risk, forecast errors increase; in other words, 
bank risk is a factor that has an effect on forecast errors opposite to that 
expected in the pre- crisis period.

Scatter plots are then used to get a graphical representation of the 
relationship between bank risk and mean forecast errors in relative 
terms, both pre- crisis and during the crisis (Figure 2.2). Before the crisis, 
mean forecast errors tend to be above zero (i.e. actual EPS values higher 
than analyst forecasts and thus pessimism by analysts), whereas during 
the crisis mean forecast errors tend to be lower than zero (i.e. under-
estimation by analysts of the effects of the crisis). Moreover, the posi-
tive pre- crisis forecast errors are positively associated with the Z- score, 
which means that lower risk is found together with higher pessimism. 
On the other hand, during the crisis, analysts’ perception of risk is as  
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Figure 2.2 Continued
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Figure 2.2 Forecast error and bank risk

Source: authors’ own estimates
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expected: higher risk, higher forecast errors. The surprising results of 
the correlation analysis are confirmed.

To better investigate the above preliminary evidence, we perform a 
regression of analysts’ forecast errors on Z- score and control variables, by 
using the analyst- cluster regressions previously outlined in Equation 3. 
The regression for the entire period is first estimated (Table 2.6, Panel A). 
The main outcome here is that the coefficient of the Z- score is nega-
tive (and statistically significant at 1 per cent), suggesting that a higher 
Z- score (meaning a lower risk) determines lower forecast errors (i.e., fore-
cast errors are lower in the presence of lower bank risk). Moreover, multi-
collinearity diagnostic statistics (variance inflation factor, VIF)7 confirm 
that no multicollinearity problem affects the variables assumed to be 
determinants of the analysts’ forecast error. Finally, the explanatory 
power of the model is high (R2 equals 39.34 per cent).

The estimated coefficients on the control variables indicate the follow-
ing (Table 2.6, Panel A): the association between prior earnings and ana-
lyst forecast bias is positive and in line with the findings of Abarbanell 
and Bernard (1992) and Mendenhall (1991) on analysts’ under- reaction 
to previous earnings information. The coefficient on market size is neg-
ative and significant at 1 per cent, which implies that analysts are more 
optimistic in their forecasts for bigger banks. The coefficient of the B/P 
ratio is positive and statistically significant, which implies that analysts 
are more biased in their forecasts for value stocks (stocks with higher 
fundamentals in comparison to their market prices) than for glamour 
stocks. The coefficient on past forecast error (FE_EPSt−1) is negatively 
related to the current forecast error, implying that analysts’ bias does 
not persist over time. This is not in line with prior research, and it is 
likely due to the emergence of the crisis during the sample period. The 
coefficient on asset growth is positive, suggesting that high (low) past 
growth is positively associated with excessive optimism (pessimism). 
This is consistent with the evidence from Frankel and Lee (1998). The 
positive and statistically significant coefficient on past return indicates 
that analysts under- react to prior stock price performance and predict 
systematically lower earnings than the actual realizations. This is con-
sistent with the evidence from Abarbanell (1991) that analysts discount 
previous price change information in their forecasts. Finally, the nega-
tive and statistically coefficient on market volatility is unexpected, sug-
gesting that analysts are more biased in the presence of lower levels of 
market uncertainty at the time when the forecast is made.

In order to identify the existence of any effect of the crisis on the 
relationship between analysts’ forecast error and bank risk, the overall 
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period is split into the pre- crisis period (January 2003 – June 2007) and 
the acute crisis period (July 2007 – March 2009). As shown in Table 2.6 
(Panels B and C), we first observe that the number of observations in 
the crisis period is higher than the number of observations in the pre-
 crisis period (1,674 vs. 1,245): this suggests that, even if the crisis period 
is shorter (seven quarters only) than the pre- crisis period, analysts have 
been much more active and issued more forecasts than in the entire pre-
 crisis period. An interesting result emerges regarding the bank risk: the 
coefficient of the Z- score is not statistically significant in the pre- crisis 
period, whereas it becomes negative and statistically significant at the 
1 per cent level during the crisis. This indicates that bank risk does not 
affect analysts’ forecast errors in the pre- crisis period, so that bank risk 
is not among the factors that affect the properties of analysts’ forecasts. 
During the crisis, on the other hand, bank risk positively affects analysts’ 
forecast errors, which means that a higher bank risk determines higher 

Table 2.7 Regression of forecast error on bank risk (ROA- STDEV) and control 
variables (pre- crisis and during the crisis)

 

Panel A: Pre- crisis Panel B: During the crisis

� Dev.St. t � Dev.St. t

(Constant) 5.1411*** 1.0144 5.07 150.2768 139.3775 1.08
ROA- Stdevt−1 0.2591 0.3689 −0.70 192.2424*** 43.8640 4.38
EPS t−1 0.0006*** 0.0001 13.64 −0.0031 .0136 0.23
Market_size t−1 −0.0006* 0.0003 1.79 0.0171 0.0384 0.44
B/P t−1 0.0001** 0.0001 2.31 −0.0001 0.0001 −0.27
Mean forecast 
errort−1

− −2.1146 2.6987 0.78

Growth t−1 0.0112 *** 0.0025 4.38 1.0266*** 0.3249 3.16
Past return t−1 0.0123*** 0.0018 6.87 0.2706** 0.1329 2.04
Number of 
observations

1,264 1,674

Number of clusters 
(analyst)

302 350

Adj- R2 0.1584   0.0350   

Note: The table presents results from Equation 3, where risk is proxied by ROA- Stdev instead 
of Z- score. The equation is estimated with observations pooled across time and analysts. 
The equation is estimated both for the pre- crisis period (January 2003 – June2007) and 
for the period during the crisis (July 2007 – March 2009). Year- indicator variables are 
included to control for fixed- time effects. The regression is estimated by using the analyst-
 cluster model (i.e. the standard errors of the coefficient estimates are adjusted for panel-
 level heteroscedasticity and non- independence of time- series observations). * indicates a 
regression coefficient significant at 10%; ** significant at 5%; *** significant at the 1% 
level. Variable definitions are presented in Table 2.4.
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analysts’ forecast errors. Moreover, the coefficients of the control vari-
ables remain the same as for the entire period previously discussed, with 
one exception only (leverage). Whereas before the crisis leverage did not 
impact on analysts’ forecast errors, it becomes relevant and statistically 
significant during the crisis: the higher the leverage of the bank, the 
higher the bias in the analysts’ forecasts. Finally, the explanatory power 
of the model is higher in the crisis period than in the pre- crisis period 
(R2 equal respectively to 46.45 per cent and 17.30 per cent).

2.6 Robustness tests

As a first robustness test, we use an alternative accounting- based risk 
measure, which is the standard deviation of ROA over the four quar-
ters in each year t−1 (Table 2.7). By splitting the overall sample into 
the pre- crisis period and the acute crisis period, we find confirmation 
of the results based on the Z- score: the coefficient of ROA- Stdev is not 
statistically significant in the pre- crisis period, whereas it becomes posi-
tive and statistically significant at the 1 per cent level during the crisis. 
This confirms that bank risk does not affect analysts’ forecast errors in 
the pre- crisis period; however, it does positively affect analysts’ forecast 
errors during the crisis. It is also interesting to note that the explanatory 
power of the model is lower than that observed when using the Z- score, 
suggesting that this more sophisticated risk measure is better able to 
proxy for bank risk (especially during the crisis).

2.7 Conclusions and policy implications

The ability of the market to monitor and regulate risk- taking by banks 
is a crucial factor for prudential regulation in banking. Several factors, 
such as financial innovation and internationalization, enable supervi-
sory authorities to rely also on market signals (logic of the Basel third pil-
lar); moreover, an efficient market would be able, if properly informed, 
to provide automatic adjustments to the risk assumed by banks. For the 
market to be able to act in such a manner, the market itself must be able 
to efficiently assess the conditions (especially in terms of risk) of banks 
and to put in place ‘disciplinary actions’ in the case of excessive risk-
 taking by banks.

The present study attempts to answer two research questions:

whether the market, in its ‘information frontier’ made by the finan- ●

cial analysts, can properly assess the risk assumed by banks;
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whether the market reacts quickly enough to break up the marked  ●

discontinuity determined by a financial crisis.

Empirical preliminary results indicate that:

analysts are subject to forecast errors, and these errors are not  ●

constant over time but tend to grow during phases of market 
tension;
the higher risk of banks during the crisis is neither immediately  ●

expected by analysts nor quickly built into their forecasts. In con-
trast, during the crisis, the dispersion in the forecast errors rises 
markedly and there is an increase in the correlation between fore-
cast errors and risk (i.e., when the risk faced by banks increases, the 
analysts’ forecast error increases too).

Obviously, the ability of the market to estimate and correct bank risk-
 taking depends on many factors, such as the design of corporate gov-
ernance specific to each bank and common to the banking industry in 
which the bank operates (compare, e.g. Italy and the UK). It is obvious 
here that the governance structure can act either to amplify or to miti-
gate the effects of information arriving from the market: the presence 
and extent of implicit or explicit guarantees provided by the government 
(e.g. too big to fail); the different attitudes of governments (in time and 
space) tend to ‘pollute’ the pure market data; the dissemination of addi-
tional (and sometimes instrumental) information other than the infor-
mation originating from the market, such as the information released by 
the rating agencies. All these factors may influence the outcome of our 
estimates, and, we suggest, should be the object of future research in the 
area.

Our findings enable us to state that, in times of crisis, analysts are 
not able to correctly predict accounting-based measures of bank risk. 
Excluding explanations based either on a poor systematic ability of the 
entire community of financial analysts to predict risk or on a distortion 
of their incentives (expectations management), the results can be inter-
preted as indicative of an as yet insufficient ability of accounting and 
market data to provide adequate and timely estimates of the risk faced by 
issuers in the banking industry. This further emphasizes the importance 
of pursuing a higher effectiveness in implementing the instructions of 
the third pillar of Basel 2 (i.e. strengthening the disclosure requirements 
of banks).
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Notes

1. See, among others, Basel Committee on Banking Supervision (2003).
2. The shift in bias within the year is, in turn, explained by two phenomena: 

expectation management and earnings management (Matsumoto, 2002). In 
banking, earnings management is conducted by using mainly the loan loss 
provision at the end of the year.

3. The measure is considered both in relative terms, taking into account the 
sign (for construction of the indicator, negative and positive values indicate 
optimism and pessimism respectively), and in absolute terms to capture the 
magnitude of the error.

4. Other measures of the risk faced by the bank, estimated on the basis of 
accounting data, could be identified in the median standard deviation of 
the rate of return on equity (Boyd, 1993) and the number of non- performing 
loans (Jimenez et al., 2007). Market- based measures are the classical standard 
deviation of the stock returns, its decomposition into systematic risk (beta) 
and idiosyncratic risk (Saunders et al., 1990; Demsetz, 1997; Konishi et al., 
2004[Query: Konishi and Yasuda in references; please check and amend as 
necessary]). Another market- based measure of risk is the yield spread, calcu-
lated as the difference between the yield on a particular bank bond and a 
government security of a comparable maturity from the bank’s home coun-
try (Choi et al., 2010).

5. Among these the literature has already suggested including the book- to- price 
of the previous year, size, growth in revenues, return and earnings per share 
of the previous year, and autoregressive values of the error itself.

6. It also interesting to note that the value of the correlation for the Z- score over 
the entire period of analysis is equal to −0.207 (significant at 99 per cent): the 
few months of the crisis thus contribute to making the negative correlation 
much more pronounced.

7. Since, for each independent variable, tolerance = 1 – R2, low values indicate 
high multivariate correlation. The variance inflation factor is 1/tolerance, it 
is always ≥ 1 and it is equal to the number of times the variance of the corre-
sponding parameter estimate is increased due to multicollinearity compared 
with its value if there were no multicollinearity. There is no formal cut- off 
value to use with VIF for determining presence of multicollinearity. Values 
of VIF exceeding 10 are often regarded as indicating multicollinearity, but in 
weaker models, which is often the case in logistic regression, values above 2.5 
may be a cause for concern.
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3.1 Introduction

This research belongs to a vast body of literature analysing the impact 
of foreign capital on the bank performance of Eastern European coun-
tries. This topic has attracted considerable attention in the past, with 
most studies in the literature stressing the positive consequences of 
foreign capital for bank efficiency and overall market competitiveness. 
Our aim, however, is to look beyond short- term impact on profitability 
and instead carry out research into a broader question, namely: has for-
eign capital brought more fundamental, long- term changes to Eastern 
European banking markets through its use of different strategies, busi-
ness models and corporate governance principles, imported from the 
home countries of foreign owners? A related question is whether the 
type of entry matters, as foreign banks differ in the way they entered 
the so- called emerging markets, opting either for a model of limited 
presence in many countries (wholly controlled subsidiary model) or 
for a strong retail presence in selected countries (majority shareholder 
model). The former’s advantage over competitors is its decisiveness 
and technological superiority: ability to act quickly and build strategy 
around transfer of technology and managerial skills across borders. The 
latter’s strong points are local flexibility, better customer relationship 
and longer time frame for strategic decisions.

Thus, the main research questions posed in this chapter are: which 
characteristics are more important for successful bank performance in 
Eastern Europe (bank home country corporate governance and business 
model or host country macroeconomic and institutional characteristics); 

3
Foreign Banks in Central Eastern 
Europe: Impact of Foreign 
Governance on Bank Performance
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and which business model works better in EE banking (broad retail-
 based with partial foreign control, or limited subsidiary wholly foreign 
owned). The analysed period consists of two phases: the post- EU acces-
sion period of dynamic economic growth and the period of global eco-
nomic and financial collapse of 2007–9. This raises a further question 
about how foreign- owned banks performed in Eastern Europe, not only 
during a boom period, but also in times of global financial collapse.

This chapter concentrates on a large and relatively homogeneous 
group of Central Eastern European Countries, CEE- 5, characterized by 
a similar stage of institutional development, macroeconomic potential 
and financial reform. When analysing CEE banks, the chapter uses a 
database of the 96 largest retail/universal banks operating in CEE- 5, 
of which 56 were wholly foreign- owned, 15 majority foreign- owned, 
15 privately owned and 10 state- owned domestic banks. Of the foreign 
banks, 17 came from Austria, 14 from Belgium and the Netherlands 
(together), nine each from Germany, France and Italy, eight from the 
US and five from other countries (Table 3.A1 in the Appendix). The data 
came from the Banscope database, supplemented by other sources.

The chapter is organized into seven sections. Section 3.2 contains a 
review of the literature, Section 3.3 characterizes the analysed group of 
countries, Section 3.4 contains a description of the sample and research 
methodology, and Sections 3.5 and 3.6 present the empirical results of 
regressions and DEA models. The final section presents the conclusions.

3.2 Corporate governance and bank 
business model: literature review

The financial literature pays a great deal of attention to the question 
of bank performance, whose assessment, historically, was frequently 
based on isolated profitability indicators. However, the 2007–9 global 
financial crisis negatively verified bank assessment methods, particu-
larly those which concentrated on isolated variables, such as short- term 
profitability (Bikker and Bos, 2008). The crisis highlighted certain fun-
damental problems underlying the operations of large, global banks, 
such as the over- dependence on risky strategies and wrong business 
models of large banks, accompanied by the pursuit by central banks of 
loose monetary policies, ignoring asset price inflation in the pre- crisis 
period. As Allen et al. (2009a) have pointed out, banks remained sus-
ceptible to panics and runs in spite of an increase in bank complexity 
and innovations in the transfer of credit risk over the last two decades. 
The difference – as the recent crisis has made clear – is that the last run 
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involved the drying up of liquidity in the short- term inter- bank markets 
(a wholesale run) instead of, or in addition to, depositor withdrawals (a 
retail run). Thus the financial crisis has highlighted the importance of 
selecting a sound business model, based on the bank’s own depository 
base, as part of strategy selection.

Despite the trend towards globalization in recent years, the finan-
cial structures and corporate principles of different economies remain 
diverse. Allen et al. (2009b) have illustrated this by conducting a man-
agement survey in selected countries, which shows a persistent, striking 
difference in corporate governance principles. In their research, they 
asked business executives which of the two following views would be 
the most prevalent in their firms: one, executives should maintain divi-
dend payments, even if that meant laying off a number of employees; 
or, two, executives should maintain stable employment, even if that 
meant they had to reduce dividends. In response, managers from Japan 
and continental Europe pointed strongly to job security (Japan 97 per 
cent, Germany 59 per cent, France 60 per cent) in contrast to managers 
in the UK and the US, where 89 per cent of respondents opted for divi-
dends. Thus, the source of bank foreign capital in CEE banking should 
matter, in terms of bigger stress on profitability in banks controlled by 
capital from shareholder- based countries, and more stable results and 
strategies in banks from stakeholder- based countries. There is also a 
prevailing view that the Anglo- Saxon system of corporate governance 
(shareholder system) works well in boom periods but has undesirable 
macroeconomic consequences in times of crisis, while the stakeholder 
system works better in downturns (Allen et al., 2009b). The list of largest 
global banks by assets in 2006 (pre- crisis) and 2009 (post- crisis) seems 
to support this view (Table 3.1), although US and British- based banks 
are, on the other hand, more flexible in restructuring and regaining 
profitability: the best 2006 to 2009 profit differentials were recorded by 
Wells Fargo, RBS and Citigroup.

There is a substantial body of literature analysing the impact of for-
eign capital on bank efficiency and the factors that determine the effi-
ciency of foreign and domestic banks. Numerous studies by A. Berger 
have analysed the sources of competitive advantages of foreign banks. 
Berger et al. (2005) point up the ‘benefits of globalization’, when banks 
follow their clients, or enter a country based on the attractiveness of the 
host market. Berger et al. (2000) observe that foreign banks tend to be 
more efficient than domestic ones in emerging markets, although not 
necessarily in developed markets. In general, foreign bank penetration 
is expected to increase competition and bring superior technology and 
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efficiency gains (Bonin et al., 2004). Lensink et al. (2008) reviewed stud-
ies analysing foreign capital impact and then analysed recent evidence 
in over 100 countries, finding that proper institutional development 
in host countries is crucial if foreign capital is to bring long- term effi-
ciency gains. He concluded that, if the institutional distance between 
the host and the home country governance becomes smaller, foreign 
banks operate more efficiently. His research clearly indicates the impor-
tance of well- developed institutions for the efficient operation of for-
eign banks.

However, many internationally oriented banks enter other countries, 
particularly fast- growing emerging markets, not so much seeking for 
efficiency, but rather as market seekers: to find new customers for their 
products. Principally in a search for growth, they opt to enter fast-
 growing markets where they can obtain a large market share quickly. 
Venzin (2009) describes this as a paradox of growth: economies of scale 
and scope in the retail banking market may in many cases have a neu-
tral effect on bank performance, while unfocused growth may diminish 

Table 3.1 Top 10 world banks by total assets and tier- one capital 2006 and 2009, 
$billion

Total Assets, 2006
Tier- One 

Capital, 2006 Total Assets, 2009
Tier- One 

Capital, 2009

UBS 1,964 Bank of 
America

91 BNP Paribas 2,965 Bank of 
America

160

Barclays 1,957 Citigroup 90 RBS 2,750 J.P. Morgan 133
BNP Paribas 1,897 HSBC 88 Credit 

Agricole
2,441 Citigroup 127

Citigroup 1,882 Credit 
Agricole

85 HSBC 2,364 RBS 124

HSBC 1,861 J.P. Morgan 81 Barclays 2,235 HSBC 122
Credit 
Agricole

1,818 Mitsubishi 
FG

68 Bank of 
America

2,223 Wells Fargo 94

RBS 1,711 ICBC 59 Deutsche 
Bank

2,162 ICBC 91

Mitsubishi 
FG

1,579 RBS 59 J.P. Morgan 2,032 BNP 
Paribas

91

Deutsche 
Bank

1,483 Bank of 
China

52 Mitsubishi 
FG

2,026 Santander 82

Bank of 
America

1,460 Santander 47 Citigroup 1,857 Barclays 81

Source: Top 1000 World Banks ranking for 2007 and 2010, www.thebankerdatabase.com. 
Accessed on 4 April 2011.
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the competitiveness of the firm. Ways and motives of foreign entry are 
analysed by Naaborg (2007) and Hryckiewicz and Kowalewski (2007), 
who tested the hypothesis that foreign bank involvement was positively 
related to foreign client presence, market opportunities, low efficiency 
of domestic banks and favourable regulations in the CEE countries. The 
evidence regarding the stability and profitability of banks with differ-
ent ownership patterns is more ambiguous. Some research indicates 
that a higher share of government ownership results in higher banking 
fragility and crisis probability (Barth et al., 2004).

Corporate governance can be analysed both at a macro and at a micro 
level. In the US, the term governance typically refers to the methods 
shareholders use to reduce managerial agency costs, such as board com-
position, voting rules or stakes held by managers. Studies of governance 
in developing nations often focus on the role of ownership in reducing 
these agency problems. This chapter does not concentrate on manage-
rial decision and preference – whether firms are run predominantly in 
the interest of shareholder or stakeholder – but focuses instead on the 
indirect measurement of corporate governance, related to selection of 
bank business model and risk/return preferences by major shareholder. 
Like Williams and Nguyen (2005) and Berger et al. (2005), it analyses 
governance in terms of bank ownership: the business model and corpo-
rate principles brought in by the foreign owner.

The term ‘business model’ is a broad concept, referring to the logic of 
the firm in the way it operates and how it creates value (profits) for its 
stakeholders (Casadesus- Masanell and Ricart, 2009). The selection of a 
proper business model is an important strategic decision, as shown by 
research by Weill et al. (2005), in which they analysed the 1,000 larg-
est US firms by dividing them first into four types of business models: 
creators, distributors, landlords and brokers; and further dividing them 
according to the type of asset involved: financial, physical, intangible, 
or human. Their results indicated that certain business models perform 
better than others in terms of operating income, return on invested 
capital and return on assets. For banks, new insights into the selec-
tion of bank business model have been provided by Demirguc- Kunt 
and Huizinga (2009), who analysed sources of bank risk and return in 
universal and specialized bank business models, based on a group of 
publicly quoted banks in 101 countries in the period 1995–2007. They 
focused on the implications of bank activity (business model) and short-
 term funding strategies for bank risk and return, looking in particular 
at the traditional bank model (deposit/loans- oriented) versus models 
based on a large proportion of non- interest income and non- depository 
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sources of funds. Like Stiroh (2004), they found that traditional banks 
are low- risk, and, although their expansion into non- interest incomes 
financed by non- depository funds may offer some diversification ben-
efits, it is nevertheless a very risky strategy, as measured by Z- score. 
Citibank CEO V. Pandit illustrated this by saying that ‘being a super-
market is not a strategy’, but it took the Citigroup over a decade to real-
ize this (Euromoney, July 2010).

3.3 Macroeconomic characteristics of CEE- 5 countries

The term ‘Eastern Europe’ is very broad and encompasses a number of 
groups, in many cases largely heterogeneous:

Central Eastern Europe (CEE): a group of countries that entered the  ●

EU in 2004 (Poland, Hungary, the Czech Republic, Slovakia and 
Slovenia), some of them members of the Eurozone (Slovenia 2007, 
Slovakia 2009). These countries display the highest GDP per capita 
and the highest share of foreign investors in the banking sectors, as 
well as the highest degree of financial intermediation;
Baltic countries: Lithuania, Latvia, Estonia, members of the EU since  ●

2004;
South Eastern Europe (SEE): the EU member states of 2007: Romania  ●

and Bulgaria, EU candidate Croatia, and the countries of the Western 
Balkans: Serbia, Bosnia and Herzegovina, Albania and Kosovo;
Commonwealth of Independent States (CIS): Russia, Ukraine and  ●

Belarus.

In the pre- crisis period, the new EU members were perceived as part 
of a dynamically growing ‘emerging world’, characterized by spectacu-
lar GDP growth. These countries were also given the historical label 
of ‘transition countries’, reflecting their aim to move from a state-
 controlled economy to one which was privately controlled. In the 
banking sector, this in most cases meant moving from state control to 
foreign control, as approximately 70 per cent of the CEE banking mar-
ket is currently controlled by foreign banking groups. In this it is quite 
distinct from the emerging Asian economies, and comparable only to 
the Latin American experience. In the post- crisis literature, the most 
frequently used descriptor is the geographical term ‘East European 
Countries’. This chapter concentrates on the large and relatively homo-
geneous group of Eastern European Countries CEE- 5, which are at a 
similar stage of institutional and financial development (Table 3.2).
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Although the Central and Eastern European banking market is rela-
tively small, it nevertheless has strong growth potential: its low degree 
of bank intermediation presents an attractive prospect, with the result 
that foreign banks invested heavily in the CEE banking sector right 
from the beginning of the transition period. Austrian banks were 
among the first to enter CEE, followed by Italian and later Belgian and 
French banks. Now, with most of the banking sectors in CEE already in 
the hands of international banking groups, there are only a few larger 
state- owned banks left, mostly in Poland and in Slovenia. However, 
investment in CEE also carried potential risks, mainly connected with 
macroeconomic imbalances, exchange rate volatility and credit risk. As 
a result, major global players, such as Citigroup or HSBC, had a much 
lower level of involvement in the region than banks from regions with 
geographic or historical proximity, such as Italy or Austria (Table 3.3).

In the post- EU accession period, CEE countries enjoyed a rapid 
economic growth until 2007 (Table 3.4) and high bank profitabil-
ity (Table 3.5), which contributed to the increased well- being of their 
citizens, as measured by an increase of GDP per capita. As a result of 
the global crisis of 2007–9, economic growth collapsed, just as it did 
in highly developed countries (Figure 3.1). The most affected region 
was the Baltic countries, and among the CEE- 5 Slovenia and Hungary. 
The sharpest decline in output was recorded in Slovakia, which had 
seen very dynamic growth before the crisis, while Poland managed to 
maintain positive GDP growth in 2009. Although the forecast for 2010 
for most EE countries is positive, some foreign banks active in Eastern 
Europe have scaled down or sold their operations in the region, in many 

Table 3.3 CEE- 17* largest players, 2008

 
Assets, 

Euro billion
Countries 

of presence
CEE- 17 % share 
of group assets

UniCredit, Italy 121.6 19 12
Raiffeisen, Austria 85.4 16 54
Erste, Austria 79.3 7 39
KBC, Belgium 71.6 12 20
SocGen, France 65.9 16 6
Intesa SP, Italy 42.5 11 7
OTP, Hungary 35.2 9 100

Note: *CEE- 17: Poland, Hungary, Czech Republic, Slovakia, Slovenia, Lithuania, 
Latvia, Estonia, Romania, Bulgaria, Croatia, Bosnia- Herzegovina, Serbia, Turkey, 
Ukraine, Russia and Kazakhstan.

Source: UniCredit Group CEE Strategic Analysis, CEE Research.
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cases as a consequence of domestic problems rather than worries about 
the host countries’ stability. 

Foreign banks entered emerging countries in two main ways: either 
by creating a global network bank with a limited presence in many 
countries, such as Citigroup or HSBC, or by pursuing a ‘go- native’ 
model, with a deep retail presence in selected countries (The Economist, 
13 May 2010). The latter model was pursued successfully by Santander 
and BBVA in Latin America, and later replicated by UniCredit (UCG) 

Table 3.4 Growth rate of GDP, percentage change on previous year

 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010f

Czech 
Republic

3.6 2.5 1.9 3.6 4.5 6.3 6.8 6.1 2.5 −4.1 1.6

Hungary 4.9 3.8 4.1 4.0 4.5 3.2 3.6 0.8 0.8 −6.7 0
Poland 4.3 1.2 1.4 3.9 5.3 3.6 6.2 6.8 5.1 1.7 2.7
Slovenia 4.4 2.8 4.0 2.8 4.3 4.5 5.9 6.9 3.7 −8.1 1.1
Slovakia 1.4 3.5 4.6 4.8 5.1 6.7 8.5 10.5 5.8 −4.8 2.7
CEE- 5 
average

3.7 2.8 3.2 3.8 4.7 4.9 6.2 6.2 3.6 −4.4 1.6

Baltic 
average

6.7 7.4 7.1 8.3 7.8 9.3 10.2 8.9 −2.1 −15.5 −1.1

South EE 
average

3.9 2.3 4.0 4.6 5.9 4.7 5.8 6.0 5.2 −4.6 0.4

EU- 15 
average

3.9 1.9 1.2 1.2 2.3 1.8 3.0 2.8 0.3 −4.3 0.9

Note: f 5 forecast.

Source: Eurostat, November 2010.

Table 3.5 CEE- 5 bank characteristics (percentage)

  

ROA ROE NPL/TL C/I ratio

2006 2008 2009 2006 2008 2009 2006 2008 2009 2006 2008 2009

Czech 
Republic

1.2 1.2 1.5 23,4 21.7 26.0 3.7 3.3 5.3 53 54 42

Hungary 1.5 0.8 1.1 23.8 11.6 14.8 2.6 3.0 5.9 54 59 42
Poland 1.7 1.6 1.2 22.5 21.2 11.8 7.4 4.4 7.0 63 57 56
Slovakia 1.3 1.0 0.7 16.6 14.1 8.4 3.2 3.2 4.3 57 60 57
Slovenia 1.3 0.7 0.5 15.1 8.1 6.3 2.5 1.8 2.3 56 55 59
50 largest 
European 
banks

0.5 0.4 −0.2 14.5 12.1 −8.4 1.9 3.0 n.a. 60 76 n.a.

Note: ROA (Return on Assets), ROE (Return on Equity), NPL (Non-Performing Loans), TL 
(Total Loans), C/I (Cost Income Ratio). 
Source: EU Banking Sector Stability Reports 2005–10 and IMF GFSR April 2010.
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in Eastern Europe, which acquired controlling stakes in large retail 
banks in Poland, the Czech Republic, Bulgaria and Croatia (Table 3.6). 
The view has been expressed that concentration of assets in one region 
reduces gains from international expansion; however, this is not sup-
ported by case studies of Santander in Latin America or Unicredit in 
Eastern Europe (Guillen and Tschoegl, 2008). Moreover, Van Hoose 
(2010) quotes research suggesting that relationship banking is the 
prime source of banks’ comparative advantage in an international 
context also.

Table 3.6 Top three largest banks by assets in CEE- 5 (major shareholder)

CEE- 5: 1 2 3

Poland PKO BP/State PeKaO SA/UCG BRE/Comerzbank
Hungary OTP/foreign diverse K&H/KBC CIB/Intesa SP
Czech 
Republic

Ceska Sporitelna/
Erste

Ceskoslovenska 
Obchodni 
Banka (CSOB)/
UCG

Komercni Banka/
SocGen

Slovakia Slov Sporitelna/Erste VUB/Intesa SP Tatra/RZB
Slovenia Nova Ljubljanska 

Banka (NLB)/State 
and KBC

Nova Kreditna 
Banka NKB/
State

Abanka Vipa/
Local priv.

Source: UniCredit Group CEE Strategic Analysis, CEE Research.
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3.4 Research hypothesis, data and methodology

The main goal of the chapter is to analyse whether foreign capital has 
brought more fundamental, long- term changes to EE banking markets 
through its use of different strategies, business models and corporate 
governance principles imported from home countries of foreign own-
ers. To this end, we analysed the following major questions:

Does the method of bank entry to CEE markets matter? Which busi- ●

ness model works better in CEE banking: a retail- based one with par-
tial foreign control, or a wholly foreign- controlled limited subsidiary 
model?
Are the remaining state- owned banks and domestic, privately con- ●

trolled banks less efficient than foreign banks in CEE?
Which characteristics are more important for a successful bank per- ●

formance in CEE: home country discipline (corporate governance 
model) or host country macroeconomic characteristics?
How is foreign bank performance in CEE related to the global finan- ●

cial crisis?

To assess the importance of macroeconomic environment, banks were 
grouped by the host CEE- 5 markets. To assess the corporate governance 
models, they were grouped by the ownership structure, distinguishing 
the following subgroups:

state- controlled banks ● , where the state was directly or indirectly the 
major shareholder; special government credit institutions were not 
included;
domestic banks ● , where the majority shareholder came from one of the 
CEE- 5 countries;
foreign- owned banks ● , with a foreign bank as the majority shareholder. 
This group was further divided into wholly- owned foreign banks  
(F_WO) with the share of the main investor higher than 90 per cent, 
and majority- owned foreign banks (F_MO).

The database contained the bank- level data from the Bankscope data-
base, supplemented with the country- level data. The following selec-
tion criteria were used:

geographic region ● : Central and Eastern European countries: Poland, 
Hungary, the Czech Republic, the Slovakia Republic, Slovenia;
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period of time ● : 2004–9. Some banks were lacking certain data for 
2009. The Z- score in particular was calculated only if the necessary 
data in three- year rolling time windows were available for three sub-
sequent years;
bank specialization ● : commercial banks, including some banks wrongly 
classified in Bankscope as cooperative banks and excluding narrowly 
specialized mortgage banks;
the size of a bank ● : a national threshold was imposed of at least 0.25 
per cent of the total country assets for 2008, which meant that in 
Poland banks with assets above 1,000 million Euro were included, 
while in Slovakia and Slovenia this figure was above 150 million 
Euro. Banks included in the sample are characterized in Table 3.A1 
in the Appendix.

The chapter analyses bank governance in terms of business mod-
els and strategies imposed by banks’ strategic owners. The analysis 
focuses on two aspects of bank performance: efficiency and stabil-
ity. Efficiency is measured by traditional profitability ratios: return on 
assets and return on equity, non- parametric DEA model and selected 
regression. Profitability ratios were calculated as arithmetical or 
weighted averages; for weighted average, the size of bank (i.e. its assets) 
was used as the weight. To measure bank safety, Z- score, an index of 
bank sensitivity to risk (default), was used. This points up the riskiness 
of volatility of returns and is based on the notion that the source of 
default lies in losses which are not covered by adequate capital. Thus 
Z- score can be interpreted as the distance from a default, measured by 
standard deviation of profits expressed by ROA. The value of Z- score 
is determined by the capitalization (equity capital to assets ratio, CAR) 
as well as the level and stability of profits. The higher the average 
ROA and CAR are in a given period, and more stable the returns, the 
higher the Z- score, and the safer the bank. Z- score was calculated in 
three- year rolling windows, allowing it to record a gradual decrease 
in capitalization and a rapid increase in variability of profits in the 
crisis- related periods.

ROA

ROA CAR
Z score

s

+
− =    (1)

where: ROA 5 return on assets ratio, average calculated in three- year 
time window; CAR 5 equity capital to assets ratio, average calculated in 
three- year time window; sROA 5 standard deviation of ROA, calculated 
in three- year time window.
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To analyse the determinants of bank performance, two econometric 
regressions were estimated, with explanatory variables including bank-
 level and country- level data. Bank- level variables included:

the size of bank, expressed by the logarithm of total assets, ●

the growth rate of total assets, ●

the level of capitalization, measured by equity capital to total assets  ●

ratio,
the cost efficiency (cost to income ratio), ●

the assets structure, expressed by the share of loans in total assets, ●

the financing structure, expressed by bank deposits and short- term  ●

funding to total assets,
the profits structure, expressed by non- interest income to gross  ●

revenue.

Macroeconomic variables included GDP per capita, the real GDP 
growth rate, C5 index of concentration in the banking sector, the share 
of foreign capital in banking sector and the rate of inflation. The mac-
roeconomic data were taken from the IMF (International Monetary 
Fund), ECB (European Central Bank) and Eurostat databases or publica-
tions. In regressions some dummy variables were used, indicating the 
home country of foreign investors or the type of ownership.

Bank performance was further analysed by employing Data 
Envelopment Analysis, a non- parametric linear programming method, 
which seeks out inefficiencies by identifying the best practice produc-
tion frontier. Efficiency measures generated by DEA are within- sample 
scores between 0 and 1, calculated relative to the frontier. Constant 
Returns to Scale (CRS) models measure the technical efficiency (TE), 
scores assuming that all firms are operating at an optimal scale. TE 
can be decomposed into two parts: pure technical efficiency (PTE) and 
scale efficiency (SE), applying Variable Returns to Scale (VRS) mod-
els. DEA models can be input- oriented or output- oriented. The former 
identify technical inefficiency as a proportional reduction in input 
usage, while keeping output level constant (a concave production fron-
tier), the latter as a proportional increase in output quantities, with 
input levels held constant (a convex production function) (Coelli et al., 
2005). The chapter uses an input- oriented DEA model, which applies 
an income- based specification of inputs and outputs, following Sturm 
and Williams (2002, 2005), with interest expenses and non- interest 
expenses as inputs and net interest income and non- interest income 
as outputs.
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3.5 Empirical results: basic ratios for CEE- 5 banks

In the analysis of profitability ratios (Table 3.7), the results for banks 
in CEE- 5 were distinctly higher than in the EU- 15 countries, where in 
2004–7 ROA was around 0.5 per cent (IMF, 2010). For 2008, bank 
profitability decreased in CEE countries, but again less than in old 
Europe.

In the CEE sample (Figure 3.2), Polish and Hungarian banks had 
the highest ROA, although in 2009 they were outperformed by Czech 
banks, which had exceptionally stable results throughout the period. In 
contrast, the Slovenian and Slovakian banks had the lowest ROA. In the 
last two analysed ‘crisis’ years in all CEE- 5 countries, with the exception 
of Czech banks, the ROA fell rapidly. Looking at the ownership struc-
ture (Figure 3.3), banks controlled by the state (as a major shareholder) 
appeared to be the least profitable, while the private domestic banks 
achieved better ROA ratios then foreign- owned ones, both wholly and 
partially controlled. Following Berger et al. (2000), we also analysed the 
source of competitive advantage of the foreign banks, defined in their 
paper as global advantage theory not only in an absolute but in a lim-
ited version – after decomposition of data according to home country 
of banks operating in CEE. In this configuration the most profitable 
(with the advantage disappearing in 2009, however) were banks con-
trolled by American owners, and above average were banks with French 
and Italian investors, while the worst results were those of Belgian and 
Dutch- controlled banks. 

Analysing CEE- 5 bank stability, as measured by Z- score (Figure 3.4), 
we can clearly see the impact of the global financial crisis: a dramatic 
decrease of this index in the 2007–9 period for all countries. Before 
the crisis, Polish banks had the lowest Z- score, while the highest was 
achieved by Slovakian banks, mainly due to the low variability of ROA. 
A similar tendency of gradual decrease in the Z- score index can be 
observed when comparing stability of banks grouped by major share-
holders (Figure 3.5), the steepest for state- controlled banks. When it 
came to the home countries of foreign capital (Figure 3.6), Austrian 
banks in the CEE had the highest Z- score until 2008, while Italian-
 controlled ones were most stable and safe during the whole period. In 
the crisis period of 2007–9, the worst results were recorded by German 
and Belgium/Dutch banks. Before the crisis, the level of Z- score for 
banks wholly owned by foreign investors was distinctly superior to that 
of foreign majority shareholder banks, but decreased to almost the same 
level in 2007–9 (Figure 3.7).
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a)  arithmetic average
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Figure 3.2 ROA averages calculated for banks grouped by host CEE- 5 countries

Source: authors’ own estimates
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Figure 3.3 ROA averages calculated for banks grouped by ownership structure

Source: authors’ own estimates

3.6 Empirical results: CEE bank performance 
as measured by DEA models and 
selected regressions

The results of regressions (presented in Tables 3.A2 and 3.A3 in the 
Appendix) confirm that the opportunity to earn relatively higher profits 
in fast- growing transition countries was crucial for the massive inflow 
of foreign banks. The high rate of GDP growth has a positive impact 
on bank profitability and safety, measured by ROA and Z- score, while 
the high level of GDP per capita has an adverse impact on both indica-
tors. In models where dummy variables were employed and banks with 
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Figure 3.5 Z- score averages calculated for banks grouped by the type of ownership

Source: authors’ own estimates
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Figure 3.4 Z- score averages calculated for banks grouped by host CEE- 5 countries

Source: authors’ own estimates

private domestic capital constituted the control group, banks wholly 
owned by foreign capital achieved the highest Z- score, while banks 
with foreign major investors were less profitable and more risky. State 
ownership had a positive impact on safety but a negative one on profit-
ability. These results may suggest that foreign investors enjoying total 
control can more effectively introduce their home corporate govern-
ance and business models with long- term goals, with are more stable 
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Figure 3.6 Z- score averages for foreign banks grouped by their home countries

Source: authors’ own estimates
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Figure 3.7 Z-score averages for foreign banks grouped by type of ownership

Source: authors’ own estimates

and less risky. The foreign majority investor tends to conduct a more 
risky and less stable strategy, which, however, does not result in higher 
profits. When we analysed foreign banks according to the home coun-
try of their capital, the most successful in terms of profitability turned 
out to be US banks and, to a lesser extent, French ones. At the other 
end of the spectrum, banks with Belgian, Dutch and German capital 
achieved significantly worse results. For bank- level variables, a high rate 
of asset growth, proper capitalization and usage of short- term funding 
had a positive impact on profitability, while cost inefficiency (C/I ratio) 
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had a negative impact. The role of the bank size was ambiguous, as the 
coefficient sign changed in the models used.

The regressions for Z- score indicate that Italian, Austrian and German 
investors were running the safest banks. Also, a high degree of concen-
tration on the banking sector (C5 index), resulting in lower competitive 
pressure, had a positive impact on bank Z- scores. Among bank- level 
variables with a positive impact on Z- score were size of bank (the 
strongest factor), capital ratio, and share of loans in total assets. Inter-
 bank deposits and short- term funds had an adverse impact. The results 
confirm that in Eastern Europe the most stable banks are also large, well 
capitalized and traditionally focused (loan–deposit activity), and not 
dependent on short- term money markets as a source of capital.

The detailed results for DEA models of bank efficiency are presented 
in Table 3.A4 in the Appendix. The average technical efficiency ranges 
from 0.475 to 0.642, with pure technical efficiency between 0.629 and 
0.745 and scale efficiency between 0.781 and 0.881.

The DEA efficiency estimations generally support the conclusions 
drawn from the regressions. Figure 3.8 shows that Czech and Polish 
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Figure 3.8 DEA results: technical efficiency scores (CRS model)

Source: authors’ own estimates
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banks achieved the highest technical efficiency scores. For Hungarian 
banks, the main source of technical inefficiency was scale inefficiency, 
the highest in the sample. Slovenian and Slovak banks had the highest 
level of pure technical inefficiency. A striking feature was that domestic 
banks obtained the highest efficiency scores, not only privately owned 
(which was consistent with regression results) but also to a lesser extent 
state- controlled, mainly due to better scale efficiency. After decomposi-
tion of foreign banks according to the origin of capital, just as in ratio 
analysis and regression models, US banks represented the highest effi-
ciency, outperforming even domestic private banks, followed by Italian 
and French ones, while Belgian, Dutch, German and Austrian banks 
were the least efficient. This result supports the limited global advan-
tage hypothesis of Berger et al. (2000).

3.7 Conclusions

The chapter analyses CEE- 5 large commercial banks, in an attempt 
to discover the most important factors affecting bank performance: 
home country governance, the business model imposed by the owner 
or degree of foreign control. Based on the analysed data set, the 
empirical evidence supports the market- seeking hypothesis: that the 
opportunity to earn relatively higher profits in fast- growing transition 
countries was crucial for the massive inflow of foreign banks to CEE- 5 
countries. When we analyse the importance of the mode of foreign 
bank entry (retail- based model with partial foreign control, or a wholly 
foreign- controlled limited subsidiary model), results are less clear. 
Wholly foreign- controlled banks achieved the highest Z- score, while 
banks with foreign majority control (go- native model) were less profit-
able and more risky. The foreign majority investors tend to pursue a 
more risky and less stable strategy, which, however, does not result in 
higher profits. These results may suggest that foreign investors enjoy-
ing absolute control can benefit not only from market share, but also 
from efficiency gains.

When foreign banks are analysed according to the home country of 
their capital, the regressions and ratio analysis used all suggest that the 
US- based banks are the most profitable (shareholder model), as opposed 
to banks from Belgium, the Netherlands and Germany (stakeholder 
model). On the other hand, banks with Belgian, Dutch and German 
capital achieved the highest Z- score. The DEA efficiency estimations 
generally support the conclusions drawn from the regressions: US banks 
represented the highest efficiency, outperforming domestic private 
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Table 3.A2 Regression results (ROA)

Variable MODEL 1 MODEL 2 MODEL 3 

Intercept 12.931E*** 3.582*** 3.606***
(3.699) (0.747) (0.846)

GDP per capita −0.061*** −0.026*** −0.024***
(0.022) (0.008) (0.009)

Real GDP growth rate 0.053*** 0.054*** 0.059***
(0.005) (0.008) (0.008)

Inflation HCPI 
(Harmonised Consumer 
Price Index)

−0.003 −0.018 −0.033

(0.026) (0.026) (0.031)
Concentration: C5 index 0.050* −0.006 −0.012

(0.026) (0.021) (0.023)
Share of foreign capital in 
banking sector

−0.034** −0.006 −0.004

(0.016) (0.004) (0.005)
Ln Total Assets −0.478** 0.111*** 0.114***

(0.195) (0.014) (0.014)
Growth rate of Total Assets 0.006*** 0.007** 0.007**

(0.001) (0.003) (0.003)
Equity Capital to Total 
Assets ratio

0.097*** 0.052* 0.065**

(0.026) (0.029) (0.031)
Cost/Income Ratio −0.032*** −0.032*** −0.033***

(0.003) (0.002) (0.002)
Loans to Total Assets 0.000 −0.005** −0.003

(0.008) (0.002) (0.003)
Non- Interest Income to 
Gross Revenue

−0.006* −0.003 −0.003

(0.003) (0.003) (0.004)
Bank Deposits and 
Short- term Funding to 
Total Assets

0.009*** 0.004** 0.003

(0.003) (0.002) (0.002)
Ownership dummy: STATE −0.352*** −0.414***

(0.102) (0.147)
Ownership dummy: F_WO −0.029

(0.144)
Ownership dummy: F_MO −0.332**

(0.146)
Foreign Investor’s Home 
Country: AT

−0.078

(0.088)
Foreign Investor’s Home 
Country: B&N

−0.381**

   (0.151)   

Continued
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Table 3.A2 Continued

Variable MODEL 1 MODEL 2 MODEL 3 

Foreign Investor’s Home 
Country: DE

−0.263*

(0.150)
Foreign Investor’s Home 
Country: FR

0.311***

(0.121)
Foreign Investor’s Home 
Country: IT

−0.013

(0.097)
Foreign Investor’s Home 
Country: US

0.815***

   (0.119)   

Notes: The dependent variable is Return on Average Assets. Macroeconomic variables are 
from IMF database and ECB (C5 index). Bank- level variables are from Bankscope database. 
All models are Panel Least Square, with White cross- section standard errors and covariance 
(d.f. corrected). Total panel (unbalanced) observations: 400, includes 96 banks and five 
periods (2005–9). Model 1 is bank fixed effects model, Model 2 includes dummy variables 
indicating the ownership structure, while Model 3 includes dummy variables indicating 
the home country of foreign investors of CEE- 5 banks. Standard errors are in parentheses. 
*, ** and *** denote significance at 10%, 5% and 1%, respectively.

Table 3.A3 Regression results (Z- score)

Variable MODEL 1 MODEL 2 MODEL 3 

Intercept −564.181** −236.839** −271.089***
(246.215) (96.657) (83.693)

GDP per capita −3.451*** −1.824** −1.919*
(0.644) (0.925) (0.993)

Real GDP growth rate 4.124*** 3.732*** 3.943***
(0.565) (0.500) (0.529)

Inflation HCPI 0.874 2.307 1.822
(0.812) (2.076) (1.953)

Concentration: C5 index 2.725 4.623*** 4.834***
(2.539) (1.504) (1.497)

Share of foreign capital in 
banking sector

0.048 −0.412 −0.499

(0.336) (0.284) (0.312)
Ln Total Assets 45.516** 8.551** 11.183**

(19.795) (4.206) (4.490)
Growth rate of Total Assets −0.121 −0.131 −0.167
 (0.121) (0.103) (0.143) 

Continued
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Table 3.A3 Continued

Variable MODEL 1 MODEL 2 MODEL 3 

Equity Capital to Total Assets 
ratio

2.547 1.738*** 1.660***

(2.387) (0.408) (0.094)
Cost/Income Ratio −0.848** 0.104 −0.028

(0.393) (0.269) (0.222)
Loans to Total Assets 0.683*** 0.235*** 0.255***

(0.228) (0.055) (0.079)
Non- Interest Income to 
Gross Revenue

0.196 −0.020 0.066

(0.242) (0.113) (0.148)
Bank Deposits and Short-
 term Funding to Total Assets

−0.277** −0.114 −0.118*

(0.129) (0.077) (0.069)
Ownership dummy: STATE 22.928** 22.165**

(10.603) (8.847)
Ownership dummy: F_WO 23.172***

(5.408)
Ownership dummy: F_MO −9.991**

(4.314)
Foreign Investor’s Home 
Country: AT

27.105***

(7.291)
Foreign Investor’s Home 
Country: B&N

−5.154

(13.987)
Foreign Investor’s Home 
Country: DE

17.202*

(10.183)
Foreign Investor’s Home 
Country: FR

2.541

(3.356)
Foreign Investor’s Home 
Country: IT

28.316***

(7.971)
Foreign Investor’s Home 
Country: US

1.465

   (1.653)   

Notes: The dependent variable is Z- score, calculated over three- year periods. The 
explanatory variables come from the last year of the three- year periods. Macroeconomic 
variables are from IMF database and ECB (C5 index). Bank- level variables are from Bankscope 
database. Both models are Panel Least Square, with White cross- section standard errors and 
covariance (d.f. corrected). Total panel (unbalanced) observations: 303, includes 87 banks 
and four periods (2006–9). Model 1 is bank fixed effects model, Model 2 includes dummy 
variables indicating the ownership structure, while Model 3 includes dummy variables 
indicating the home country of foreign investors of CEE- 5 banks. Standard errors are in 
parentheses. *, ** and *** denote significance at 10%, 5% and 1%, respectively.
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Foreign Banks in Central Eastern Europe 81

banks, followed by Italian and French ones, while Belgian, Dutch, 
German and Austrian banks were the least efficient.

More generally, our findings suggest that both owners’ home country 
governance models and host country macroeconomic and institutional 
characteristics are important factors in overall bank performance. For prof-
itability, home country source of capital (and governance model) seemed 
to be of the most importance, particularly for US banks; and for safety 
(Z- score) local host country environment tended to be very important. 
The degree of foreign control was not of major importance; and, although 
US banks, mostly wholly controlled subsidiaries, were the most profitable, 
the retail network- based Italian banks followed closely behind.
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4.1 Introduction

The recent turmoil in money and capital markets around the world has 
clearly shown the vulnerability of highly interconnected financial sys-
tems in times of recession. This paper examines the impact of the finan-
cial crisis on the profitability and risk- taking of Swedish banks. At the 
beginning of the crisis many banks experienced liquidity problems due 
to a mismatch in their funding of loans. These banks had for a number 
of years been financing an increasing long- term (mortgage) lending 
with short- term borrowing on the market. The financial crisis radically 
changed the risk premiums on both money and capital markets, and 
banks’ refinancing on these markets became extremely expensive and 
more or less impossible to accomplish. Without resolute intervention by 
the Government, issuing general banking guarantees, and the Central 
Bank, fuelling the market with liquidity to ever lower interest rates, 
the financial system might have collapsed totally. These prompt actions 
moved the focus from liquidity risk to credit risk. Even though Swedish 
banks seem to comply well with the new Basel accord (Lindblom and 
Willesson, 2010), three of the four largest commercial banks issued new 
equity in connection with the crisis in order to strengthen their capac-
ity to absorb anticipated credit losses, primarily on the Baltic markets, 
in a ‘worst case scenario’.1

The authorities’ intervention to rescue the financial system has been 
positively acknowledged both by analysts and in the public debate. The 
opinions on how financial institutions, particularly the banks, have 
responded to the Central Bank’s stepwise reduction of the repo rate2 
tend to be less affirmative, however. The major criticism is that most 
banks appear to be very alert in reflecting repo rate cuts in their offered 

4
Financial Crisis and Bank 
Profitability
Ted Lindblom, Magnus Olsson and Magnus Willesson
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interest rates on deposit products but more reluctant to fully adjust their 
lending rates. If this criticism is justified, the result for the single bank 
should be a widening of its net interest margin without a corresponding 
increase of its exposure to interest rate risk; that is, the wider interest 
margin is due to an increase of either the bank’s funding spread or its 
credit spread (or both). This suggests that loan loss provisions that are 
made for absorbing realized and expected losses in foreign businesses 
are covered by higher net interest margins in the home market. This 
can only be the case if the financial crisis did lead to less competition in 
Sweden. If the financial crisis, instead, increased the banks’ exposure to 
credit risk domestically as well, their seemingly asymmetrical response 
to repo rate cuts does not necessarily reflect weaker bank competition, 
but only an adjustment by the banks to a changed trade- off between 
risks and returns.

The analysis of the profitability and risk- taking of the banks will put 
particular emphasis on whether there are differences between different 
types of banks in terms of association form, size, business operations 
and competitive environment (regional sub- markets). Comparisons will 
also be made with the previous financial crisis in 1992.

4.2 Measurement of bank profitability and risk

A substantial share of the literature on banking profitability is related 
to either economies of scale, economies of scope or market concentra-
tion. In profitability comparisons between banks, special attention is 
also paid to growth opportunities (Goddard et al., 2004a), capitalization 
(García- Herrero et al., 2009), balance sheet structure (Demirgüç- Kunt 
and Huizinga, 1998), ownership and management (García- Herrero et al., 
2009), regional differences (Hannan and Prager, 2009) and bank size.

Intuitively, a bank with low capitalization may benefit from leverage 
effects in terms of a higher return on equity (ROE). This is a theme 
for many empirical studies and is used by, for example, Molyneux and 
Thornton (1992) for explaining differences in returns between privately 
owned and state- owned banks. However, several studies (Demirgüç-
 Kunt and Huizinga, 1998; Goddard et al., 2004b; García- Herrero et al., 
2009) argue that the opposite relationship occurs. García- Herrero et al. 
(2009) explain this relationship by the fact that equity capital can be 
used to raise the share of risky assets if facing profitable opportunities, 
to raise cheaper financing and to signal effects on creditworthiness. It 
also requires banks to borrow less in order to support a given level of 
assets.
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It is evident that the balance sheet structure on the asset side is vital 
for the trade- off between profitability and risk- taking of the bank. For 
instance, higher levels of loans to total assets should be reflected in a 
higher profit due to the higher risk. In particular, a high ratio of non-
 interest- earning assets to total assets is shown to impact bank profit-
ability negatively (Demirgüç- Kunt and Huizinga, 1998).

Profitability differences between banks may also be explained by both 
their ownership and their management styles (García- Herrero et al., 2009). 
In comparisons between private and state- owned banks, the ownership 
question arises from the fact that the latter banks are often found to be 
less efficient than the former. On the one hand, this is attributed to the 
fact that state- owned banks generally hold assets of poorer quality (La 
Porta et al., 2002). On the other hand, Molyneux and Thornton (1992) 
state that one reason for private banks’ higher return is lower capitaliza-
tion, which arises from the government’s implicit underwriting of the 
state- owned banks.

The environment in which the bank operates does not only relate to 
the policy standpoint of banks. Instead, it is shown that regional aspects 
matter to banks (Hannan and Prager, 2009). For instance, the profitabil-
ity of banks operating in less competitive local markets is affected posi-
tively when more diversified banks enter their market. One explanation 
may be that the geographically diversified bank does not adopt the prices 
of the local market. However, this effect is not totally clear, since it also 
relies on scale of operations and differs between rural and urban areas.

We study the banks’ profitability in terms of ROE, which is considered 
as the core measure in accounting- based studies (cf. Frazer and Zhang, 
2009). The reason is threefold. First, we want to be able to derive details 
about the banks’ development of their return from a variety of risk expo-
sures and bank strategies. Second, the majority of the Swedish banks are 
not listed on the stock exchange, so market data is non- existent. Third, 
we aim to make longitudinal comparisons with two previous studies 
(Lindblom, 1994, 2001).

In the Dupont model, a bank’s ROE is broken down into an equity mul-
tiplier and its return on assets (ROA), which is further decomposed into 
asset utilization and profit (and net interest) margin. We use a similar 
approach, developed by Alberts (1989) and applied by Lindblom (1994, 
2001), which captures the trade- off between the bank’s return and risk. 
In this approach, ROE is broken down into two components: return on 
invested funds (ROIF) and return on financial leverage (ROFL):

ROE 5 ROIF 1 ROFL.
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ROFL is derived from the following relationship:

ROFL 5 (ROIF 2 kd)*D/E,

where
 kd = average cost of debt,
 D = debt,
 E = equity.

This approach allows a detailed study of the impact of the banks’ 
capitalization, balance sheet structure, ownership and size as well as 
regional differences. The ROIF component measures the bank’s profit-
ability on the asset side (yield + net non- interest income over assets) and 
is primarily dependent on its exposures to credit and liquidity risks. 
The higher the exposure to any of these risks, the higher is the expected 
interest income and, thus, ROIF. The ROFL component is a measure of 
how well the bank has been financing the funds invested, and is pri-
marily related to the bank’s exposure to interest rate risk and capital 
risk. The former directly affects the expected leverage spread (ROIF2 kd), 
whereas the latter is linked to the leverage multiplier (D/E).

The analysis is based on the quarterly financial reports of 74 banks 
from 2007 to 2009.3 This period also covers the good times before the 
crisis. The four biggest Swedish banks (SEB, SHB (Handelsbanken), 
Swedbank and Nordea) are the main targets for the analysis. In terms of 
total assets these banks account for more than 80 per cent of the banking 
market in Sweden. In addition, they operate in the other Scandinavian 
countries and the Baltic States. These banks are compared with more 
domestically oriented commercial banks, including the niche- oriented 
Länsförsäkringar bank (LF), which is the fifth largest bank, and three 
smaller commercial banks that are merged together into one category 
(CBs) in the analysis. The peers also include two categories of savings 
banks. On the one hand, there are independent savings banks (ISBs) 
that are members of the Swedish Savings banks association (63 banks 
at the end of 20094). These banks are primarily presented and analysed 
on an aggregated level. The other savings bank category consists of 
three non- member savings banks (SBs).5 As these three banks and the 
three CBs report only twice a year, they can be analysed only on a half-
 yearly basis. The analysis will partly be based also on results from other 
recent studies and investigations. Of particular interest are the monthly 
reports presented by Financial Institutions (FI) on the effects of the gov-
ernment stability measures that have been launched in order to reduce 
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the risks for depositors and other creditors to banks and other financial 
institutions. These measures consist of (see FI, 2010, pp. 2–3):

  i)  the liquidity- supporting activities initiated by the Swedish National 
Debt Office and the Swedish Central bank (18 September 2008),

 ii)  the extension of the deposit insurance to SEK 0.5 million (≈ EUR 50,000) 
(19 September 2008),

iii)  the bank guarantee programme for facilitating borrowing of banks and 
mortgage institutions (29 October 2008),

 iv)  the fee- based stability fund allowing the government to support par-
ticipating Swedish financial institutions that get into trouble in 
order to mitigate serious disturbances in the financial system (29 
October 2008), and

 v)  the capital infusion programme, linked to the stability fund, to which 
individual banks can apply for capital reinforcement in the form of 
share capital or hybrid capital (3 February 2009).

These stability measures, possibly with the exception of the deposit 
insurance extension, are only to be regarded as very temporary meas-
ures. Both the guarantee programme and the capital infusion pro-
gramme have, however, been prolonged several times by the Swedish 
parliament/government.

4.3 Results and analysis

The financial crisis has not left any of the banks unaffected, but it is 
clear from Table 4.1 that some banks have been more affected than 
others.

The profitability of Swedbank in terms of ROE before tax stands out 
as being most affected by the crisis, but also SEB seems to have been 
suffering from credit losses. The negative ROEs of the ISBs at the end 
of 2008 and the beginning of 2009 are linked to their ownership in 
Swedbank. Many ISBs made loss provisions after Swedbank’s issuance 
of new equity at the end of 2008. These provisions were partly recov-
ered in 2009, which explains the extra- high profitability in the second 
quarter. During 2009 the ISBs appear to have managed their banking 
business about as well as Nordea, SHB and the three small CBs. The 
three former SBs that are now operating as provincial limited banks 
independently of Swedbank seem to have been less affected than the 
ISBs by the crisis. Their low ROE in the second half of 2007 is due to the 
fact that one of these banks invested in a new IT system.
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The observation that the commercial banks seem to have managed the 
crisis relatively better than the ISBs is likely to be explained by the inter-
vention of the Central Bank and the Government. Figure 4.1 shows that 
the government stability measures, in the form of the guarantee pro-
gramme, have been of great importance, particularly for the four large 
commercial banks. The programme does, to a major extent, explain 
why many banks were able to operate without major constraints even 
after experiencing credit losses. It was utilized right from the beginning 
by Swedish banks in general and by one of the four large commercial 
banks in particular. Swedbank borrowed the largest amounts, and also 
utilized this opportunity quite steadily over the whole period. SHB only 
utilized the programme until the first half of 2009.

The funding cost is, of course, crucial for the banks. Figure 4.2 dis-
plays how the Central Bank’s stepwise cutting of the repo rate affected 
interest rates on the market. Evidently all market rates were affected, but, 
most importantly for the banks at the time of the crisis, the short- term 
STIBOR (Stockholm Interbank Offered Rate) was particularly affected.

As shown in Table 4.2, the decreasing interest rates on the markets 
appear to have resulted in lower funding costs for the banks.6 With 
the exception of the niche bank LF, the banks’ average cost of debt (kd) 
started to decline slowly after the third quarter of 2008 and thereaf-
ter more rapidly in 2009 along with the ever lower short- term market 
rates.
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Figure 4.1 Swedish banks’ utilization of the guarantee programme (bSEK)

Source: FI (2010, p. 6) and SCB ‘Statistics Sweden’.
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Figure 4.2 Development of market interest rates and the repo rate

Source: FI (2010, p. 5) and Reuters Ecowin.

The rather low average interest costs of the ISBs are interesting, since 
many of these banks are small. On the other hand, some of these banks 
operate the only branch in the local market. A more detailed analysis of 
the 21 smallest ISBs, of which eight banks operate the only local branch 
and the remaining 13 banks face competition on the local market (not 
shown in any table), fails to lend support to the idea that the former 
banks are able to take advantage of operating the only local branch. 
On the contrary, their interest cost was on average 5–15 basis points 
higher than the interest cost of the banks explicitly exposed to local 
competition. However, their interest cost was still lower than that of 
the average ISB.

The observation that the banks’ funding costs have become substan-
tially lower since the financial crisis is in line with the observation of 
FI (2010) that the average bank adjusted its deposit rates in accordance 
with the declining market rates. However, the reported adjustment is 
not as large as the decline of short- term market rates. The average spread 
between the three- month- based STIBOR and the banks’ offered interest 
rates on transaction (demand) deposits (funding spread) fell from over 
two percentage units in 2008 to less than a quarter of a percentage unit 
in 2009/10.
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A major part of the observed convergence of STIBOR and bank deposit 
rates can be explained by the fact that negative interest rates are not 
explicitly offered on deposits. Hence, the spread is bound to diminish 
as STIBOR reaches interest levels below 1 per cent, and at the end of 
2009 even half a per cent. One way for the banks to compensate for this 
is to charge higher fees for services attached to deposit accounts, like 
payments transactions. Such fees are part of the non- interest income of 
banks and reported as (net) fees and commission income (FCI) in the 
income statement.

Table 4.3 shows how the banks’ FCI has developed during 2007–9 in 
relative terms with respect to operating income and net interest income. 
The higher the ratio, the larger share of the income comes from fees and 
commissions.

The banks seem to have been unable to compensate themselves for 
the lower funding spread between market rates and deposit rates by 
increasing the FCI share. In most banks the ratio between FCI and oper-
ating income (OI) has been rather stable, declining slightly, in the com-
mercial banks in particular, after having peaked in the second half of 
2007 or at the beginning of 2008. The niche bank, LF, is differentiated 
from other banks. Except for the last quarter of 2009, the bank has 
been unable to fully cover its own fee payments by customer charges. 
The major part of these fee payments consists of inter- bank charges for 
access to the payment system. The ratio between FCI and net interest 
income (NII) follows a similar pattern, in which the tendency of rela-
tively less dependence of charge- based income in commercial banks is 
also discernible.

In principle, two ways remain for the banks to compensate themselves 
for the lower funding spread. They can either improve their operating 
efficiency or increase their credit spread on lending. As can be seen in 
Table 4.4, the banks’ interest income also displays a substantial decline 
after the crisis, even though most banks seem to have been reluctant to 
decrease their interest levels at the beginning of the crisis. In contrast, 
the average interest income was increased in the fourth quarter of 2008 
for the majority of the banks. A closer look at the small ISBs (not shown 
in any table) reveals that the interest income of these banks is on aver-
age higher than that of other ISBs. Moreover, the eight banks having no 
local competition show the highest interest income, implying that they 
were able to utilize their local monopoly on lending.

When the financial crisis began, the banks apparently did increase 
their credit spread, that is, the difference between their lending rates 
and the corresponding market rates. Observations presented in FI (2010) 
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also lend support to this interpretation. The two diagrams in Figure 4.3 
reveal that the average bank has been taking out a higher premium on 
both business lending and mortgage loans since the crisis.

The impact of the financial crisis is evident for both business custom-
ers and owners of real property. When the crisis began after the sum-
mer of 2008 the premium added by the average bank was more than 
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Figure 4.3 The spread between STIBOR and banks’ lending rates

Source: FI (2010, pp. 10–11).
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doubled on both types of lending. The interest rates on mortgage loans 
to property owners seem more volatile than the lending rates to busi-
ness firms, but this is probably explained by the fact that the short- term 
STIBOR is compared with the corresponding short- term mortgage rate 
and not with any of the fixed long- term mortgage rates. Certainly, lend-
ing rates on business loans are often floating, but to some extent these 
rates are likely to be fixed for a longer period than three months. This 
may also be the reason why the premium observed tends to be higher 
on business loans.

Table 4.5 shows that the banks have been successful in increasing 
their profit margin before credit losses since the crisis despite the lower 
funding spread and decline of fee- based income.

The lower funding spread of the banks seems to have been counter-
balanced by their higher lending premiums, that is, their credit spread. 
Table 4.6 reveals that for a majority of the banks the NII in relation to 
both OI and operating profit before credit losses did not drop, but even 
increased, in the third quarter of 2008. With the exception of SEB and 
the ISBs, both these NII ratios have since been kept by the banks at a 
similar or higher level than before the crisis.

Not shown in any table, SHB has been the most successful bank in 
improving the net interest income (more than 42 per cent over the whole 
period) despite decreasing interest income. The corresponding develop-
ment was close to 30 per cent for Nordea, 24 per cent for LF, 13 per cent 
for the ISBs and 5 per cent for Swedbank. In SEB the net interest income 
declined by almost 2 per cent. The SBs and CBs vary between −3 per 
cent and 24 per cent, with the exception of the mentioned niche bank, 
which increased NII by more than 400 per cent.

As shown in Table 4.7, the net interest margin of the banks peaked 
in the second half of 2008, but in one bank alone – Handelsbanken 
(SHB) – the higher margin has been maintained over the whole period. 
Still, the ISBs, the SBs and, particularly, the CBs display a substantially 
higher margin.

In Table 4.8 the banks’ return on equity before tax has been broken 
down into two components: return on invested funds (ROIF) and return 
on financial leverage (ROFL).

The table shows that compensating a declining ROIF with a high 
reliance on ROFL is prevalent in commercial banks, but not in ISBs. 
Since they have no owners, the primary objective of ISBs is not to 
generate a high ROE but rather to minimize risk in order to survive 
and contribute to a positive development in the local area in which 
they operate (Olsson, 2009). Despite this, some of the ISBs were, at the 
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Financial Crisis and Bank Profitability 101

end of 2008, strongly negatively affected by the crisis due to owner-
ship engagement in Swedbank. If these banks had been poorly capi-
talized, they would have had no owners to turn to in order to avoid 
bankruptcy.

Before the financial crisis in 1992, banks were, in general, generating 
high returns well in line with those achieved in 2007 (Lindblom, 1994). 
Also at that time a considerable part of this return was attributable to 
returns on financial leverage. As found by Lindblom (2001), such a high 
reliance on ROFL was also the case for Swedish commercial banks a dec-
ade ago – although on a slightly lower level than now.

ROFL is related not only to the exposure to capital risk, but also to the 
interest rate risk exposure. Table 4.9 gives an indication of the depend-
ence of banks’ overall profitability on exposures to interest rate risk and 
capital risk by displaying the variations in the leverage spread and the 
leverage multiplier for each bank during 2007–9.

Evidently, the large commercial banks are balancing their relatively 
narrow leverage spread with a considerably higher leverage multi-
plier, implying that these banks are very much exposed to capital risk. 
Lindblom (2001) reported a similar leverage spread (0.7 per cent, σ 5 0.2 
per cent) a decade ago (1997–9) for the average commercial bank, but a 
lower leverage multiplier 20.5 (σ 5 5.5). The corresponding figures for 
ISBs were 1.7 per cent (σ 5 0.4 per cent) and 6.2 (σ 5 2.2). This suggests 
that the risk profile of ISBs is more or less unchanged, whereas com-
mercial banks display a higher capital risk. This need not be regarded as 
unreasonable, since the banks should be better equipped for identify-
ing, assessing and controlling risk exposures after the implementation 
of the Basel II accord. However, clearly the effect on ROFL of the nega-
tive leverage spreads of Swedbank in 2009 was highly amplified by the 
bank’s leverage multiplier.

A more detailed analysis reveals that the shrinking leverage spread 
of most banks was, to a large extent, caused by credit losses. On aver-
age the leverage spread before credit losses was rather stable during the 
whole period (not shown in any table). A majority of the banks did actu-
ally increase the leverage spread before credit losses in connection with 
the crisis, but towards the end of 2009 it was decreased substantially 
in most banks. This is a likely effect of the fact that about 85 per cent 
of consumer loans were changed from fixed to floating rates (FI, 2010). 
This implies a better matching of the banks’ lending and borrowing, 
and thus a reduced interest rate risk exposure.

The ‘riskiness’ of the banks may also be analysed based on their 
actual capital in relation to the regulatory requirement. This relation 
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Table 4.10 Average own funds ratio of savings and commercial banks

Bank 
category

2007 2008 2009

Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4

Savings 
banks

2.30 2.23 2.21 2.30 2.20 2.17 2.13 2.13 2.14 2.05 2.04 2.10

Commercial 
banks

2.80 2.47 2.48 2.60 2.23 2.25 2.22 2.37 2.22 2.39 2.39 2.42

Source: data from Swedish Financial Supervisory Authority.

is referred to as the bank’s ‘own funds ratio’. Table 4.10 displays the 
development of this ratio.

On average the banks seem to be highly capitalized, holding more 
than twice as much capital as required. Only one bank barely met the 
regulatory requirement, displaying a ratio close to one. This suggests 
that the banks in general have control over their capital risk – at least 
according to the second Basel accord.

4.4 Conclusions

The analysis of the profitability and risk- taking of Swedish banks dur-
ing the financial crisis shows that the banks, in general, performed well 
domestically. If it had not for been credit losses due, as it appears, to 
over- aggressive lending by commercial banks, first of all in the Baltic 
States, the average profitability of the banks would have been only mar-
ginally affected by the crisis, given the stability measures assumed by 
the government and the Central Bank. In that respect this crisis is dif-
ferent from the one in the early 1990s. On that occasion the financial 
crisis was domestically driven and primarily caused by over- lending 
into one sector in the economy: real estates. Despite the issuance of a 
general bank guarantee, several banks were bailed out and thereafter 
either restructured or closed down (Lindblom, 1994). The public trust 
in incumbent banks deteriorated (Lindblom and Andersson, 1997), 
which paved the way for new banks. This time the outcome of the crisis 
seems to be the opposite.

We find that losses in foreign lending have been covered to a large 
extent by higher lending premiums on the home market, implying less-
ened domestic competition. We also observe that ISBs that operate the 
only branch in a local market display higher average interest income 
than other ISBs. This does not exclude the possibility that the increase 
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in banks’ lending premiums is caused by greater uncertainty and expo-
sures to credit risk also on the Swedish market also. However, we can-
not identify any such signs in the data. We do find indications that 
the banks’ interest rate risk has been reduced. Since the crisis, banks in 
general, and commercial banks in particular, do not rely as heavily on a 
high interest rate risk spread as they did previously, when they put a lot 
of effort into trying to benefit from the concavity of the yield curve. In 
combination with a declining funding spread, this appears to be a more 
plausible explanation of their increasing credit spread.

As in earlier studies, we find that the four big commercial banks rely 
heavily on low capitalization. Their debt- to- equity ratio is even higher 
today. However, the banks seem to have their exposure to capital risk 
under control, as their own funds ratio is on average more than twice as 
high as required by the Basel II capital adequacy framework.
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Notes

1. FI (2010) reports that about half of the credit losses of the four large com-
mercial banks in 2009 occurred in the Baltic States.

2. The repo rate peaked at 4.75 per cent (deposit rate 5 4 per cent and lend-
ing rate 5.5 per cent) on 10 September 2008. Beginning in mid- October, the 
Swedish Central Bank has been cutting the repo rate stepwise to a level as low 
as 0.25 per cent (deposit rate 5 −0.25 per cent and lending rate 5 0.75 per 
cent) on 8 July 2009. (www.riksbank.com/templates/Page.aspx?id512182). 
Accessed on 14 April 2011.

3. The number of banks under the supervision of the Swedish Financial 
Supervisory Authority was, at the end of the year, 99, 89 and 90, respectively, 
for the three years. There have been mergers and acquisitions of savings banks, 
and new investment- type banks have entered the market. The analysis is not 
affected, as investment- type banks are not included and the M and As take 
place within the same bank category (ISBs). The analysis further excludes two 
banks categorized as member banks, 13 banks mainly providing customer 
credits and one bank lacking available data since it is part of a retail group.

4. Fifty- two ISBs are savings banks and 11 are former savings banks that have 
converted to limited companies.

5. Two are limited companies and one a savings bank that became a member of 
the association in 2010.

6. In 1992 the financial crisis resulted in an increase of average funding costs. 
The credit losses of the banks were too massive for them to manage, which is 
why their average cost of debt was increasing rather than declining. 
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5.1 Introduction

Asset- backed securitization (ABS) may contribute to generating instabil-
ity in financial markets both through an ‘inside effect’ in the banking 
system – facilitating progressive deterioration of bank assets’ quality – 
and through an ‘outside effect’ – favouring credit risk transfer from bal-
ance sheets of banks acting as originators to investors in asset- backed 
securities (ABS). The rating assigned to ABS has the function of indicat-
ing to the market the credit risk borne by investors. This depends on 
the quality of assets and of guarantees lent by originators and by any 
third- party guarantor, as well as on the trend of macroeconomic deter-
minants which may compromise the capacity of principal debtors to 
honour their debts.

The underlying hypothesis on which this work is based is that rating 
models do not correctly embody the impact of macroeconomic vari-
ables on debtors’ solvency, determining a lag in downgrading. In par-
ticular, it is considered that any variations in interest rates and GDP 
have an impact on ABS performances, but that such an impact is not 
picked up in a timely fashion by rating models. Essentially, in pre- crisis 
periods, when interest rate increases as well as decreases are recorded in 
growth rates of GDP, rating assessments fail to register risk increases in 
ABS securities, only proceeding to downgrade later, when variations 
in macroeconomic variables have generated negative effects on the flow 
of ABS funds.

We verify this hypothesis specifically with reference to ABS transac-
tions active during the recent financial and economic crisis. We then 

5
Asset- Backed Securitization 
and Financial Stability: The 
Downgrading Delay Effect
Mario La Torre and Fabiomassimo Mango
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proceed to test information on ABS rating, assessing it in relation to the 
timing of downgrading on a sample of transactions which took place 
between 2000 and 2009. The conclusions reached confirm the theo-
retical hypothesis, demonstrating that, in the pre- crisis period, when 
macroeconomic variables suggested the need for a downgrading judge-
ment, agencies delayed downmarking, making the announcement only 
at a later stage, after the crisis had taken place and the transaction criti-
calities were already displayed. The chapter is related to the literature 
analysing relations between the financial crisis and asset- backed secu-
ritization, bringing an innovative contribution to empirical and theo-
retical studies, aimed at defining an interpretational model for relations 
between ABS and financial crises.

5.2 Objective, methodology and structure

ABS has often been mentioned as one of the financial techniques which 
most contributed to the creation and diffusion of the recent financial 
crisis. It is, in fact, considered that the low quality of securitized assets, 
and the use of inappropriately set- up ABS structures, resulted in the 
introduction into the financial market of asset- backed securities (ABS) 
which contained a high risk factor, not perceived by investors. Rating 
agencies also contributed to the process, unable as they were to accu-
rately perceive through their assessments the implicit risk in ABS trans-
actions and the following developments.

In this framework, the objective of this chapter is to measure the 
contribution of ABS to the current systemic crisis, the first signs of 
which emerged around 2007. With this aim, the reporting efficiency 
of ABS rating was assessed in relation to the timing of downgrading. At 
the root of this methodology is the evidence that ABS transactions, for 
which rating downgrading revision is considered to have occurred late 
compared with the display of signs of the deteriorating quality of ABS 
securities, contributed most to the financial crisis.

The anomaly of an ABS transaction is the necessary condition for its 
contribution to systemic instability. From this point of view, downgrad-
ing represents the most explicit indicator to be used to test the contribu-
tion of asset securitization to the financial crisis.

On an empirical basis, the rating assigned to ABS securities may 
represent a measure of the contribution of asset securitization to the 
economic–financial instability experienced by financial markets. 
ABS rating judgement should, in fact, summarize and indicate on 
an ongoing basis any anomalies and criticalities in the transaction. 
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Downgrading is an alarm signal and a leading indicator of a possible 
default in the transaction. From this perspective, the number of ABS 
transactions subjected to downgrading may be considered an indi-
cator of the potential contribution of asset securitization to system 
instability.

However, reduced information efficiency in financial markets may 
determine a lag in downgrading, or rather postponement of ABS down-
grading compared with the moment when possible determinants of 
deterioration are expressed. In this case, downgrading loses all or part 
of its predictive value, representing only ex post the increased risk asso-
ciated with ABS securities; to the ‘primary negative effect’ of ABS on 
systemic stability, therefore, must be added the ‘secondary derivative 
effect’ of a missed warning to financial markets of the real risk in the 
transaction.

FINANCIAL
INSTABILITY

SECONDARY
DERIVATIVE

EFFECT=
DELAY IN THE

DOWNGRADING
PROCESS

PRIMARY EFFECT=
NUMBER OF

DOWNGRADINGS
OCCURRING

ABS

Figure 5.1 ABS and financial instability
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Two logical links connect ABS with the financial crisis (Figure 5.1). 
The first, leading to a ‘primary effect’, assumes that the degree of down-
grading of ABS securities – independently of the timely quality of their 
occurrence – represents a significant measure of the contribution made 
by asset securitization to the systemic crisis. The more numerous the 
downgradings, the greater was the contribution of ABS to financial 
instability. The second, which can be described as a ‘secondary deriva-
tive effect’, presupposes that a lack of promptness in downgrading 
increases the significance of ABS’ contribution to the diffusion of the 
crisis; the more numerous the delayed downgradings compared with 
the expression of determinants of asset quality deterioration, the less is 
the capacity of the market and of ABS investors to assess and correctly 
manage the risk associated with their exposure.

As rating judgements are related to microeconomic and macr-
oeconomic variables, when these are not correctly incorporated in 
rating models it is possible to determine a lag in downgrading. The 
hypothesis at the core of this chapter is that, before the diffusion 
of the present crisis, some variables – in particular those of a macr-
oeconomic nature – were not correctly incorporated in rating judge-
ments, determining a sigma effect between the ‘primary effect’ and 
the ‘secondary derivative effect’, increasing the negative impact of 
ABSs on system stability. Such a ‘secondary derivative effect’ – not 
investigated to date in the literature – may represent a highly signifi-
cant variable in the contribution of ABS to financial and economic 
instability; particularly if it can be demonstrated that securitization 
deals which were active during the financial crisis and underwent 
downgrading, and for which downgrading came late, were numerous 
and significant.

It is interesting to verify whether, among recently downgraded ABS, 
a significant number underwent delayed markdown judgement, or, 
rather, if the conditions had not been met for downgrading to take 
place earlier. For this reason, the present chapter – after theorizing a 
conceptual framework explaining the link between ABS and financial 
stability – verifies on an empirical basis, with selected samples from 
ABS programmes, the number of transactions subjected to downgrad-
ing and the rating efficiency in signalling deterioration in a timely 
fashion. The test for timely downgrading is preceded by a descriptive 
analysis of the sample of ABS chosen, and in particular of those which, 
having undergone downgrading, were able to create negative effects on 
financial markets in periods of crisis, due to both a ‘primary effect’ and 
a ‘secondary derivative effect’.
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In particular, the analysis concentrates on a sample of securitization 
transactions including residential mortgages (Residential Mortgage 
Backed Security – RMBS) carried out in some of the major European 
countries (UK, Holland, Italy, Portugal and Spain). With reference to 
the observation period, in order also to capture pre- crisis factors, trans-
actions were considered which were created between 2000 and 2008 
and still active. For the selected samples we proceeded to:

classify ABS for each country and building up the sample; ●

identify micro and macro variables considered to explain rating  ●

judgement;
acquire the value of selected variables; ●

apply a regression model (panel data) to measure market efficiency  ●

in terms of frequency and timing of downgrading intervention.

In the second section of this chapter the contribution of our work is 
discussed, followed by a description of essential characteristics of an 
ABS programme. We then outline causal variables of ABS downgrad-
ing which can be attributed to the behaviour of both microeconomic 
variables (micro- determinants) and macroeconomic variables (macro-
 determinants). We then discuss connections between ABS and econom-
ic–financial stability, report the estimates of various models, and finally 
conclude.

5.3 ABS and financial crisis: the chapter’s 
contribution to the literature

Asset securitization literature is born of a theoretical approach, focus-
ing mainly on two aspects analysed from the originator’s perspective: 
potential benefits, on the one hand, and potential risks and relations 
with financial regulations, on the other (Pavel, 1986; Greenbaum and 
Thakor, 1987; Hess and Smith, 1988; Rosenthal and Ocampo, 1988; 
Norton and Spellman, 1991; La Torre, 1995, 2004; Giannotti, 2004; 
Affinito and Tagliaferri, 2010).

The ABS market’s progressive development has subsequently nur-
tured empirical investigation, which may be summarized as two 
trends: one verifying determinants illustrating transactions carried 
out (Pavel and Phillis, 1987; Donato and Shaffer, 1991) and one con-
centrating on microeconomic effects, in particular on risk stored in the 
originator’s balance sheet (Loutskina and Strahan, 2006; Demyanyk 
and van Hemert, 2007; Dell’Ariccia et al., 2008; Keys et al., 2008; 
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Mian and Sufi, 2008) and on capital requirements (Altunbas et al., 
2007). The financial crisis of these last few years has, in conclusion, 
stimulated a third investigative plan – of an empirical nature – dedi-
cated to links between ABS and financial crisis (Fender and Mitchell, 
2005; Allen and Carletti, 2006; BIS, 2008; Borio, 2008; Ibanez and 
Scheicher, 2009).

The main objective of empirical testing generally concerns relations 
between ABS and risk borne by originators. Even the link between ABS 
and systemic crisis is usually tested by verifying whether, and to what 
degree, originator banks that systematically take recourse to securiti-
zation programmes present more risky balance sheets in the middle 
period. In fact, even if ABS technique allows the originator to reduce 
the risk exposure it derives from securitized assets, in the case of prin-
cipal debtors’ insolvency there is always the originator bank’s moral 
obligation, which involves for the latter an actual risk which is higher 
than nominal exposure.

From this perspective, empirical assessment privileges testing of 
determinants and effect of ABS on the originator; particular attention 
has been placed on leverage and on the quality of loans in the origina-
tor’s portfolio following ABS transactions, as well as the overall risk in 
the originator’s balance sheet. Moreover, the results reached are often 
contradictory, stressing in some cases a drop in risk for originators 
resorting to asset securitizations (Carey, 1998; Dionne and Harchaoui, 
2003; Cebenoyan and Strahan, 2004; Jiangli and Pritsker, 2008; Keys 
et al., 2008; Mian and Sufi, 2008; Purnanandam, 2010), and in others 
an opposite or controversial effect (Cantor and Rouyer, 2000; Calomiris 
and Mason, 2004; Ambrose et al., 2005; Franke and Krahnen, 2005; 
Haensel and Krahnen, 2007; Sarkisyan et al., 2009). Naturally, as one 
would expect, the net effect on the originator of one or more ABS pro-
grammes is strongly dependent on the transactions’ specific structure 
and, in particular, on the protection the originator itself offers on trans-
ferred assets (Casu et al., 2010).

The literature too date is rather limited in investigating the impact of 
securitization on systemic risk although there has been work investigat-
ing the increased exposure of risks to investors in ABS (Ashcraft et al, 
2010) and the influence of bank credit policies on securitization activ-
ity (Madalone and Alcade, 2009).

The purpose of the present chapter is precisely the contrary: to test 
the contribution of asset- backed securitization to financial stability 
through the assessment of the risk distributed on investors in ABS, 
whether originators or external investors.
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In the literary framework, this chapter will make an innovative con-
tribution, both on a methodological plane and in relation to results 
obtained. From a methodological perspective, the study is intended 
to contribute to the current debate on the link between ABS and the 
financial crisis, carrying out an accurate analysis of mechanisms with 
which ABS may contribute to the creation and spreading of crises. It 
has been necessary, therefore, in the first place to propose an interpre-
tation model of the link between ABS and economical–financial stabil-
ity which could offer a logical map of the contribution made by asset 
securitization to financial and economic crises. On a methodological 
plane, therefore, this chapter offers an interpretation model for rela-
tions between ABS and systemic crises which has proved efficient in 
building a taxonomy of the variables used for empirical assessment.

On an empirical verification basis, the chapter offers innovative indi-
cations, as it measures the contribution of ABS to systemic crisis, consid-
ering the riskiness of ABS negotiated in the market rather than the risk 
retained by originators. Assuming that all programmes downmarked in 
rating judgements represent per se an explicit indicator of ABS’ negative 
impact on market stability, the chapter tests the occurrence of down-
grading delays. In this way, the analysis offers results which are not 
limited to explicating mere descriptive primary effect indicators, but 
also measure effects that have been defined in the context of ‘secondary 
derivative effects’, never before investigated in the literature.

5.4 ABS structure: flow of funds and 
investors’ protection

Asset securitization is a financial technique through which firms 
transfer portfolios of assets present in their balance sheets to a vehicle 
company set up for that purpose (Special Purpose Vehicle or SPV); the 
peculiarity of ABS compared with traditional loan selling lies in the 
fact that the transferee finances assets acquisition through securities 
sales on the capital market for an amount corresponding to the transfer 
price which must be paid by the same. Thus, securitization’s distinctive 
characteristic is the creation of a link between a firm’s financial assets 
and third- party investors active on the capital market.

Specifically (Figure 5.2), and with reference to a banking firm, a typ-
ical securitization programme foresees the setting up on the part of 
the bank (originator) of a portfolio of homogeneous loans, the transfer 
of the portfolio to the SPV, the issuing on the part of the SPV of ABS 
securities and the acquisition of the latter by institutional investors. If 
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opportunely structured, the transaction allows the transferee bank to 
obtain an off- balance sheet treatment for transferred assets, which will 
therefore disappear from the originator’s balance sheet. Normally, par-
ties providing guarantees participate in the transaction (credit enhanc-
ers), as well as one or more rating agencies whose task it is to offer a 
judgement on securities issued. Securities are normally divided into 
three classes: senior securities, with a low degree of risk, and mezza-
nine and junior securities, which incorporate rising degrees of risk. It is 
important to note at this juncture that rating companies’ judgements 
refer to single tranches of securities and not to transferred assets.

The cash flow of an ABS programme (Figure 5.3) allows understand-
ing of the economic ratio underlying the transaction, as well as the key 
variable of its sustainability and, in the end, of the rating judgement. 
The securitized portfolio generates flows of funds coming from interest 
rates and capital reimbursed by the principal transferred debtors. Such 
flows, net of operational costs, represent investors’ yield in ABS. So, 
any event interrupting or limiting the passage of flows of funds from 
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Figure 5.2 The structure of an ABS transaction

Special Purpose
Vehicle

Investors

Debtors

Originator/
Servicer

Interest and
capital

Servicing
fee

Interest and
capital

Figure 5.3 The flow of funds of an ABS transaction
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principal debtors to final investors represents a risk to the successful 
outcome of the transaction. Rating judgement, referring to securities 
and single tranches issued, precisely assesses ABS securities’ capacity to 
ensure the yield promised to investors.

5.5 ABS rating: micro and macro determinants

ABS securities rating judgement is, therefore, related not only to trans-
ferred assets quality but also to transaction structure, in particular 
guarantees offered by the originator itself (internal guarantees) and by 
third- party guarantors (external guarantees) whose purpose is to pro-
tect ABS investors’ yield in case of default. For this reason, rating judge-
ment is not referred to the originator, nor can it be attributed only to 
transferred assets quality; instead, it represents a judgement on securi-
ties’ capacity to provide the yield promised to external investors. Rating 
differs for every single tranche issued, because every single tranche, in 
relation to the transaction structure, withstands differing degrees of 
risk; for this reason separate ratings are carried out for senior, mezza-
nine and junior securities in a single ABS programme.

Rating adjustment during the life of an ABS programme is largely 
connected to specific events which explain a risk variation in ABS 
securities. Securitization transactions generally foresee clauses which 
contemplate triggers, or clauses which allow the creation of precau-
tionary actions in the case of contractually predefined events tak-
ing place, capable of interrupting the normal transfer of funds from 
transferred debtors to investors in ABS securities. Such events are 
considered in rating adjustment of asset- backed securities through 
constant monitoring of specific ratios whose performances are gener-
ally described in three- quarterly reports published by issuers. Among 
the most used indicators, we find Default Ratio, Disequilibrium Event 
and Liquidity Agreement Event. ABS transactions’ solvency is, in fact, 
threatened by delinquencies or defaults, by mismatching or commin-
gling of cash flow, in the case of prepayments, and by originator or 
servicer bankruptcy.

Triggers are events which see their own determinants in microeco-
nomic and macroeconomic variables (Table 5.1); with such prospects, 
ratings should incorporate elements leading to the quality of securi-
tized assets, the standing of single parties participating in the transac-
tion, the structure of the programme itself (micro- determinants), and 
also macroeconomic variables capable of impacting the regular trend of 
the flows of funds (macro- determinants).
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According to the hypothesis at the basis of the empirical investigation 
carried out in this chapter, the correlation between some macro vari-
ables and financial flows of ABS transactions incorrectly incorporated 
in rating judgement is what determines a delayed rating adjustment. 
The explanation lies in a different time link between the manifestation 
of trigger events and the variations in micro and macroeconomic vari-
ables that determine them (Figure 5.4).

Rating agencies participate from the start, together with the origi-
nator, in setting up the programme; for this reason, the choice of 
assets constituting the pool of the securitized portfolio, as well as 
the definition of internal and external guarantees foreseen by the 
ABS programme, is made according to the rating which the originator 

Table 5.1 Micro and macro determinants in rating of ABS

Micro Determinants (specific risk)
1.  Quality of portfolio (state of anomaly in loans, average duration, technical 

form, sector and geographical diversification)
2.  Structure of ABS transaction (contracts, cash flow, guarantees, etc.)
3.  Aim of the operation (transfer of credit risk, liquidity needs, capital 

requirements, etc.)

Macro Determinants (system risk)
4.  Gross Domestic Product
5.  Interest rates level (EURIBOR, LIBOR, BCE)
6.  Market liquidity (EONIA volatility)
7.  Inflation growth level
8.  Real estate prices level on the market
9.  ABS regulation

to TRIGGER EVENTS 

t1 - DOWNGRADING t1 - DOWNGRADING

MICRO VARIABLES

t-1 VARIABLES VARIATION

MACRO VARIABLES

t-2 VARIABLES VARIATION

Figure 5.4 The timing lag of the downgrading process
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desires to obtain on the different tranches of securities in the issuing 
phase. Microeconomic variables, moreover, are those most directly 
connected to trigger events. Ongoing variations of micro variables 
may determine an immediate occurrence of trigger events and a sub-
sequent sudden rating adjustment. Essentially, the timeline reaction 
connecting variations in microeconomic variables to trigger events 
and to rating variation is relatively short. We do not, therefore, con-
sider that microeconomic determinants justify a significant down-
grading lag.

A less direct time link connects macro determinants to ABS securi-
ties’ capacity to ensure promised yield to final investors, as variations 
in macroeconomic variables may generate effects on the regular trend 
of flows of ABS funds, even with large time lags. Among macro vari-
ables, particular significance must be attributed to the relation existing 
between principal debtors’ settlement capacity, on the one side, and 
the trend of GDP, of the interest rate, of the market liquidity, of the rate 
of inflation and – particularly in case of securitizations of residential 
mortgages – of the level of prices on the real estate market, on the other. 
The increase in the cost of money, or the cost of primary consumptions, 
may induce a contraction in financial availability of transferred debt-
ors, necessary to fulfil obligations deriving from loans taken up, with 
the consequent deterioration of the quality of the securitized portfolio. 
In the case of mortgages, by the way, one must also consider the pres-
ence of speculation bubbles, which cause over- assessment of estates and 
consequently the depreciation of the guarantee from the moment in 
which a realignment of prices to the real value takes place.

Finally, current ABS regulation could be a highly significant vari-
able, as it is in a position to influence the structure of the programme 
through prudential ratios imposed on the originator, the guarantors 
and ABS investors. This chain mechanism of effects of variations in 
macroeconomic variables on trigger events and on flows of funds in an 
ABS transaction is longer than the one attributable to micro variables. 
ABS ratings adjustments, therefore, when justified by macro variables, 
may take place only with significant delay compared with the occur-
rence of the justifying cause.

5.6 Asset securitization and financial 
stability: an interpretative model

There are two transmission channels through which asset securiti-
zation may contribute to feeding systemic crises: by favouring the 
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concentration of the credit risk incorporated in balance sheets of single 
banks, and by facilitating the transfer of the credit risk on institutional 
investors. The two conditions, moreover, may take place at the same 
time.

Concerning single banks, the greatest exposure to credit risk occurs 
when the latter – thanks to ABS transactions – recomposes its loan port-
folio, substituting good high- quality assets with riskier loans; especially 
when, to meet the favour of the market, ABS transactions are built 
selecting the highest- quality loans present in the originator bank port-
folio. The effect is even more significant when, as generally happens, 
the originator buys part of the junior securities issued – reabsorbing 
in its own balance sheet the most dangerous tranche issued – or offers 
important guarantees on securities placed on investors. In those mar-
kets where asset securitization is widely used, this scenario may apply to 
a high number of originator banks. The result is an overall deterioration 
of bank asset quality.

Concerning investors, the mechanism is fulfilled by placing risky 
ABS securities on the markets, generally attributable to mezzanine 
and a portion of junior tranches. This can take place, in the first place, 
due to the explicit goal of the originating bank, via securitization, to 
clear its balance sheet of highly risky loans. In the second place, place-
ment on the market of high- risk ABS securities may be the result of the 
abovementioned deterioration in the credits portfolio, also explained 
by a negative trend of the macroeconomic variables. The more numer-
ous banks systematically resorting to securitization are on the market, 
the more this result is realized. In such cases, in fact, credit portfolio 
restructuring, together with a moral hazard attitude, results in a physi-
ological quality deterioration of assets stored in banks’ balance sheets. 
If these assets are destined to feed revolving portfolios of ABS transac-
tions, or new securitization programmes, the implicit risk in single debt 
exposures is transferred by originators to investors in ABS securities, 
thus increasing systemic risk.

It is possible, therefore, to discern asset securitization’s contribution 
to systemic risk due both to an ‘inside effect’ in the banking system – 
when ABS favours quality deterioration in bank assets present on the 
market, both due to the low quality of new loans issued and in rela-
tion to the quotas of junior securities held and guarantees lent – and to 
what can be recognized as ‘outside effect’ – when the loans risk present 
in bank balance sheets is transferred, thanks to asset securitization, to 
final investors in ABS and to third guarantors (Figure 5.5). Both effects 
may be generated by microeconomic or macroeconomic variables.
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5.6.1 ABS and systemic crisis: micro variables

In the ABS – financial crisis chain reaction, microeconomic variables 
which have an impact on ABS optimum performance are related to 
quality and typology of securitized assets. The portfolio’s capacity to 
generate flows regularly, and not to record a high rate of prepayments, 
is strictly connected to the characteristics of loans selected, in terms 
of technical forms, of sector and geographic diversification, of average 
residual life, and of level of riskiness at the moment of securitization 
(Figure 5.6). Literature analysing relations between determinants and 
ABS effects has highlighted connections between the quality of securi-
tized assets and the standing of the originator. Various studies indicate 
that the riskiest banks have greater incentives in resorting to securiti-
zation and transfer of risky assets to external investors. In a nutshell, 
it is supposed that higher- risk banks use ABS most and, thanks to this 
technique, improve their balance sheets, securitizing risky loans and 
investing the derived liquidity in less risky activities.

This mechanism would indicate, as a result, an improvement in 
banks’ balance sheets and, at the same time, a greater diffusion on the 
capital market of the risk implicit in securitized assets. However, not 
all empirical tests reach results consistent with this hypothesis, nor do 
they point to a transfer from inside to outside effect.
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Figure 5.5 ABS and financial stability: inside and outside effect
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The reason for this lies in the fact that the single ABS transaction 
structure may determine a different final distribution of risk from secu-
ritized loans. Investors and credit enhancers find appropriate protection 
mechanisms in the ABS program. Originators, in fact, do not only usu-
ally repurchase relevant percentages of junior tranches issued, limiting 
the risk quota transmitted to investors, but also often offer other forms 
of internal guarantees. For the bank, restructuring its loans portfolio to 
operate in favour of less risky credits is juxtaposed with a withholding 
of part of the risk of securitized assets and an increased risk in the port-
folio of securities, with a net effect on the balance sheet which is not 
always positive. Moreover, it must be noted that, in recession phases, 
the single originator finds more difficulty in substituting securitized 
loans with good- quality ones.

Underwriting of junior securities, and other inside guarantees pro-
vided by the originator, have precisely the purpose of protecting 
ABS investors and outside guarantors from the possibility of debtors’ 
defaults being transferred; such a phenomenon has been termed in the 
literature the ‘recourse hypothesis’. A kind of barrier against risk would 
therefore be created to protect final investors and, in part, third- party 
guarantors. The contribution of asset securitization to system crises, 
therefore, naturally oriented towards an ‘outside effect’, may find in 
the structure of the specific ABS operation a channelling ‘inside effect’ 
(Figure 5.7).
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Figure 5.6 ABS and financial crisis: micro determinants
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5.6.2 ABS and systemic crisis: macro variables

The chain reaction between macro variables and securitized portfolio 
quality may be summed up as a logical sequence typically used in lit-
erature to explain financial instability. Expansive economic scenarios, 
typical of pre- crisis phases, usually show low interest rates and, impor-
tantly, sustained growth rates of the GDP; in these phases financial 
intermediaries and banks normally adopt pro- cyclical loan policies. 
The abundance of liquidity present on the market, the rise in demand 
for credit, and the need to compensate for decrease in margins due 
to low interest rates and to an increase in competition determine a 
general expansion in offers of credit. In this scenario, ABS becomes 
the perfect tool to go along with expansive credit policies: it provides 
additional liquidity deriving from the transfer of non- negotiable 
assets – and which can be used for granting new loans – and it releases 
the pressure on banks’ profitability, both through the restructuring 
of flows of capital and interests, due to the substitution of old loans 
with new ones, and through commissions deriving from the ABS pro-
gramme. Such conditions, however, may favour an attitude of moral 
hazard on the part of the banks and, in this way, an adverse selection 
of clients, ultimately causing an increase in the credit risk of the banks’ 
loan portfolios.
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Now, when the economic cycle presents the first signs of inversion, 
reverting from an expanding cycle to a recessive cycle, interest rates and 
GDP change sign and measures; interest rates register upward trends 
and growth in GDP slows down. It is precisely at that point that the log-
ical chain described, which connects ABS to the systemic crisis, brings 
about its effects with the utmost potency (Figure 5.8).

In the first place, interest rate increases compromise the capacity of 
transferred debtors to reimburse their debts to the SPV in a timely fash-
ion, negatively impacting ABS investors’ returns. In the second place, the 
decrease in growth rates of domestic product may expose debtors to con-
tractions in their income and consequent difficulties in repaying debts. 
The negative trend of GDP, however, carries with it a lower demand for 
credit, stimulating moral hazard policies in those banks which – lacking 
an alternative – aim at keeping the same growth rhythms in their activ-
ity. Even in this case, the distribution between ‘inside effect’ and ‘outside 
effect’ depends on the specific structure of the transaction, and in par-
ticular on collaterals offered by the originator and by credit enhancers. 
There is, however, a further element to consider: criticalities are deter-
mined also by those assets which, at the moment of the securitization 
launch – in the expanding cycle phase – did not reveal problems, but 
which highlighted criticalities due to macroeconomic factors.

5.6.3 ABS and systemic crisis: downgrading delays

The hypothesis at the basis of the empirical test is that rating judge-
ments are not adjusted in a timely fashion following macro variables; 
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specifically, they are late in embodying possible ‘inside’ and ‘outside 
effects’ dictated by variations in interest rates and GDP. It would appear 
that downgradings explained by macro factors do not take place until 
a later stage, when ABS programmes start to experience some default. 
Ratings, therefore, would not result in being predictive of the risk poten-
tially affecting ABS securities due to the variation of macroeconomic 
variables. In a nutshell, according to the theoretical hypothesis illus-
trated in this chapter, because downgrading intervenes whenever a delay 
or default in the regular trend of the flows of the transaction takes place, 
and since variations in macroeconomic variables determine effects on 
flows in a delayed fashion, the result is that – above all in phases of 
economic crisis, when the weight of macro determinants is more sig-
nificant in explaining default events – downgradings are significantly 
delayed from the appearance of the factors that cause worsening of the 
risk, further increasing the contribution of securitization to systemic 
instability.

5.7 Empirical analysis: methodology and 
sample selected

5.7.1 Selected variables

5.7.1.1 Micro determinants

From a microeconomic perspective, the state of health of securitiza-
tion transactions may be affected by specific events which could nega-
tively impact transfer of funds: among them the occurrence of debtors’ 
defaults, the violation of what had been declared and guaranteed in 
agreements by originator and third parties participating in the pro-
gramme, the originator’s bankruptcy, or any other judiciary procedures 
which could be attributed to it.

Such events have an impact on the programme’s performance and 
are monitored through various indicators, including the number of 
past due on the amount of the initial portfolio, the average number of 
past due over a predetermined period in time, and the number of past 
due beyond a period in time predetermined on the total of the first 
loss piece. The latter is made up of junior tranches, or from the reserve 
account, and it is representative of the credit enhancement level from 
which tranches with more seniority benefit.

Such microeconomic variables, ‘captured’ by trigger events, are all 
connected to the financial structure and participating subjects and, for 
the purpose of this chapter, are excluded from the empirical analysis. 
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This is because of the fact that, as already explained, it is considered 
that they are correctly incorporated in rating judgements.

5.7.1.2 Macro determinants

Assessment of the existence of connections between macro variables 
and ABS performances, and of whether they are correctly considered in 
the rating judgements of securitized securities, therefore forms the area 
of investigation of the present work.

It is maintained in the literature, and in many empirical studies, that 
there is a positive correlation between the increase in the cost of money, 
inflation, average price of real estate, low level of liquidity, and deterio-
ration of mortgage quality ABS.

The increase in the cost of money and inflation, particularly in times 
of stagnation of GDP, does in fact reduce debtors’ spending capacity; 
they find it more difficult to honour debts, with consequent repercus-
sions on the quality of the securitized portfolio.

Deterioration of a mortgage portfolio is recorded even in the case of, 
as happened during the recent financial crisis, an unjustified increase 
in the price of real estate. In fact, the formation of speculative ‘bub-
bles’ in the real estate sector, combined with high interest rates, has the 
effect of amplifying the deterioration of the quality of the portfolio and 
reducing recovery rate deriving from estates sales.

Finally, poor liquidity, in periods of financial turmoil, reduces nego-
tiation of credit lines given and collateral lent on the inter- bank market. 
In the light of these factors, the macroeconomic variables chosen for 
the investigation relate to:

GDP; ●

EURIBOR growth rate; ● 1

LIBOR growth rate; ● 2

average growth rate of prices in real estate for every nation; ●

EONIA volatility growth rate; ● 3

inflation growth rate for every nation. ●

5.7.2 Estimated model

From the methodological perspective it has been decided to use the rat-
ing of a single primary bond issue, deriving from RMBS operations, as 
a dependent variable, taking this as an assessment assigned by agencies 
to express the capacity of a debtor to pay fully and on time the inter-
est and reimbursement of capital on the debt; independent variables, 
chosen to support the hypothesis that there are macro determinants 
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for downgrading, have been selected from variables considered to be 
expressions of the level of gross product, the cost of money, liquidity 
and inflation rate of single countries forming the sample. The estimate 
model for variables chosen is represented in the following expression:

Expression 5.1 The Estimate Model

Rating 5  b0 1 b1PILnaz 1 b2EURrate 1 b3LIBORrate 1 b4BCErate 
1 b5EONIArate 1 b6IMMrate 1 ε

which sets a model of multiple regression, fed by panel data, referred 
to macro variables selected, and that allows the problem of the possible 
presence of disturbances from omitted variables to be overcome.

5.7.2.1 The sample

Data used for empirical analysis were related to RMBS transactions 
set up between 2000 and 2009, still active at the time of the analy-
sis, quoted on the market, provided with ratings and related to five 
European nations:4 the United Kingdom (UK), the Netherlands (NL), 
Italy (IT), Portugal (P) and Spain (E). It is a sample (Table 5.2) of 502 
deals related to asset securitization of residential mortgages (66 per 
cent of the total of RMBS set up in the nations considered), for which 
the rating evolution of tranches ‘A’ and ‘B’5 over the period in time 
considered for a total of 1,004 observations. Data related to ratings 
has been collected by drawing on Moody’s Corporation website 
(www.moodys.it and www.moodys.com), while data related to inde-
pendent variables has been collected through the telematics platform 
‘Bloomber’.6

Table 5.2 The sample selected for the test

  Nation

No. active 
transactions 

taken a census 
of (population)

% of active 
transactions 
(population)

No. 
transactions 
considered 

(sample)

No. issues 
considered 

(sample)

1 United 
Kingdom

245 32.5 164 328

2 Netherlands 136 18.0 90 180
3 Italy 79 10.5 52 104
4 Portugal 35 4.6 24 48
5 Spain 259 34.4 172 344

 Total 754 100.0 502 1004
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Table 5.3 Distribution of rating for the sample

Moody’s rating 
observed

Percentage 
observations 

Cumulative 
observations (%)

Aaa 49.67 49.67
Aa1 4.26 53.93
Aa2 8.06 61.99
Aa3 11.70 73.69
A1 6.78 80.47
A2 15.11 95.58
A3 0.77 96.36
Baa1 0.19 96.55
Baa2 1.51 98.06
Baa3 0.85 98.92
Ba1 0.15 99.07
Ba2 0.19 99.26
Ba3 0.08 99.34
B1 0.19 99.54
B2 0.00 99.54
B3 0.04 99.57
Caa1 0.15 99.73
Caa2 0.04 99.77
Caa3 0.15 99.92
C 0.08 100.00
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Figure 5.9 Sample rating distribution
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It is noted that the sample presents an important concentration of 
synthetic assessments (about 50 per cent) in the highest class of the 
rating scale and that distribution of the rating revision appears to be 
concentrated in the higher classes (Table 5.3). In fact, more than 96 
per cent of ratings concerning the sample, considering both downgrad-
ings and upgradings of every single issue in the period considered, are 
placed between ‘Aaa’ and ‘A3’ on Moody’s scale. 

In other words, it is a sample of issues of ABS characterized by an 
elevated theoretical degree of solvency (Figure 5.9) and, for this reason, 
capable of highlighting with greater clarity the occurrence of signifi-
cant and/or concentrated downgrading/upgrading.

ABS and systemic crisis: primary effect. The first result to highlight 
is that in the RMBS sample observed, on a total of 1,004 issues, 
120 downgradings7 were recorded (about 12 per cent of all issues 
which suffered downgrading), among which 92 (9.16 per cent of 
issues concerned with downgrading and 76.6 per cent of the total of 
downgradings) were connected only to 2009 (Table 5.7). Moreover 
(Table 5.8), an obvious concentration of downgradings can be seen in 
the three nations which have carried out ABS transactions more than 
the rest (Holland, Spain and the UK). It is confirmed, therefore, that 
asset securitization contributes to the systemic crisis in what we term a 
‘primary effect’.

5.8 Findings of the test

Correlations between the dependent variable 
and selected independent variables

In order to verify the existence of the ‘secondary derivative effect’, a 
regressive analysis was adopted. To be able to investigate the correlation 
between chosen independent variables (of a numeric nature) and rating 
(of an alphanumeric nature), it was necessary to convert Moody’s scale 
into a numerical vector (Table 5.4). It is noticeable that the sample does 
not show, as it is logical to expect, a number of deals sufficient to cover 
the complete distribution of Moody’s rates scale. In fact, the ABS trans-
actions considered are distributed within only 20 classes of rating.

For this reason the rating scale is represented, in the statistical elabo-
ration, by 20 whole increasing numbers at the deterioration of credit. 
In other words, the whole number ‘1’ was attributed to the highest 
class, the whole number ‘2’ to the second class, and so on, until arriv-
ing at number 20, attributed to the lowest class (class ‘C’). This choice, 
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 necessary to elaborate qualitative data, will allow us to verify the 
hypothesis (Table 5.5), specifically whether an increase in:

national GDP corresponds to an average improvement in the rating  ●

of ABS (positive correlation between the two dimensions and nega-
tive coefficient of the intercept);
EURIBOR growth rate corresponds to a deterioration in the rating of  ●

ABS (negative correlation between the two dimensions and positive 
coefficient of the intercept) (see Figure 5.10);
LIBOR growth rate corresponds to a deterioration of the rating of  ●

ABS (negative correlation between the two dimensions and positive 
coefficient of the intercept);
BCE growth rate corresponds to a deterioration of the rating of ABS  ●

(negative correlation between the two dimensions and positive coef-
ficient of the intercept);
EONIA growth rate corresponds to a deterioration of the rating of  ●

ABS (negative correlation between the two dimensions and positive 
coefficient of the intercept);

Table 5.5 Correlations hypothesized by the model

Independent 
variable

Dependent 
variable 
(Rating)

Correlation 
between 

dimensions 
considered

Sign foreseen from angular 
coefficient of the regression 

line without distortions 
induced by rating agencies

PILnaz (↑i- ↑ii); (↓- ↓) 1 2

EURrate (↑- ↓); (↓- ↑) 2 1

LIBORrate (↑- ↓); (↓- ↑) 2 1

BCErate (↑- ↓); (↓- ↑) 2 1

EONIArate (↑- ↓); (↓- ↑) 2 1

IMMrate (↑- ↓); (↓- ↑) 2 1

Notes: i The arrow pointing upwards indicates an improvement in the growth rate of GDP.
ii The arrow pointing upwards indicates an improvement in the judgement of merit.

Table 5.4 Rating conversion matrix

Moody’s ratings observed Aaa Aa1 Aa2 Aa3 A1 A2 A3 – 

Whole number assigned 1 2 3 4 5 6 7
Baa1 Baa2 Baa3 Ba1 Ba2 Ba3 B1 B2

8 9 10 11 12 13 14 15
Caa1 Caa2 Caa3 C – – – –

 17 18 19 20     
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growth rate of the average cost of real estate corresponds to a dete- ●

rioration of the rating of ABS (negative correlation between the two 
dimensions and positive coefficient of the intercept).

Correlation hypotheses are amply shared by literature and numer-
ous empirical analyses and justify how, with the increase of the cost of 
money and in periods of recession of the economic cycle, the capacity 
to fulfil obligations and the quality of both the securitized portfolio 
and associated ratings deteriorate.

Test for possible correlations existing among the chosen 
independent variables

The first test carried out has been the search for any possible correla-
tions among the chosen independent variables, with the purpose of 
avoiding alterations induced by possible correlations existing between 
the observed variables. The analysis, carried out using the ‘z statistic’ to 
verify the hypothesis, gave significant results for all variables, except 
between growth rate of cost of real estate and growth rate of EURIBOR 
and LIBOR; such a result can probably be attributed to the lack of a 
complete series of data on the trend of the cost of real estate in the 
nations chosen for the sample. In other words, an obvious degree of cor-
relation between all the chosen independent variables has been consid-
ered (Table 5.6), which allowed three variables at most to be considered 
simultaneously in the successive regressions.

Secondary derivative effect

Evidence for the existence of a contribution from ABS to the systemic 
crisis in the form of a ‘secondary derivative effect’ is seen in the results 

Table 5.6 Significance of relevant correlations among independent variables

Correlations natGDP EURrate LIBORrate BCErate EONIArate RErate

natGDP – Z=62.91; 
P>|z|= 0.00

Z=62.92; 
P>|z|= 0.00

Z=49.65
P>|z|=0.00

Z=35.53
P>|z|=0.00

Z= 57.73
P>|z|=0.00

EURrate – Z=max
P>|z|=0.00

Z=772.82
P>|z|=0.00

Z=355.08
P>|z|=0.00

Z=0.41
P>|z|=0.685

LIBORrate – Z=773.53
P>|z|=0.00

Z=355.28
P>|z|= 0.00

Z= 0.40
P>|z|= 0.687

BCErate – Z=490.54
P>|z|=0.00

Z=7.73
P>|z|=0.00

EONIArate – Z=19.94
P>|z|=0.00

RErate      – 
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of econometric analysis carried out for the independent variables con-
sidered singly (Table 5.9).

The estimated correlation of four of the independent variables with 
rating (EURrate, LIBORrate, EONIArate, RErate) is negative, opposite to 
what is expected when ratings correctly incorporate variations in macro 
variables (in this case the sign of the angular coefficient of the intercept 
of the regression rate is positive). In other words, as the starting premise 
is the existence of a negative correlation between variables and rating– 
by virtue of the choice made when converting Moody’s scale – a posi-
tive angular coefficient of the regression lines is expected. As this does 
not happen, and angular coefficients have a negative sign, the analysis 
confirms the theoretical hypothesis, namely that rating judgements are 
invalidated by a delay in downgrading.

Test for the significance of the chosen variables

The statistical significance of the chosen independent variables was 
then tested. L’R2 ‘correct’ (0.5008), which gives a synthetic measure 

Table 5.7 Downgrading occurring

Wrap- up Sample
% compared with 
total of issuances

ABS issuances which underwent at least one 
upgrading

32 3.19

ABS issuances which underwent downgrading 120 11.95
Total downgrading for tranche A 50 4.98
Total downgrading for tranche B 70 6.97
Total ABS issuance downgraded (A and B) in 
2009

92 9.16

Total ABS issuance downgraded (A and B) in 
2005–8

16 1.59

Table 5.8 Downgrading occurring in each country

 Down Down % Up Up % No. issuances No. issuances (%)

Tot. UK 52 43.3 12 37.5 328 32.6
Tot. NL 22 18.3 16 50.0 180 18.0
Tot. IT 6 5.0 0 0.0 104 10.4
Tot. P 0 0.0 0 0.0 48 4.9
Tot. E 40 33.3 4 12.5 344 34.2
Tot 120 100.0 32 100.0 1,004 100.0
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Table 5.9 Regression results

Regressor

Sign of 
theoretic 

coefficient
Estimated 
coefficient Test

R
_

2 (with fixed 
effects on 
tranches A 
and B, and 
temporal 
effects)

natGDP 2 20.0395 Z526.21; P>|z|50.000 0.5008
EURrate 1 20.0355 Z522.53; P>|z|50.011 0.5019
LIBORrate 1 20.0355 Z522.53; P>|z|50.011 0.5038
BCErate 1 0.0775 Z512.94; P>|z|50.003 0.4988
EONIArate 1 20.0370 Z522.20; P>|z|50.028 0.4607
RErate 1 20.0115 Z523.44; P>|z|50.001 0.4280

Figure 5.10 Evolution of EURIBOR rate (2000–9)
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Table 5.10 Results of regression in a ‘downgrading shift scenario’

Regressor

Sign of 
theoretic 

coefficient
Estimated 
coefficient Test

R
_

2 (with fixed 
effects on 
tranches A 
and B, and 

time effects)

natGDP 2 20.0141 Z522.20; P>|z|50.027 0.5087
EURrate 1 0.0497 Z53.53; P>|z|50.000 0.5076
LIBORrate 1 0.0496 Z53.52; P>|z|50.000 0.5076
BCErate 1 0.1538 Z56.09; P>|z|50.000 0.5043
EONIArate 1 0.0431 Z52.52; P>|z|50.012 0.4653
RErate 1 20.0119 Z523.63; P>|z|50.000 0.4334
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of the significance of the regression, or rather the degree to which 
the dependent variable is explained by independent variables, turned 
out to be sufficiently elevated for all variables considered  singly 
(Table 5.9).

Double check analysis: downgradings shift

In the period of time observed, the downgradings occurred after a 
period of consistent interest rate increases (2005–8), in which 16 sepa-
rate downgradings were recorded (Figure 5.4).

Bearing this in mind, to complete the analysis, the hypothesis 
was made that rating agencies had announced the downgradings 
occurring in 2009 at least a year earlier, or, rather, before the recent 
financial crisis. In this way econometric analysis should give coher-
ent signs of correlations between variables mentioned, or rather the 
positivity and/or negativity of angular coefficients of regression lines, 
in harmony with the hypothesized theoretical correlations. From 
this perspective, recalibrating the panel data with the downgrad-
ings of 2009 moved back to 2008 gives results compatible with the 
theory expounded: angular coefficients of 20.0141 for GDP, 10.0497 
for EURIBOR rate, 10.0496 for LIBOR rate, 10.0153 for BCE rate and 
10.0431 for the volatility of the EONIA rate, as well as a R2 ‘correct’ 
sufficiently significant for every independent variable considered 
individually (Table 5.10).

5.9 Conclusions

The chapter’s objective has been to verify the promptness of down-
grading of ABS securities in the context of the recent financial crisis, 
selecting a European sample of securitization programmes of residen-
tial mortgages. More specifically, we tested the hypothesis that vari-
ations in macroeconomic variables are not incorporated promptly in 
ratings and that this determines a downgrading lag, producing what 
has been defined as a ‘secondary derivative effect’ on the stability of 
the financial system. Results of the descriptive analysis indicate, in the 
first place, the presence of a ‘primary effect’, highlighting the fact that 
ABS contributed to the systemic crisis due to the significant number 
of downgradings. The regressions undertaken, moreover, also show a 
positive result in terms of ‘derivative secondary effect’, significantly 
confirming the theoretical hypothesis that, in pre- crisis periods, rating 
agencies tend to delay downgradings, announcing them only at a later 
stage, when the crisis is already under way.
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The chapter offers an innovative contribution to the literature on 
relations between asset securitization and financial crises, both by pro-
posing a theoretical framework of the connections between ABS and 
financial stability and by highlighting, thanks to empirical analysis, 
a low degree of information efficiency in ABS ratings and, therefore, a 
significant contribution made by ABS to the systemic crisis.

Notes

1. Euro interbank offered rate, reference rate for transactions on the inter- bank 
market on funds in Euros and used as an index parameter for variable rate 
mortgage loans, calculated daily as a simple average of info quotes received 
at midday on a sample of banks with an elevated credit selected periodically 
by the European Banking Federation.

2. London Interbank Offered Rate, reference rate for transactions on the inter-
 bank market, the market where banks exchange short- term funds, as an aver-
age of the eight central values provided by 16 major banks.

3. European OverNight Index Average, a parameter representating the average 
of overnight rates of financing applied by the main European banks and 
transmitted daily to the European Central Bank (BCE).

4. The choice of nations is justified by the greater number of RMBS set up com-
pared with other European nations.

5. It has been chosen to monitor the state of health of only tranches ‘A’ and ‘B’ 
as, often, tranches with a greater risk are subscribed by the originator.

6. It has not been possible to consider the EONIA volatility growth rate from 
2000 to 2004 and growth rate of real estate prices in Spain and Holland.

7. A single downgrading of each issue was included in the data, as annual data in the 
sample considered were recorded on the basis of individual downgradings, and in 
many cases only a single downgrading took place during the period analysed.
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6.1 Introduction

Standard indicators of banking competition frequently used in empiri-
cal studies have been: (a) the structure–conduct–performance (SCP) 
paradigm, which focuses on the degree of banking market concentra-
tion, usually a Herfindahl–Hirschman index (HHI) of deposit/loan 
market concentration; (b) the Lerner Index, which is a price mark- up 
measure as in (price – marginal cost)/price; and (c) the H- statistic, which 
indicates the degree to which changes in funding/factor input costs are 
associated with changes in output price. In practice, academic analy-
ses have almost always applied only one of these three indicators to 
assess banking competition. While there is disagreement about which 
of these measures may ‘best’ reflect market competition, the expecta-
tion is that, since they purport to measure the same thing, they are 
strongly and positively correlated. Unfortunately, this expectation is 
not always met.

These three standard measures are almost unrelated when com-
pared across European countries over time and can be negatively 
related within the same country over time. To illustrate: with data on 
14 European countries over 1995–2001 covering 1,912 banks, the R2 

between the Lerner Index and the H- statistic was only 0.06. Similarly, 
the R2 between the HHI concentration measure and the Lerner Index 
and H- statistic was, respectively, 0.09 and 0.05 (Carbó et al., 2009). 
In addition, when we look at each of the 14 countries separately over 
time, the relationship between the Lerner Index and the H- statistic was 
positive in only eight out of 14 countries.1 The relationship between 
the HHI and these two measures was positive in only eight and five 
countries, respectively. As shown below, similar inconsistencies apply 

6
A Revenue- Based Frontier Measure 
of Banking Competition
Santiago Carbó-Valverde, David Humphrey and 
Francisco Rodríguez Fernández 
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to Spain. As the choice of an existing banking competition measure 
may affect the results obtained, a different procedure in which choice 
among these current measures is not necessary may prove useful.

Our competition measure borrows from the cost/profit efficient fron-
tier literature and is applied to Spain to assess banking competition 
over 1992–2005. We use revenue (since price data are quite limited) and 
measure competition for two broad categories of banking services: tra-
ditional loan–deposit spread activities and non- traditional non- interest 
income fee- generating activities. Non- interest income is significant in 
European and US banks, and for Spain in 2005 it was 46 per cent of 
loan–deposit spread revenues and 144 per cent of securities revenues.

In what follows, inconsistencies in identifying competition among 
the HHI, Lerner Index and H- statistic measures are illustrated for Spain 
in Section 2. Our revenue- based competition measure is set out in 
Section 3, while Section 4 contains our empirical results and how they 
differ from the standard competition indicators. Identifying why com-
petition may have changed over time is covered in Section 5, along with 
outlining the characteristics of the most and least competitive banks. 
Conclusions are presented in Section 6.

6.2 Inconsistencies among standard 
measures of bank competition

The HHI, Lerner Index and H- statistic have all been used to assess the 
degree of market competition, and one would expect them to consist-
ently differentiate those banks experiencing more competition from 
those experiencing less of it. Table 6.1 presents these three measures for 
different aggregations of Spanish banks over 1992–2005.2 The average 
HHI for all banks is 978. This is a relatively low level of market concen-
tration and suggests that competition is likely ‘reasonable’.3 However, 
the H- statistic at 0.20 suggests weak competition, since the relationship 
between changes in output and input prices is low. On average, a 10 per 
cent change in input prices is associated with only a 2 per cent change 
in output prices, suggesting that other influences on output prices are 
much more important than costs. This conclusion is seemingly sup-
ported by the average 25 per cent mark- up of price over marginal total 
cost from the Lerner Index. This mark- up is rather large considering 
that marginal cost here includes funding as well as operating cost and 
the total cost scale economies are on the order of 0.95.4

If we look at quartiles of the largest versus the smallest banks, there 
is a dramatic difference in market concentration, as large banks have 
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an average HHI of 2,970 versus only 97 for smaller banks. While this 
suggests that smaller banks operate in more competitive markets while 
large banks do not, there is no real difference in the Lerner Index or the 
H- statistic, suggesting no difference in competition between large and 
small institutions. However, although the Lerner Indices for large and 
small banks are equal to the average for all banks, the H- statistic for 
these two groups is larger (at 0.27 and 0.29) than the overall average of 
0.20. Thus the H- statistic suggests that the middle two size quartiles are 
less competitive than either the largest or the smallest banks.

When savings banks are compared with commercial banks, the HHI 
would suggest that savings banks operate in more competitive markets 
than commercial banks. This conclusion would be supported using the 
H- statistic, as savings banks have a higher H- statistic, but is not con-
sistent with the Lerner Index, since savings banks have a marginally 
higher mark- up.

When these measures are contrasted over time, there is little change 
in the HHI six years before the Euro was implemented (1992–7) relative 
to the six years during and after implementation (2000–5). This holds 
for the average of all banks as well as for savings and commercial banks 
averaged separately. The Lerner Index gives essentially the same result 
as the HHI – little change pre-  or post- Euro – as does the H- statistic for 
all banks in these two periods (rows 6 and 9). However, when savings 
and commercial banks are considered separately, competition is consid-
erably reduced for savings banks but apparently improves for commer-
cial banks between these two periods.5

Table 6.1 Standard competition efficiency measures: Spain, 
1992–2005

 HHI Lerner Index(%) H- statistic

All 75 Banks 978 25 0.20
Quartile of Largest Banks 2,970 25 0.27
Quartile of Smallest Banks 97 26 0.29
Savings Banks (45) 714 27 0.25
Commercial Banks (30) 1,375 23 0.17
Pre- Euro Period 1992–7 968 25 0.26
 Savings Banks 691 27 0.43
 Commercial Banks 1,384 23 0.22
Post- Euro Period 2000–5 993 22 0.22
 Savings Banks 740 23 0.21
 Commercial Banks 1,373 20 0.35
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Another way to contrast these three standard competition meas-
ures concerns their degree of correlation across individual banks 
over 14 years.6 The R2 between the HHI and the Lerner Index or the 
H- statistic across banks was, respectively, 0.04 and 0.01 over 1992–2005. 
That is, the conclusion here would be that there is no relationship. And, 
while there is a positive relationship between the Lerner Index and the 
H- statistic across banks, it is quite weak since the R2 = 0.15. For these 
reasons, it may be useful to investigate a different way to measure bank-
ing competition.

6.3 A revenue- based frontier indicator of 
banking competition

Prior to the adoption of the Euro, European banks are estimated to 
have saved some $32 billion in operating costs over 1987 to 1999 due 
to the realization of scale economies, such as non- cash payment vol-
ume expanded, combined with the technology- associated shift from 
paper- based to cheaper electronic payment methods plus the increased 
use of lower- cost ATMs rather than branch offices for cash acquisition 
(Humphrey et al., 2006). For Spain, these changes in payments and cash 
delivery services are estimated to have reduced bank operating costs by 
37 per cent compared to what they otherwise would have been and to 
have saved some €4.5 billion or 0.7 per cent of GDP over 1992–2000 
(Carbó et al., 2006). Over a longer time period (1987–2004), cost savings 
at European banks are evident from a 34 per cent reduction in the aver-
age ratio of operating costs to asset value. For Spain, this reduction was 
even greater at 50 per cent (Bolt and Humphrey, 2007).

If European and Spanish banking markets are reasonably competi-
tive, such large unit cost reductions should be correlated over time 
with lower unit revenue flows from loan–deposit rate spreads and non-
 interest income activities. This is because banking revenues are funda-
mentally a function of underlying input costs and factor productivity. 
Indeed, differences in input costs; factor productivity; scale economies; 
bank risk; temporary demand variations associated with the business 
cycle; and the degree of price competition in the market for banking 
services are the six major determinants of revenue flows among banks 
and over time. As detailed cost accounting and other data are not avail-
able by specific banking service category either currently or over time, 
statistical procedures can be used to ‘subtract’ the influence of the first 
five revenue determinants from observed revenue flows across banks 
such that the remaining or residual differences in revenues are likely 
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associated with differences in price competition – the sixth influence. 
In simple terms, this is our approach to measuring banking competi-
tion: namely, as residual revenues after accounting for costs and other 
influences. This approach is broader than the typical procedure used 
in applications of the H- statistic or the Lerner Index in that it does not 
require information on specific unit revenues (prices), which, for pay-
ment and other non- spread activities, is simply not available.7

While our procedure borrows from the efficient frontier literature 
to estimate a competition frontier, the framework is not very different 
from the theoretically based industrial organization approach of Boone 
(2008a, b). Specifically, Boone proposes to rely upon a firm’s balance 
sheet to compute the difference between reported total revenues and 
reported total variable costs, a spread that contains total fixed cost plus 
extra revenues associated with the degree of price competition (along 
with other influences). As we are interested in revenues for particular 
subsets of banking services, statistical cost analysis is used to identify 
the associated (but unallocated) variable and fixed costs, along with 
other influences on revenues, leaving the effect of price competition on 
revenues as an average residual.

In our approach, if the variation in cost, productivity, scale, risk and 
demand variation over the business cycle explains most of the vari-
ation in revenues, then, in a manner similar to when the H- statistic 
(∂ ln price/∂ ln cost) is close to 1.0, we would conclude that competition 
is strong. Here the R2 of the H- statistic equation would be high and the 
(average) unexplained variation would be small, just as it would be in 
our approach.

6.3.1 A revenue- based frontier model

There are at least four ways to determine a competition frontier. The 
approach used here is the composed error Distribution Free Approach 
or DFA (Berger, 1993).8 This approach assumes that averaging each 
bank’s residuals from the relationship estimated in Equations (1) and 
(2) (below) across separate annual cross- section regressions (containing 
two six- month observations on each bank) reduces normally distributed 
error to minimal levels, leaving only the average effect of competition 
on bank revenues relative to a single (or set of) frontier bank(s) having 
the lowest averaged revenue residual.

In applying frontier analysis to the measurement of competition, it 
is maintained that the most important determinants of loan–deposit 
spread revenues and non- interest income revenues are the underlying 
unit operating costs of producing these services, the productivity of the 
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factor inputs used to produce these services, the scale of bank opera-
tions, the level of bank risk, the variation in demand over the business 
cycle, and the degree of price competition. Two unit revenue functions 
are specified. One is the ratio of revenues from the loan–deposit rate 
spread times the value of deposits (SPREAD) to production or operating 
cost (SPREAD/OC).9 A second function reflects the ratio of non- interest 
income (NII) to operating cost (OC) and reflects how income from 
priced services (payment transaction fees, debit/credit card fees, ATM 
fees, deposit account maintenance charges, loan fees, compensating 
balance requirements, loan commitment fees, and so on, as well as cer-
tain trading income) varies with production costs (NII/OC). These two 
revenue sources, along with revenue from securities operations (which 
are excluded since these rates of return are set in competitive national 
and international markets), sum to total bank revenues.10

The variation of each dependent variable is a function of bank asset 
composition of loans (LOAN) and securities (SEC), factor input costs 
composed of the average price of labour (PL) and implied cost of phys-
ical capital (PK), which reflects cost function influences. Factor pro-
ductivity is assessed using a labour/branch ratio (L/BR) and a deposit/
branch ratio (DEP/BR). A bank’s productivity rises when less labour is 
used per branch office and/or when each branch on average generates/
supports a greater value of deposits.11

Scale economies are associated with processing greater payment vol-
umes and having a larger network of ATMs and branch offices. Scale esti-
mates for Spain (Bolt and Humphrey, 2007) are used to devise an index 
of unit payment costs (PC) and an index of unit ATM/branch service 
delivery costs (ATMBRC).12 The variation in bank revenues due to risk 
is reflected in each bank’s equity capital/asset ratio (CAPITAL), its loan 
loss ratio (LLR), and an indicator of funding or liquidity risk reflected in 
the ratio of deposits to loans (DEP/LOAN).13 Finally, temporary business 
cycle and macroeconomic effects on loan demand and deposit supply 
are reflected in the level of regional GDP in Spain (GDPR), the growth 
of bank assets relative to the general level of regional economic activity 
(TA/GDPR), and the national three- month interest rate (INTRATE3). In 
summary, our two equation translog functional form model in logs is:
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where:
Xi,j = LOAN, SEC, L/BR, DEP/BR, PC, ATMBRC, CAPITAL, LLR, DEP/

LOAN, GDPR, TA/GDPR, INTRATE3;
Pi,j = PL, PK, and have been defined above.14

Equations (1) and (2) are related in that banks may choose to increase 
revenues over time (in response to higher costs or weak competition) by 
altering their loan–deposit rate spread (raising loan rates and/or lower-
ing deposit rates), or they can instead increase revenues by instituting 
or raising the fees they charge on various banking services (affecting 
NII). Since errors in explaining the variation of revenues from the loan–
deposit rate spread in (1) may be correlated with errors in explaining 
the variation of non- interest revenues in (2), these two revenue equa-
tions are estimated jointly in a seemingly unrelated regressions (SUR) 
framework.15

6.3.2 A competition frontier

In a composed error framework, the regression relationship (2) can, for 
illustration, be truncated and re- expressed simply as:

ln(NII/OC) 5 f (ln Cost, ln Productivity) 1 ln e 1 ln u (3)

The total residual (ln e 1 ln u) reflects the unexplained portion of the 
revenue- dependent variable remaining after cost and productivity 
influences have been accounted for. Here ln e represents the value of 
random error, while the maintained hypothesis is that ln u represents 
the effect of price competition on revenues. The DFA concept relies on 
the assumption that ln e will average to a value close to zero when the 
total residual in (3) is averaged across a number of separate cross- section 
estimations, leaving the average of ln ui to reflect the average effect of 
competition (ln ūi).

The ith bank (or set of banks) with the lowest average residual (ln ūmin) 
is also the bank where the variation in underlying cost, productivity, 
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and risk explains the greatest amount of the variation in revenues and 
hence the smallest variation in revenues attributed to price competi-
tion.16 This minimum value defines the competition frontier, and the 
relative competition efficiency (CEi) of all the other i banks in the sam-
ple is determined by their dispersion from this frontier:

CEi 5 exp (ln ūi 2 ln ūmin) 2 1 5 (ūi /ūmin) 2 1 (4)

As the term ui is multiplicative to the dependent variable in an 
unlogged equation (3), the ratio (NII/OC)i equals R (Cost, Productivity)i ui. 
Thus the ratio ūi /ūmin is an estimate of the ratio NII/OC for the ith bank, 
for a given level of underlying cost, service productivity and risk, to 
the value of the ratio (NII/OC)min for the bank facing the greatest price 
competition and having the same underlying cost, service productivity 
and risk.17

If CEi 5 0.25, then ūi is 25 per cent larger than ūmin, so the unex-
plained portion of the revenue- dependent variable in (3) is 25 per cent 
larger than its minimum value at another bank. This difference reflects 
the unspecified influence of competition. Thus, the larger is CEi, the 
weaker is the ability of market competition to restrain revenues.18

A limitation is that CE only indicates the relative level of competi-
tion: it cannot determine the absolute level of competition even for 
the most competitive bank. Consequently, it is important to examine 
the fit of the estimating equation, since, if the R² is high (e.g. 0.80 
or above), the difference in relative competition measured by CE may 
not be very economically significant, since the residuals ūi and ūmin 

would themselves be absolutely small (regardless of their percentage 
difference).19

6.4 Banking competition in Spain

6.4.1 Competition efficiency by bank type, 
size and time period20

Separate cross- section SUR estimations of (1) and (2) were made for each 
of the 14 years over 1992–2005. Each annual estimation includes two 
six- month observations on 45 savings and 30 commercial banks that 
were in continuous operation over the period.21 These banks accounted 
for 93 per cent of deposits and 94 per cent of banking assets in Spain 
in 2005. Residuals from these cross- section estimations were then aver-
aged for each bank separately and Equation (4) was used to obtain the 
competition efficiency (CE) measures shown in Table 6.2.
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Looking at all 75 banks over the entire 1992–2005 period, the aver-
age unit revenue dispersion of banks from the competition frontier 
was 40 per cent for the loan–deposit rate spread (CESPREAD) but only 11 
per cent for non- interest income activities (CENII). As a lower CE value 
indicates a smaller average dispersion of revenues associated with price 
competition, SPREAD activities appear to have experienced less price 
competition than NII fee- based activities over the 14- year period. That 
is, a smaller variance in residual unit revenues is equated with a smaller 
dispersion of price competition effects on revenues once other plausible 
influences have been accounted for.22

When all banks are separated into asset size quartiles, banks with the 
largest assets are about equally competitive with those with the smallest 
assets in each of the two activities separately. While there is little dif-
ference in competitive efficiency by bank size within a given activity, 
which also illustrates the difference between banks in urban areas (large 
banks) versus rural areas (smaller banks), SPREAD activities remain less 
competitive than fee- based NII activities. The same results apply when 
savings banks are separated from commercial banks. In sum, there is 
little difference in competition efficiency between banks by size or type 
of institution for either SPREAD or NII activities separately, but there is 
a consistent difference between the two activities, with SPREAD activi-
ties experiencing less price competition.

To compare competitive efficiency over time, the 14- year time frame 
was split into pre-  and post- Euro periods and separate frontiers were 

Table 6.2 Competition efficiency in Spain: 1992–2005

 CESPREAD CENII

Single Frontier Over 1992–2005:
All 75 Banks 0.40 0.11
Quartile of Largest Banks 0.38 0.10
Quartile of Smallest Banks 0.34 0.11
Savings Banks (45) 0.42 0.10
Commercial Banks (30) 0.38 0.11
Separate Frontier For Each Period:
Pre- Euro Period 1992–7 0.21 0.13
 Savings Banks 0.23 0.13
 Commercial Banks 0.17 0.13
Post- Euro Period 2000–5 1.40 0.22
 Savings Banks 1.42 0.21
 Commercial Banks 1.37 0.24
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estimated for each period. Both sets of activities appear to have wors-
ened in the second period. In the pre- Euro period (1992–7), CE val-
ues were relatively low – 21 per cent for SPREAD and 13 per cent for 
NII activities – indicating stronger price competition compared with 
the average for the entire period. In the post- Euro period (2000–5), 
however, CE values are markedly higher – rising by a factor of six for 
SPREAD activities and almost doubling for NII activities – suggesting 
less price competition. Importantly, this deterioration was experienced 
for both savings and commercial banks to about the same degree in 
each activity.

The reason for this reduction in competitive efficiency is directly 
related to the marked change in the distribution of the averaged residu-
als between the pre-  and post- Euro periods shown in Figure 6.1. The 
distribution of residuals, in turn, is directly related to the ability of 
Equations (1) and (2) to explain the variation in unit revenue in the 
two periods. While the average R2 for the two sets of six separate yearly 
cross- section regressions for fee- based activities rose somewhat (from 
0.62 pre- Euro to 0.71 post- Euro), the average for spread activities fell 
from 0.76 to 0.54, indicating a reduction in explanatory power in the 
post- Euro period.23
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As seen in Figure 6.1, there is a slight expansion in the range of aver-
aged residual values for the post- Euro period for NII fee- based activi-
ties.24 The rise in dispersion accounts for the doubling of CE values 
for NII activities in the post- Euro period, even though the change in 
the range in Figure 6.1 seems rather small. This illustrates the sensi-
tivity of CE values to what appear to be small changes in minimum 
values of averaged residuals. Thus not too much should be read into the 
magnitude of the CE changes. The main point is that price competi-
tion appears to have worsened and that spread activities appear to have 
worsened more than fee- based activities.

The conclusion that price competition deteriorated in the post- Euro 
period conflicts with two standard indicators of competition. The aver-
age HHI only rose by 3 per cent over its pre- Euro value of 968, while the 
average Lerner Index fell by three percentage points in Table 6.1. While 
both of these results suggest little change in competition, the H- statistic 
fell for savings banks (falling from 0.43 to 0.21) while it rose for com-
mercial banks (from 0.22 to 0.35), suggesting worsening competition 
for the former and improvement for the latter.25

6.4.2 Why do standard and CE competition 
measures give different results?

As shown earlier, the HHI, Lerner Index and H- statistic can differ in 
identifying the most and least competitive banks for Spain. The HHI, 
for example, only suggests the possibility of a lack of price competition 
leading to a larger mark- up of price over cost when market concentra-
tion is ‘high’, while the Lerner Index is a direct measure of the mark-
 up itself. In contrast, the H- statistic is concerned with how strongly 
changes in costs are reflected in output prices. The presumption is that, 
if ∂ ln price/∂ ln cost is close to 1.0, then competition induces firms to 
reflect increases or decreases in input costs directly in the output prices 
being charged. In such a regression, the residual – the unexplained 
variation in output price – would be small, and the percentage differ-
ence across residuals would also likely be small. This result suggests 
that our CE measure has more in common with the H- statistic than 
the Lerner Index or the HHI, and that the main difference is the use of 
additional independent variables to hold constant revenue changes that 
are not directly related to price competition but, rather, reflect other 
influences.

Some examples may make this distinction clearer. If either the Lerner 
Index or the H- statistic is not adjusted for differences in factor produc-
tivity or ATM/branch network economies of scale across banks and over 
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time, the observed factor prices (the average cost of labour and physical 
capital) will not be an accurate representation of their ‘true’ cost. That 
is, observed factor prices will be higher than their true value for banks 
with greater productivity, and need not reflect the full benefit from 
scale economies. With stable output prices, this would generate a lower 
Lerner Index, suggesting greater competition, when in fact the differ-
ence between more and less productive banks is not in competition 
but in productivity. What if more productive and scale- efficient banks 
pass on some (not all) of this cost reduction to users by lowering their 
output prices? These banks will appear to be even more competitive 
because their observed mark- up is even lower, when, if input prices had 
been properly adjusted, the mark- up need not have changed much even 
if output prices had been reduced. These same problems arise with the 
H- statistic, since it is based on the sum of partial derivatives measuring 
the change in output prices with respect to changes in input prices, and 
the input and output prices can be mismeasured.26 Since opinions may 
differ on just what influences may bias the measurement of competi-
tion, this can be accommodated in the decision on what to include/
exclude in the CE frontier model.

6.5 Changes in competition and characteristics 
of competitive banks

6.5.1 Identifying why competition appears 
weaker in the post- Euro period

One reason why our competition efficiency measure suggests that com-
petition is weaker in the post- Euro period may be because the Lerner 
Index is higher. As shown in Table 6.1, however, the Lerner Index did 
not rise, but instead fell by three percentage points in the post- Euro 
period.27 Alternatively, perhaps the H- statistic is lower. This would 
indicate that price changes are less closely related to underlying cost 
changes, suggesting that other influences on prices are stronger, so cost 
changes are weaker.28

It is more instructive to look at the raw data. The pre- Euro difference 
between the average price of loans (11.7 per cent) and deposits (6.1 per 
cent) was 5.6 percentage points. Post- Euro, the loan and deposit rates 
both fell (to 6.9 per cent for loans and 4.5 per cent for deposits) and the 
difference was only 2.4 percentage points. The change in rate spreads 
pre-  to post- Euro is −3.2 percentage points, close to the −3 percentage 
point reduction in the Lerner Index of Table 6.1 which was estimated for 
the entire bank. Over the same period the three- month market interest 
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rate fell from an average 9.2 per cent pre- Euro to 3.5 per cent post- Euro, 
a reduction of −5.7 percentage points.

As average loan and deposit rates largely mirror changes in market 
rates over time, the reduction in the loan–deposit rate spread and the 
Lerner Index is not surprising, but a conclusion that the reduction in 
these spreads necessarily indicates an improvement in competition 
would be misleading. Using the average three- month market rate as an 
interest cost index, it would be 1.00 pre- Euro (from 9.2 per cent/9.2 
per cent) but falls to 0.38 post- Euro (from 3.5 per cent/9.2 per cent). 
Deflating the average nominal loan–deposit rate spreads gives a ‘real’ 
spread of 0.056/1.00 = 0.056 pre- Euro and 0.024/0.38 = 0.063 post- Euro. 
This suggests that the real spread may have increased by perhaps 13 per 
cent, rising from 0.056 to 0.063.29

One reason why the real spread may have increased, even as the nom-
inal spread fell, is the fact that there was a 147 per cent rise in loan 
demand between the two periods. Indeed, loan growth was so large 
that it far outstripped the growth of deposits, evident by the fall in the 
ratio of deposits to loans from 1.28 pre- Euro to 0.95 post- Euro. In such 
an environment it would not be surprising to find that some (many) 
banks adjusted their loan/deposit pricing behaviour to raise real mar-
gins, reducing competition and generating greater dispersion of CE val-
ues from the competition frontier.

While the competition efficiency measure for fee- based activities in 
Table 6.2 also suggests weaker competition in the post- Euro period, the 
change here is considerably smaller than for spread activities. Merchant 
unhappiness with high bank credit and debit card fees as well as fees 
paid for other banking services may be the reason for our finding a small 
decrease in competition for fee- based activities. The existence of strong 
scale economies associated with rapidly growing volumes of electronic 
non- cash payment transactions should have correspondingly reduced 
payment and other banking service fees if competition in the post- Euro 
period had been strong.30

6.5.2 Characteristics of most and least competitive banks

What aspects of a bank are associated with being more or less competitive 
than the average institution? Contrasting the most competitive CE quar-
tile of banks with institutions in the least competitive quartile, the most 
competitive banks experienced 31 per cent lower profits (ROA), 20 per cent 
lower spread revenues and 17 per cent lower loan–deposit spread revenues 
relative to operating cost, received a 4 per cent lower loan rate and paid an 
11 per cent higher deposit rate. These differences would be expected to be 
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associated with greater price competition even after accounting for cost, 
productivity, scale and risk differences. The most competitive banks were 
also more productive (holding 44 per cent more deposits per office) and 
somewhat larger (holding 23 per cent more assets).31

A comparison of most with least competitive banks in non- interest-
 income (fee- based) activities suggests that competitive banks have 
15 per cent lower profits, have 16 per cent less non- interest income rela-
tive to operating cost, are smaller (holding 36 per cent fewer assets), 
employ slightly more workers per office, pay about the same annual 
average wage, and support the same level of deposits per office.32

So what do these comparisons tell us? First, that the quartile of 
most competitive banks in spread activities using the CE indicator 
receive lower profits, pay higher deposit rates, generate more deposits 
per branch office, and (because they are larger) likely realize greater 
scale economies from their ATM/branch networks and in their pay-
ment activities. Second, although these banks also have a lower aver-
age Lerner Index and higher H- statistic, they are not always the same 
banks that would be identified as most or least competitive using only 
either one of these two standard measures to judge their competitive 
position. As both the Lerner Index and the H- statistic effectively only 
indicate the spread or correlation between output and input prices, if 
these two measures were adjusted to account for differences in factor 
productivity, scale economies and risk, their correspondence with the 
CE measure and with each other would likely become stronger and 
more consistent.

6.6 Conclusions

The three main indicators of banking market competition in empirical 
analyses have been the HHI, Lerner Index and H- statistic. Unfortunately, 
conclusions regarding competition among individual banks, between 
savings and commercial banks, or over time can differ depending of 
which of these measures are chosen to indicate competitive behaviour. 
Some inconsistencies occur for Spain (Table 6.1 in this chapter) and 
within and across 14 European countries (Carbó et al., 2009).

Our approach to measuring price competition borrows from frontier 
cost and profit function analysis but is closer in concept to the H- statistic 
approach than to the other two methods. The approach is quite flex-
ible and allows one to specify what influences on unit revenues are 
not directly, or are only weakly, associated with competition. When 
these influences are statistically ‘subtracted’ from banks’ unit revenues, 
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the average unexplained residual is assumed to reflect unspecified price 
competition.

Conceptually, our approach would be similar to computing a Lerner 
Index or an H- statistic and adjusting the resulting values for the list of 
influences enumerated above. For example, neither of these standard 
measures makes any allowance for differences in productivity among 
banks, so the input prices used to estimate the mark- up (Lerner Index) 
or correlation of input prices with output prices will not reflect the 
true underlying cost. The same holds for output prices not adjusted for 
differences in risk. It also applies to differences in operating cost not 
reflected in factor prices, which occur among different- sized institu-
tions when scale economies are important, and differences in wages 
across regions, which are the result of cost- of- living differences and 
not competition.

Using our revenue- based frontier approach, we found no important 
difference in competition between large and small banks in Spain or 
between savings and commercial banks. However, when we divide our 
1992–2005 time span into pre-  and post- Euro periods, banking compe-
tition appears to have been reduced for both traditional loan–deposit 
spread and non- traditional fee- based activities. For spread activities, the 
‘real’ spread seems to have increased even as it fell in nominal terms. 
This is likely associated with the 147 per cent rise in loan demand 
between the two periods and the fact that loan growth far outstripped 
the growth of deposits, resulting in a 26 per cent reduction in the ratio 
of deposits to loans. For fee- based activities, bank credit and debit card 
fees paid by merchants are not yet fully cost- based, so they may not 
have fallen as rapidly as scale economies realized from expanding elec-
tronic payment volumes. Overall, differences in cost, productivity and 
risk explain 60 per cent to 70 per cent of unit revenue ‘price’ variation 
across banks. Competition differences account for the rest.

Notes

Financial support from the Fundacion de las Cajas de Ahorros Confederadas 
para la Investigación Economica y Social is acknowledged and appreciated, as 
well as comments from Joaquin Maudos and seminar participants at the Federal 
Reserve Bank of Philadelphia.

1. In this analysis, the H- statistic was multiplied by −1.0 so that a larger value 
of the H- statistic, the Lerner index and the HHI would all indicate less 
competition.

2. The HHI is computed for each bank for each six months and averaged for 
the time periods or set of banks shown in the table. The Lerner Index and 
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 H- statistic are estimated separately for the time period or set of banks 
shown. For example, only savings banks (row 4 in Table 6.1) or only com-
mercial banks (row 5) are used in the estimation models outlined in the 
Appendix of our working paper (same title). The difference in procedures – 
six- month estimates for each bank, which are then averaged, or separate 
estimations for each row shown in the table – generate almost identical 
results for the Lerner Index, but one difference for the H- statistic (which is 
noted below).

 3. For example, in the US Department of Justice merger guidelines an HHI < 
1,000 would represent an unconcentrated market.

 4. Funding costs essentially have no scale economies, but operating costs do. 
If marginal operating cost were considered instead, the associated operating 
cost scale economies would be close to 0.30, far from 0.95.

 5. The two ways of estimating the Lerner Index and H- statistic only affected the 
H- statistic. Estimating the H- statistic for each bank in each six- month period 
and then averaging over the different time periods or sets of banks in Table 
1 resulted in lower post- Euro period results – showing less competition – for 
all banks together as well as commercial and savings banks separately. All of 
the other H- statistic conclusions were unchanged. An H- statistic robustness 
test indicating competitive equilibrium is outlined in our working paper.

 6. This involves estimating all three measures using all banks and then evalu-
ating the results for each bank, giving 2,100 observations (14 years times 75 
banks observed every six months). This is the second estimation method 
noted earlier and in the previous footnote.

 7. The limited availability of pricing data is why the Lerner Index and the 
H- statistic use computed average loan and deposit rates along with factor 
prices and deposit/funding average or (statistically estimated) marginal costs.

 8. An alternative Stochastic Frontier Approach typically assumes a half- normal 
distribution for inefficiencies (or in our case competition inefficiencies) in 
order to separate unknown inefficiencies from normally distributed error 
in a panel regression. Two other approaches concern Data Envelopment 
Analysis (DEA) and Free Disposal Hull. These are linear programming 
approaches that assume error is zero but have the advantage that no func-
tional form is imposed to fit the data.

 9. Operating cost rather than total cost is the basis for our two unit revenue-
 dependent variables. Although the average deposit/funding interest cost 
varies across banks, the vast majority of this variation is due to different 
funding compositions, as specific funding rates are quite similar across 
banks and over time. This suggests that the focus should be on revenues rel-
ative to operating expenses rather than total costs. Funding costs, of course, 
are directly reflected in the loan–deposit SPREAD variable.

10. There are no differences in regulation between commercial and savings 
banks, and the revenue and cost data used here refer only to operations 
within Spain, not (for example) Latin America, where some of the largest 
institutions have subsidiaries.

11. The labour/branch ratio is similar to a labour/capital ratio, while the deposit/
branch ratio is equivalent to an output/capital ratio. While banks also make 
and monitor loans, the vast majority of production cost is associated with 
deposits and payments between deposit accounts.
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12. Bank- specific payment volume data are not available for any European coun-
try except Norway. However, over the last 20 years in Spain  (1987–2006), 
the R2 between the value of aggregate bank deposits and the number of 
aggregate country- level non- cash transactions (cheque, debit and credit 
card, paper and electronic giro transactions) was 0.92. Consequently, the 
value of each bank’s deposits was used to approximate the unknown non-
 cash payment volume for each bank in the payment cost index PC. Bank-
 specific information does exist for the number of ATMs and branches in 
Spain, and the service delivery cost index ATMBRC is a weighted average 
of unit cost indices of the realized scale economies of these two networks 
for each bank. While some internet banking exists in Spain, it is cur-
rently small (and effectively did not exist in the early portion of our time 
period).

13. The loan loss ratio is expressed as (loan value − losses)/loan value, since logs 
of all variables are used in the estimating equations. A simple ratio of losses 
to loan value can be negative or positive depending on recoveries recorded 
in periods after losses were first recorded. The DEP/LOAN variable reflects 
funding stability (and hence liquidity and funding risk) since deposits are 
the most stable form of funding for loans (as opposed to short- term market 
or inter- bank borrowings). Although credit ratings also exist for most banks, 
they vary less over time than changes in loan losses or any other risk indica-
tor and so have not been used here.

14. Each variable has an own and squared term, but the interaction terms are 
limited to 12 in each equation (versus a possible 78). This trades off a minor 
improvement in fit for less multicollinearity, which reduces our ability to 
gauge significance of the RHS variables. Interaction terms are specified 
within the cost group (LOAN, SEC, PL, PK), productivity group (L/BR, DEP/
BR), scale group (PC, ATMBRC), risk group (CAPITAL, LLR, DEP/LOAN) and 
business cycle group (GDPR, TA/GDPR, INTRATE3), but not between groups. 
The exception is the three- month interest rate (INTRATE3), which only 
has an own term. This variable is sometimes the same for all banks, even 
though it is observed over the two six- month periods that comprise each 
annual cross- section estimation (hence the 12 own terms but 11 squared 
terms shown in the summations).

15. Homogeneity of degree 1.0 in input prices is not imposed. A doubling of 
input prices need not double revenues (but would double costs in a cost 
function).

16. In the context of an H- statistic, this would be the bank with an H- statistic 
closest to 1.0.

17. The ratio ūi /ūmin = [(NII/OC)i/R (Cost, Productivity)i]/[(NII/OC)min/R (Cost, 
Productivity)min] and, when evaluated at the same mean level of underlying 
cost and service productivity, the predicted values of R (Cost, Productivity)i 
and R (Cost, Productivity)min are equal, as both are at the same point on the 
estimated unit revenue curve, leaving the ratio (NII/OC)i/(NII/OC)min.

18. The cost efficiency literature reports efficiency (EFF) and inefficiency 
(INEFF) values. If efficiency is 80 per cent (EFF = 0.80), then inefficiency is 
INEFF = (1 − 0.80) / 0.80 = 0.25, or 25 per cent. In Equation (4), CE reflects 
the relative weakness of competition in restraining revenues, and is equiva-
lent to INEFF, which reflects relative weakness of cost efficiency.
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19. This qualification is not well understood in the frontier literature. Absolute 
differences in residuals need to be considered along with their relative 
size, so goodness of fit should be an additional consideration (Carbó et al., 
2007).

20. A similar model was applied to aggregate country- level data on 11 European 
countries, finding very little difference in competition efficiency across 
countries (Bolt and Humphrey, 2010). The Spanish sample concerns indi-
vidual banks and is a much larger and richer data set.

21. The data set includes all savings banks, all but the very smallest commer-
cial banks (which were excluded due to missing data), and no cooperative 
banks (which also had missing data). Banks that merged or were acquired 
during the period were treated as being merged/acquired for the entire 
period via backward aggregation. For example, if bank 1 merged with or 
was acquired by bank 2 in 2001, the data for both banks are aggregated 
backward in time to 1992. Thus bank 1 is reflected in the data for bank 2 
for the entire  1992–2005 period. This yields a balanced panel that does not 
neglect merged/acquired banks.

22. Truncating the 4 per cent highest and lowest unaveraged residual values 
reduces the mean CE value for spread activities by 40 per cent, so 0.40 falls 
to 0.24. For fee- based activities, the CE value only falls from 0.11 to 0.10. 
Truncating extreme values of residuals has little effect on the ranking of which 
banks are more versus less competitive, since the R2 between truncated and 
un- truncated spread CE values is 0.91, while it is 0.99 for fee- based values.

23. For fee- based activities in the post- Euro period, the yearly R2 ranged from 
0.63 to 0.76, but was 0.76 to 0.38 for spread activities, with the lowest values 
occurring during 2003–5.

24. These residual values are estimated separately and averaged separately in 
the pre-  as well as the post- Euro periods, as separate frontiers apply to each 
period.

25. Estimating an H- statistic for all banks and averaging the results for these 
separate time periods suggests that both savings and commercial banks 
experienced weaker competition in the post- Euro period (0.15 and 0.11, 
respectively, versus 0.34 and 0.17 pre- Euro). This result is consistent with 
the competition efficiency results of Table 2.

26. The regression used to derive the H- statistic includes the level of output, 
so if revenues are the dependent variable the partial derivatives reflect the 
relation between output and input prices.

27. Maudos and Fernández de Guevara (2004) identified reductions in operat-
ing cost and credit risk as important reasons for the decline in the loan–
deposit interest margin over 1993–2000, as well as an increased emphasis in 
obtaining fee- based revenues to offset a lower mark- up.

28. The H- statistic in Table 1 fell only for savings banks in the post- Euro period 
(suggesting weaker competition) while it rose for commercial banks (sug-
gesting the reverse).

29. Deflating the nominal deposit/loan rate spread by the cost- of- living index 
(COL), rather than an index of the market interest rate, is not appropriate. 
Banks buy deposits and sell loans at interest rates: they do not buy housing, 
food, clothing, and so forth, which comprise the COL indicator of con-
sumer purchasing power.
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30. While merchant payment fees that do not reflect lower bank costs are the 
main merchant complaint, an additional concern is the perception that 
merchants’ sales are unlikely to be larger from accepting cards when the 
vast majority of merchants already accept them. That is, the real beneficiary 
of bank card use is no longer merchant sales, but rather card users, who are 
effectively subsidized, since they do not pay the full cost of their card use 
that generates bank revenues.

31. The 31 per cent lower profits for competitive banks are associated with a 
17 per cent higher HHI, a 32 per cent lower Lerner Index and a 30 per cent 
higher H- statistic.

32. In contrast to spread activities, the HHI is lower for competitive banks (as 
would be expected). Also, the Lerner Index shows a lower mark- up and the 
H- statistic a higher value for the set of most competitive banks identified 
using the frontier model.

References

Berger, A. (1993) ‘ “Distribution Free” Estimates of Efficiency in the US Banking 
Industry and Tests of the Standard Distributional Assumptions’, Journal of 
Productivity Analysis, 4, 261–92.

Bolt, W. and Humphrey, D. (2007) ‘Payment Network Scale Economies, SEPA, 
and Cash Replacement’, Review of Network Economics, 6, 453–73.

Bolt, W. and Humphrey, D. (August 2010) ‘Bank Competition Efficiency in Europe: 
A Frontier Approach’, Journal of Banking and Finance, 34(8), 1808–1817.

Boone, J. (2008a) ‘A New Way to Measure Competition’, Economic Journal, 118, 
1245–61.

Boone, J. (2008b) ‘Competition: Theoretical Parameterizations and Empirical 
Measures’, Journal of Institutional and Theoretical Economics, 164, 587–611.

Carbó, S., Humphrey, D. and Lopez, R. (2006) ‘Electronic Payments and ATMs: 
Changing Technology and Cost Efficiency in Banking’, in Balling, M., 
Lierman, F. and Mullineaux, A. (eds), Competition and Profitability in European 
Financial Services. Strategic, Systemic and Policy Issues (Abingdon, UK: Routledge), 
pp. 96–113.

Carbó, S., Humphrey, D. and Lopez, R. (2007) ‘Opening the Black Box: Finding 
the Source of Cost Inefficiency’, Journal of Productivity Analysis, 27, 209–20.

Carbó, S., Humphrey, D., Maudos, J. and Molyneux, P. (2009) ‘Cross- Country 
Comparisons of Competition and Pricing Power in European Banking’, Journal 
of International Money and Finance, 28, 115–34.

Humphrey, D., Willesson, M., Bergendahl, G. and Lindblom, T. (2006) ‘Benefits 
from a Changing Payment Technology in European Banking’, Journal of 
Banking and Finance, 30, 1631–52.

Maudos, J. and Fernández de Guevara, J. (2004) ‘Factors Explaining the Interest 
Margin in the Banking Sectors of the European Union’, Journal of Banking and 
Finance, 28, 2259–81.

9780230_313354_08_cha06.indd   1539780230_313354_08_cha06.indd   153 5/26/2011   4:58:18 PM5/26/2011   4:58:18 PM



154

7.1 Introduction

A complex net of regulations permeates the financial systems of most 
developed and emerging economies. The various rationales empha-
size the implications of fragile financial structures for social welfare, 
especially those that materialize when financial crises occur. Given 
their specialness, banks are typically more heavily regulated than non-
 banking financial institutions. Bank regulation, that is, the rules gov-
erning banks’ behaviour, is complemented by bank supervision, which 
refers to the oversight which ensures that banks comply with those 
rules.1 Both financial and bank regulation are highly controversial 
issues, and the debate has become more intense, especially since the 
2008 financial crisis. The extent of financial regulation in the pre- crisis 
period has been considered inadequate by some analysts and excessive 
or misplaced by others. The financial crisis in itself is a manifestation 
of the failure of the existing regulatory framework, rendering the recon-
sideration of the existing arguments and policy institutions necessary.

The case for bank regulation and supervision, as well as their implica-
tions for systemic stability, typically relies on arguments which stress 
the special role of banks in the economy. The banks have a pivotal 
role in clearing and payment systems and constitute the sole source 
of finance for a large fraction of business and households. Banking 
regulation aims to mitigate systemic risk, protecting consumers, and 
ultimately the industry, from opportunistic behaviour (e.g. unfair pric-
ing polices) and achieving some social objectives, including stability 
(see, e.g. Llewellyn, 1999). Bank regulation is not cost- free, however. 
Elliehausen (1998) surveys the findings of various studies and reports 
that the total compliance costs can be up to 13 per cent of the banks’ 

7
Regulation and Bank Performance 
in Europe
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non- interest operating expenses. Moreover, regulation can impact on 
the efficient operation of the banking industry, as it directly affects the 
bankers’ incentives and thus the banks’ conduct of business. For exam-
ple, tight limitations and restrictions on particular bank activities can 
induce banks to engage in riskier behaviour (e.g. Jalilian et al., 2007). 
Moreover, banks may engage in investment practices that attempt to 
circumvent regulation. Such behaviour typically has adverse effects on 
the real economy.

Many emerging markets have faced serious financial crises within the 
last two decades, such as south- east Asia, Latin America and Russia. In 
recent years a number of advanced economies have also experienced 
banking crises. The 2007–8 US subprime crisis and the current global 
financial turmoil have set in motion a new round of debates. On the one 
hand, advocates of more effective regulation and supervision attribute 
the financial crisis to the excesses of the broader deregulation move-
ment in general and the deregulation of structural and conduct rules of 
banks in particular. Inherent in this approach is the view that ‘unfet-
tered markets are neither efficient nor stable’, as the Nobel Laureate J. 
Stiglitz (2010) suggests. On the other hand, analyses adhering to the 
Chicago political economy tradition (e.g. the ‘free banking’ school) 
result in a different interpretation of the crisis, blaming inefficient reg-
ulation. Financial liberalization was accompanied by a strengthening 
of regulation influencing prudential concerns, particularly in relation 
to the setting of minimum capital requirements. A number of stud-
ies, prior to the recent financial crisis, emphasized the role of capital 
standards in preventing bank failure and in safeguarding customers 
and the economy from potential externalities (e.g. Gorton and Winton, 
1995; Hovakimian and Kane, 2000; Rochet, 1992). Nevertheless it is 
widely accepted that the framework for controlling and monitoring 
banks has been proven inadequate. Basel II is the Accord that revised 
and extended the first (Basel I) of 1988 and is based on three main 
pillars: minimum capital requirements, supervisory review, and mar-
ket discipline. Well before the release of Basel II, heated discussions on 
bank regulation have been reactivated. The International Monetary 
Fund (IMF) and the World Bank (WB) recommended the adoption of 
Basel II to all their member states, as it was expected to produce signifi-
cant benefits by helping banks and supervisors to assess and manage 
risks and improve stability (e.g. Molyneux, 2003). Basel II’s framework, 
however, was designed in a way that would maintain Basel I’s 8 per cent 
minimum capital requirement. In the EU the implementation of Basel 
II started in 2007, just before the global financial crisis and recession. 
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While the debate on the costs and benefits of the Basel II framework 
remains open (Herring, 2005), another 100 countries or so also plan to 
adopt it by 2015, and a new proposal is under preparation.

The Basel committee response to the lessons of the crisis included 
measures to strengthen the Basel II framework. A package of propos-
als to strengthen global capital and liquidity regulations aiming to 
increase the resilience banking systems has been approved for con-
sultation. The latest proposals from the Basel Committee, which have 
been dubbed ‘Basel III’, urge regulators to better equip banks against 
various catastrophe scenarios. The IMF has also stressed the need for 
rethinking bank regulation, and criticized the current practices of 
bank regulation and supervision. Thus, the current global financial 
crisis highlights further the need for reassessing the prudential rules 
of regulation.

While regulation can take the form of detailed and precise prescrip-
tive rules, its accuracy is often questionable. Capital adequacy rules, for 
example, may specify how much capital each bank should hold, but if 
such rules do not truly reflect the risks involved they could uninten-
tionally induce banks to hold either too much or not enough capital. 
Excessive capital imposes unnecessary costs on banks and their custom-
ers, with adverse implications for the efficiency of the banking system. 
Insufficient capital increases the danger of bank failure. Furthermore, 
economic theory provides conflicting predictions about the impact of 
regulatory and supervisory policies on bank performance (e.g. Barth 
et al., 2004, 2008a).

This chapter considers the relationship between bank regulation, 
supervision and performance for a sample of European Union countries 
in the early new millennium. We also compare the efficiency scores 
between the New Member States (NMSs) and selected countries from 
the ‘old’ EU15 bloc. To do so we split our sample into these two bank-
ing groups. The data required to construct the indices related to bank 
regulatory and supervisory practices are drawn from Barth et al. (2001, 
2006, 2008b) and the WB database. Our exploratory results show that 
there is a strong link between various forms of banking regulation 
and supervision and bank performance and efficiency. In particular, 
strengthened regulatory practices on Pillars I and II appear to be associ-
ated with lower inefficiencies, whereas more demanding regulation on 
Pillar III decreases the efficient operation of banks. The next section 
provides a review of the relevant literature; Section 3 presents the meth-
odology and data used for the analysis; Section 4 discusses the main 
findings and Section 5 concludes.
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7.2 Regulation and banking sector performance

Theoretical models have been developed focusing on the relative impor-
tance of capital adequacy requirements in bank regulation (Dewatripont 
and Tirole, 1993). In such models capital is a buffer against losses which 
could otherwise lead to a bank failure. No consensus exists, however, 
as to whether minimum capital requirements actually reduce banks’ 
incentives for taking excessive risk (Blum, 1999). By monitoring and 
disciplining banks, official supervision can improve the functioning of 
banks as intermediaries and weaken corruption in bank lending, thus 
affecting the probability of market failures (Beck et al., 2006). A more 
sceptical view suggests that the concerns of powerful supervisors for 
their own private welfare dominate over concerns for social welfare. 
In this context, regulation becomes a form of wealth transfer and can 
negatively affect bank performance (Becker, 1983; Shleifer and Vishny, 
1989). Moreover, the existing evidence on the relative effectiveness of 
official supervisions and capital requirements as compared with market 
monitoring is inconclusive (Herring, 2004).

To analyse the three Basel II pillars, Barth et al. (2004) use survey 
data from more than 150 countries on bank regulations and supervi-
sory practices for 107 countries in relation to bank development, per-
formance and stability. They produce empirical evidence on each of the 
three pillars showing that no statistically significant relationship exists 
between capital stringency, official supervisory power and bank per-
formance, on the one hand, and stability, on the other. Instead, results 
suggest that bank performance is most decisively affected by private 
monitoring. In general these findings appear to suggest that restrictions 
on bank activities can negatively affect bank efficiency. Moreover, such 
policies can increase the probability of banking crises. In other words, 
empowering supervisors or strengthening capital standards is ineffec-
tive in promoting bank efficiency, reducing corruption in lending and 
lowering banking system fragility. This set of results constitutes a seri-
ous challenge for the current practice of bank regulation and super-
vision. Instead, the authors urge reforms that would shift focus onto 
greater disclosure and transparency in the banking sector as well as 
better private sector monitoring of banks.

Demirguc- Kunt et al. (2004) also investigate the impact of bank regu-
lations, market structure, and national institutions on the cost of inter-
mediation using the net interest margin and overhead costs. They use 
the databases of Barth et al. (2001, 2003a) for a sample of 1,400 banks 
operating in 72 countries from 1995 to 1999. The evidence provided 
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suggests that tighter banking services regulation raises the costs of 
financial intermediation. These findings are broadly consistent with 
the findings by Beck et al. (2006), which show that strengthening the 
power of supervisory agencies can reduce the integrity of bank lend-
ing with adverse implications for the efficiency of credit allocation. 
Consequently, private monitoring can have a positive impact on the 
banking industry in terms of efficient operations and bank sound-
ness. The above findings emerge from the analysis of firm- level data on 
2,500 firms across 37 countries to examine the relationship between 
supervisory strategies and corporate financing obstacles. Focusing on 
the period 1995 to 1999 for a sample of stock exchange- listed banks, 
Fernandez and Gonzalez (2005) find that bank managers’ risk- taking 
behaviour is moderated in countries with low accounting and auditing 
requirements and more powerful official supervisory authorities. They 
also indicate that tighter restrictions on bank activities diminish the 
probability of banking crises.

The existing evidence on the relationship between different types of 
regulations, supervisory practices and bank performance is subject to 
various limitations, including the focus on the experience of individual 
countries (Barth et al., 2004; Beck et al., 2006; Berger et al., 2008) and reli-
ance on traditional measures of bank efficiency and performance which 
are constructed from accounting ratios (Barth et al., 2003a, b; Demirguc-
 Kunt et al., 2004). Barth et al. (2006) investigate the impact of a broad 
range of regulatory and supervisory practices on bank development, per-
formance, stability and the degree of corruption in bank lending for over 
150 countries. They provide a detailed account of such practices, includ-
ing an analysis of the three pillars of Basel II: official supervision, capital 
regulations and market discipline (see Section 3 for more detail).

The Basel Core Principles for effective banking supervision (BCPs) 
have recently become the focus of empirical research. These studies 
consider whether the degree of bank soundness can be explained by 
compliance with the BCPs. Das et al. (2005) and Demirguc- Kunt et al. 
(2008) find that improved bank regulation and supervision are associ-
ated with more sound financial institutions. Consequently, policymak-
ers should give priority to information provision over the elements of 
the core principles in order to upgrade regulatory governance. The find-
ings of a more recent study by Demirguc- Kunt and Detragiache (2010), 
however, question the current emphasis on these principles as key to 
effective supervision. In particular, Demirguc- Kunt and Detragiache 
(2010) find no evidence of a relationship between BCP compliance and 
systemic risk.
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All the studies reviewed above rely on accounting measures to infer 
the performance and efficiency of the banking sector. Recent devel-
opments, however, suggest the use of efficiency estimates that emerge 
from frontier analysis as an alternative and theoretically consistent 
bank efficiency measurement. Frontier- analysis- based efficiency meas-
ures are considered superior to the traditional accounting- ratio- based 
efficiency measures (Berger and Humphrey, 1997). Only very recently 
have some papers attempted to consider the relationship between reg-
ulation and frontier- analysis- based efficiency measures (e.g. Fries and 
Taci, 2005; Grigorian and Manole, 2006; Pasiouras, 2008; Pasiouras 
et al., 2009; Chortareas et al., 2010). For instance, Pasiouras (2008) uses 
a cross- country Tobit regression model to assess the impact of several 
regulations on bank- specific data envelopment analysis (DEA) tech-
nical efficiency scores. The sample covers 715 commercial banks in 
95 countries for 2003, and the results reveal that market discipline is 
positively related to commercial banks’ technical efficiency. The rela-
tionship between banking regulation and parametric cost and profit 
efficiency measures is the focus of Pasiouras et al. (2009), who consider 
615 publicly quoted commercial banks operating in 74 countries during 
the period 2000–4. The results produced corroborate those of Pasiouras 
(2008) regarding the role of market discipline. The findings on capital 
requirements and restrictions on bank activities are mixed, but super-
visory powers appear to have positive effects on both cost and profit 
efficiency. Chortareas et al. (2010) focus on how the dynamics between 
bank regulatory and supervisory policies associated with Basel II’s three 
pillars are related to various aspects of banks’ technical efficiency and 
performance for a sample of EU commercial banks during 2000–8. The 
authors use both traditional accounting ratios and frontier analysis to 
measure bank efficiency. Their results suggest that strengthening capi-
tal restrictions and official supervisory powers can improve the effi-
cient operations of banks. With a focus on Pillar III, however, the results 
suggest that interventionist supervisory and regulatory policies such as 
private sector monitoring and restricting bank activities can impact 
negatively on bank efficiency levels.

In general, the existing empirical literature on the relationship between 
bank regulation and efficiency is still at an early stage, especially given 
the challenges that the recent financial crisis poses for researchers, 
policymakers and bank managers. The evidence highlights the role of 
market discipline. The results on the impact of different aspects of regu-
lations on bank performance and efficiency are mixed. Most studies, 
however, tend to cover vast international cross- country data samples. 
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The present study advances the existing literature by examining alter-
native measures of bank performance, using both accounting ratios and 
frontier- based measures to proxy bank efficiency, and by investigating 
the relationship by means of correlation analysis between efficiency 
estimates, calculated performance ratios and Basel II pillars on regula-
tion and supervision. In our analysis we distinguish between selected 
countries from the ‘old’ EU15 block and the 10 NMSs.

7.3 Main methodological issues and data sample

As discussed above, while the extant literature on bank efficiency and 
regulation relies mostly on accounting ratios for measuring bank per-
formance, there are advantages to using frontier analysis in the calcu-
lation of bank performance (see, e.g. Berger and Humphrey, 1997). In 
this study we employ an input- oriented DEA framework to compute the 
bank- specific efficiency scores. DEA employs linear programming and 
makes some fairly general assumptions about the production technol-
ogy in order to provide an estimate of the Farrell (1957) efficiency meas-
ure for each bank in the sample.2 In the generic situation of n banks, 
with each of them consuming m different inputs to produce s different 
outputs and constant returns to scale, this translates into the following 
linear programming problem being solved n times (each time for a dif-
ferent bank in the sample).

, ,

0,

0,

0,

i

i

Min

st x X

y Y

− ≥

− + ≥

≥

u l u

u l

l

l

 (1)

where u is a scalar, l is a vector of ones and finally X and Y are the m × n 
input and s × n output matrices respectively. In this context u is the effi-
ciency score of each bank and is measured relative to an estimate of the 
true production frontier, which is known as the best practice frontier. 
When the value of u is unity the bank operates on the efficient frontier 
and is therefore deemed efficient.

The efficiency scores are estimated relative to a common best practice 
frontier by pooling the data across countries. In particular, our sam-
ple comprises commercial banks operating in the EU. We compute a 
common frontier under the assumption that the banks operating in 
these countries share the same technology. Our analysis adopts the 

9780230_313354_09_cha07.indd   1609780230_313354_09_cha07.indd   160 5/26/2011   4:59:21 PM5/26/2011   4:59:21 PM



Regulation and Bank Performance in Europe 161

‘intermediation approach’ (Berger and Humphrey, 1997), which views 
banks as institutions that employ labour, physical capital and deposits 
to produce loans and other earning assets. Accordingly, we consider 
personnel expenses, total fixed assets, and deposits and short- term 
funding as inputs, and total loans and other earning assets as outputs. 
Capturing the non- traditional activities of banks is essential, especially 
when dealing with banking institutions in the European area charac-
terized by a wide scope of activities. Hence, we consider the fee- based 
financial services as a third output.

The data set used in this study consists of individual bank data 
sourced from financial statements of banks operating in selected 
European countries available in the BankScope database by Bureau van 
Dijk. We consider banks operating in 22 EU countries (10 of which are 
NMSs) over 2000–8, namely: Austria, Belgium, Cyprus, Czech Republic, 
Denmark, Estonia, France, Germany, Hungary, Italy, Latvia, Lithuania, 
Luxembourg, Malta, the Netherlands, Poland, Portugal, Slovakia, 
Slovenia, Spain, Sweden and the United Kingdom.3

The EU22 sample used in this study is comprised of institutions 
classified as commercial banks. The data have undergone substantial 
editing to void inconsistencies, reporting errors and double counting 
of institutions. Moreover, in order to obtain a relatively homogeneous 
dataset and further detect and remove the potential outliers from the 
sample, we apply the Jackstrap methodology.4 Implementing the afore-
mentioned screening methods results in an unbalanced panel of 5,286 
commercial bank observations.5 Details of the number of bank observa-
tions by country and year are provided in Table 7.1. Germany and France 
have the largest groups of banks in the sample (approximately 19 per 
cent and 16 per cent of the total, respectively), followed by Luxembourg 
with the third biggest group (about 11 per cent). The average bank size 
in our sample in terms of total assets as at the end of 2008 is over €11.3 
billion, with the largest average bank being in Sweden and the smallest 
located in the United Kingdom.

In our analysis we also examine the relationship between estimated 
technical efficiency scores for our sample of commercial banks and 
alternative regulatory practices. The main aim is to verify the degree 
of association between bank regulatory and supervisory policies associ-
ated with Basel II’s three pillars and various aspects of banks’ technical 
efficiency and performance.

Data for regulatory and supervisory variables are collected from 
Barth et al. (2001, 2006, 2008b). In particular we specify two groups 
of variables. The first group contains bank regulatory and supervisory 
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indicators, focusing on Official Supervisory Power, Capital Regulatory 
Index, Private Monitoring and Activity Restrictions. The second group 
includes institutional and country- specific factors that are expected 
to influence banks’ efficiency. We also include the Z- score, which is 
a bank- specific variable measuring the risk of insolvency (higher val-
ues of the Z- score are associated with lower probabilities of failure).6 
We obtain information on bank regulation and supervision from the 
WB database by Barth et al. (2001) Version I, and updated by Barth 
et al. (2006, 2008b) with Versions II and III. We discuss these regulatory 
variables, and we provide detailed information on the regulatory vari-
ables of Basel II’s pillars in Table 7.2. The broad interpretation for these 
indexes should be that higher values are associated with greater regula-
tory, supervisory and monitoring powers.

Tables 7.3 and 7.4 report the descriptive statistics for the inputs and 
outputs used in the DEA efficiency measurement and the explanatory 
variables used, respectively. 

7.4 Efficiency and regulatory practices in EU banking

Figure 7.1 illustrates the average DEA efficiency scores by country. 
Overall, the results show relatively high average technical inefficiency 
levels of about 22 per cent, which is broadly in accordance with previ-
ous bank efficiency studies for Europe (e.g. Goddard et al., 2001; Lozano-
 Vivas et al., 2002; Casu and Molyneux, 2003; Fethi and Pasiouras, 2010). 
The (commercial) banking sectors that achieved the highest average 
operating efficiency scores during the early millennium recession are 
those of Luxembourg, Portugal and Italy.

Furthermore, our evidence shows that, on average, the estimated 
technical inefficiency scores are generally higher for the NMSs than the 
‘old’ EU countries included in our sample, implying better cost man-
agement for commercial banks operating in EU12 (Figure 7.2, panel a). 
On the other hand, costs (relative to income) appear to increase more 
in the EU12 than in the NMSs, especially in the last year of the stud-
ied period. This broadly reflects a bigger impact of the 2007–8 finan-
cial crisis in the EU12 than in the NMSs, as illustrated in Figure 7.2 
(panel b). It is noticeable that, in terms of net interest margins, the 
NMSs appear to have higher interest margins across all years com-
pared with their EU12 counterparts (Figure 7.2, panel c). This could 
be explained, on the one hand, by their greater focus on traditional 
banking activities, derived from lending and borrowing. On the other 
hand, high interest margins could also signal greater market power for 
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Table 7.2 Details on regulatory and supervisory variables included in the 
empirical analysis

Variable Category Description

CAPRQ Capital 
Regulatory 
Index

The sum of (a) Overall Capital Stringency and (b) Initial 
Capital Stringency. This variable takes values between 0 
and 9, with higher values indicating greater stringency. 
It is determined by adding 1 if the answer is yes to 
questions 1–7 and 0 otherwise, while the opposite occurs 
in the case of questions 8 and 9. (1) Is the minimum 
capital–asset ratio requirement risk weighted in line with 
the Basel guidelines? (2) Does the minimum ratio vary as 
a function of market risk? (3) Are market values of loan 
losses not realized in accounting books deducted? (4) Are 
unrealized losses in securities portfolios deducted? (5) Are 
unrealized foreign exchange losses deducted? (6) What 
fraction of revaluation gains is allowed as part of capital? 
(7) Are the sources of funds to be used as capital verified 
by the regulatory/supervisory authorities? (8) Can the 
initial disbursement or subsequent injections of capital 
be done with assets other than cash or government 
securities? (9) Can initial disbursement of capital be done 
with borrowed funds?

SPOWER Official 
Supervisory 
Power

This variable indicates whether the supervisory 
authorities have the authority to take specific actions 
to prevent and correct problems, with higher values 
indicating higher power. It is determined by adding 
1 if the answer is yes and 0 otherwise, for each of the 
following questions: (1) Does the supervisory agency 
have the right to meet with external auditors to discuss 
their report without the approval of the bank? (2) Are 
auditors required by law to communicate directly to the 
supervisory agency any presumed involvement of bank 
directors or senior managers in illicit activities, fraud 
or insider abuse? (3) Can supervisors take legal action 
against external auditors for negligence? (4) Can the 
supervisory authority force a bank to change its internal 
organizational structure? (5) Are off- balance- sheet items 
disclosed to supervisors? (6) Can the supervisory agency 
order the bank’s directors or management to constitute 
provisions to cover actual or potential losses?

ACTRS Activity 
Restrictions

The score of this variable is determined on the basis of the 
level of regulatory restrictiveness for bank participation 
in: (1) securities activities, (2) insurance activities, (3) 
real estate activities, (4) bank ownership of non- financial 
firms. These activities can be unrestricted, permitted, 
restricted or prohibited, which are assigned the values 
of 1, 2, 3 or 4 respectively. We use an overall index by 
calculating the average value over the four categories.

Continued
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Table 7.2 Continued

Variable Category Description

PRMONIT Private 
Monitoring

This variable takes values between 0 and 10, with 
higher values indicating policies that promote private 
monitoring. It is determined by adding 1 if the answer 
is yes and 0 otherwise, for each of the following 10 
questions: (1) Does accrued, though unpaid, interest/
principal enter the income statement while loan is 
non- performing? (2) Are financial institutions required 
to produce consolidated accounts covering all bank 
and any non- bank financial subsidiaries? (3) Are off-
 balance- sheet items disclosed to supervisors? (4) Are 
off- balance- sheet items disclosed to public? (5) Must 
banks disclose their risk management procedures 
to the public? (6) Are directors legally liable for 
erroneous/misleading information? (7) Is an external 
audit compulsory? (8) Are these specific requirements 
for the extent of audit? (9) Are auditors licensed or 
certified? (10) Do regulations require credit ratings for 
commercial banks?

Source: WB (Barth et al. 2001; 2006; 2008b).

Table 7.3 Descriptive statistics of banks’ inputs and outputs used to compute 
DEA efficiency

Full sample: EU22

Variable Mean Std. dev Minimum Maximum Median

Inputs

Personnel Expenses 80.65 374.07 0.08 7,107 10.3
Total Fixed Assets 47.96 197.93 0.01 3,686.95 5.55
Deposits and Short-
 term Funding

8,533.39 46,798.51 0.20 1,167,853 814.55

Outputs
Total Loans 4,670.28 22,464.75 0.5 585,157 418.78
Total Other Earning 
Assets

5,379.65 31,139.71 0.05 657,637 335.16

Fee- based Income 121.27 787.39 0.01 15,508 9.90

Figures are in million Euros.

Source: BankScope and own calculations.
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banks. This latter interpretation implies that high margins signal inef-
ficient intermediation.

Table 7.5 reports the estimated Pearson correlation coefficients, 
together with their significance levels, between the estimated tech-
nical efficiency scores, performance measures, and regulatory and 
institutional variables. Net interest margins and cost–income ratios 
are positively and significantly correlated with inefficiency, suggest-
ing that, as expected, inefficient banks also have high interest mar-
gins and costs, which might signal inefficient intermediation and 
greater market power. Where significant, the results for the relation-
ship between INEFF, NIM, C/I and our chosen regulatory variables are 
typically negative for Pillar I (CAPRQ) and II (SPOWER). This broadly 
suggests that lower capital regulation and supervision are associated 
with more inefficiency. The coefficients, however, are relatively small. 
Conversely, the relationship between inefficiency and Pillar III is 
positive and significant in most cases, indicating that greater activity 
restrictions and private monitoring are associated with higher bank 
inefficiencies.

In addition, it appears that the probability of bank failure is higher 
for inefficient banks (although the coefficients are small) and signifi-
cantly lower in more regulated and supervised environments. Finally, 
concerning the institutional and country- specific factors, in the vast 
majority of cases the relationships with the alternative measures of 
inefficiency are negative and significant, suggesting that lower bank 

Figure 7.1 Technical efficiency scores in selected EU countries (2000–8)
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Figure 7.2 Efficiency and performance measures by groups of countries over 
2000–8a

Panel (a): Technical Inefficiency; Panel (b): Cost/Income ratio; Panel (c): Net 
Interest Margins
a EU12 includes Austria, Belgium, Denmark, France, Germany, Italy, Luxembourg, the 
Netherlands, Portugal, Spain, Sweden, the United Kingdom.
NMSs includes Cyprus, Czech Republic, Estonia, Hungary, Latvia, Lithuania, Malta, Poland, 
Slovakia, Slovenia.
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170 Chortareas, Girardone and Ventouri

inefficiencies – however defined – are more likely to arise in more devel-
oped and open institutional frameworks.

7.5 Conclusions

This study focuses on the relationship between bank performance and 
regulatory and supervisory practices under Basel II’s three pillars, for a 
sample of banks operating in 22 EU countries (10 of which are NMSs) 
over 2000–8. Efficiency scores are computed with an input- oriented 
DEA methodology, while performance measures are calculated using 
traditional accounting ratios, namely net interest margin and cost- to-
 income. We also carry out an exploratory analysis on the relationship 
between these variables and institutional factors and a measure of 
bank- specific risk of insolvency (Z- score). We find that banks’ average 
inefficiency levels are relatively higher for NMSs than for their ‘old’ 
EU counterparts (in this study, EU12). As expected, the performance 
ratios of our banks operating in the EU12 have been more significantly 
affected than NMSs by the 2007 financial crisis.

Concerning this study’s main research questions, our calculated 
correlation coefficients give some evidence of a significant associa-
tion between different forms of banking regulation and supervision 
and bank performance and efficiency. Although this study provides a 
preliminary data analysis, some interesting relations can be identified, 
which should be corroborated using sophisticated econometric meth-
ods. Specifically, our evidence suggests that strengthened regulatory 
practices on Pillars I and II appear to be associated with lower ineffi-
ciencies, whereas more demanding restrictions and monitoring (Pillar 
III) seem to decrease the efficient operation of banks. Evidence also 
shows that bank inefficiency is generally correlated with higher prob-
ability of failure and lower regulatory burden. Lastly, it appears that 
degree of openness and development are important factors in lowering 
bank inefficiencies, however defined.

Notes

1. In the literature it is possible to identify three types of financial regulation: 
systemic, prudential and the conduct of business regulations. For more dis-
cussion on the different types of regulation, see, among others, Llewellyn 
(1999).

2. For a systematic introduction to DEA methodology, see among others, 
Ray (2004).
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3. Due to unavailability of data or/and missing values for a significant number 
of banks we had to exclude Bulgaria, Finland, Greece, Ireland and Romania 
from our EU data set.

4. This methodology combines Bootstrap and Jackknife re- sampling tech-
niques, to reduce the effect of outliers and possible errors in the dataset (De 
Sousa and Stosic, 2005).

5. The banks we consider are those of Austria, Belgium, Cyprus, the Czech 
Republic, Denmark, Estonia, France, Germany, Hungary, Italy, Latvia, 
Lithuania, Luxembourg, Malta, the Netherlands, Poland, Portugal, Slovakia, 
Slovenia, Spain, Sweden and the United Kingdom.

6. The Z- score is estimated as (ROA [Return on Assets] + equity/assets)/sd(ROA). 
The standard deviation of ROA, sd(ROA), is estimated as a five- year moving 
average.
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8.1 Introduction

In this work we intend to understand whether Italian Popular Banks’ 
particular corporate governance has implications for the profitability 
and efficiency of these banks and for the behaviour of these banks 
across economic cycles, like the recent financial crisis. Part of the litera-
ture comprises the peculiarity of Popular Banks in the wider panorama 
of local banks: being near to the customers allows banks which operate 
in a limited geographical area to enjoy advantages as regards informa-
tion. Such advantages can be traced back to the fact that local bank 
managers can take account of a large range of factors, such as the loan-
 holder’s personal characteristics and those of the local markets, when 
evaluating the creditworthiness of small businesses.

Conversely, executives of large banks, when evaluating local cus-
tomers, tend to fall back on impersonal methods, such as scoring tech-
niques (Cole et al., 2004; Berger et al., 2002). Nevertheless, if Popular 
Banks were not distinguishable from other local banks, their particu-
larity would be nothing to do with their particular corporate govern-
ance. Current literature traces the origins and existence of cooperative 
banks to the possibility of exploiting peer monitoring. Moreover, 
because peer monitoring assumes critical importance where the state 
is weak and is not able to fully guarantee property rights, as happens, 
for example, in developing countries, cooperative banks would be 
expected to be linked to a particular historical and geographical con-
text. When property rights became established in an economy, there 
would be no further reason for having cooperative banks. The aspects 

8
The Italian Popular Banks and 
Their Behaviour after the Recent 
Financial Crisis
Pierluigi Morelli and Elena Seghezza
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just mentioned above are detailed in Section 1. In the same section 
it is shown that, differently from other cooperative banks, Popular 
Banks are based on the principle of shareholders’ limited liability. This 
principle, and that of ‘one head, one vote’, makes these banks specific. 
After all, this specificity derives from the particular Popular Banks 
governance. Given the extreme fragmentation of their shareholding, 
these banks are similar to public companies. However, the principle 
‘one head, one vote’ shields Popular Banks from takeovers. The way in 
which the managers are induced to pursue high profitability and effi-
ciency stems from the informal commitment of banks to guarantee a 
predetermined rate of return on shares, that is, a high stability of the 
dividends.

This informal commitment constrains managers to achieve a level 
of profits at least sufficient to pay the expected dividends. In this way 
they are discouraged from any form of short- termist behaviour and 
expense preference. A formal presentation of these arguments is given 
by an analytical model in Section 2. The model is empirically tested 
in the last two sections, comparing, with regard to Italy, the behaviour 
of Popular Banks and of Stock Banks after the recent financial crisis. 
In particular, in Section 3 we focus on the cyclical effects on incomes 
and profits of these two types of banks. In Section 4, we analyse the 
cyclical sensitivity of operating expenses of Italian banks. Lastly, in the 
Conclusions, there is a summary of the topics dealt with in the previ-
ous paragraphs, and some policy indications are given.

8.2 Popular banks, peer monitoring and 
customer relationships

A large strand of the literature shows that, in contexts where property 
rights are not guaranteed, debt repayment can be induced by resorting 
to peer monitoring (Stiglitz, 1990; Varian, 1990; Arnott and Stiglitz, 
1991). The latter consists of control over one member of the group by 
other members of the group. In the Stiglitz–Varian models, peer moni-
toring within groups reduces moral hazard behaviours of individual 
group members. In this context monitoring activity is delegated to 
group members, reducing the cost of lending and therefore the interest 
rate borrowers have to pay.

Varian (1990) and Banerjee et al. (1994) single out many forms of 
group incentives, for example responsibility of the other members if 
there are losses on the credit issued, obligation that a loan is partially 
financed by the other members as well, and sequential distribution of 
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176 Pierluigi Morelli and Elena Seghezza

loans so that the other members’ financing depends on the loan repay-
ment of members financed previously.

Some forms of cooperative banks exploit peer monitoring in this way. 
Others make use of borrowers’ links to their social community as an 
incentive to avoid moral hazard behaviour. The willingness to maintain 
strong social links with a certain community (mainly a socio- economic 
community) makes borrowers increase their efforts to honour their 
commitments. Links with the socio- economic community are highly 
important for the borrower because they allow him to have credit again 
in the future, and he also gains contacts (with clients, suppliers, etc.) 
useful for developing his business.1 In cooperative banks, like credit 
unions, given the unlimited liability of their members, peer monitor-
ing represents the main instrument to relieve problems of moral hazard 
behaviour by individual borrowers.

However, as Luzzatti (1952) writes: ‘Unlimited liability would have 
kept away from the bank all those wealthy people who, fearful of hav-
ing to pay out on behalf of less well- off members, would have risked dis-
aster without any advantage to themselves if the bank went bankrupt’. 
The insistence with which Luzzatti championed the opportunities of 
limited member liability mainly derived from his conviction that this 
way would allow Popular Banks to enlarge their size and their finan-
cial activities. Obviously, the principle of limited liability reduces the 
involvement of every member in the outcome of the loans granted. The 
Italian Popular Banks, being based on the principle of limited liability, 
cannot by definition resort to peer monitoring in order to disincen-
tivize forms of moral hazard. Problems of adverse selection and moral 
hazard are solved by Popular Banks using two means: by exploiting 
forms of ‘long- term interaction’ among entrepreneurs and establishing 
long- term customer relationships.

The first means consists of information that an entrepreneur gets by 
having relationships with other entrepreneurs who perform similar 
or complementary business activities. This information is useful for a 
good screening of borrowers; hence the importance given to the inclu-
sion of entrepreneurs in Popular Banks’ executive boards. It’s no simple 
coincidence that a conspicuous number of entrepreneurs in the local 
community take part in them.

The second means allowing Popular Banks to overcome problems of 
moral hazard is represented by the establishment of long- term relation-
ships with customers. The literature explain in different ways how long-
 term customer relationships can relieve, if not solve, the problem of 
asymmetric information. In a seminal article Fama (1985) showed that 
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a bank acquires a large amount of information not only when it initially 
evaluates a customer’s creditworthiness, but also when it performs 
monitoring on the management behaviour of the firm being financed. 
However, a large part of the literature (see, among others, Fama, 1985), 
insists on the fact that customer relations influence a firm’s ability to 
gain funding initially from banks and subsequently from the market.

The theory on which this conclusion is based is as follows. Bank loans 
are a form of short- term financing. Every time the bank renews its credit 
to the company it publicly ‘accredits’ the company with the ability to 
deal with its contractual obligations and hence to deserve the credit. 
As highlighted by some of the empirical literature, the announcement 
that a loan has been granted or renewed to a firm reduces the cost for 
that firm to raise funds on the market. Diamond (1989) highlights the 
fact that the existence of long- term relationships allows better screen-
ing of customers. More precisely, in a context of repeated games, a bank 
can select customers through the solvency reputation that they acquire. 
The theory mentioned above, however, leads us to think that banks 
have the role of informing the market: at the end of the screening proc-
ess, in fact, the banks’ customers with least risky projects can ask for 
financing directly on the market. All the contributions just quoted con-
clude that banks screen their customers and, in so doing, allow the best-
 quality customers to raise funds through financial market instruments. 
This does not seem to be the path taken by Popular Banks’ customers. 
Actually, the structure of these banks’ customers is stable over time.

A different way of considering long- term relations between Bank and 
customer hinges on the fact that such relationships allow relief of prob-
lems arising from the existence of incomplete contracts, which do not 
take account of all possible future circumstances. In this framework, 
incentives to honour contractual clauses can arise from the possibility 
of revising loans’ contractual terms. Von Thadden (1995), for example, 
showed that relations between bank and customer allow the period of 
investments to be lengthened: thanks to the existence of long- term 
relations, a bank can single out ‘good’- quality entrepreneurs and sub-
sequently guarantee them financing of their project for a longer time. 
Boot and Thakor (1994), instead, show that banks, when they issue a 
long- term loan contract, tend to ease the contract’s terms if the cus-
tomer is seen to comply with his obligations. Customer relations allow 
contractual terms to be revised not only ex ante, but also ex post. When 
a firm finds it difficult to satisfy its contractual obligations, the bank 
can adjust the loan contractual terms as long as the company under-
takes certain strategies when times are difficult. In this way, due to their 
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long- term relationships, banks, on the one hand, can support firms hit 
by negative shocks (Hoshi et al., 1990; Ferri et al., 2000), and exert some 
form of control over managers’ choices (Rajan, 1992; Petersen and Rajan, 
1994; Longhafer and Santos, 1998); on the other hand, they maintain 
the possibility of not renewing the credit (Berle, 1926; Stiglitz, 1985) and 
renegotiating the loans’ contractual terms (Hart and Moore, 1988).

Popular Banks are well fitted to entertain long- term relationships with 
customers, given the feature of their corporate governance. The princi-
ple of ‘one head, one vote’ shields these banks from takeovers. However, 
in order to attract a large number of small shareholders, Popular Banks 
guarantee a stable return on invested capital.

Figure 8.1 shows that, in Italy, dividends paid out by Popular Banks are 
markedly more stable than those paid out by Stock Banks.2 Therefore, 
the shares of Popular Banks can be assimilated to assets with a predeter-
mined rate of interest, like bonds.3

The informal commitment of Popular Banks to pay out stable divi-
dends determines a set of incentives for managers, who are induced, on 
the one hand, to refrain from short- termism and, on the other hand, to 
avoid expense preference behaviour. A formal presentation of these argu-
ments will be given through an analytical model in the next section.

8.3 Corporate governance and short- termism in banks

As is well known, the principal/agent approach applied to firms’ corpo-
rate governance focuses on agency costs which derive from the separa-
tion between management and ownership: in fact, managers are tempted 
to pursue their own objectives, which often aim at greater prestige and 
higher salary (Marris, 1964). The opportunistic behaviour of managers 

1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009

Stock banks Popular banks

10.0
9.0
8.0
7.0
6.0
5.0
4.0
3.0
2.0
1.0
0.0

Figure 8.1 Bank share dividends
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can jeopardize a firm’s profitability, and the consequent fall in share price 
makes likely a takeover and the replacement of management. Wherever 
the capital market is working well, the threat of takeover represents the 
main incentive for managers to maximize profit and share prices.

Current literature’s arguments about firm’s takeovers can be trans-
posed, with some marginal distinctions, to banks. However, as the 
experience of the recent financial crisis shows, the threat of takeover 
can in fact induce short- sighted behaviour in managers. It can thus be 
the case that bank managers also suffer from short- termism when there 
is an efficient stock market. To show how this could come about, let us 
suppose that the stock market uses dividends to make a rational esti-
mate of a bank’s value; that is, it is assumed that highest dividends 
today are linked with highest dividends in the future. Taking this into 
account, managers try to trick the market by inflating current divi-
dends to increase the bank’s expected value. In equilibrium, the market 
is efficient and does not get caught out: investors have rational expecta-
tions, correctly predict the inflation of dividends and take account of 
this when inferring about the bank’s future value. On the basis of this 
hypothesis, it could be considered that managers concerned with keep-
ing the shares’ current price high to avoid takeovers tend to invest in 
short- term assets, while managers not worried about the shares’ current 
price invest in long- term assets and favour the establishment of long-
 term relationships with borrowers.

As is well known, the threat of takeover represents a means of dis-
cipline for managers. It could thus be considered that, where such a 
risk is weak, managers’ time horizon gets longer, but the bank’s effi-
ciency suffers. In reality, takeovers represent one of the various types of 
incentives for managers in order to help efficient running of the bank. 
Commitment to keep dividends (and thus profits) stable over time 
may represent an alternative form of incentive to takeovers: following 
this type of commitment, managers have no option but to increase 
their efforts to reach ever higher efficiency levels. What has just been 
explained above can be shown better by means of a formal model.4 Let 
us consider a bank which operates for two periods. In the absence of 
short- sighted behaviour and efforts on the manager’s part, the bank’s 
profit in the first period is given by:

1 1 1e y u= +   where ( , )H Ly e e∈  and  H Le e>  (1)

As Equation (1) shows, profits are made up of two parts. The first part, 
y, is the bank potential profit, and can assume only two values, eH or eL: if 
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the bank is good- quality it will have potential profits equal to eH, if it is 
bad- quality it will have a potential profit of eL. We assume that if in the 
first period y is low (= eL) it will also be in the second (or if it is high it 
will stay that way in the second). The second section, u, represents the 
transitory component: this component is independent from one period 
to another and is uniformly distributed with zero mean. Neither y nor 
u is observable. Neither the bank nor the market knows whether the 
potential profits of the banks are high or low, that is to say, whether 
the bank is type eH or eL, so an ex- ante probability of 50 per cent is 
assigned to both outcomes. At the end of the first period the bank’s 
profits become known to the public. The market uses this information 
to update the probability that the bank’s potential profits are good-
 quality, and, based on this, assigns a price to the bank’s shares.

To render analysis easier, let us suppose that the profit range for a 
good- quality bank is [a, b], while for a poor- quality bank it is [c, d], 
with d − c = b − a, e b > d > a > c, which means that first period profits do 
not always reveal the type of bank. Figure 8.2 shows this situation.

First period profits can be:

Greater than  ● d; in this case they show that the bank’s potential profit 
is high (and remain the same also in the second term);
Between  ● a and d, inclusive; in this case the profits do not show 
the bank’s potential profit. This because a profit between a and d, 
inclusive, can be gained both by a poor- quality bank (a poor- quality 
bank’s profits fall between c and d), and also by a good- quality bank 
(a good- quality bank’s profits fall between a and b).
Less than  ● a; in this case they show that the bank’s potential profit 
is low.

The bank’s ex- ante expected share price is therefore:5

1 0 0 0

1 1 1 1
( )

2 2 2 2H L

b d d a d a a c
E P e e e e e

b a b a b a b a
− − − −

= + + + =
− − − −

 (2)

where 
2H

a b
e

+
= , 

2L

c d
e

+
= , 0 2 4

H Le e a b c d
e

+ + + +
= =

Figure 8.2 First period profits distribution

el eo eh

c a d b
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Up to now, banks’ efficiency has been considered exogenous. Now let 
us introduce the hypothesis that it is affected by managers’ behaviour. 
Managers, by increasing their efforts, can improve the screening of a 
bank’s clients and thus reduce the chance of obtaining low profits. In 
particular, we assume that manager’s effort (S) shifts the profit distribu-
tion function: if the bank is poor- quality, profits fall between c+S and d; 
if the bank is good- quality, profits fall between a+S and b.6 As Figure 8.2 
shows, the profit distribution function is defined on a more restricted 
range of values and, consequently, is higher. If managers make the 
effort, expected profits increase in every period7 by 

2
S .

The effort, S, is not visible to the market. Given the market’s ‘effort’ 
expectations, Se, the bank’s expected share price increases. Figure 8.4 
illustrates the situation.

By using Figure 8.3, the expected share price can be calculated:8

( )( )(

( ) ( ) )

1 0

0

1 1
( )

2 2 2 2

1 1
2 2 2 2

1
2

2 8( )

3 3 2

e e e
S

He e

e e e

Le e

e

e

e

b d S d a S S S
E P e e

b a S S b a S S

d a S S b d S S
e e

b a S S b a S S

S
b a a b c d

b a S S

S a b c d a b c d S

   − − − −   = + + +     − − − − − −   
   − − − −   + + + +     − − − − − −   

= + − + + +
− − −

− + + + − + + +

 

(3)

Let’s now suppose that managers, as well as having the chance of 
improving profit distribution through their efforts, have the chance 
to perform short- termistic actions: a manager can create an additional 
flow of current income by borrowing from next period profits at an 
unfavourable interest rate. In the case of banks, a short- termistic action 
is disinvesting long- term loans. In particular, if we indicate with an ‘X’ 
the amount of this loan, profit flows increase by X, while second- term 
profits fall by RX2. This formula9 has been chosen to show that the cost 
of short- termism goes hand in hand with the amount of short- termism. 
Of course, the amount X of the loan cannot be observed.10

A manager may be interested in undertaking such an action in 
order to increase the chance that the bank is considered good- quality 

Figure 8.3 Firms’ profits with managers’ effort

el eo eh

c+S a+S d b
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and hence to see the share price increased. Given the market’s expec-
tations, if a manager were to put into practice both his ‘efforts’ and 
short- termism, the expected price for the bank’s shares would increase. 
Figure 8.5 shows the situation.

The expected price for shares is now:

( )

( )
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( )
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2
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− − − + + −− − − 



 (4)

Which simplifies to:

( )( )
( ) ( )2

1

[3( ) 2

3 3 2 ]
( ) ( )

2 8( )

ee
SX e

e

a b c d X b a a b c d

S a b c d a b c d SS
E P R X

b a S S

+ − − + − + + +

− + + + − + + +
= − +

− − −

 

(5)

Up to now, managers’ behaviour has not been taken into account. As 
in other articles, it can be assumed that managers are interested in both 
the banks’ long- term returns and current share values. Managers’ inter-
est in the current value of share price can arise from the possibility of 
takeover. The greater the likelihood of takeover, the greater is managers’ 
interest in the shares’ current price.

Furthermore, it is assumed that the manager’s utility depends nega-
tively on the variability of profits in time (VP). This assumption has 
been included to take account of the fact that Popular Banks tend to 
stabilize their profits.

Figure 8.4 Firms’ profit and market’s expected effort

eo+Se/2el+Se/2 eh+Se

c+Se c+Se+S a+Se a+Se+S d b
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A way of measuring profit variability is the variation range. To sta-
bilize ex- ante profits in time it is necessary to reduce both the range 
of profit variation in every single period and the range of profit varia-
tion between periods. If the managers make efforts and practice short-
 termism, the profit variation range in any given term is given by b−c−S, 
while the variation range between terms is given by the expected value 
of (e1−e2)=X+RX2. The variation of profits in time is hence given by:

VP = b − c − S + X + RX2. (6)

Managers’ utility function is thus the following:

l b g
2

1 1 2mU e P e S VP= + + − −  (7)

where l represents the chance of takeover, g the importance given 
by managers to stabilizing profits and b the cost of managers’ efforts. 
Managers choose the level of effort and the level of short- termism which 
maximize expected value of (7). Bearing in mind that 1 0 2

e Se e X= + +  
and 2

2 0 2
e Se e RX= + − and using (5) and (6), the first conditions are 

obtained:

( )
( )
( )

( )( )
( )

g g l

b g l 2

3
2 1 1 0

8

3
1 2 0

8

e

e

ee

e

a b c dU
RX

X b a S S

a b c d b a X SU
S

S b a S S

+ − −∂
=− + + − + =

∂ − − −

+ − − − + −∂
= − + + =

∂ − − −

 (8)

Now we can distinguish Popular Banks from Stock Banks and solve 
the problem for both types of banks to see whether, and in what way, 
they can be differentiated. As observed in the text, Popular Banks are 
subject to a minimal takeover risk, and to the stabilization of their prof-
its over time. They can be associated with a l value of zero and a posi-
tive value of g. Stock Banks, on the other hand, are subject to the risk of 
takeover, but have no profit stabilization policy. They feature a positive 
value of l and a g value of nil.

el+S/2−R(Xe)2 eo+S/2−R(Xe)2 eh+S/2−R(Xe)2

c+Se+Xe c+Se+Xe+S+X a+Se+Xe a+Se+Xe+S+X d+Xe d+Xe+X b+Xe b+Xe+X

Figure 8.5 Firms’ profit, manager effort and shortermism

9780230_313354_10_cha08.indd   1839780230_313354_10_cha08.indd   183 5/26/2011   5:00:55 PM5/26/2011   5:00:55 PM



184 Pierluigi Morelli and Elena Seghezza

By replacing l = 0 in (8), the value of short- termism and efforts of 
managers of Popular Banks can be obtained:

( )
g g

g b

1 1
;

2 1 2
pop popX S

R
− +

= =
+  (9)

If the Popular Banks’ shareholders, being averse to risk, force man-
agers to stabilize profits, forms of short- termism are avoided. From (9) 
it can be deduced that for popular banks the level of short- termism 
falls when g increases. The assumption just made regarding sharehold-
ers’ risk aversion seems to correspond to the fact that the holders of 
Popular Banks’ shares are generally small savers who thus have limited 
wealth. Stabilizing profits, as well as corresponding to shareholders’ 
preferences, is a tool to motivate managers to achieve minimum profit 
levels. In this model, therefore, shareholders exercise a form of control 
similar to creditors in the free cash- flow approach. Essentially, stabi-
lizing profits forces managers into efficient behaviour: as the empha-
sis on stabilizing profits grows, so do the efforts made by managers. 
For a high enough value of g,11 the efforts made by managers reach a 
maximum.

Let’s move on to Stock Banks. Replacing g = 0 in Equation (8a) and 
bearing in mind that expectations are rational (Se =S), we get:

( )
( )

l
31

1
2 8 2

a b c d
X

R b a S

 + − −  = +   − − 
 (10)

As Equation (10) shows, the managers of a Stock Bank will always 
choose a certain amount of short- termism (there is no way of getting 
X = 012). Moreover, for any value of g and l, (10) is higher than (9), so 
managers of a Stock Bank perform more acts of short- termism com-
pared with managers of a Popular Bank. Replacing (10), Se =S e g = 0 in 
(8b) we get:

( ) ( )

( ) ( ) ( ) ( )

b

l l

3

22

128 2 1 2

16 24 2 9

R b a S S

a b c d R b a S b a S a b c d

− − − − =

 + − − − − + − − + + − − 
 

(11)

The equation above is a fourth grade equation, and studying it is 
rather complex. However, we are only interested in knowing whether, 
for the range of possible values for S, 

2(0, )d aS −∈  has a solution, and 
whether the solution, S*, is an increasing or diminishing function 
of l. The solutions for Equation (11) are those values of S for which 
the curve corresponding to the first term of (11), a bell- shaped curve, 
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meets the curve corresponding to the second term of (11), the decreas-
ing side of a parabola (in Figure 8.6 approximated by a decreasing 
line).

As Figure 8.6 shows, the two curves meet up at two points. However, 
only the first point is economically relevant; it corresponds, in fact, to 
a maximum point, and the second to a minimum point. As l increases, 
the line moves higher. As the likelihood of takeover grows, manager’s 
optimal effort increases. When the line rises completely above the first 
curve, the optimum effort becomes the maximum.13

Note that the straight line is always found in the positive quadrant; 
thus a Stock Bank manager’s efforts are always greater than a Popular 
Bank manager’s efforts, should the latter not stabilize its profits ( 1

2S
b

= ).
Should the Popular Bank, however, stabilize its profit ( 1

2S g

b

+= ), which 
type of bank is more efficient is not clear; the result depends on 
parameters.

This model leads us to conclude that Stock Banks carry out actions 
of short- termism more extensively than Popular Banks and that the 
stabilizing of profits allows managers in Popular Banks to reach more 
efficient behaviour levels, in particular:

a) For high enough values of g (importance given to profit stability), 
Popular Bank managers do not practice short- termism and they 

Figure 8.6 Stock banks’ efforts and probability of takeovers

0
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behave efficiently. In any case, as g grows, short- termism actions 
decrease and efficiency increases.

b) For high enough values of l (likelihood of takeover), Stock Banks’ 
managers practice short- termism and they behave efficiently. In any 
case, short- termism is always practised, and increases with l.

c) For intermediate values of g and l Popular Banks practice less short-
 termism than Stock Banks, but it is not clear which type of bank is 
more efficient.

d) The market correctly predicts managers’ behaviour and takes this 
into account when fixing the current share price.

The model just presented allows us to conclude that the informal 
commitment of Popular Banks to guarantee a predetermined rate of 
return on shares constrains managers:

To achieve a stable level of profits. This way they are discouraged 1. 
from any form of short- termism. This implies that Popular Banks, on 
one hand, are in a better condition to establish long- term relation-
ships with their customers and, on the other hand, are more devoted 
than Stock Banks to traditional banking activity.
To expand incomes and to contain operating expenses and losses in 2. 
order to achieve an amount of profits at least sufficient to pay the 
expected dividends. In this way a high level of profitability and effi-
ciency can be attained.

These conclusions are empirically tested in the following paragraphs.

8.4 Italian banks’ revenues and profits during 
the recent financial crisis

The recent financial crisis is a topical moment to verify the propositions 
set out in the model for two reasons. First, the crisis was largely caused 
by several banks’ exploitation of an excessive leverage, and therefore by 
a typical short- termist behaviour. The necessary balance sheets adjust-
ment after the crisis was inevitably more intense for the banks that had 
been involved in such behaviour.

Second, since the crisis dramatically hit financial markets, particu-
larly for some instruments, such as derivatives, the recomposition of 
revenue structure should have been less sharp for those banks charac-
terized by a management less conditioned by forms of short- termism. 
To check the two conclusions of the model, the FAST data bank has 
been used, comparing the Profit and Loss Accounts of 43 Popular 
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Table 8.2 Changes in profitability (difference between 
2006–7 and 2008–9 values)

Bank Categories Number of Banks ROE ROA

Stock Banks 72 −6.27 −0.58
Popular Banks 43 0.43 −0.02
Other Banks 61 −2.64 −0.26
ANOVA Test F

significance
5.42

97.9%
2.5

91.5%

Source: FAST data bank.

Banks with those of 72 Stock Banks and those of 61 mutual banks 
and savings banks within the time frame 2006–9, more precisely the 
two years before the financial crisis and the two years following it. 
From the comparison of the profitability of the various categories of 
banks (Table 8.1) emerges the basic stability of Popular Banks’ profit-
ability, measured by both ROE (Return on equity) and ROA (return on 
assets).

On the contrary, Stock Banks suffered a significant reduction in prof-
itability in the two years 2008–9: these banks seem to have suffered 
from the short- termist behaviour of their management. The ANOVA 
test confirms the significance of these results for ROE. The ROA values 
are at the limit of significance (Table 8.2).

A further support of this argument comes from teh changes in gross 
income individual components. As shown in Table 8.3, the value of 
Popular Banks’ gross remained substantially stable even after the 

Table 8.1 ROE and ROA of Italian banks (2006–9)

Categories of bank 

Years

2006 2007 2008 2009

ROE (Return on Equity)
Stock Banks 6.86 5.30 −1.57 1.19
Popular Banks 6.61 6.73 6.53 7.67
Other Banks 8.46 5.96 4.91 4.24

ROA (Return on Assets)
Stock Banks 0.55 0.66 −0.04 0.11
Popular Banks 0.66 0.63 0.58 0.69
Other Banks 0.77 0.61 0.42 0.44

Source: FAST data bank.
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Table 8.3 Gross income on capital (percentage values)

 2006–7 2008–9 Variation

Stock Banks 49.59 46.98 −3.61
Popular Banks 45.08 46.67 +1.59
Other Banks 45.14 47.10 +1.96
ANOVA Test F
significance

0.94
60.8%

0.004
0.4%

1.19
69.4%

Source: FAST data bank.

Table 8.4 Other incomes on capital (percentage values)

 2006–7 2008–9 Variation

Stock Banks 26.90 22.32 −4.58
Popular Banks 16.38 15.45 −0.93
Other Banks 15.53 16.30 0.76
ANOVA F 9.33 2.76 2.34
significance 99.9% 93.4% 90.1%

Source: FAST data bank.

financial crisis. Conversely, Stock Banks’ gross income shows a signifi-
cant decrease in the two years 2008–9 in comparison to the preceding 
two years.

The decrease in public company banks’ gross income has entirely 
derived from the behaviour of ‘Other incomes’, which has remained 
practically stable in the case of Popular Banks (Table 8.4). It is interest-
ing to note that, conversely to what is argued by a large part of the 
literature, in the case of Italian Stock Banks the ‘Other incomes’ have 
contributed to increasing, instead of reducing, revenues and profit 
volatility. It is important to note that Popular Banks, having been less 
exposed to forms of short- termism, have registered a very low decrease 
of ‘Other incomes’ after the crisis (Table 8.4).

After the recent financial crisis both Popular Banks and Stock Banks 
have increased the share of net interest income, that is, from traditional 
bank activities, in their gross income formation. The importance of this 
item of the profit and loss account on total assets is increased in a simi-
lar way in the two categories of banks (Table 8.5).

Popular Banks’ higher stability of gross income with respect to public 
company banks has been due not only to the lower incidence and vola-
tility of ‘Other revenues’ but also to a higher importance in banks of 
this kind of traditional bank activity, that is, deposit and loan activities 
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(Table 8.5). This confirms the particular attention paid by Popular 
Banks to customer relationships.

8.5 Popular Banks’ efficiency and cyclical sensitivity of 
their operating costs

It has been stated that the principle of ‘one head, one vote’, inhibit-
ing forms of takeover and making managers difficult to remove, might 
discourage them from high levels of profitability. A basic assessment 
of the traditional literature is that the possibility of takeovers induces 
managers to maximize profits and efficiency (Jensen, 1988). Berle and 
Means (1932) maintain that in modern business there is a direct rela-
tionship between concentration of ownership and company perform-
ance. This conclusion derives from the assertion that, where a large 
number of shareholders exist, the typical shareholder does not have 
enough power to exercise control over managers. Similar conclusions 
are reached by the principle–agent approach (Fama and Jensen, 1983; 
Shleifer and Vishny, 1986; Brickley et al., 1988; Jensen, 1989; Zwiebel, 
1995), according to which, when the ownership of a firm is fragmented, 
monitoring of management is loose, given that for individual owners it 
is not convenient to exert this form of control. In this context, manag-
ers, since their objectives are different from those of the owners, may 
use resources in a way that does not maximize the share value. A con-
flict of interest between owners and managers arises: it can happen that 
managers have an expense preference, so that they aim at targets such 
as maximization of size or expenditure.

On the other hand, given the low concentration of their sharehold-
ing, Popular Banks should be more prone to forms of expense prefer-
ence, and thus less efficient than other banks, in particular the majority 
of Stock Banks. The lower efficiency of Popular Banks should result in 

Table 8.5 Net interest income on total assets 
 (percentage values)

 2006–7 2008–9 Variation

Stock Banks 22.69 24.65 1.96
Popular Banks 28.70 31.22 2.52
Other Banks 29.61 30.81 1.20
ANOVA F 5.78 4.58 0.31
significance 99.6% 98.8% 26.4%

Source: FAST data bank.
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a higher level of operating expenses. However, Table 8.6 shows that the 
level of Popular Banks’ operating expenses is lower than those of Stock 
Banks, both before and after the crisis. This seems to confirm the the-
sis of the model that Popular Banks’ managers, being incentivized to 
achieve a predetermined level of profits, are meanwhile constrained to 
contain the operating expenses.

Table 8.6 gives also evidence that Popular Banks’ operating costs are 
less cyclical sensitive than Stock Banks’: it is possible to suppose that 
there is a bi- directional causality between long- term relationships with 
customers and stable relationship with employees.

8.6 Conclusions

Most literature that focuses on Popular Banks examines forms of coop-
erative banks, and considers the features of peer monitoring and other 
advantages of being a local bank. However, the specificity of these 
banks stems above all from their corporate governance. In Stock Banks, 
the main device for controlling managers is the threat of takeover. This 
principle dictates that if a bank’s profitability decreases so does the price 
of its shares, and therefore there is an increased chance that ownership 
will change. Being conscious of this fact, managers, in order to prevent 
a possible takeover, can resort to forms of short- termism. Conversely, in 
the case of Popular Banks, given the principle of ‘one head, one vote’ on 
which they are based, takeovers are unlikely.

The way managers are induced to pursue high levels of profitability 
and efficiency stems from the informal commitment of Popular Banks to 
guarantee a predetermined rate of return on shares, that is, a remarkable 
stability of dividends. This informal commitment constrains managers 

Table 8.6 Operating expenses on total assets (percentage values)

  

Operating Expenses 
on gross income

Operating Expenses 
on total assets

2006–7 2008–9 2006–7 2008–9

Stock Banks 71.99 75.17 3.05 2.49
Popular Banks 61.56 62.66 2.49 2.47
Other Banks 60.04 62.47 2.43 2.40
Anova Test F
significance

3.71
98.3%

3.12
95.3%

2.85
93.9%

0.09
8.4%

Source: FAST Data Bank.
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to achieve a stable level of profits; that is, to avoid any form of short-
 termism. To this end they favour long- term customer relationships and 
limit the banks’ activity to traditional fields. This argument has been 
tested, considering the Italian banks’ profit and loss accounts across 
the recent financial crisis. From this test it emerges that the returns on 
capital of Popular Banks are stable even after the crisis, while those of 
Stock Banks are extremely volatile.

The informal commitment of Popular Banks to grant their sharehold-
ers a predetermined rate of return on capital constrains managers to 
expand incomes and to contain operating expenses, that is, to pursue a 
high level of efficiency. This assessment is empirically confirmed by the 
experience of the recent financial crisis, during which Popular Banks 
have held their operating expenses significantly more stable and lower 
than Stock Banks. The arguments and the empirical tests put forward in 
this chapter allow us to conclude that the profitability and efficiency of 
banks can be assured not only by takeovers, but also by other schemes 
of incentives.

Notes

Although the work is the fruit of a joint project, Sections 1 and 2 are to be 
attributed to E. Seghezza and Sections 3 and 4 to P. Morelli. The views expressed 
in the chapter are those of the authors and do not represent the views of their 
institutions.

 1. Relaxing the assumption of costless peer monitoring implicit in the Stiglitz–
Varian models, some scholars have emphasized the role of social ties in 
reducing moral hazard behaviour by individual borrowers (see Floro and 
Yotopoulos, 1991; Besley and Coate, 1995; Wydick, 1999, 2001).

 2. A discussion of this aspect can be found in Pittaluga et al. (2004).
 3. It is possible that the small shareholders of Popular Banks demand risk- free 

assets.
 4. The model’s structure is based on the plan proposed by Stein (1989) and its 

development proposed by Nolan (1998).
 5. The first term of Equation (2) is the product of the probability the bank is of 

good quality (1/2) that it has profit in the first period greater than d, (b−d/
b−a), and that it can be recognized as a good- quality bank, multiplied by 
the profits of a good- quality bank, eH. The second term is the product of 
the probability the bank is of good quality (1/2) and that it has profit in the 
first period (1/2) between a and d (d−a/b−a), and thus is not recognizable as 
a good- quality bank, multiplied by its average profit value. The third term 
is the product of the probability that the bank is poor- quality and has a 
first term profit which falls between a and d, multiplied by its average profit 
value. The fourth term is the product of the probability that the bank is 
poor- quality and has first term profits less than a, multiplied by the profits 
of a poor- quality bank.
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 6. Effort, S, cannot be greater than ba(d−a)/2. This assumption has been intro-
duced because, even with efforts and short- termism, first term profits are 
not certain indicators of the bank’s quality.

 7. It is assumed that, if managers decide to make an effort, they must do it in 
both terms.

 8. In Equation (3) the fact is used that b − d = a − c.
 9. Also followed by Stein (1989).
10. X < (d − a)/2
11. g = b(d − a) − 1
12. Note that b − a − 2S is always greater than 0 because S < (d − a)/2.
13. Because the first derivate is always positive.
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9.1 Introduction

Numerous studies have revealed the ability of innovative companies, 
as a category, to positively affect a country’s economic growth.1 This 
explains why the topic of innovation and the growth of innovative 
firms is not only at the centre of national and international economic 
policy, but is also destined to acquire greater importance in the context 
of exit strategies for the current economic crisis.

This chapter investigates the subject of finance for the growth of 
small and medium enterprises (SMEs) in one of the Italian Provinces: 
the Province of Modena. The aim is, first, to analyse the means by which 
start- ups are financed, especially in the form of equity, and attempt to 
identify any financial constraints which restrict the growth and devel-
opment of firms of this kind. Second, attention will be focused on the 
roles of the various financial players in financing new firms, and the 
obstacles they encounter in accessing equity investments. This financial 
channel is crucial in today’s economic crisis, since the banks, which 
tend to ignore start- ups even during normal market circumstances, 
have generally tightened their lending criteria and business owners will 
need to look elsewhere for financing.

Compared with the empirical evidence already available, the study 
conducted on innovative start- ups in the Province of Modena offers a 
number of original features. In particular, as far as we are aware, this 
study is one of the first attempts in Italy to measure the main demand-
 side constraints, both financial and managerial, on the birth and 
growth of innovative new firms.

The work is structured as follows. The first section reviews the theo-
retical and empirical literature on the existence of an equity gap (e.g. a 

9
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shortage of equity investments), especially during the initial stages of 
firms’ life cycle. The section that follows presents the research method 
used. The third section presents the main results of the survey; these are 
followed by the work’s main conclusions.

9.2 Financing gap and equity gap

In the literature and the empirical studies conducted at national and 
international levels,2 one significant topic with regard to the financ-
ing of SMEs is the existence or otherwise of the financing gap, the term 
used to describe situations in which, due to market failings, deserving 
firms are unable to obtain the volume of investments which they would 
receive in an efficient market. In the case of innovative SMEs, the lit-
erature and the studies conducted in a variety of contexts specifically 
refer to a possible equity gap, meaning a shortage of risk capital invest-
ments, especially during the initial stages of firms’ life cycle.3 The inter-
est in the existence of a specific gap on the equity side arises from the 
fact that this form of financing has been found to be the most suitable 
for innovative SMEs during their birth and growth stages,4 in view of 
the high risk level of innovative businesses and the information asym-
metries which make traditional forms of debt financing, and borrowing 
in particular, poorly suited to firms of this kind.

The first indications of the existence of an equity gap date from the 
United Kingdom in the 1930s, with the Macmillan Report.5 Subsequent 
studies,6 in various contexts, have revealed that this situation derives 
from both the demand and supply sides with regard to risk capital – in 
other word, private equity, provided above all by venture capital inves-
tors and business angels. Moreover, the characteristics of the equity gap, 
in terms of the type of firm and life- cycle stage affected, its dimensions, 
and the size of the amount concerned, depend on the level of develop-
ment of the individual national financial systems, and especially on 
the presence of informal investors/business angels and venture capital 
investment firms. Another factor that tends to affect the equity gap 
is the presence and functioning of financial markets on which these 
investments can be traded, necessary to provide a satisfactory response 
to inventors’ need for disinvestment strategies.

During the last few years, numerous studies have been conducted in 
various national contexts, aiming to ascertain whether such a gap exists 
and to trace its outlines, in terms of amount thresholds, any geographi-
cal/regional dimensions, and the types/sectors of firms and stages in 
the life cycle affected. Although the evidence is generally inconclusive, 
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particular attention is paid to the possibility of equity gaps occurring for 
innovative SMEs (mainly in the high- tech sector), especially during the 
early stages of their life cycle: seed, start- up and early/sustained growth. 
The studies performed reveal an additional factor which generates dif-
ficulties in obtaining funds, the so- called knowledge gap, a genuine cul-
tural and managerial gap typical of innovative small entrepreneurs, 
which is a hindrance to dialogue with potential equity investors.7

The problem of measuring the equity gap is not easily overcome: since 
this gap is generated by market failures, it is necessary first to establish 
what conditions would be needed to allow supply and demand to come 
together in an efficient market. Moreover, it is difficult to prove the 
existence of a financing gap using statistical data sets, since they do not 
reflect unsatisfied demand for funds.

For this reason, studies are generally qualitative and are conducted by 
means of interviews and/or questionnaires, on both the demand and 
the supply side of equity investment. On the demand side, questions 
are addressed to innovative entrepreneurs, while from the supply side 
they target informal investors, mainly business angels, venture capital 
and private equity firms, banks, government agencies, and so on. On 
the supply side in particular, this type of study tends to be adversely 
affected by the composition of the panel/sample, which has a fatally 
strong influence on replies, and by anecdotal convictions. It is also par-
ticularly difficult to monitor the business angel segment, and that of 
informal investors in general, due to the lack of specific information 
about their operations.

9.3 Methodology and research design

To analyse the means by which innovative start- ups are financed, espe-
cially in the form of equity, and attempt to obtain empirical proof of 
the presence or otherwise of an equity gap at the local level, a question-
naire was drawn up and sent to a suitably selected sample of firms.8 
The use of a questionnaire was necessary since, as already explained, 
the very concept of an equity gap means that the qualitative method 
is the only way of quantifying the gap between the supply and demand 
of risk capital.

The study was conducted in 2008 on the innovative new firms in the 
Province of Modena. The analysis is developed on SMEs located in one 
of the Italian Provinces; Modena was chosen because the qualitative 
approach used necessarily required the selection of a limited number of 
firms, and the firms located in Modena can be considered an adequate 
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proxy of ‘average’ Italian innovative SMEs. Moreover, the supply of 
finance in this Province is similar to that in the rest of the country.

In the context of our research, the term new firms refers to those incor-
porated during the period from 1 January 2003 to 30 June 2008. The 
firms’ degree of innovation was assessed using the Italian industry classifi-
cation ATECO coding system, which the literature9 approves as meeting 
the relative requirements in terms of product or process innovation. The 
chosen sectors were Information and Communication Technology (ICT), 
the biomedical industry, aircraft and aerospace services, experimental 
R&D and the pharmaceutical sector.

The three criteria used – geographical, temporal and sectorial – allowed 
the selection of a universe of 470 firms (Table 9.1), more than 80 per cent 
of them operating in the ICT sector. This group is followed in order of 
importance by firms working in the biomedical industry (12.8 per cent) 
and experimental R&D (5.3 per cent), with the remainder belonging to 
the aircraft and pharmaceutical sectors. When the 470 firms’ period of 
incorporation is examined, it can be seen that the majority were formed 
between 2004 and 2007, with an average age around 2.5 years.

Sixty- two questionnaires were received, giving a response rate of 13.2 
per cent (Table 9.1), in line with that of other surveys on this topic.10

As for the universe, in more than 75 per cent of cases, the 62 sample 
firms were active in the ICT sector. This is followed in order of impor-
tance by firms working in the biomedical industry (12.9 per cent) and 

Table 9.1 Structure of the universe and sample

Universe 
(no.)

Sample 
(no.)

Universe 
(%)

Sample 
(%)

Sectors 470 62 100.0 100.0
ICT 382 47 81.3 75.8
Biomedical 60 8 12.8 12.9
Experimental R&D 25 6 5.3 9.7
Aircraft and aerospace 
services

2 1 0.4 1.6

Pharmaceuticals 1 0 0.2 0.0

Year of incorporation 470 62 100.0 100.0
2003 39 4 8.3 6.5
2004 85 10 18.1 16.1
2005 105 16 22.3 25.8
2006 84 17 17.9 27.4
2007 124 13 26.4 21.0
1st half 2008 33 2 7.0 3.2

Source: Our data processing.
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experimental R&D (9.7 per cent), with a very small number belonging 
to the aircraft sector (1.6 per cent). None of the pharmaceutical sector 
firms replied to the questionnaire (Table 9.1).

As required by the aims of the survey, the sample studied consisted 
of very young companies; more than three- quarters of them were less 
than 3.5 years old (Table 9.1). This finding also emerges from the analy-
sis of the firms’ growth stage (Table 9.2), which reveals that firms in the 
early phases of their life cycle predominate. Specifically, more than 40 
per cent of firms were in one of the initial phases (seed/start- up) and 
thus in the planning phase or prototype stage rather than that of actual 
operating launch. Twenty- eight firms, representing 45.2 per cent of the 
sample, were in the phase immediately above (early/sustained growth), 
while 14.5 per cent of firms were in the consolidation phase, in which 
an enterprise’s business is considered to have reached maturity.

The sample also appears to meet the requirements of the aims of the 
study in terms of the firms’ size. More than 80 per cent of firms were 
in the very small enterprise category, with 2007 sales below 2 million 
euro, a finding confirmed by the average number of staff, which was 
less than five. The very small size of the firms in the sample is also 
reflected by the local character of their business: more than 80 per cent 
of the companies interviewed stated that the market they served was 
local or, at the most, national.

Verification that our choice of ATECO codes really enabled us to iden-
tify firms with a high degree of business innovation is a more com-
plex matter. To investigate this aspect more thoroughly, firms’ degree 
of innovativeness was also assessed by considering R&D expenditure 
as a percentage of operating costs (Table 9.3). From this point of view, 

Table 9.2 Firms’ growth cycle stages

Sample (no.) Sample (%)

Planning stage 3 4.8
Prototype production 0 0.0
Start- up 22 35.5

Total seed/start- up 25 40.3
Early growth 13 21.0
Sustained growth 15 24.2

Total early/sustained growth 28 45.2
Consolidation 9 14.5
Total 62 100.0

Source: Our data processing.
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the enterprises in which R&D expenses accounted for more than the 
sample’s average proportion of total operating costs (20 per cent) were 
classified as having the highest innovation content. Thirty- one compa-
nies in our sample had a rate of R&D expenditure of 20 per cent or less. 
The 13 firms with the highest innovative content were concentrated 
mainly in the first phase of the life cycle (nine) and the follow- on phase 
of early/sustained growth (four), while all seven companies in a stage of 
maturity for which information was available had a R&D expenditure 
rate statistically below the average for the sample.

9.4 Main findings of the study

The section that follows presents the study’s main findings. First, the 
main barriers and constraints which firms encountered as they started 
their operations are described. We then move on to analyse the impor-
tance of equity investment and the sources of finance used to cover 
investments in fixed assets and working capital. Finally, the prospects 
for and restrictions on the firm’s future growth will be described.

9.4.1 Barriers and constraints encountered at 
the start of activity

To analyse the problems in accessing finance, we first assessed the dif-
ficulties encountered by innovative SMEs in the Province of Modena 
as they set up their businesses. In general terms, the firms interviewed 
do not seem to have had serious difficulties at the time of their birth 
(Table 9.4). Only 27.8 per cent of firms described the obstacles they 

Table 9.3 R&D expenditure as a percentage of total 
operating costs and firm’s development stage (number 
of firms)

S1 S2 S3 Sample

0% 6 6 6 18
0–20% 2 10 1 13
20–50% 4 3 7
50–75% 2 1 3
> 75% 3 3
Respondents (no). 17 20 7 44
Missing values (n.) 8 8 2 18

S1, Seed/start- up; S2, Early/sustained growth; S3, Consolidation.

Source: Our data processing.
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encountered at the outset as fairly or very numerous. The breakdown 
of the replies by life- cycle stage and degree of innovation reveals that 
obstacles were higher for highly innovative firms (HHT) in the initial 
phases of the life cycle (F1).
The replies received to the question about the extent of the individual 
types of difficulties encountered (Table 9.5) gave the highest rating to 
obstacles of a bureaucratic type (average 3.43 on a scale of 7) followed by 
problems in accessing borrowed capital (average 2.83). The significance 
of difficulty in obtaining equity investments received a lower rating 
(average 2.60).

To reduce the various constraints firms encountered at the start of 
their operations to uniform subsets, factorial analysis was used (Table 
9.5). This technique was applied to the seven items relating to the bar-
riers to growth on incorporation of the firm. The items were measured 
using the Likert scale, which runs from 1 to 7, where 1 refers to a factor 
of low significance, while a score of 7 indicates that the factor under 
consideration has a high level of importance. Then, a principal com-
ponent factor analysis with a varimax rotation was used to determine 
the factor loadings and communalities. A summated scale or score was 
calculated for each factor to determine which factor had the greatest 
importance. Each summated scale is an average of the Likert scores 
on the variables included in that factor. The Mann–Whitney test was 
used to determine whether one factor was significantly different from 
another.

The factorial analysis allowed identification of three main factors, 
which together account for 78.7 per cent of the total variance; the first 
factor is the one which explains more variance than any of the others 

Table 9.4 Obstacles encountered at the start of operations (percentage 
frequency)

Sample F1 F2 F3 HHT MHT

None 32.8 24.0 33.3 55.6 23.1 35.5
Some 39.3 32.0 48.1 33.3 38.5 38.7
Quite a lot 18.0 32.0 7.4 11.1 23.1 16.1
Large number 9.8 12.0 11.1 0.0 15.4 9.7
Respondents (no). 61 25 27 9 13 31
Missing values (n.) 1 0 1 0 0 0

F1, Seed/start- up; F2, Early/sustained growth; F3, Consolidation; HHT, highly innovative; 
MHT, fairly innovative.

Source: Our data processing.
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(32.8 per cent) and the others cover gradually decreasing amounts (23.3 
per cent and 22.6 per cent). The first factor groups together elements of a 
non- financial nature, the second the availability of financial resources, 
and the third technical expertise.

For barriers of a management/environmental nature (lack of manage-
ment expertise, bureaucratic obstacles, poor infrastructures and lack of 
suitable advisory services), the average value obtained (2.71) was higher 
than that generated by combining the financial factors (difficulty in 
accessing borrowed capital and difficulty in acquiring equity invest-
ment), which was an average of 2.67. The barrier relating to a lack of 
technical expertise was even less significant, with an average value of 
2.15.

When the data are broken down by life- cycle stage and degree of 
innovation, the picture obtained is relatively similar overall. However, 
financial barriers, especially the difficulties encountered in obtaining 
equity capital, were above average for firms in the seed/start- up phase, 
and were the main obstacle for those with a high level of innovation.

The data seem to indicate that overall the degree of difficulties was 
fairly low, and, among the problems encountered, those relating to man-
agement factors in the broad sense were most prevalent. This suggests 

Table 9.5 Barriers to growth at the time of incorporation (average values on 
scale 1–7)

 Sample F1 F2 F3 HHT MHT

Obstacles of a bureaucratic 
nature

3.43 3.33 3.64 3.00 2.92 3.46

Lack of management expertise 2.71 2.83 2.70 2.20 3.31 2.71
Poor infrastructure 2.63 2.61 2.70 2.40 2.31 2.75
Lack of suitable advisory 
services

2.43 2.36 2.58 2.20 3.00 2.17

Management/environmental 
shortcomings

2.71 2.68 2.81 2.45 2.88 2.74

Difficulties in accessing 
borrowed capital

2.83 2.65 3.35 1.60 2.31 3.00

Difficulties in acquiring equity 
investments

2.60 3.32 2.11 1.00 3.54 2.04

Lack of financial resources 2.67 2.96 2.66 1.13 2.92 2.43
Lack of technical expertise 2.15 2.59 1.79 1.60 2.15 2.13

F1, Seed/start- up; F2, Early/sustained growth; F3, Consolidation; HHT, highly innovative; 
MHT, fairly innovative.

Source: Our data processing.
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that investors need to combine their provision of capital with the sup-
ply of managerial inputs. In other words, those contributing capital 
should become actively involved in the company in a way which helps 
it to overcome the problems arising both from the surrounding context 
(too much bureaucracy, poor infrastructure and lack of advisory serv-
ices) and from the company’s own shortcomings.

9.4.2 The importance of equity investment

To obtain a better understanding of the reason for the relative insignifi-
cance of financial constraints at the time of the firm’s foundation, we 
decided to assess the sources of finance used by firms, on incorporation 
and subsequently.

The main source of financing when the business was started up con-
sisted of the founding partners’ own resources (Table 9.6). Of the 59 
firms which answered the question, 57 used this source of financing, 
and for 39 of them it was the only source.

The second largest source of funds, although a considerable distance 
behind, was bank debt, with short- term debt slightly ahead (six replies) 
of medium–long- term borrowing at ordinary or low interest rates (five 
replies). Therefore the banking system plays an absolutely marginal role 
during the start- up of firms in innovative sectors.

Table 9.6 Sources of finance used at the time of incorporation (number of 
replies)

Total number of sources of finance 1 2 3 Total

Founding partners’ own funds 39 17 1 57
Ordinary short- term bank debt 5 1 6
Ordinary and low- interest medium- term 
bank debt

5 5

Investment by other firms 1 3 1 5
Venture Capital investment 1 1 2
Business Angel investment 2 2
Equity investment by friends and relatives 1 1
Investment by incubators/universities
Investment by other financial 
intermediaries

Public incentive schemes 1 1
Others 1 1

Total 40 17 2 59

F1, Seed/start- up; F2, Early/sustained growth; F3, Consolidation; HHT, highly innovative; 
MHT, fairly innovative.

Source: Our data processing.
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Moreover, the input of equity by formal and informal investors, both 
at start- up and subsequently, seems to be very low. Overall, the role of 
equity was decidedly minor (10 replies) and most of it was obtained 
through investment by other firms (five replies). Briefly, only four firms 
out of 59 received investment from business angels and venture capital-
ists at the time of incorporation, and only one firm was the target of 
investment by a venture capitalist at a later date. The relative insignifi-
cance of equity is noted in spite of the fact that, in terms of their sector 
of business and growth- cycle stage, most of the firms interviewed were 
ideal candidates for a partnership with informal and formal equity inves-
tors. Here, again, it would be important to establish whether their mar-
ginal role is due more to investors’ unwillingness to become involved or 
to entrepreneurs’ preference for other forms of finance: in other words, 
whether the failure of supply and demand to come together is due to a 
lack of knowledge of these opportunities on the part of the enterprise 
or the investor.

An examination of the causes that explain the lack of involvement 
of equity investors strongly indicates (Table 9.7) firms’ low level of 
interest in this form of finance. Of the 56 replies obtained to the ques-
tion intended to assess the reasons for the failure of these investors to 
become involved, no less than 36 indicate that firms considered them 
of little importance. The same conclusion is reached when the data are 
broken down by life- cycle stage and level of innovation.

Table 9.7 Reasons for lack of involvement of equity investors (number of 
replies)

Sample F1 F2 F3 HHT MHT

The firm does not know about 
them

7 5 2 0 2 4

The firm does not consider them 
of interest

36 12 18 6 6 18

It is difficult to establish contact 
with them

3 3 0 0 2 1

Investors do not consider the 
firm of interest

10 2 6 2 1 6

Total replies 56 22 26 8 11 29
Respondents (no). 51 19 24 8 13 31
Missing values (n.) 11 6 4 1 3 4

F1, start- up; F2, Early/sustained growth; F3, Consolidation; HHT, highly innovative; MHT, 
fairly innovative.

Source: Our data processing.
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It appears probable that this result arises from a basic lack of in- depth 
knowledge about the role of equity investors on the part of firms. In 
other words, it is likely that, apart from the seven firms that stated that 
they did not know about this type of investor, many of the 36 replies 
that reveal a lack of interest on the part of the firm may arise from 
a failure to analyse this opportunity in depth rather than a genuine 
conviction that it was of no interest. If this were not the case, we might 
assume that, among the other causes, the individualism of the found-
ing partners and their reluctance to allow outsiders into the manage-
ment of their firm were factors affecting a large number of firms in 
the sample studied. This interpretation is backed up by the fact that, 
although the analysis refers to venture capital only, the fear of investors 
playing an excessively large role in the company’s management was 
reported as the main barrier to the acquisition of venture capital on 
the part of the firms interviewed. This lack of interest on the demand 
side was also confirmed by the replies to the question which set out to 
establish whether or not the company wished to acquire equity invest-
ments at the time of incorporation and/or subsequently. Out of the 54 
firms that replied, no fewer than 43 stated that they had never sought 
equity investment (Table 9.8).

Only 10 companies referred to problems on the supply side by report-
ing a low level of interest in investing in their business on the part of 
investors (Table 9.7). To investigate possible difficulties on the invest-
ment supply side, the questionnaire included a specific question ask-
ing about the possible causes of equity investors’ lack of interest in the 

Table 9.8 Desire to receive equity investment (number of firms)

Sample F1 F2 F3 HHT MHT

Sought and obtained 4 4 3
Sought but obtained 
for a lower amount

1 1 1

Sought but not 
obtained

6 3 3 2 2

Not sought 43 14 20 9 7 25
Respondents (no). 54 22 23 9 13 27
Missing values (n.) 8 3 5 0 0 4

F1, Seed/start- up; F2, Early/sustained growth; F3, Consolidation; HHT, highly innovative; 
MHT, fairly innovative.

Source: Our data processing.
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enterprise. The set of replies shows the clear prevalence of ‘real’ factors 
(Table 9.9).

In 10 out of 25 cases, according to the firms’ opinions, the problems 
lay in difficulties in assessing the business on the part of the inves-
tor, and, in eight cases, in a low level of interest in the firm’s sector of 
operations. Factors of a strictly financial nature (investment too small/
large in four cases), or problems of the investor’s time horizon (too short 
for the company’s needs in three cases) were involved only marginally. 
Although this must be stated with caution, due to the small number of 
comments received, it appears that the firms are fairly critical of equity 
investors, for two main reasons. The first is that investors are accused of 
prejudice against strongly innovative, and thus risky, sectors, and thus 
of failing to fulfil the ‘mission’ assigned to equity investors by financial 
theory. The second factor is that investors appear to have difficulty in 
assessing the firm’s business.

Table 9.9 Reasons for equity investors’ lack of interest: firms’ opinions (number 
of replies)

Sample F1 F2 F3 HHT MHT

Investment too low 3 0 3 0 0 3
Investment too high 1 1 0 0 1 0
Lack of interest in 
enterprise’s sector of 
business

8 4 2 2 4 3

Difficulty in assessing 
the enterprise’s 
business

10 6 2 2 3 3

Investor’s time 
horizon too short 
for the enterprise’s 
requirements

3 2 1 0 2 1

Investor’s time 
horizon too long 
for the enterprise’s 
requirements

0 0 0 0 0 0

Total replies 25 13 8 4 10 10
Respondents (no). 15 7 5 3 5 6
Missing values (n.) 47 18 23 6 8 25

F1, Seed/start- up; F2, Early/sustained growth; F3, Consolidation; HHT, highly innovative; 
MHT, fairly innovative.

Source: Our data processing.
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The data also indicate that firms are not well informed about the 
dimensional aspect of equity investors’ contributions. Most firms in the 
sample were unaware of the differences between the roles of business 
angels and venture capitalists as providers of investments.

However, if we restrict our analysis to venture capitalists alone, the 
small size of the investment was an obstacle to the acquisition of ven-
ture capital in more than 25 per cent of the replies given by the firms 
interviewed. This is in line with the modus operandi of a formal equity 
investor, of the kind normally involved in a venture capital investment, 
who generally makes investments of a considerable size. Confirming 
this, in reply to a question intended to ascertain the existence or oth-
erwise of an investment threshold below which venture capitalists no 
longer become involved, the range identified by the firms interviewed 
was from 300,000 to 1 million Euro. Similarly, the investment thresh-
olds above which business angels are no longer prepared to invest were 
set in the range 100,000 to 1 million Euro.

The difficulties of acquiring equity investment are aggravated by the 
entrepreneurs’ low level of knowledge of this opportunity. If we take a 
more detailed look with regard to venture capital only, the firms inter-
viewed appear incapable of assessing the level of supply available in the 
Italian region (Emilia Romagna) in which the Province of Modena is 
located (Table 9.10).

Of the firms which replied to the question, 48.3 per cent were unable 
to give an opinion. The level of ‘don’t knows’ remained high when the 
sample was broken down by life- cycle stage and degree of innovation, 

Table 9.10 Availability of venture capital for innovative SMEs in Emilia 
Romagna (number of firms)

Sample F1 F2 F3 HHT MHT

Very low 3 3 0 0 2 0
Low 17 6 8 3 4 7
Satisfactory 9 2 5 2 2 6
Good 1 0 1 0 0 1
Very good 0 0 0 0 0 0
Don’t know 28 14 11 3 5 16
Respondents (no). 58 25 25 8 13 30
Missing values (n.) 4 0 3 1 0 1

F1, Seed/start- up; F2, Early/sustained growth; F3, Consolidation; HHT, highly innovative; 
MHT, fairly innovative.

Source: Our data processing.
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varying from 56.0 per cent for seed/start- up firms to 37.5 per cent for 
firms in the consolidation stage. It is worth noting that not one com-
pany assessed the availability of venture capital in the region as very 
good. Entrepreneurs’ low level of knowledge is confirmed by the low 
frequency of contacts and the high level of inability to reply to the 
question about this aspect (Table 9.11).

9.4.3 The sources of finance used by firms

A brief look at Table 9.12 reveals that the sample’s preferences appear 
to provide a good fit with the pecking order theory,11 even though this 
theory refers to companies of a completely different kind.

Self- financing is considered the most important form of cover for 
fixed asset investments, followed by medium–long- term bank loans 
at normal or low interest rates. Fresh equity investment, either by the 
company’s owner or, above all, by third parties, is much less significant. 
This appears to point to a preference for managing investment proc-
esses internally or with bank partners. Firms’ tendency not to involve 
new equity investors in order to avoid jeopardizing the owner’s con-
trol of the company may be the main reason for their marginal role in 
entrepreneurs’ preferences.

However, companies’ ownership structures are not completely closed 
to new investors; the entry of new partners is more likely as a means 
of solving problems relating to a lack of expertise than as a strategy for 
obtaining new financial resources (Table 9.13).

As one would have expected, the role of equity in covering working 
capital requirements is even more limited (Table 9.12). The preference 

Table 9.11 Frequency of contacts with venture capital investors (number of 
firms)

Sample F1 F2 F3 HHT MHT

Never 13 5 5 3 3 9
Rarely 24 10 11 3 7 9
Often 2 0 2 0 0 2
Don’t know 20 10 8 2 3 10
Respondents (no). 59 25 26 8 13 30
Missing values (n.) 3 0 2 1 0 1

F1, Seed/start- up; F2, Early/sustained growth; F3, Consolidation; HHT, highly innovative; 
MHT, fairly innovative.

Source: Our data processing.
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Table 9.12 Sources of finance for fixed asset and working capital investments 
(average values on scale 1–7)

Fixed asset investments
Working capital 

investments

Self- financing 5.02 4.92
Medium–long- term bank loans 3.98 3.21
Low- interest loans 3.96 3.45
Short- term bank loans 3.56 3.98
New equity investments by 
owners

3.43 3.02

Indebtedness to suppliers 2.51 2.79
New equity investments by 
third parties

2.19 1.89

Source: Our data processing.

Table 9.13 Firms’ willingness to accept new partners (average values on scale 
1–7)

Sample F1 F2 F3 HHT MHT

The main reason 
for involving new 
partners is not the 
need to obtain new 
investments

4.96 4.69 5.23 4.86 4.62 5.26

The main reason for 
the entry of new 
partners is the need 
to acquire their 
technical expertise

4.79 4.61 5.12 4.14 5.00 4.93

The disadvantages 
of the entry of new 
partners exceed the 
potential benefits

3.04 3.09 3.12 2.57 2.31 3.07

Bank debt is 
preferable to the 
acquisition of new 
partners

2.44 2.25 2.15 4.14 2.54 2.59

It is better to sell the 
firm than to bring 
in new partners

2.40 2.35 2.27 3.00 1.85 2.50

F1, Seed/start- up; F2, Early/sustained growth; F3, Consolidation; HHT, highly innovative; 
MHT, fairly innovative.

Source: Our data processing.
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is to obtain working capital from internal resources, short- term bank 
debt and low- interest loans. What does seem rather surprising, when 
these findings are compared with firms’ normal business practice, is the 
low level of importance assigned to indebtedness to suppliers, which in 
these companies appears to be accepted as a necessary evil rather than 
adopted as a strategic choice, probably due to the lack of alternatives.

9.4.4 Prospects for and barriers to firms’ growth

When interpreting our data, we must bear in mind that the question-
naires were compiled before the gravity of the current economic crisis 
had clearly emerged. Of the firms that replied to the related question, 
52.8 per cent predicted a growth rate for the following year (2009) of 
more than 10 per cent. Firms’ relative optimism also clearly emerges 
when we examine their assessment of the likelihood of barriers to their 
growth: 17.5 per cent of firms believed there were no constraints on 
their expansion, and 50.9 per cent assessed the level of constraints as 
only limited (Table 9.14).

A survey of the main barriers to growth perceived by the firms inter-
viewed reveals that overall they are of limited significance (Table 9.15).

The factorial analysis allowed the identification of four main fac-
tors which together account for 70.5 per cent of the total variance. 
Specifically, firms do not appear to be afraid of serious obstacles arising 
from a lack of technical expertise (lack of expertise in the development 
and marketing of products), nor do they envisage major managerial/
environmental barriers (difficulty in hiring qualified staff, lack of man-
agerial expertise, organizational problems, poor infrastructure or lack 
of suitable advisory services). Neither do financial barriers to growth 
seem to play a significant role. In spite of this, the most important con-
straint of this kind is a lack of working capital, followed by the possible 

Table 9.14 Barriers to growth in coming years

Number %

None 10 17.5
Some 29 50.9
Quite a lot 14 24.6
Large number 4 7.0
Respondents 57 100.0
Missing values (n.) 5

Source: Our data processing.
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Table 9.15 Barriers to future growth (average values on scale 1–7)

Sample F1 F2 F3 HHT MHT

Weak image due to small size 3.92 4.45 3.83 2.71 3.69 4.15
Low profitability 3.77 3.95 3.38 4.57 3.15 3.93

Image and profitability 3.83 4.18 3.6 3.64 3.42 4.06
Lack of working capital 3.47 3.71 3.35 3.14 2.85 3.70
Difficulties in acquiring 
equity investments for 
amounts of over 100,000 
Euro

3.27 3.74 3.08 2.50 3.92 3.00

Difficulties in accessing bank 
credit

3.18 3.45 3.04 2.86 3.31 3.00

Difficulties in acquiring 
equity investments for 
amounts of less than 
100,000 Euro

2.57 2.74 2.50 2.33 2.54 2.32

Excessive indebtedness 2.36 2.73 1.96 2.57 2.46 2.37

Financial constraints 2.91 3.16 2.77 2.67 3.02 2.87
Difficulty in hiring qualified 
staff

3.78 3.05 4.38 3.86 3.08 4.12

Lack of managerial expertise 2.83 3.10 2.88 1.86 2.15 2.92
Organizational problems 2.76 2.80 2.96 2.00 2.38 2.88
Poor infrastructure 2.53 2.50 2.54 2.57 2.15 2.65
Lack of suitable advisory 
services

2.27 2.25 2.29 2.29 1.92 2.38

Management/
environmental 
shortcomings

2.83 2.73 3.01 2.51 2.34 2.99

Lack of expertise in the 
marketing of products

3.06 3.30 3.17 2.00 2.69 2.38

Lack of expertise in the 
development of products

2.39 2.55 2.33 2.14 1.69 2.77

Lack of technical expertise 2.73 2.93 2.75 2.07 2.19 3.08

F1, Seed/start- up; F2, Early/sustained growth; F3, Consolidation; HHT, highly innovative; 
MHT, fairly innovative.

Source: Our data processing.

lack of equity investments for amounts of over 100,000 Euro. Therefore, 
although they had assigned only marginal importance to this form of 
financing in their classification of the types sought, firms still envis-
aged a risk (even if not a serious one) that they might not be able to 
acquire equity investments. The fact that the amount was above and 
not below 100,000 Euro may indicate that firms associated an increase 
in equity with the involvement of new partners, assuming that capital 
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increases of lower amounts could more easily be covered from within 
the existing ownership.

The constraints arising from the weak image that a small enterprise 
presents to the market, and to a lesser extent from the firm’s low level of 
profitability, were considered to be more important. In any case, firms 
saw few obstacles in their path to future growth.

9.5 Conclusions

The main aim of this study has been to use a qualitative method to 
analyse the means of financing innovative new firms in the Province 
of Modena, attempting on the one hand to identify any financial con-
straints which may affect their birth and/or growth, and on the other 
hand to analyse the current and possible future role of various financial 
players in equity investment to finance operations.

To analyse the problems in accessing finance, we first assessed the 
difficulties encountered by our sample of 62 innovative SMEs in the 
Province of Modena as they set up their businesses. In general, the level 
of difficulty firms encountered in their start- up phases was fairly low, 
and, among the problems encountered, those relating to management 
factors in the broad sense prevailed over financial constraints. The 
breakdown of the replies by life- cycle stage and degree of innovation 
reveals that obstacles were higher for highly innovative firms and those 
in the initial phases of the life cycle. This suggests that investors need 
to combine their provision of capital with the supply of managerial 
inputs. In other words, those contributing capital, and equity in partic-
ular, should become actively involved in the company in a way which 
helps it to overcome the problems arising both from the surrounding 
context and from the firm’s own shortcomings.

An assessment of the sources of finance used by firms, both on incor-
poration and in the subsequent periods, provides a better understand-
ing of the reasons for the relative insignificance of financial constraints 
at the time of a firm’s foundation.

The main source of financing at business start- ups was the found-
ing partners’ own resources; the banking system was found to play a 
marginal role in the birth of firms in innovative sectors. Overall, the 
involvement of equity investors was very low. A survey of the modes 
of finance used by firms in the post- start- up phases reveals a picture 
which is little changed from the above. The data show that the sam-
ple’s preferences tended to fit the pecking order theory: self- financing 
was the form of cover for fixed asset and working capital investments 
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assigned the greatest importance, followed by bank loans. Fresh equity 
investment, either by the company’s owner or, above all, by third par-
ties, was much less significant.

The analysis of the sources of finance used by firms appears to point 
to a preference for managing investment processes internally or with 
bank partners. The entry of new partners into the company’s owner-
ship structure is more likely as a means of solving problems relating 
to a lack of expertise than as a strategy for obtaining new financial 
resources.

An examination of the causes that explain the lack of involvement 
of equity investors allows the clear identification of factors linked to 
the demand side (which predominate) and others on the supply side. 
Of the factors affecting the demand side, it strongly emerges that firms 
have little interest in equity financing: no fewer than 60 per cent of 
the replies given indicate that firms consider it unimportant. It appears 
probable that this result arises from a basic lack of in- depth knowl-
edge about the role of equity investors on the part of firms, and/or 
other causes, such as the founding partners’ individualism and their 
reluctance to allow outsiders into the management of their firm. This 
interpretation is backed up by the fact that the fear of investors playing 
an excessively large role in the company’s management was reported 
as the main barrier to the acquisition of venture capital on the part of 
the firms interviewed.

On the supply side, only 18 per cent of firms referred to problems, 
claiming that equity investors had shown little interest in investing in 
their businesses; this is linked to the investor’s difficulty in assessing 
the business, and an unwillingness to invest in the firm’s sector of busi-
ness. Factors of a strictly financial nature (investment too small/large), 
or problems of the investor’s time horizon (too short for the company’s 
needs) emerge only to a marginal extent.

The survey also revealed that no firms had a positive opinion with 
regard to the availability of venture capital in the Emilia Romagna 
region. The limited availability of venture capital is also confirmed by 
the low frequency of contacts.

Turning to future prospects, and in the awareness that the replies 
refer to a situation in which the crisis had not revealed its scale or the 
extent of its effects, firms saw the obstacles to their growth as limited. 
Of the various barriers, the most significant appear to be those arising 
from the weak image a small enterprise presents to the market, and to a 
lesser degree from the firm’s low level of profitability. In any case, obsta-
cles of a financial nature do not seem to play a significant role.
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In conclusion, two main findings have emerged from this study. The 
first is the fact that investors need to combine their financial contribu-
tion with the supply of managerial inputs. In other words, it would be 
advisable for those who provide firms with capital, especially in the form 
of equity, to become actively involved in their operations. The second 
finding is that the survey described is unable to solve the long- standing 
question as to why new equity investors are rarely drawn into the own-
ership structures of Italian enterprises. From the demand side, this low 
degree of involvement may be due to the chronic fear on the part of 
firms’ owners of losing control of their business, while on the supply 
side there may be a problem with equity investors’ attitude, since they 
systematically complain of the low quality of the demand. Evidence in 
the former direction can be traced in the replies to the questionnaire, 
but it is not possible to obtain any indication of equity investors’ per-
ception of the quality of demand, since our survey method was specifi-
cally designed to assess the perceptions of enterprises and not those of 
potential financiers.

Notes

 1. For a survey of the main studies, see Gualandri and Venturelli (2008) and 
Landi and Rigon (2006).

 2. For further details, see Gualandri and Schwizer (2008) and Gualandri and 
Venturelli (2008).

 3. See, in particular, Bank of England (2001), European Commission (2005) 
and OECD (2004, 2006).

 4. See Berger and Udell (1995, 1998). For a survey, see Hall (2002).
 5. Report of the Committee on Finance and Industry (1931), also known as the 

‘Macmillan Report’.
 6. For a detailed analysis see Gualandri and Schwizer (2008).
 7. See Harding (2002).
 8. The questionnaire was drafted and administered with the assistance of the 

research centre of the Modena Chamber of Commerce. The complete ques-
tionnaire is available from the authors upon request.

 9. For further details see Cavallo et al. (2002).
10. For a recent survey see Cenni and Ferretti (2010).
11. Originally proposed by Myers (1984) and Myers and Majluf (1984).
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10.1 Introduction

The market valuation of R&D expenditures or, in a more general con-
text, the valuation of intangibles is a particularly interesting issue for 
researchers. Unfortunately, the evaluation of this type of investment is 
also difficult, and studies are divided on the methods of this process 
and its incorporation into stock prices.

This research began to take shape in the 1980s with contributions by 
different scholars. These authors found a relation between the intensity 
of R&D expenditure and the book- to- market- value variations. Following 
this strand of research, Green et al. (1996) showed that investors evalu-
ated R&D expenditure in the UK stock market as a short- term tangible 
asset, but in the long- term profits deriving from this kind of investment 
are higher since the risk for investors is greater. Hall (1999) found a sig-
nificant link between R&D outlays, patent citation and corporate value. 
Similar results derived from the contributions of Chambers et al. (2002) 
and Eberhart et al. (2004), who generally found a significant positive 
correlation between stock price abnormal returns and variations in 
R&D investment plans.

In this chapter we concentrate on a sample of European listed firms 
(UK and Continental Europe) since only a small number of contribu-
tions focus on these, namely Hall and Oriani (2006). Our aim is to 
test the relationship between the R&D expenditure of these firms and 
their market value over a five- year period. Although other studies have 

10
Can R&D Expenditures Affect 
Firm Market Value? An Empirical 
Analysis of a Panel of European 
Listed Firms
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attempted to capture this relationship using data spanning from 10 to 
50 years, we assume that focusing our attention on a shorter period will 
permit us to use both a larger number of variables (reducing the number 
of potential missing values) and companies (restraining the survival 
bias effect) in order to shed light on the impact of each on firm market 
value over a more homogeneous time horizon. In order to study the 
relation between market value and R&D expenditure, we control several 
aspects, such as firm size, R&D industry intensity, financial leverage, 
accounting standards adopted and firm market power.

Comparing results from different countries has several drawbacks: 
countries differ by stock market microstructure, investors, corporate 
governance mechanisms and firm typologies in terms of size, industry 
and internationalization intensity.

In addition, intangible investments have further specific and intrin-
sic characteristics. These assets are crucial for the purpose of creating 
new products or services in the mid- term, with high uncertainty of the 
final result. Furthermore, it is interesting to see whether these expendi-
tures differ when comparing more stock- market- oriented (i.e. the UK) 
with other, bank- oriented financial systems (i.e. France or Germany).

To test the abovementioned relationship, this study uses two differ-
ent econometric models: a pooled cross- section and a fixed- effect panel 
model. The hypothesis of a positive impact of greater R&D investments 
on firm market value is not ascertained for every country: some vari-
ables such as firm size or industry are decisive in positively valuating 
firm R&D investments.

The accounting standards used by firms of different countries deserve 
specific consideration. In fact, in recent years, listed companies have 
adopted International Accounting Standards (IAS) / International Financial 
Reporting Standards (IFRS) in accounting total R&D expenditure in the 
year it is incurred. This was not always the case. Prior to 2004/5, firms had 
the opportunity to capitalize some of these costs and to depreciate them 
over five years. We test whether firms that did not adopt these standards 
in 2004, but continued capitalizing a part of their R&D expenditure for a 
further two years, had a different market valuation compared with firms 
that immediately adopted the new IAS standard in 2004.

The study is structured as follows. In the next section, different the-
oretical and empirical contributions to the market valuation of R&D 
costs are examined. In the third section, we explain how the sample 
is constructed and the variables we used to study the phenomenon. 
The last section explains the econometric models and the main results 
attained. A brief conclusion and final remarks follow.
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10.2 Literature review

Contributions to the relationship between firm market value and inno-
vation require some hypotheses on the behaviour of financial markets, 
and particularly the issue of their efficiency (Fama, 1970). The theory 
of financial markets postulates that prices reflect all the information 
on a certain stock, and the price valuation may only change if inves-
tors receive new information that changes their expectations about the 
firm’s future free cash flow (Pakes, 1985).

This branch of research was first developed by the pioneer contribu-
tions of Schumpeter (1942) and Solow (1956) and consolidated over the 
last 20 years of the previous century. A key issue researchers tried to 
resolve is whether investments in intangibles are relevant to the value 
of the firm and their degree of intensity. Value creation can be reflected 
by increased productivity (Griliches, 1995; Mairesse and Hall, 1995) 
and/or by improved market valuation of the firm stock price or market 
value (Hall, 2000). The present paper focuses on the market valuation 
approach, which postulates that in efficient financial markets market 
value should correctly reflect the future expected returns from R&D 
investments (and other intangibles such as goodwill, advertising, and 
so on). In this way, by correlating firm performance with R&D invest-
ment, we will indicate the impact of the former on the latter.

Other studies report a positive association between measures of cur-
rent and recent changes in the level of R&D investment and future 
abnormal returns (Lev, 2001; Chambers et al., 2002; Penman and 
Zhang, 2002; Tovainen et al., 2002; Eberhart et al., 2004; Oswald and 
Zarowin, 2007).

Another strand of research finds a significant positive relationship 
between R&D expenditure and investors’ firm valuation as reflected in 
stock prices: it is assumed that the firm is evaluated by the market as a 
bundle of tangible and intangible assets (Griliches, 1981). From this per-
spective, firm innovation activities create a stock of technological assets 
that should be consistently evaluated by the stock market. In equilib-
rium, the market valuation of any asset results from the interaction 
between firm investment demands and market supply of capital for that 
specific asset. Following the pioneer contribution of Griliches (1981), 
other authors have applied this ‘hedonic model’ based on proxies of 
Tobin’s Q (among others, Hirschey, 1982; Jaffe, 1986; Cockburn and 
Griliches, 1988; Blundell et al., 1999; Hall and Oriani, 2006). These stud-
ies share with previous research the need to use a stock measure of firm 
R&D technological assets created from year to year by R&D expenditure 
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(Griliches and Mairesse, 1984). Financial markets positively value this 
stock of R&D capital, although the valuation changes over both time 
and industrial cycles, as underlined by Hall (1993).

Another research stream, based mainly on UK accounting data, 
deals with firm accounting R&D expenditure and market value. These 
accounting- based studies derive from Ohlson’s (1989) and Sougiannis’s 
(1994) residual income model. Among others, Green et al. (1996) suggest 
that the excess of market over book value can be expressed as the sum of 
a multiple of the book value, capitalized residual income, R&D capital 
(expressed as a multiple of current R&D expenditure, due to persistence 
in R&D expenditure, as, for example, in Hirschey and Weygandt, 1985), 
and the effects of other control variables. The results of this study cast 
some doubt on the value relevance of R&D expenditure in the UK in 
the years 1990–2.

It would seem that investors do not find it easy to evaluate the future 
earnings implications of past and present R&D investments (Wyatt, 
2008). However, more recent UK evidence for the 1990–4 (Stark and 
Thomas, 1998) and 1990–2001 periods (Akbar and Stark, 2003; Shah 
et al., 2008), found that R&D is value- relevant in the UK setting. Hughes 
(2008) followed this approach. She found that the value of R&D activi-
ties is recognized by the market not only contemporaneously but also 
in relation to previous R&D expenditure.

Anagnostopoulou and Levis (2008) expanded prior US and UK evi-
dence and found that R&D intensity appears to be associated with an 
improvement in the persistence of operating growth, but only among 
firms that engage in R&D as a result of the industry to which they belong. 
Franzen and Radhakrishnan (2009) extended the residual income 
model to both profit and loss firms. They found that R&D expendi-
ture is positively (negatively) associated with stock prices for loss (profit) 
firms. On the other hand, Callen and Morel’s (2005) research, in a time 
series framework, found weak evidence of the value relevance of R&D 
expenditure on stock prices.

Few scholars have studied this relationship considering Continental 
European data. Hall and Oriani (2006) found the relative shadow value 
of R&D to be remarkably similar for France and Germany as well as for 
the UK and US during the same period. In contrast, R&D in quoted 
Italian firms is not generally valued by financial markets. Cincera et al. 
(2009) found robust evidence of a positive relationship of a sample of 
European top R&D investment companies and their stock price per-
formance. Finally, Karjalainen (2007) pointed out that this relationship 
is stronger in bank- based rather than market- based countries.
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As highlighted by previous research, there is an ongoing debate on 
expensing or capitalizing R&D expenditure. Most researchers agree that 
capitalizing development expenditure grants a better view of firm assets. 
The IAS accounting standards, introduced in 2004, imply that firms 
entirely expense their R&D investments as incurred. Evidence shows 
that these standards should allow some discretion on whether to capi-
talize qualifying development expenditure or expense them in the year 
incurred.1 Some authors, such as Skinner (2008) and Penman (2006), 
asserted that this would not impact on UK financial market prices. Oswald 
(2008) found that the IAS standard, in removing the discretion over the 
treatment of development expenditure, eliminates a useful way for firms 
to communicate information to stock markets. Chan et al. (2007) found 
the same results for Australia. As Stark (2008) pointed out, although the 
IAS approach might be standardized in accounting terms, transparency 
of accounting may not be an absolute informational value.

10.2.1 Hypothesis development

In literature different models are used that attempt to link R&D costs and, 
more generally, the firm’s efforts to produce innovation to its perform-
ance in terms of both market value and return on equity or surplus profit 
(for a review on this topic see Wyatt, 2008). In particular, the model used 
in the present study follows the contributions of Ohlson (1989), Green 
et al. (1996) and Stark and Thomas (1998). In these studies, firm mar-
ket value is depicted as a linear function of its book value (BV), residual 
income (RI) and research and development expenditure (RD). Generally, 
the book value of the year in progress (BV)2 is used as a deflator to try to 
reduce the scale effect. The main model specification used here is thus:

( ) ( ), , , , , , , ,( ) /i t i t i t i i t i t i t i t i tMV BV BV RI BV RD BVa b g e− = + + +  (1)

where MVi,t is the market value of firm i at time t, BVi,t is the book value 
of firm i at time t, RIi,t is the residual income expected by firm i at time t, 
and finally RDi,t denotes the firm’s research and development expendi-
ture in the year in progress. Residual income is expressed as: RIi,t = (Ebiti,t – 
ki,tBVi,t–1) where Ebiti,t is the operating profit of firm i at time t, kit is the 
weighted average cost of capital determined with the CAPM (Capital 
Asset Pricing Model) method at time t and BVi,t−1 is the book value of 
firm i at time t−1.

Similarly to Sougiannis (1994), Green et al. (1996), Tovainen et al. 
(2002) and Akbar and Stark (2003), only research and development 
costs that appear in the current year are considered: in contributions 
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cited above, it is assessed that past expenditure has already produced 
tangible assets and is therefore reflected in the remuneration of these 
assets by the residual income.

The first two hypotheses that we test concern residual income capaci-
ties, research and development expenditures and firm market value; 
they aim to partition out the effects produced by these two variables 
over the corporate value.

Hp1: Residual income has a positive effect on firm market value
Hp2: Research and development expenditure has a positive effect on 

firm market value

While the first hypothesis is in line with the main firm valuation 
theories, the second attempts instead to verify whether research and 
development expenditure is also value- relevant if incurred in the year 
in progress. This issue is critical for research: R&D investment could 
prove positive for the firm, but only after a period of time, and not 
immediately reflected in market value.

It would also be interesting to capture the impact of R&D expenses 
on firms in different countries. Green et al. (1996), Stark and Thomas 
(1998) and Hughes (2008) found a positive effect of R&D expenditure 
in a sample of British companies, even if in the case of Green et al. 
(1996) the impact was not significant for all the years observed. The 
same effect was confirmed in Cincera et al. (2009) for a sample of large 
European listed firms. Hall and Oriani (2006) instead found that the 
R&D stock has a positive effect on firm value in countries such as 
France, Germany, the UK and the US, while not finding evidence of 
this influence in Italian firms.

Previous studies have highlighted how firm size plays a significant 
role in terms of both the extent of investment in research and devel-
opment and its positive valuation by the markets. This coincides with 
the Schumpeterian view of the predisposition of larger firms to make 
greater investments and to signal this to the market. On the other 
hand, many firms that operate in industries with highly intensive R&D 
investments, even though smaller, invest a significant proportion of 
their turnover in R&D. This means that the market should not neces-
sarily favour larger firms among those that invest in innovation. The 
following two hypotheses derive from this reasoning:

Hp 3: Among those firms that invest in research and development, 
larger firms have greater market value
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Hp 4: Firms operating in industries with highly intensive R&D 
investments should have greater market value

The other variables used help to improve the inference on the main 
explanatory variables and allow other components to be controlled. 
The first additional variable is a measure representing the firm’s market 
power, composed of relations that identify the proxies of market power 
in the industry to which it belongs.

The second variable concerns the firm’s financial structure. The level 
of debt weighs heavily upon the decisions to finance innovative projects, 
especially for younger or smaller enterprises. This implies verifying the 
impact that leverage has on the market value of an innovative firm, 
but clearly in relation to the industry average, that is taken as reference 
of the optimal capital structure.3 The theories on financial structure, 
in the same way as the numerous associated empirical verifications, 
underline the importance of the debt ratio in explaining different mar-
ket values. Research does not currently present a univocal hypothesis 
of the impact of the financial structure on firm market value, given the 
differences between trade- off theory, pecking order theory and finan-
cial flexibility theories.

In general, more innovative firms have more recourse to risk capi-
tal, in as much as the greater weight of intangibles entails more risks 
for external borrowers in terms of information asymmetries and moral 
hazard (Myers and Majluf, 1984; Himmelberg and Petersen, 1994). It fol-
lows that there is a need also to consider debt ratio among the possible 
explanatory elements of market value. In view of the accounting nature 
of the data used, the effects that IAS standards have on the balance 
sheet representation of research and development expenditure must 
also be considered.4 This effect is modelled with a dichotomous varia-
ble, which takes value 1 if the firm adopted the IAS standards before the 
compulsory year 2006 or 0 otherwise. The effect of this dummy allows 
us to understand whether the market appreciates the greater transpar-
ency entailed by this regulation.5

With the use of dichotomous variables, the model explicitly con-
sidered belonging to industries with different levels of technological 
intensity.6 The final model thus attained is the following:

( ) ( )
6

, , , 0 , , , , , , ,
1

( )/i t i t i t i t i t i t i t j i j t i t
j

MV BV BV RI BV RD BV Za b g l e
=

− = + + + +∑ 
(2)
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where:

ai represents the individual effects of each firm in the sample
The Zi,j,t variables including the following six variables: 

MKTSHARE= market share of firm i at time t;
LEVERAGE = debt on equity ratio of firm i at time t;
Ln_Sales = natural logarithm of annual firm sales;
IAS- IFSR Dummy;
Dummy hi_tech, medium_tech, low_tech;
Country Dummies;
ei,t = error term.

10.3 Sample and methodology

The data set used includes a fixed sample of 416 non- financial listed 
firms that operated continuously from 2001 to 2007. The firms con-
sidered, given the survey objective, have the characteristic of having 
recorded research and development expenditure in each year. The 
initial reference allowing the selection was provided by EUROSTAT7 
statistics on the expenditure of the Top 1000 firms that consistently 
implemented research and development expenditure.8

The European countries considered in this work are the United 
Kingdom, Germany, France, Sweden and Italy, given that the remain-
ing countries did not have the required sample size to be eligible for 
consideration.9 As previously indicated, it is unclear from the studies 
conducted to date how the financial markets of Continental Europe per-
ceive investments in intangibles, particularly in research and develop-
ment, while there is ample evidence of such a valuation for firms listed 
on the financial markets of the United Kingdom and the United States.

This study is focused only on listed companies having a market value 
for at least seven consecutive years (2001–7).10 Therefore, the analysis 
does not concern those firms that were listed after 2001 and those that 
ceased their activities on equity markets before 2007.

The data found on the EU Industrial Scoreboard was supplemented 
with market value data derived from DataStream and accounting data 
from Bureau van Dijk (OSIRIS, AMADEUS).11 The final fixed sample 
is made up of 416 companies, of which 136 are British, 122 German, 
75 French, 53 Swedish and 30 Italian. The sample contains only those 
companies that persistently recorded research and development activi-
ties in the 2001–7 period for a total of 2,884 observations distributed 
over five countries.
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The sample was entirely composed of listed firms, which could entail 
a problem of selection bias, given that in some countries, such as Italy 
for example, listed companies form a very small proportion of national 
companies, which are generally larger than those that are not quoted. 
The analysis intends to monitor how the financial markets assess 
investments in research and development, and therefore the problem is 
intrinsic to the markets themselves and cannot be eliminated.

In accordance with the methodology used by Green et al. (1996), 
Stark and Thomas (1998) and Hughes (2008), the stock price measured 
six months after the closing of the financial (calendar) year was con-
sidered as the firm market value at time t (MVi,t).12 The market value 
calculation includes the firm’s debt value, while the book value (BVi,t) 
was determined as the sum of the book value of equity plus reserves 
plus the firm’s debt value.13

The extra operating profits or residual income was computed as the 
difference between the firm’s operating results and the book value of its 
assets times the cost of capital.14 The firm’s operating results were cal-
culated by subtracting the costs of production, inclusive of depreciation 
and provisions for liabilities, from the value of production. To these 
entries, the research and development costs were then added.

The research and development costs (RDi,t) were identified by the 
particular cost item resulting from the annual expenditure declared in 
each firm’s financial statement.

Ln_sales represents the size impact, which could manifest a different 
reaction of market value to R&D investments.

Furthermore, a representative variable MRKSHARE was used to indi-
cate the market share of each company within its industry15 as the ratio 
between the sales of the company in year t (net sales) and the total sales 
of the industry to which it belonged.

The indicator of the financial structure of the company, LEVERAGE, 
was built by means of the relationship between the sum of the long and 
short- term debt and the book value of the equity.

By means of the variables Dummy_hitech, Dummy_mediumtech and 
Dummy_lowtech, the study considered the degree of innovation of the 
industry to check the natural level of innovation expected from each 
company.16

Table 10.1 shows the average and median main variables for the full 
sample, while Table 10.2 shows the same deflated variables for each 
country, indicating very little homogeneity among the data of the vari-
ous countries.17 The median of the deflated dependent variable does 
not substantially differ among the different countries.18 The main 
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Can R&D Expenditures Affect Firm Market Value? 227

explanatory variables are almost similar in terms of median values 
among the countries.19

The residual income and research and development outlays, on the 
other hand, are similar.20 The sample used here thus requires, in addi-
tion to an overall analysis, a deeper investigation of individual coun-
tries, as developed below.

10.4 Results

This section examines the relationship between research and devel-
opment expenditures, firm operating profits, size and participation 
in industries with a higher or lower propensity to innovation and the 
firm market value. Table 10.3 shows the correlation matrix between the 
main variables.

There is a significant correlation between (MV−BV)/BV and the prin-
cipal independent variables RD/BV and RI/BV (68.7 per cent and 65.8 
per cent respectively). Even RD/BV and RI/BV are well correlated with 
each other (46.9 per cent). The other variables show a weak correlation 
with each other and with (MV−BV)/BV.

a. Firms of the entire sample; size effect

As described previously, the literature generally found a positive rela-
tionship between the first two variables and the market value. We thus 
initially proceeded with a pooled cross- section analysis of the entire 
sample using country and industry dummies (Table 10.4) .21

The results of this initial analysis appear in line with our first two 
hypotheses and with the previous literature on the topic. Extending 

Table 10.3 Correlation matrix, years 2001–7

  1 2 3 4 5 6 7 8 9 10

1 (MV−BV)/BV 1
2 RD/BV 0.687* 1
3 RI/BV 0.658* 0.469* 1
4 Ln_Sales −0.151* −0.158* −0.075* 1
5 Mktshare −0.011 −0.011 −0.012 0.055* 1
6 Leverage −0.015 −0.012 −0.015 0.031 −0.002 1
7 Dummy_IAS 0.059* 0.005 0.036* 0.035 −0.004 −0.029 1
8 Dummy hi_tech 0.156* 0.168* 0.123* −0.304* −0.037* −0.029 0.005 1
9 Dummy 

medium_tech
−0.082* −0.103* −0.066* 0.119* −0.027 0.040* 0.016 −0.614* 1

10 Dummy low_
tech

−0.088* −0.079* −0.068* 0.216* 0.074* −0.011 −0.024 −0.464* −0.414* 1

Notes: Stars show 5% level of significance.
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228 Andi Duqi and Giuseppe Torluccio

Table 10.4 Analysis in pooled cross- section. Dependent variable: (Mv−Bv)/Bv

Independent variables

(Mv-Bv)/Bv

Full sample Low sales High sales

A B C

RI/BV 3.464*** 2.744*** 8.332***
(4.35) (2.95) (6.39)

RD/BV 5.098*** 6.637*** −3.465**
(5.32) (6.74) (−2.47)

Mktshare 0.015** 31.57 0.001
(2.12) (0.40) (0.35)

Leverage 0.001 −0.004* 0.001*
(0.06) (−1.95) (1.67)

Dummy_IAS 4.466 3.112 3.852
(1.33) (0.56) (1.63)

Ln_Sales −2.856***
(−5.25)

Dummy hi_tech 4.840** 5.954* 7.292***
(2.12) (1.65) (3.16)

Dummy medium_tech −0.657 2.715 −0.228
(−0.36) (0.71) (−0.24)

Dummy_Fr 4.607** 4.954 −0.335
(2.36) (1.40) (−0.26)

Dummy_Gr 6.066*** 6.244** −0.903
(3.49) (2.34) (−0.60)

Dummy_It 6.151*** 5.686 1.073
(2.84) (1.60) (0.56)

Dummy_Sw 30.46*** 66.76*** 11.96***
(3.99) (2.99) (3.19)

Intercept 34.57*** −4.045 −3.312*
(4.36) (−0.79) (−1.76)

Number of obs. 2884 1443 1441
R2 0.51 0.55 0.50
F-test 17.91*** 11.78*** 10.81***

Notes:
In regressions B and C full sample is divided in two parts by sales median for every 
country.
Year dummies have been included in every regression.
t- tests in brackets. Stars show levels of significance (*** p< 1%, ** p< 5%, * p< 10%).
MVi,t is market value for firm i six months after the end of financial year. BVi,t, is book value 
for firm i at the end of financial year. RDi,t is RD expenditure for firm i in year t.
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Can R&D Expenditures Affect Firm Market Value? 229

the previous literature and empirical analysis, even when considering 
European countries, both RI/BV and RD/BV have a positive and highly 
significant impact on the dependent market value variable.

The market share also has an impact on market value; operating in 
an industry with a high propensity to innovation also contributes posi-
tively to market value.

The geographical specificity, already foreseen in the descriptive anal-
ysis, required an explicit measurement of its effects, also confirmed in 
the model: generally, all the country dummies are positive and signifi-
cant. Given the definition of the dummy variables, we can state that 
firms that belong to countries of the sample other than the UK have 
greater market value, other conditions being equal.22

The size component in many financial studies has considerable impor-
tance, given that the behaviour of larger firms appears to differ from that 
of others. The impact of Ln_Sales, negative and highly significant in the 
regression model proposed in Table 10.4, confirms this behaviour for the 
sample considered here, not following Hypothesis 3. Given the impor-
tance and the significance of firm size in the analysis, here approximated 
by means of the logarithm of sales, we split the sample into two subsam-
ples (Table 10.4 regressions b and c) according to the median23 of each 
country’s sales. We note that the two main variables remain positive and 
significant for firms we could call small–medium enterprises, while for the 
large enterprise sample RD/BV becomes negative and highly significant.

This is further evidence that the market assigns great importance 
to investments in research and development for small–medium enter-
prises, while for large firms variables that tend to catch economic value 
added, such as the RI/BV, may be more significant.

Belonging to an industry with high R&D expenditure contributes to 
further increasing market value: the Dummy hi_tech is positive and 
significant for both large and small enterprises.

b. Country and panel analysis

To further investigate country and size effects, firms were analysed 
according to their country of origin using a longitudinal approach. The 
methodology used is fixed effects panel data regression (fixed effects 
panel estimation Tables 10.5a and 10.5b), which has some advantages 
over the simpler OLS models in Table 10.4.24

As our study focuses on different countries, fixed effect panel models 
seem preferable, given that the non- observable variables are inherent to 
the contexts of the firms in question and it is unlikely that the environ-
mental conditions changed in the period of study.25
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230 Andi Duqi and Giuseppe Torluccio

The results of the panel analysis (Table 10.5a) essentially confirm 
Hypotheses Hp1 and Hp2. In line with expectations, the residual 
income effect is positive and significant for all countries. Residual 
income seems to be a good factor for increasing the market perception 
of firm value, and it is positively evaluated by investors. The estimators 
are all significant at 5 per cent, with higher levels for the Swedish sam-
ple, which confirms the specificity of this country. The main variable 
of our study, RD/BV, presents positive evidence for the UK, Germany, 
France and Sweden, while it is negative for Italy. All the estimators are 
significant at 5 per cent, with greater robustness for the German and 

Table 10.5a Panel fixed effects regression. Dependent variable: (Mv−Bv)/Bv

(Mv-Bv)/Bv

FR GR IT SW UK

RI/BV 3.589*** 3.274*** 4.994*** 9.549** 4.790***

(6.53) (10.56) (5.01) (2.26) (10.27)
RD/BV 2.064*** 7.820*** −6.876** 8.424** 1.992***

(3.73) (9.88) (−2.21) (2.13) (3.72)
Mktshare −14.01* 0.579 27.58 0.711 0.005

(−1.77) (0.11) (0.68) (0.06) (0.14)
Leverage −0.348 0.001 −0.001 −0.054 0.006

(−0.68) (0.24) (−0.09) (−0.13) (0.27)
Dummy_IAS 7.514 0.341 −0.406 −9.147 4.909

(1.45) (0.09) (−0.15) (−0.46) (1.21)
Ln_Sales −3.293*** −0.586 0.507 11.44 −0.989

(−3.16) (−0.27) (0.33) (0.86) (−0.95)
Dummy 
hi_tech

2.735 3.422 9.111** −10.52 −1.48
(0.51) (0.76) (2.55) (−0.44) (−0.34)

Dummy 
medium_
tech

5.608 0.095 13.04*** −3.402 1.406
(1.00) (0.02) (3.65) (−0.15) (0.31)

Intercept 55.89*** 8.058 −4.509 −96.54 17.11
(3.91) (0.28) (−0.22) (−0.50) (1.28)

Number of 
obs.

527 853 210 371 923

R2 – overall 0.46 0.64 0.32 0.49 0.41
R2 – within 0.30 0.45 0.25 0.39 0.34
F – test 13.25*** 41.86*** 33.86*** 11.89** 29.11**

Notes:
Dummy for years has been included.
t- tests in brackets. Stars show levels of significance (*** p<1%, ** p<5%, * p<10%).
MVi,t is market value for firm i six months after the end of financial year. BVi,t, is book value 
for firm i at the end of financial year. RDi,t is RD expenditure for firm i in year t.
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Swedish samples. Results confirm Hp2 regarding a positive effect of 
R&D expenditure on the market value.

For all these countries, investing 1 Euro in research and develop-
ment has a more than proportional impact on firm market value, with 
an even more pronounced effect for Swedish and German firms. The 
results regarding British data are in line with previous studies (Stark, 
2008). Green et al. (1996) found a positive impact of R&D expenditure 
on the market value, but this was not always statistically significant. 
Stark and Thomas (1998) and Akbar and Stark (2003), on the other 
hand, found more than significant evidence of the importance of the 
market’s reaction to R&D expenditure, and especially that it exploits 
long- term effects. Hughes (2008) also found similar results, while, in 
studies of other European markets, Hall and Oriani (2006) found posi-
tive evidence of R&D expenditure on the market value of US, British, 
German and French companies, albeit less significant than in our sam-
ple. Furthermore, they did not find significant evidence for Italian data, 
for which we find a negative correlation.

Considering the entire sample, none of the other variables are signifi-
cant, with the exception of Ln_Sales for France. The industry dummies 
are again positive and significant for Germany.

Similarly to what was proposed in the OLS analysis, in Table 10.5b 
we further split the samples of each country according to the respective 
median of sales. The results offer support to the thesis that financial 
markets associate firm size with stable and positive profits: the impor-
tance of RI/BV is greater in large companies for all countries. Exactly 
the opposite occurs for the second regressor: the market value of smaller 
firms depends largely and significantly on RD/BV, with the exception of 
the Italian data, for which there is no evidence of this impact.

The results of these tests are in line with some research contribu-
tions: Griliches (1990), for example, indicates that on average smaller 
companies are more efficient in terms of R&D expenditure and number 
of patents registered, although this may be explained by the sample 
selection. Chauvin et al. (1993), by contrast, found that the effect of 
the R&D expenditure on market value is much stronger in larger com-
panies than in others. Hall and Oriani (2006) found a positive rela-
tionship between market value and size for a sample of British and US 
companies, while this relation was negative for German, French and 
Italian firms.

The other variables are not significant, with the exception of 
MKTSHARE for France and the industry dummies for the larger firms 
in the Italian sample, in contrast with other countries.
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c. Analysis of the sample by industrial sector

As a further analysis of the effect of R&D expenditure on firm market 
value, we classify the firms by sector. It can be observed that par-
ticipation in industries with high research and innovation propen-
sity entails a positive impact on corporate value, as implied in Hp 4. 
Previous literature in the field supports this thesis. Blundell et al. (1999) 
found a higher positive impact of research and development on equity 
prices of a sample of British firms operating in three top- innovative 
sectors. Chauvin et al. (1993) obtained similar results for firms belong-
ing to the three group sectors that generally have a higher R&D inten-
sity ratio. Our analysis is part of this research strand, considering the 
specificity of different countries and crossing the size effect with the 
research and development costs and belonging to highly innovative 
industries.

The analysis by sector is shown in Table 10.6. In line with Hp 4, com-
panies that are part of industries with high- innovation propensity have 
a positive and significant RD/BV impact on market value. The market 
values of firms of other sectors are not susceptible to R&D investments, 
since other drivers concern them.

Among these is certainly residual income (RI/BV), being positive 
and significant in all industries but with a much greater impact in 
low- innovation industries. A joint interpretation of the coefficients 
therefore allows strengthening the hypothesis that in high- innovation 
industries it is necessary to maintain a significant R&D intensity to 
have an advantage in terms of market value: in other industries, residual 
income components are especially valued. Size estimators highlight the 
fact that dimension penalizes the market value of hi- tech firms more 
than others.

The size effect is greater for more innovative firms. In order to bet-
ter analyse this relation, we inserted into the OLS pooled cross- section 
regression (Table 10.7) the dummies relating to countries, industries and 
size. The models represented in Table 10.7 highlight the interactions 
between some variables. Table 10.7A recalls the model ‘a’ of Table 10.3, 
with the addition of the new variables sales_hitech and sales_medtech 
to consider the statistical interaction of Ln_sales with industry dummy 
variables. The results on market value confirm a strong negative sig-
nificance of the joint effect of large size and hi- tech sector. Therefore 
it seems that large firms in hi- tech industries, ceteris paribus, manifest 
lower market value.

In Table 10.7B we insert two new variables, R&D_Hitech and R&D_
Medtech, as interactions between RD/BV and Dummy hi_tech and 
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234 Andi Duqi and Giuseppe Torluccio

Dummy medium_tech respectively. The first variable is highly sig-
nificant and shows that firm R&D expenditure in highly innovative 
industries is appreciated, given that only R&D, without other speci-
fications, is now not significant. Likewise in Table 10.7C, where we 
inserted the size component, we found confirmation of the previous 
results, namely that the R&D investments of larger firms are less valued 
by the market.

Table 10.6 Analysis in pooled cross- section. Dependent variable: (Mv−Bv)/Bv

 

(Mv-Bv)/Bv

Hi tech Med tech Low tech

RI/BV 1.744* 8.365*** 6.377***

(1.80) (5.48) (3.38)
RD/BV 6.611*** −1.076 −0.951

(6.64) (−0.28) (−0.40)
Mktshare 1.224 −0.0235 0.006*

(0.35) (−1.29) (1.78)
Leverage −0.008 0.001 −0.005

(−1.18) (1.56) (−1.23)
Dummy_IAS 11.06 −0.915 −0.777

(1.55) (−0.30) (−0.36)
Ln_Sales −3.714*** −2.107*** −1.347**

(−4.15) (−3.29) (−1.98)
Dummy_Fr 5.915* 2.721 5.680**

(1.71) (0.98) (2.52)
Dummy_Gr 14.03*** −2.853 4.335**

(4.05) (−1.46) (2.12)
Dummy_It 11.87*** −0.055 6.024***

(2.79) (−0.02) (2.79)
Dummy_Sw 62.05*** 8.533*** 16.18*

(3.54) (3.05) (1.83)
Intercept 38.87*** 36.84*** 22.61**

(3.37) (3.57) (2.28)

Number of obs. 1176 1021 687
R2 0.53 0.53 0.36
F-test 11.48*** 13.64*** 17.69***

Notes:
Full sample has been divided into three groups based on propensity to innovate of firms’ 
industry sectors. Dummy years have been included.
t- tests in brackets. Stars show levels of significance (*** p<1%, ** p<5%, * p<10%).
MVi,t is market value for firm i six months after the end of financial year. BVi,t, is book value 
for firm i at the end of financial year. RDi,t is RD expenditure for firm i in year t.
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Table 10.7 Analysis in pooled cross- section for full sample. Dependent variable: 
(Mv−Bv)/Bv

(Mv-Bv)/Bv

 A B C

RI/BV 3.562*** 3.552*** 3.608***
(4.48) (4.37) (4.47)

RD/BV 5.000*** 1.179 1.343
(5.23) (0.91) (1.04)

Mktshare 0.011 0.012* 0.009
(1.55) (1.78) (1.41)

Leverage 0.001 0.001 0.002
(0.05) (−0.09) (−0.07)

Dummy_IAS 4.945 4.496 4.79
(1.47) (1.38) (1.46)

Ln_Sales −1.216* −3.119*** −2.039***
(−1.77) (−5.91) (−3.97)

Dummy hi_tech 39.00*** 0.544 22.26*
(2.83) (0.23) (1.76)

Dummy medium_tech 24.40* −2.326 15.65
(1.89) (−1.15) (1.36)

sales_hitech −2.486*** −1.560*
(−2.62) (−1.78)

sales_medtech 1.753** −1.248
(−2.03) (−1.64)

RD_hitech 4.140*** 3.913***
(2.92) (2.76)

RD_medtech 1.991 1.756
(0.69) (0.60)

Dummy_Fr 4.878** 5.392*** 5.506***
(2.53) (2.85) (2.95)

Dummy_Gr 6.510*** 6.318*** 6.567***
(3.76) (3.65) (3.82)

Dummy_It 6.514*** 5.884*** 6.085***
(3.03) (2.76) (2.89)

Dummy_Sw 30.90*** 30.88*** 31.20***
(4.01) (4.06) (4.06)

Intercept 11.36 41.69*** 26.23***
(1.08) (5.77) (3.51)

Number of obs. 2884 2884 2884
R2 0.51 0.51 0.52
F-test 17.09*** 17.87*** 16.73***

Notes:
Models with interactive effect between size, industry and R&D expenditures. In regression 
‘A’ interactions between ‘size’ and ‘industry effect’ have been analysed. In ‘B’ there are 
interactions between R&D expenditures and industry effect. In ‘C’ all interactions have 
been included. Dummy years have been included.
t- tests in brackets. Stars show levels of significance (*** p<1%, ** p<5%, * p<10%).
MVi,t is market value for firm i six months after the end of financial year. BVi,t, is book value 
for firm i at the end of financial year. RDi,t is RD expenditure for firm i in year t.
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The RD/BV variable remains significant only if associated with compa-
nies operating in high- innovation- propensity industries. In regressions ‘b’ 
and ‘c’, only rd_hitech remains positive and significant. The Ln_sales vari-
able is always negatively correlated with market value, but this correlation 
is stronger when the company operates in one of the hi- tech industries. 
The sales_hitech dummy is negative and significant in regression ‘a’; the 
same applies to the sales_medtech dummy. It remains confirmed that the 
RI/BV variable residual income, the de facto control variable, remains sub-
stantially stable and significant in all the specifications considered.26

10.5 Conclusions

By means of the construction of a data set of 416 listed firms operat-
ing in 36 different industries, listed in five European countries (France, 
Germany, Italy, Sweden and the United Kingdom), the relationship 
between the market value and investment in research and development 
of these companies was investigated. There were four basic hypotheses 
to verify: implementing R&D is a fundamental activity for an innovative 
firm and is therefore a factor that is positively evaluated by the market, 
together with the profits, that allow remunerating the capital beyond 
expectations; size should have a positive impact on firm research and 
development expenditure, implying that more resources available for 
investments impact positively on corporate value; and, finally, the firm 
industry sector is important for the investors’ valuation. The results of 
the econometric analysis, both of the entire sample and when grouped by 
country, suggest some common conclusions and a few specific caveats.

The results by country are always positive in terms of the impact of 
R&D expenditure on market value, although with different amplitudes, 
with the exception of the Italian data, for which the effects of R&D are 
negatively correlated with corporate value. This result is confirmed by 
former empirical conclusions.

Other variables, such as financial leverage, market share or the adop-
tion of international accounting standards, do not seem to produce a 
significant and persistent effect on market valuations.

Surplus profit, or residual income, always has a positive and signifi-
cant impact on market value, confirming that the revenue indicators, 
although retrospective, are among the key elements for defining market 
value. In this context, residual income is an element to verify the differ-
ent hypotheses in the same way as the statistical interactions between 
size, sector and R&D variables.
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R&D investment has a positive impact on market value, as predicted 
by the relevant literature. Our third hypothesis is not confirmed: firm 
size has a negative effect on market value; the valuation of small and 
medium enterprises positively and significantly depends on their 
investments in innovation and to a lesser extent on size. The opposite 
occurs for larger firms, for which the market valuation is more influ-
enced by cash flows, such as residual income, than by new opportuni-
ties for future growth and research and development.

Operating in sectors with high- innovation intensity positively affects 
market value; models show that firms with greater market value not 
only operate in these sectors, but make higher R&D investments, as 
expected by market investors.

Notes

 1. Lev and Sougiannis (1996); Mohnen et al. (2000); Chan et al. (2001); 
Chambers et al. (2002).

 2. Other authors have used other variables as deflators, such as sales, number 
of shares or year start book value (Hirschey and Weygandt, 1985; Rees, 1997; 
Lo and Lys, 2000).

 3. For a complete contribution to the debate, see Rajan and Zingales (1995).
 4. IAS regulations require firms to consider R&D investments entirely as com-

ponents of expenditure in the year in progress and not to capitalize them to 
then amortize them at a rate of 15 per cent.

 5. In general, in the countries considered, greater discretion was possible in 
the choice between entirely expensing or capitalizing part of product/serv-
ice development investments.

 6. Reference is made to the OCSE (Organization for Security and Co-Operation 
in Europe) (STAN- ANBERD [Structural Analysis Database – Analytical 
Business Enterprise Research and Development Database]) classifications of 
R&D expenditure in respect of the sales of the firm industry sector.

 7. The 2007 EU Industrial R&D Investment Scoreboard.
 8. The published data was derived from the EU Industrial Scoreboard available 

for each year from 2001 to 2007, while all the data on R&D expenditure 
came from the accounting documents of the firms.

 9. In the annual survey carried out by the EU Industrial Scoreboard, the capi-
talization of companies from the five countries we considered constituted 
around 80 per cent of the entire sample.

10. The sample does not, therefore, consider companies that were delisted or 
subject to IPOs in that period. Notwithstanding that the models proposed 
present a limited number of accounting variables, only companies that had 
all the necessary data were considered. The presence of some outliers was 
controlled by winsoring above 1 per cent.

11. Furthermore, a search on the financial statements of firms was carried out 
to find the missing data related to costs or turnover items.
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12. For example, for a company that closes the balance sheet on 31 December 
2001, the market value considered for the year 2001 will be equal to that 
recorded at 1 July 2002 or the trading day closest to this date. This choice 
has the advantage of identifying the level of market value when the finan-
cial statement has for some time been deposited and made available to the 
investors, who have consequently already absorbed the information con-
tained in this document and will therefore have acted on the stock market 
based on the various expectations created. The disadvantage, on the other 
hand, is that the measurement takes place at different times depending on 
the date of closure, and therefore the entries are not all subject to the same 
economic conditions.

13. As usual, it is assumed that the market value of debt coincides with its book 
value.

14. The weighted average cost of capital (WACC) was calculated using as the 
risk- free rate the yield to maturity of Government bonds for each country. 
The return of Government bonds with roughly an expiry date closest to 
10 years was used as the risk- free rate of return. The annual market rate 
of return was calculated as the sum of daily returns of the stock markets 
index. The beta of each firm, when not available, was computed by cor-
recting the DataStream International Industry Beta for the specific firm 
leverage.

15. The industries were defined using the ICB sectors of the Industry 
Classification Benchmark.

16. Industry innovativity was obtained from the classification that the OECD 
draws up each year based on the R&D intensity of firms in each industry 
(ANBERD Database).

17. This feature is common for accounting data and for variables that cannot 
become negative and with a non- defined upper limit. Generally, the median 
is much lower than the average, indicating an asymmetry in the distribu-
tion of the data.

18. The exception is Sweden, probably indicating a greater capitalization of 
firms in the Swedish sample.

19. Also in this case, Swedish firms indicate a substantially higher average than 
those of other countries. As concerns the non- deflated variables, which 
have greater skewness, the average for the Swedish sample is nearly double 
compared with the others, but with a similar order of magnitude as regards 
the median.

20. The larger size of Swedish firms is also confirmed as regards the median and 
average number of sales by country.

21. All models include a correction for the heteroscedasticity of residuals.
22. The strong differentiation traits are confirmed for the selected companies 

belonging to Sweden.
23. We use the median since the samples are highly asymmetric.
24. The panel models allow managing the effect of the non- observable vari-

ables and the dynamic effects, elements that in the OLS models could deter-
mine distorted estimators.

25. In the FE model it is assumed that the non- observable effects do not change 
over time and are correlated with the explanatory variables, while in the RE 
model these effects are part of the regression error and are not correlated 
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with the explanatory variable with a random walk between one year and 
the next. The Hausman test offers robust evidence to support fixed effects 
compared with random effects.

26. Robustness checks were performed on the various relations, going over all 
the models proposed here but using the (MV−BV)/(Sales) variable instead 
of the dependent variable (MV−BV)/(BV). The results confirm the estimates 
here proposed and the main relations described.
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11.1 Introduction

In the last 40 years, the intensity of the internationalization process of 
Italian firms has been growing. Unlike other developed countries, for 
which studies on internationalization are mostly related to large mul-
tinational corporations, the majority of Italian studies rely on Small 
and Medium-sized Enterprises (SMEs) (Depperu, 1997; Zucchella and 
Maccarini, 1999), which are considered to be distinctive of the Italian 
entrepreneurial base. Italian SMEs are used to going abroad through 
either non- equity or low- equity entry modes, such as exporting and 
joint ventures, because of their low confidence in international M&As. 
The propensity of Italian firms to go international through high- equity 
entry modes is more recent, and has grown in the last few years. Between 
2002 and 2007, the Italian outward Foreign Direct Investments (FDIs)  
increased by 3.6 per cent if we look at the average growth rate of foreign 
shareholdings and 5.8 per cent if we look at the number of subsidiaries 
(ICE, 2009, p. 290). It is worth noticing that medium- sized enterprises 
contributed the most to the above growth, despite their relatively low 
incidence on the total FDI stock (Mariotti and Mutinelli, 2009). These 
data lead us to argue that internationalization strategies of SMEs are 
likely to be remarkably different depending on the specific size of con-
stituent firms (e.g. micro, small and medium firms).

In the Italian context, the use of SMEs as an undifferentiated concept 
does not shed any light on the specific behaviour of each dimensional 
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class (Coltorti, 2006; Arrighetti and Ninni, 2008). Medium- sized enter-
prises can be considered as a hybrid model between smaller and larger 
firms. On the one hand, they present the same structure as smaller 
firms; on the other hand, they have already experienced more complex 
market environments, as have larger firms. Medium- sized listed enter-
prises can rely upon a more managerial approach toward internation-
alization, so that they can have easier access than smaller enterprises to 
international markets. For the purposes of this work a dimensional dis-
tinction is needed to highlight what kind of international orientation is 
consistent with the international path of medium- sized enterprises and 
in order to investigate the relation between internationalization and 
performance. From this perspective, medium firms rely on advantages 
and forces stemming from industrial district affiliation and niche prod-
ucts (Becattini et al., 2009) and, at the same time, they are structured as 
international networks and thus can also benefit from the advantages 
of multinationality.

The amount of research focusing on market reaction in response 
to internationalization announcements made by medium- sized enter-
prises has been very limited, with a mix of results. The study aims 
at investigating the market performance of those firms that choose 
to internationalize, and accordingly we expect to find a positive 
and significant market reaction in response to internationalization 
announcements. Internationalization strategies have been observed 
according to the entry mode, the country of destination, the relative 
size of the deal, the firm age, the industry R&D intensity, the country 
risk of the target country, and the changes affecting the information 
disclosure regulation of listed firms over time. We find results that 
support our key idea: the market seems to be confident in the capa-
bilities of medium enterprises to extract value from investments in 
foreign markets. Besides, we find that the country of destination, the 
entry mode, the deal size, the firm age, the country risk, and the evo-
lution of information disclosure regulation matter in explaining the 
outcomes.

The remainder of the chapter is organized as follows. Section 11.2 
provides the conceptual background according to the principal state-
ments set by both theoretical and empirical contributions, in order 
to qualify the relationship between the internationalization process 
of the firm and its performance; Section 11.3 provides the descrip-
tion of the variables that are supposed to affect the value creation of 
internationalization strategies; Section 11.4 illustrates the sample and 
research design; Section 11.5 discusses results and limitations of the 
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study; and Section 11.6 attempts to draw some conclusions and policy 
implications.

11.2 Literature review

In the last decades, the growth of international deals also involving 
small-  and medium- sized firms has led to the expectation that mul-
tinationality can generate advantages (Dunning, 1979; Kogut, 1983; 
Cowling and Sugden, 1987) by reducing the marginal cost of foreign 
investments of firms already involved in internationalization processes 
(Ietto Gillies, 2002, 2005). The belief that multinationality is worth-
while has been applied to transnational corporations. As these last are 
organized as transnational networks, the theory of multinational advan-
tages can be applied to some kind of organizational form structured 
as international networks, such as medium- sized firms and clusters. 
Although some literature suggests that foreign activities and country 
diversification processes do not affect corporate performance (Rugman, 
1981), a number of studies (Stopford and Dunning, 1983; Beamish and 
Newfield, 1984; Rugman, 1986; Lu and Beamish, 2001) found that 
internationalization choices were linked to performance with different 
intensity. Specifically, multinational firms were able to increase their 
competitive advantage by coordinating international activities, achiev-
ing benefits in terms of economies of scale and scope and economies of 
learning (Bartlett and Ghoshal, 1989). Additional value creations came 
from the ability to exploit different market, employment and tax regu-
lations in the host country.

The empirical results on the link between internationalization and 
firm performance are diversified. Hsu and Boggs (2003) present a com-
plete review of literature and empirical studies that discuss and find 
a linear and curvilinear relationship between internationalization 
and firm performance. They argue that firm financial performance is 
affected by the degree of international involvement according to an 
inverted U- shape relationship. Accordingly, the initially increasing 
trend of performance will retreat as a result of an escalation of risks, 
costs and organizational problems. The positive relationship between 
internationalization and performance expected for small- sized firms 
engaged in international expansion is not inconsistent with the Uppsala 
school of thought proposing a step- by- step internationalization process 
with reference to experience, distance and entry mode (Johanson and 
Vahlne, 1977), or with the framework of born global firms (Oviatt and 
McDougall, 1994). For born global firms that are engaged in  fast- growing 
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internationalization processes, often in innovative industries, a posi-
tive link between internationalization and performance was found by 
Bloodgood et al. (1996) and McDougall and Oviatt (1996). The above 
discussion about theoretical and empirical contributions to interna-
tionalization leads us to the following research hypothesis:

Hypothesis 1: Italian medium- sized listed firms are expected to 
show a positive stock market reaction to announcements of interna-
tionalization strategies.

Selected variables on value creation1. 

The internationalization–performance relationship is believed to be 
context- dependent because of the lack of a broad theoretical consensus 
on the matter. The performance impact of internationalization deci-
sions is typically influenced by factors concerning a firm’s external and 
internal environment. In accordance with existing research, this study 
will concentrate on several variables that have an impact on the finan-
cial performance of the acquiring firm: entry mode, country of desti-
nation, deal size, firm age, industry R&D intensity, country risk, and 
changes of information disclosure regulation.

Equity entry modes

Dunning (1988), in the eclectic paradigm, found a relation between entry 
modes and the advantages of internationalization (OLI). Subsequent 
studies found that the ability of firms to enter a market by FDI entry 
modes was seriously limited by their size, their previous international 
experience, and risk, and also concluded that high- equity entry modes 
were not exclusively related to the high potential of markets of destina-
tion (Agarwal and Ramaswami, 1992). The choice of the entry mode for 
a firm is not an economic optimum, but outlines a convenient decision 
to be taken in conditions of uncertainty and contingency (Kumar and 
Subramanian, 1997). In short, the level of control associated with the 
entry mode depends on internal variables, such as resources and size, 
and external variables related to target country, home country and/or 
industry. The correct adoption of the entry mode is likely to result in a 
good economic and financial performance.

Ahern and Weston (2007) point out that value creation through M&A 
activities results from economies of scale and scope; extending techno-
logical capabilities; industry consolidation strategies; industry roll- ups; 
new capabilities and managerial skills; first mover advantages; customer 
relationships; and globalization. Value destruction at the expense of 
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shareholders is largely explained by behavioural theories of M&As (i.e., 
hubris, stock market misvaluations, agency, and integration problems). 
Moreover, Lu and Beamish (2006) argue that SMEs suffer a trade- off 
between growth and profitability that is likely to have an adverse effect 
on shareholders’ gains from M&As.

Italian medium- sized enterprises are likely to create value through 
equity entry modes because they are usually family businesses and their 
managers are not in the hierarchical position of operating in their own 
self- interests. Nevertheless, Italian firms are likely to encounter uncer-
tainty in the international environment. Value creation is likely to be 
dependent on the depth of the international implications according to 
high- equity and low- equity entry modes.

For the purposes of this study, high- equity entry modes encompass 
international mergers and acquisitions, and establishment of subsidiar-
ies abroad; low- equity entry modes consist of international equity joint 
ventures and purchase of minority stakes in foreign companies.

Hypothesis 2 (low- equity entry modes): Formation of international 
equity joint ventures by Italian medium- sized listed firms is posi-
tively related to their stock market performance.

Hypothesis 3 (high- equity entry modes): International mergers and 
acquisitions, and establishment of subsidiaries abroad by Italian 
medium- sized listed firms, generate lower shareholders’ gains than 
those shown in joint ventures, when the deal size is very relevant.

Country of destination

In advanced economies, the risk underlying international operations 
seems to be limited to geographical and cultural problems, and does not 
involve institutional and political concerns, which are distinctive prob-
lems of emerging countries. In advanced economies the infrastructure 
is more developed, the political situation is usually more stable, and the 
standard of living and consumption are higher. This evidence leads us 
to argue that, on the one hand, internationalization in an emerging 
country benefits from the higher growth rate of the host country and 
the lower correlation between emerging and advanced markets (Van 
Agtmael and Errunza, 1982). On the other hand, emerging markets are 
more likely to be exposed to sudden changes in the political and insti-
tutional environment and in the exchange and interest rate policy that 
make market entrance much more exposed to risk.

From the perspective of empirical findings, the picture seems to be 
quite diversified, without a clear and sound path. Grant (1987), by 
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using accounting- based performance measures, found that there is no 
significant difference in firms’ profitability depending on the country 
of destination of FDIs; Janakiramanan et al. (2005a) found that the 
country of destination and its features in terms of risk and institutional 
variables are not relevant factors in explaining the positive wealth gains 
from international joint venture announcements. Conversely, other 
studies show that host country characteristics affect firm performance 
in different ways. Doukas and Travlos (1988) found that international 
expansion via acquisitions results in higher abnormal returns when the 
country of destination is new and less developed than the US market; 
more recently, Pantzalis (2001) examined the determinants of Tobin’s 
Q on a sample of US multinational companies. He showed that firms 
with a presence in developing markets perform significantly better than 
firms that only operate in advanced economies; Janakiramanan et al. 
(2005b) showed that joint venture announcements in high- risk host 
countries are associated with higher shareholders’ gains. Studies that 
find a lower performance for firms that enter developing economies 
are not lacking. Collins (1990), relying on a number of risk- adjusted 
market measures, found that the performance of a sample of US firms 
engaged in FDIs in advanced economies is better than that of firms 
running in developing economies. Demos et al. (2004) found higher 
abnormal returns in a sample of Greek firms that operate in advanced 
economies. Bausch and Van Tri (2007) found a negative relationship 
between shareholders’ gains and internationalization in a sample of 
German firms entering the Chinese market. Larimo and Pynnönen 
(2008) found that shares of Finnish firms have a higher price reaction 
to FDI announcements if the host country is developed and has a low 
risk.

From the aforementioned empirical and theoretical literature it 
seems that the mode of entry and level of development of the coun-
try can influence value creation. As such we posit the following two 
hypotheses:

Hypothesis 4: The value creation is higher when the country of des-
tination of the high- equity entry modes is advanced.

Hypothesis 5: The value creation is higher when the country of des-
tination of the low- equity entry modes is emerging.

The study adopts the classification provided by the International 
Monetary Fund (2009), dividing the countries into two groups: 
Advanced Economies vs. Emerging and Developing Economies.
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Relative size of the target

Several studies examined the impact of the relative size of targets 
to bidders on the acquiring firms’ market performance (Asquith 
et al., 1983; Jensen and Ruback, 1983; Jarrell and Poulsen, 1989; 
Houston and Ryngaert, 1994). They found that the abnormal returns 
of the acquiring firm increase with the relative size of the target. 
Particularly, Fuller et al. (2002) show that for public targets, as the 
relative size of the target increases, returns become more positive 
for cash offers and less positive for stock offers, and change a little 
for combination offers. However, for private targets, there is a posi-
tive relationship between the target’s relative size and the acquir-
ers’ positive abnormal returns. The different market reaction to the 
acquisitions of private targets versus public acquisitions depends 
on a liquidity effect – private firms cannot be bought and sold as 
easily as publicly traded firms. This lack of liquidity makes invest-
ment in private firms less attractive and less valuable than in public 
firms. Kiymaz and Baker (2008) found that large and significantly 
positive returns to announcements of acquisitions are most closely 
related to the target’s relative size and to bidder and target being in 
a related industry. In the same vein as previous studies, we take into 
account the relative size of the deal by dividing the purchase price 
by the market capitalization of the acquiring firm. This variable only 
applies to mergers and acquisitions.

Hypothesis 6: The value creation is higher for larger deals.

Firm age

Several studies have shown that there is a strong correlation 
between firm age and performance. Younger, smaller firms are rela-
tively more effective in identifying opportunities than their larger, 
established counterparts, yet they are less effective in developing 
competitive advantages in order to seize value from those oppor-
tunities (Ireland et al., 2003). Younger and more entrepreneurially 
oriented firms are flexible enough to face the risk and still remain 
proactive and innovative (Lumpkin and Dess, 1996; Sapienza et al., 
2003).

Generally, it is known that entering a foreign market involves high 
risks and uncertainties. The high flexibility of younger firms allows 
them to adapt to the needs set by internationalization. Older firms, 
which have grown in a domestic setting for a longer period, may not be 
able to exploit the opportunities in the new markets, or may not be able 
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to turn these into financial performance (Bausch and Van Tri, 2007), 
whereas younger firms that have not yet developed this rigid mind-
set are better able to learn how to deal with the advantage of newness 
(Autio et al., 2000).

Hypothesis 7: The value creation is higher in foreign operations 
made by younger firms.

The sample is divided into two groups, representing older companies 
(age at the announcement of the event higher than or equal to 12 years) 
and younger companies with stronger entrepreneurial orientation (age 
at the announcement of the event lower than 12 years). The definition 
of young and old firms follows the standards of prior research (Covin 
et al., 1990).

Industry R&D intensity

Numerous empirical studies analysed the relationship between stock 
market reaction to internationalization operations and R&D inten-
sity of the field of industry. According to the internalization theory, 
FDIs can help internalize the market of selected intangible assets such 
as patents, superior production skills, marketing abilities, and so on. 
The internalization allows firms to overcome transaction difficulties 
linked to the nature of these assets being largely based on proprietary 
information. The consequence is that R&D expenditures should be 
an important factor for multinational firms, which should be able 
to increase the value of their intangibles by expanding their multi-
nationality (Morck and Yeung, 1991). Morck and Yeung (1992) and 
Chen et al. (1991) found that market performance is positively influ-
enced by the degree of intangible assets accumulated by the investing 
firm. Although López- Duarte and García- Canal (2007) did not find 
any significant difference depending on the degree of R&D expendi-
tures in foreign acquisitions made by Spanish firms, we believe that 
internationalization holds special benefits for high R&D- intensity 
industries.

Hypothesis 8: The value creation is higher in investments made in 
high R&D- intensity industries.

The sample is divided into two groups, representing low R&D-
 intensity industries and high R&D- intensity industries. The definition 
of low and high R&D- intensity industries follows the standards of prior 
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research. Pavitt (1984) proposed a classification of industrial firms into 
four groups (supplier- dominated, scale- intensive, specialized suppli-
ers and science- based) depending on the sources of technology, the 
requirements of the users and the appropriability regime. We consider 
high R&D- intensity fields to be those included in the science- based cat-
egory (i.e. industrial and agricultural chemicals, pharmaceutical prepa-
rations, electronic computers, aircraft and space vehicle building) and, 
for non- industrial firms (excluded from the Pavitt taxonomy), those 
operating in the software industry.

Country risk

When business transactions occur across international borders, they 
carry additional risks not present in domestic transactions (Brouthers 
et al., 2003). These additional risks typically include risks arising from a 
variety of national differences in economic structures, policies, socio-
 political institutions, geography and currencies. Several studies ana-
lysed the risk of target country in investment activity (La Porta et al., 
1997; McNamara and Vaaler, 2000; Uhlenbruck et al., 2006; López-
 Duarte and García- Canal, 2007; Larimo and Pynnönen, 2008). They 
found that a low country risk means a stable operating environment, 
lower market uncertainty, lower operational and political risks and 
higher value creation than a high country risk. Merchant (2002) and 
Gerpott and Jakopin (2007) did not find empirical support for their 
assumptions of negative relationship between country risk and wealth 
creation.

Hypothesis 9: The value creation is higher in foreign operations 
made in countries with a low country risk.

The country risk is measured by the Standard & Poor’s rating scores. 
We classify the countries into two groups: countries with investment 
grade ratings (i.e., from BBB− to AAA) and countries with speculative 
grade ratings (i.e., from BB+ to D).

Besides, we take into account a relative measurement of the country 
risk, classifying the countries into two groups: countries with country 
risk lower than or equal to Italy’s and countries with country risk higher 
than Italy’s.

Hypothesis 10: The value creation is higher in foreign operations 
made in countries with country risk lower than or equal to Italy’s.
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The evolution of information disclosure 
regulation of listed firms

The Consolidated Italian Law on Financial Intermediation (D.Lgs 
58/1998, hereafter ‘TUF’) has laid the foundations for a model of cor-
porate governance of listed companies in line with the legislation of 
countries with the most highly developed financial systems. The main 
purposes of the TUF are to develop the Italian financial market, making 
it more efficient and accountable and above all ensuring the transpar-
ency, disclosure and circulation of information, while at the same time 
making it easier for Italian firms to gain access to risk capital, thereby 
reducing their dependence on bank financing (Ulissi, 2000). Despite 
the fact that SMEs suffer asymmetric information problems, are usually 
neglected by the investor community, and trade at a discount (Draper 
and Paudyal, 2008), the huge problems of asymmetric information and 
lack of visibility of strategies and operations of Italian medium- sized 
listed firms have been significantly reduced by the TUF.

Hypothesis 11: The value creation is higher in investments made 
after the enactment of the TUF.

11.3 Sample description and research design

Our sample is composed of 140 announcements of internationaliza-
tion decisions released by 67 Italian non- financial listed firms. The 
sample results from a survey on all Italian non- financial listed firms, 
from 1986 to 2006, with annual sales ranging from 13 to 290 million 
Euros (i.e., the so- called medium- sized firms). Turnover thresholds for 
medium- sized firms are in accordance with the definition provided by 
the Mediobanca–Unioncamere (2009) annual survey on Italian manu-
facturing medium- sized firms.

We have split internationalization decisions into subcategories 
according to the degree of international involvement (high- equity 
entry modes vs. low- equity entry modes), the country of destination 
(emerging countries vs. advanced countries), the relative size of the 
deal (small, medium and large deals), the firm age (young firms vs. old 
firms), the R&D intensity (high R&D- intensity industries vs. low R&D-
 intensity industries), the risk of the target country (high country risk vs. 
low country risk) and finally the changes of information disclosure reg-
ulation (before entry into force of TUF vs. after entry into force of TUF). 
High- equity strategies (i.e., mergers, acquisitions, and establishment of 
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subsidiaries abroad) comprise 96 events; low- equity strategies (i.e., pur-
chase of minority stakes in foreign companies and overseas joint ven-
tures) comprise 44 events. With reference to the country of destination, 
111 events are related to internationalization strategies in developed 
countries and 29 events involve internationalization in emerging coun-
tries (Tables 11.1 and 11.2). The relative size of the deal is measured by 
dividing the purchase price by the market capitalization of the acquir-
ing firm.

This variable only applies to mergers and acquisitions according to 
the following breakdown:

Small deals (28 events): the ratio between purchase price and mar- ●

ket capitalization of the acquiring firm is smaller than the lower 
quartile.
Medium deals (54 events): the ratio between purchase price and mar- ●

ket capitalization of the acquiring firm is between the lower and the 
upper quartile.
Large deals (28 events): the ratio between purchase price and mar- ●

ket capitalization of the acquiring firm is bigger than the upper 
quartile.

The number of events for this variable is lower than the size of the 
sample of high- equity entry modes because of missing data on the 
deal price (Table 11.1). Despite the limited number of events involv-
ing internationalization in emerging countries, Table 11.2 shows 
that the degree of development of a country is not necessarily linked 
to the risk of the country itself: about 45 per cent of announcements 
in emerging economies involve countries with a low risk, such as 
China, Poland and Hong Kong. As expected, most announcements 
occurred after 1998 (Table 11.3), the year in which the TUF entered 
into force. The result is mainly explained by three factors: first, the 
confidence of Italian medium- sized firms in internationalization 
strategies has been growing over time; second, during the internet 
bubble, a great number of small, young, innovative, fast- growing, 
entrepreneurially oriented firms carried out waves of acquisitions 
within a few months; third, before 1998 the quality of information 
disclosure on strategic operations, and, more broadly, on operations 
not made in the ordinary course of business, was poorer and the 
press often released incomplete and outdated details concerning the 
deal. Besides, it appears that M&As as strategies to go abroad have 
been largely employed since 1998, while before 1998 Italian medium 
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enterprises seem to have relied upon joint ventures as the favourite 
entry mode. This evidence is consistent with the suspicious behav-
iour of Italian medium- sized firms towards internationalization in 
the past decades. Consistent with their entrepreneurial orientation, 
younger firms seem to have a higher preference than older firms for 
internationalization by means of M&As (Table 11.3). When we move 
to the classification of events by the field of industry (Table 11.4), 
a typical attribute of the Italian economy is to be noted: a small 
number of events is concentrated in high R&D- intensity fields (10 
per cent) and most observations are from fields of the ‘made in Italy’ 
industry.

The analysis of the stock price reaction to the announcement of an 
event involving a firm’s international expansion has been carried out 
in two steps according to the event study methodology (Fama et al., 
1969):

1)  Estimation of abnormal returns in the period around the event 
announcement.

2)  Analysis of the statistical significance of abnormal returns (i.e., 
null hypothesis of zero abnormal return is tested).

Table 11.1 Deal size and distribution of events by country of destination and 
entry mode

Country of 
destination Entry mode 

Number 
of events 

Deal size

Mean Median Std. Deviation

Europe High-equity 69 0.1437 0.0443 0.2416
Low-equity 14  

North 
America

High-equity 17 0.2353 0.0920 0.5302
Low-equity 13  

Latin 
America

High-equity 0    
Low-equity 2  

Asia High-equity 10 0.0849 0.0515 0.0961
Low-equity 11  

Africa High-equity 0    
Low-equity 4    

Total  140    

The deal size has only been evaluated with reference to mergers and acquisitions. It is the 
ratio between purchase price and market capitalization of the acquiring firm. Entry mode: 
high-equity (mergers, acquisitions and establishment of subsidiaries abroad) vs. low-equity 
(joint ventures and purchase of minority stakes).
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The first step is performed by employing the market model in order 
to estimate expected returns as follows:

a, , ,  for t  1,2,.....,  Ti t i i m t i tR Rb m= + + =  (1)

Where:

Ri,t = Return on security i in period t.
Rm,t = Return on market index in period t.
αi= Intercept.
µi= Disturbance term.
T = Number of periods in the estimation period.

Table 11.2 Distribution of events by country’s level of development and  country 
risk

Country of 
destination

Target country level 
of development Country risk

Number of 
events

Europe Advanced Low 80
High 0

Developing Low 3
High 0

North America Advanced Low 29
High 0

Developing Low 0
High 1

Latin America Advanced Low 0
High 0

Developing Low 0
High 2

Asia Advanced Low 2
High 0

Developing Low 10
High 6

Africa Advanced Low 0
High 0

Developing Low 0
High 2

Unclassified   5
Total   140

Level of development of the target country follows the classification provided by the 
International Monetary Fund (advanced vs. developing and emerging economies). 
Country risk is evaluated by using Standard & Poor’s rating scores: low risk is associated 
with investment-grade ratings; high risk is associated with speculative-grade ratings. 
Unclassified contains countries with no rating.

9780230_313354_13_cha11.indd   2549780230_313354_13_cha11.indd   254 5/26/2011   5:05:26 PM5/26/2011   5:05:26 PM



Value Creation of Internationalization Strategies 255

Next, we estimate abnormal returns by subtracting the expected return 
from the observed (actual) return as follows:

*
, , ,i t i t i tAR R R= −  (2)

Table 11.3 Distribution of events by period, firm age, entry mode and country 
of destination

Panel A

 Number of events

Country of 
destination Entry mode Before 1998 After 1998 Young Old

Europe High-equity 10 59 25 44
Low-equity 5 9 5 9

North America High-equity 4 13 7 10
Low-equity 7 6 3 10

Latin America High-equity 0 0 0 0
Low-equity 0 2 0 2

Asia High-equity 0 10 2 8
Low-equity 2 9 3 8

Africa High-equity 0 0 0 0
Low-equity 3 1 0 4

Total  31 109 45 95

Panel B

Country of 
destination Entry mode

Before 1998 
(%)

After 1998 
(%) Young (%) Old (%)

Europe High-equity 32.26 54.13 55.56 46.32
Low-equity 16.13 8.26 11.11 9.47

North America High-equity 12.90 11.93 15.56 10.53
Low-equity 22.58 5.50 6.67 10.53

Latin America High-equity 0.00 0.00 0.00 0.00
Low-equity 0.00 1.83 0.00 2.11

Asia High-equity 0.00 9.17 4.44 8.42
Low-equity 6.45 8.26 6.67 8.42

Africa High-equity 0.00 0.00 0.00 0.00
Low-equity 9.68 0.92 0.00 4.21

Total  100.00 100.00 100.00 100.00

Entry mode: high-equity (mergers, acquisitions and establishment of subsidiaries abroad) 
vs. low equity (joint ventures and purchase of minority stakes). Before and After 1998 
include events occurring, respectively, before and after the entry into force of the TUF (the 
Consolidated Italian Law on Financial Intermediation). Young and Old comprise events 
related to firms with an age, respectively, lower than and greater than or equal to 12 years. 
Panel A shows the number of events; Panel B shows their percentage incidence.
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Table 11.4 Distribution of events by Pavitt taxonomy and industry R&D 
intensity

Pavitt 
taxonomy Industry

Number 
of events

R&D 
intensity

Supplier-
dominated

Apparel and other finished products of fabrics 9 Low 
(37.15%)Food and kindred products 5

Ophthalmic goods 2
Textile mill products 4
Lumber and wood products 5

 Total 25 (17.86%)

Scale-
intensive

Electronic and other electrical equipment 5
Electric lighting and wiring equipment 4
Soap, detergents, cleaning preparations, 
perfumes, cosmetics

1

Rubber 3
Cement 7
Pottery and related products 5
Motor vehicles and passenger car bodies 1
Glass and glassware 1

 Total 27 (19.29%)

Specialized 
suppliers

Electromedical and electrotherapeutic 
apparatus

3 Medium 
(19.29%)

General industrial machinery and equipment 18
Plastic products 3
Electronic components and accessories 3

 Total 27 (19.29%)

Science-
based

Industrial and agricultural chemicals 5 High 
(10.00%)

Pharmaceutical preparations 4

Electronic computers 5

 Total 14 (10.00%)

Services Computer programming, software, integrated 
systems design

33

Transportation services 2 Medium–
low 
(32.86%)Retail stores 1

Mailing, reproduction, commercial art and 
photography

2

Communications services 2
Hotels and motels 1
Electric services 3
Operators of building 2

 Total 46 (32.86%)

Unclassified  1  
Total 140 (100%)

The first column identifies the Pavitt taxonomy according to Pavitt (1984). He proposed a 
classification of industrial firms into four groups (supplier-dominated, scale-intensive, 
specialized suppliers, science-based) depending on the sources of technology, the requirements 
of the users and the appropriability regime. We consider high R&D-intensity fields to be those 
included in the science-based category (industrial and agricultural chemicals, pharmaceutical 
preparations, electronic computers, aircraft and space vehicle building) and, for non-industrial 
firms (excluded from the Pavitt taxonomy), those operating in the software industry. Industry 
classification stems from Standard Industrial Classification (SIC) codes.
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where:

ARi,t = Abnormal return for security i in period t.
Ri,t = Observed return on security i for period t.
R*

i,t = Expected return on security i in period t.

According to the literature on event studies, the length of both 
estimation period (i.e., period used to estimate parameters of market 
model) and event period (i.e., period containing the announcement) 
is left to the researcher; therefore great differences among studies are 
found (Peterson, 1989; Binder, 1998). Normally, the estimation win-
dow ranges from 100 to 300 days for daily studies and from 24 to 60 
months for monthly studies. The event window ranges from 21 to 
121 days for daily studies and from 25 to 121 months for monthly 
studies (Peterson, 1989). In this study, we have picked daily returns 
(see Brown and Warner, 1985, for the properties of daily returns in 
the case of event studies), a 300- day window for estimation period 
(−41; −340) and a 31- day window for event period (−15; +15). We have 
specifically excluded the event period from the window employed to 
carry out estimations, because parameters in the market model would 
be biased, since the disturbances are not mean zero (Fama et al., 1969). 
We have employed the simple market model without any correction 
to take into account concerns related to infrequent (non- synchronous) 
trading. Dimson (1979) and Scholes and Williams (1977) proposed 
methods to correct market model parameter estimations that could 
be affected by severe biases, especially when daily data and highly 
illiquid shares are used to make assessments. However, because these 
alternative techniques seem to convey no clear- cut benefit in an event 
study (Brown and Warner, 1985; Jain, 1986; Beer, 1997; Bartholdy and 
Riding, 1994; Kim, 1999; Vazakides, 2006), we have tried to sort out 
the problem by removing stocks that faced clear and evident illiquid-
ity problems.

We introduce the cumulative abnormal return to accommodate mul-
tiple sampling intervals within the event period:

, ,
1

n

i n i t
t

CAR AR
=

=∑  (3)

where CARi,n is the cumulative abnormal return for security i over n 
periods.
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Then, we obtain the cumulative average abnormal return for the 
portfolio of announcements by averaging each CARi,n as follows:

, ,
1

1 N

N n i n
i

CAAR CAR
N =

= ∑  (4)

where CAARN,n is the cumulative average abnormal return for a portfo-
lio of N securities for a period of length n.

The second step is performed by following the Patell (1976) approach, 
which takes into account the increase in variance due to event period 
outside estimation period. Brown and Warner (1980, 1985) show that 
potential cross- sectional dependence is not a concern in the use of a 
market model in which the events are from different sectors and ran-
domly selected, thus keeping clustering problems away. Therefore, we 
use individually standardized abnormal returns as follows:1

,
, *

,

i t
i t

i t

AR
SAR =

d
 (5)

where:

SARi,t = Standardized abnormal return for security i in period t in the 
event period.
ARi,t = Abnormal return for security i in period t in the event period.

2
,*

2
,

1

( )1
1

( )

m t m
i,t i T

m m

R R

T R R
=

−
= + +

−∑
d d

t

t

= standard error of the forecast for 

security i in period t in the event period.

where:

2
,

1

2

T

i

i

AR

T
==

−

∑ t

td  = standard error of the estimate for security i over T 

periods in the estimation period.

T = number of periods in the estimation period.
ARi,t = abnormal return for security i in period t in the estimation 
period.
Rm,t = market return for period t in the event period.
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_
Rm = mean return on the market over the estimation period.
Rm,t = market return for period τ in the estimation period.

Further, it is possible to sum the standardized abnormal returns to 
form the standardized cumulative abnormal return. The test statistic 
is given by:

,

1

,

n

i t
t

i n

SAR
SCAR

n
==
∑

 (6)

where SCARi,n is the standardized cumulative abnormal return for secu-
rity i over n periods (the length of event period). The distribution of 
SCARi,n is Student t with T- 2 degrees of freedom. For a large estimation 
window (T > 30), the distribution of SCARi,n is well approximated by the 
standard normal.

For a sample of securities, the portfolio standardized abnormal return 
is a normalized sum given as follows:

,

1

,

1

2

4

N

i n
i

N n N
i

i i

SCAR
SCAR

T
T

=

=

=
−
−

∑

∑
 (7)

where:

SCARN,n is the standardized cumulative abnormal return for a group 
of N securities over n periods.
Ti is the number of observations in the estimation period for  security i.
The SCARN,n is assumed to be distributed unit normal for large N.

Mikkelson and Partch (1988) argue that regression residuals will likely 
be time- series- correlated, being based on the same parameter estimates. 
Sweeney (1991) and Salinger (1992) show that the bias could be trivial, 
depending on the relative length of both estimation period and event 
period. The smaller the latter in proportion to the former, the smaller 
the bias of the test statistic will be. In our case, the relative proportion 
of both periods is quite large, therefore making test results close to the 
correct ones.
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Information concerning internationalization announcements and 
deal prices has been collected from Il Sole 24 Ore, Italy’s soundest finan-
cial newspaper; data related to stock returns have been collected from 
Datastream Thomson Financial database.

11.4 Main results

Abnormal returns

The results of the study (Table 11.5) show that stock prices of 
Italian medium- sized listed firms have a positive and significant 
reaction to the announcement of internationalization strategies 
(CAAR−15,+15 = 2.98 per cent, significant at the 1 per cent level), pro-
viding support to Hypothesis 1. The outcomes are largely affected by 
the abnormal returns of both high- equity operations and operations in 
advanced economies. Based on our results, announcements of interna-
tional mergers and acquisitions as well as establishment of subsidiaries 
abroad show a CAAR−15,+15 equal to 4.01 per cent, significant at the 1 
per cent level. Announcements of operations in advanced economies 
perform equally well: the CAAR−15,+15 for these events is 3.78 per cent, 
significant at the 1 per cent level.

The above evidence partially supports Hypothesis 3 (we predicted 
a positive and weaker market reaction to the announcement of high-
 equity operations than low- equity operations), but it does not seem to 
provide any confirmation of Hypothesis 2. We attempt to explain the 
results by relying on two arguments: the first is based on the lack of 
visibility of low- equity operations on the stock market, poor informa-
tion about the actors involved, and the size of the deal (Freeman, 1987); 
the second exploits the results obtained with reference to the relative 
size of the deal. Consistently with Hypothesis 6, we find (Table 11.5) 
that only large deals within mergers and acquisitions show significant 
abnormal returns (CAAR−15,+15 = 4.23 per cent, significant at the 5 per 
cent level). Low- equity operations are more likely to be carried out with 
a smaller investment than high- equity ones (in our sample, there is a 
huge and statistically significant difference in the relative size of the 
deal between high- equity and low- equity operations: the former have 
an average relative size equal to 16.23 per cent while the latter show 
nearly a 3 per cent average relative size. Both t- test and Kruskal–Wallis 
test are shown to be significant at the 1 per cent level). Based on such 
introductory results, we could argue that the entry mode is important, 
depending on other factors such as the size of the deal.
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Table 11.5 Abnormal returns: whole sample and breakdown by country of des-
tination, entry mode, deal size, R&D intensity, country risk, relative country 
risk, firm age and enactment of the TUF

Grouping 
variable

 CAAR (−15; +15)
Difference 
between meansAll events 0.0298***

Country of 
destination

Advanced (111) 0.0378*** (Advanced − 
Emerging) 0.0384Emerging (29) −0.0006

Entry mode High-equity (96) 0.0401*** (High-equity − 
Low-equity) 0.0327Low-equity (44) 0.0074

Deal size Small (28) 0.0032 (Small − Medium 
and Large) −0.0231Medium (54) 0.0181

Large (28) 0.0423**
R&D intensity High (47) 0.0484** (High − Low) 

0.0280Low (93) 0.0204**
Country risk High (11) −0.0022 (High − Low) 

−0.0370Low (124) 0.0348***
Relative country 
risk

Higher than Italy 
(30)

−0.0095 (Higher − Lower) 
−0.0503**

Lower than or 
equal to Italy (108)

0.0408***

Firm age Old (95) 0.0291** (Old − Young) 
−0.0021Young (45) 0.0312

TUF enactment Before 1998 (31) 0.0021 (Before − After) 
−0.0356After 1998 (109) 0.0377***

Significance level: * (10%), ** (5%), *** (1%). CAAR: cumulative average abnormal return. 
In parentheses, the number of events. Country of destination: advanced economies vs. 
emerging economies according to the IMF classification. Entry mode: high-equity (mergers, 
acquisitions and establishment of subsidiaries abroad) vs. low-equity (joint ventures and 
purchase of minority stakes). The deal size has only been evaluated with reference to 
mergers and acquisitions according to the following classification: small deals (the ratio 
between purchase price and market capitalization of the acquiring firm is smaller than the 
lower quartile), medium deals (the ratio between purchase price and market capitalization 
of the acquiring firm is between the lower and the upper quartile), large deals (the ratio 
between purchase price and market capitalization of the acquiring firm is larger than the 
upper quartile). R&D intensity is measured by following the Pavitt (1984) taxonomy. He 
proposed a classification of industrial firms into four groups (supplier-dominated, scale-
intensive, specialized suppliers, science-based) depending on the sources of technology, the 
requirements of the users and the appropriability regime. We consider high R&D-intensity 
fields to be those included in the science-based category (industrial and agricultural 
chemicals, pharmaceutical preparations, electronic computers, aircraft and space vehicle 
building) and, for non-industrial firms (excluded from the Pavitt taxonomy), those 
operating in the software industry. Country risk is evaluated by using Standard & Poor’s 
rating scores (low risk is associated with investment-grade ratings; high risk is associated 
with speculative-grade ratings). Relative country risk is evaluated by comparing the rating 
of Italy with that of the host countries. Firm age distinguishes old firms (age greater than 
or equal to 12 years) from young firms (age lower than 12 years). TUF enactment classifies 
the events depending on their chronological occurrence according to the evolution of 
information disclosure regulation (before and after the enactment of the TUF).
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Moving to the country of destination (Table 11.5), we show that, if 
the variable is analysed without any interaction with other variables, 
the results are straightforward: market reaction is positive and signifi-
cant (CAAR−15,+15 = 3.78 per cent, significant at the 1 per cent level) if the 
country in which the firm internationalizes is advanced. No significant 
price reaction (CAAR−15,+15 = −0.06 per cent) results from announcements 
of internationalization strategies in emerging countries. At first glance, 
the result seems to be counter- intuitive: emerging countries offer greater 
growth opportunities. But, as discussed in Section 3, growth opportu-
nities could be partially or totally cancelled out by the risks stemming 
from investments in a potentially unstable economic and political sce-
nario. This trade- off is more likely to be large when the firm size is not 
large and the international experience is still limited. Accordingly, if 
the market were have a much lower risk perception regarding opera-
tions in advanced economies, it would require a lower risk premium, 
which could lead to an easier price growth. Moreover, international 
expansion strategies in advanced economies are often accompanied 
by a more complete disclosure of information, allowing the market to 
perform a more accurate assessment of the fair transaction value. The 
above discussion is confirmed by the results of the country risk vari-
able (Hypotheses 9 and 10 are supported). Market reaction is positive 
and significant (CAAR−15,+15 = 3.48 per cent) if the country in which 
the firm internationalizes has a low risk. No significant price reaction 
arises from announcements of internationalization strategies in coun-
tries with a high risk. We obtain qualitatively similar results by consid-
ering the relative measurement of the country risk: the market reaction 
is positive in foreign operations made in countries with country risk 
lower than or equal to Italy’s (CAAR−15,+15 = 4.08 per cent, significant at 
the 1 per cent level), while it is negative but not statistically significant 
in countries with country risk higher than Italy’s.

In a second stage, we look at interaction of country of destination 
with entry mode, based on the assumption that, especially for the low-
 equity entry modes, the country of destination could affect the results 
in the same way as the relative size of the deal. Table 11.6 shows that 
only high- equity operations performed in advanced economies result 
in a positive and significant market reaction (CAAR−15,+15 = 4.57 per 
cent, significant at the 1 per cent level): Hypothesis 4 is confirmed, but 
not Hypothesis 5.

With reference to the other variables, we analyse the relation-
ship between stock market reaction to announcements of interna-
tionalization strategies and industry R&D intensity. Hypothesis 8 is 
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partially confirmed by the results. Despite the fact that the value crea-
tion is higher in investments made in high R&D- intensity industries 
(CAAR−15,+15 = 4.84 per cent, significant at the 5 per cent level) than in 
low R&D- intensity industries (CAAR−15,+15 = 2.04 per cent, significant at 
the 5 per cent level), both abnormal returns are positive and statistically 
significant. This means that the R&D expenditures are important in 
explaining the abnormal returns, but with the same intensity found in 
low R&D- intensity industries.

Hypothesis 7, on the correlation between firm age and market perform-
ance, is not supported. The data show a positive and significant abnormal 
return in foreign operations made by older firms (CAAR−15,+15 = 2.91 per 
cent, significant at the 5 per cent level) and a positive but not statistically 
significant abnormal return in foreign operations made by younger firms 
(CAAR−15,+15 = 3.12 per cent). Supposing that both older firms and younger 
firms have the same degree of market knowledge, the results might stem 
from the possibility that older firms have a better knowledge on how 
to manage the internationalization process and thus need to overcome 
fewer obstacles than younger firms. Older firms can rely on experience 
gained from previous operations in foreign countries: the market seems 
to value experience to a greater extent than the entrepreneurially ori-
ented behaviour of younger firms. The non- significant result of younger 
firms is also due to the high volatility of returns, as most of them are 
related to new economy firms during the internet bubble.

Finally, we analyse the market performance before and after the enact-
ment of the TUF, and, in agreement with Hypothesis 11, we find a positive 
and significant market reaction (CAAR−15,+15 = 3.77 per cent, significant at 
the 1 per cent level) to announcements of foreign operations made after 

Table 11.6 Abnormal returns: How combinations of entry mode and country of 
destination affect the stock price reaction

CAAR (−15; +15)

Entry mode

High-equity (96) Low-equity (44)

Country of 
destination

Advanced (111) 0.0457*** (84) 0.0133 (27)
Emerging (29) 0.0014 (12) −0.0020 (17)

Significance level: * (10%), ** (5%), *** (1%). In parentheses, the number of events. CAAR: 
cumulative average abnormal return. Country of destination: advanced economies vs. 
emerging economies according to the IMF classification. Entry mode: high-equity (mergers, 
acquisitions and establishment of subsidiaries abroad) vs. low-equity (joint ventures and 
purchase of minority stakes).
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1998 and a non- significant market reaction (CAAR−15,+15 = 0.21 per cent) 
to announcements of foreign operations made before 1998. Although the 
small number of observations related to foreign operations made before 
1998 could have affected the results, we think that the evolution of the 
information disclosure landscape helped the Italian medium- sized firms 
reduce asymmetric information problems and lack of visibility.

Cross- sectional determinants of abnormal returns: 
regression analysis

In order to strengthen and further validate the results obtained by the 
event study approach, we perform a regression analysis in which each 
grouping variable is coded into an explanatory variable of the standard-
ized cumulative abnormal return. The purpose is to identify key deter-
minants of value creation of internationalization strategies. The model 
is estimated as follows:

, 1 2 3 4 5 6_ &i n i i i i i i iSCAR a b COUNTRY b RISK R b ENTRY b TUF b AGE b R D e= + + + + + + +  (8)

Where:

SCARi,n is the standardized cumulative abnormal return for security 
i over n periods (the length of event period).

COUNTRY is a variable taking value 1 if the country of destination 
is emerging, 0 if advanced.

RISK_R is a variable taking value 1 if the country of destination is 
riskier than Italy according to the Standard and Poor’s rating scores, 
0 otherwise.

ENTRY is a variable taking value 1 if the entry mode is a joint ven-
ture or a purchase of minority stakes and value 0 if it is a merger or 
an acquisition.

TUF is a variable taking value 1 if the announcement is made after 
entry into force of TUF, 0 otherwise.

AGE is a variable that expresses the firm age at the announcement 
date.

R&D is a variable taking value 1 if the announcing firm operates in 
a science- based industry according to Pavitt (1984), 0 otherwise.

ei is the error term.

Despite its relevance, we exclude from the model the relative size of 
the deal (SIZE) because the missing observations of this variable would 
make the sample far too small to perform a regression. The correlation 
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Table 11.7 Correlation matrix

SCARi,n ENTRY COUNTRY RISK RISK_R TUF R&D AGE SIZE

SCARi,n  −0.0809 −0.0499 −0.0679 −0.1263 0.1177 −0.0837 0.0314 0.2163
ENTRY  0.3121 0.1973 0.1997 −0.1343 −0.1031 0.1236 −0.0764
COUNTRY  0.6321 0.8472 0.1004 −0.2293 0.0919 −0.1248
RISK  0.5753 0.0049 −0.1367 0.1436 −0.0547
RISK_R  0.1219 −0.2192 0.0454 −0.1435
TUF  0.0563 −0.3965 −0.1259
R&D  −0.3367 −0.0822
AGE         0.1638

5% critical value (two-tailed) = 0.1900. <<Eqn28.eps>> is the standardized cumulative abnormal 
return for security i over n periods. COUNTRY is a variable taking value 1 if the country of 
destination is emerging, 0 otherwise. RISK is a variable taking value 1 if the country of destination 
has a speculative grade rating, 0 otherwise. RISK_R is a variable taking value 1 if the country of 
destination is riskier than Italy according to the Standard & Poor’s rating scores, 0 otherwise. ENTRY 
is a variable taking value 1 if the entry mode is a joint venture or a purchase of minority stakes and 
value 0 if it is a merger or an acquisition. TUF is a variable taking value 1 if the announcement is 
made after the entry into force of the TUF, 0 otherwise. AGE is a variable that expresses the firm age 
at the announcement date. R&D is a variable taking value 1 if the announcing firm operates in a 
science-based industry according to Pavitt (1984), 0 otherwise.

Table 11.8 Regression analysis

Model 1 (SCARi,n) Model 2 (SCARi,n)

Variables Coefficient Std. Error t-ratio Coefficient Std. Error t-ratio

const −0.1196 0.3218 −0.3718 −0.0646 0.3183 −0.2030
COUNTRY −0.3640* 0.2084 −1.7472  
ENTRY −0.1008 0.1873 −0.5385 −0.1273 0.1849 −0.6886
TUF 0.4695** 0.2122 2.2130 0.4552** 0.2195 2.0743
AGE 0.0058 0.0040 1.4330 0.0057 0.0040 1.4270
R&D 0.0584 0.2571 0.2272 0.0321 0.2652 0.1211
RISK_R  −0.4312** 0.1917 −2.2497
R-squared 0.0636   0.0741   
Adj. 
R-squared

0.0284 0.0387

N 140 138

Significance level: * (10%), ** (5%), *** (1%). SCARi,n is the standardized cumulative 
abnormal return for security i over n periods. COUNTRY is a variable taking value 1 if the 
country of destination is emerging, 0 otherwise. RISK_R is a variable taking value 1 if the 
country of destination is riskier than Italy according to the Standard & Poor’s rating scores, 
0 otherwise. ENTRY is a variable taking value 1 if the entry mode is a joint venture or a 
purchase of minority stakes and value 0 if it is a merger or an acquisition.
 TUF is a variable taking value 1 if the announcement is made after the entry into force 
of the TUF, 0 otherwise. AGE is a variable that expresses the firm age at the announcement 
date. R&D is a variable taking value 1 if the announcing firm operates in a science-based 
industry according to Pavitt (1984), 0 otherwise. R-squared and Adj. R-squared express the 
model goodness-of-fit.
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matrix (Table 11.7) shows a high level of correlation between the vari-
ables COUNTRY, RISK_R and RISK. In order to avoid multicollinearity 
problems, COUNTRY and RISK_R are estimated into two independent 
regression models. RISK (a variable taking value 1 if the country of des-
tination has a speculative grade rating, 0 if it has an investment grade 
rating) is excluded because of the higher explanatory power of the rela-
tive measurement of the risk (RISK_R) and the high correlation with it.

Table 11.8 (Models 1 and 2) provides a confirmation of the event 
study results: the low risk of the host country, the improvements of 
information disclosure regulation, and the high level of development 
of the host country are key determinants of positive abnormal returns 
in response to announcements of internationalization strategies. The 
variable AGE has a positive coefficient, statistically significant at the 16 
per cent level. The only variable providing results inconsistent with the 
event study methodology is ENTRY: the negative sign of the coefficients 
in both models supports M&As as value creation determinants, but the 
coefficient is not statistically significant, so that we cannot say that the 
entry mode is an influencing variable.

However, the results of the regression analysis face the drawback of 
small sample size: 140 observations are not enough to provide strong sta-
tistical evidence, but they help support the event study methodology.

11.5 Conclusions

We explore a fruitful area of enquiry by studying market appreciation 
of medium- sized firms involved in internationalization strategies. The 
evidence shows that the market seems to be confident in the sound-
ness of strategies carried out by medium- sized enterprises in foreign 
countries. They are viewed positively by both economists and inves-
tors. Besides, several variables are relevant in affecting market reaction. 
Market reaction is strong and statistically significant to announcements 
of high- equity entry modes in advanced economies; less involving entry 
modes seem to receive no market evaluation, no matter what the coun-
try of destination. The deal size and the larger sample of high- equity 
operations in advanced countries can account for the previous result. 
Industry R&D intensity does not matter: low R&D- intensity industries 
perform as well as high R&D- intensity fields: this evidence is likely 
to be a result of the Italian economy’s reliance on traditional sectors. 
As expected, going abroad to countries with low risk is appreciated by 
investors, who trust in the stability of the host country, which allows 
firms to seize investment value easily. We show the importance of the 
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evolution of the regulation aimed at enhancing the transparency of 
strategic operations and their fair valuation. Investors seem to appreci-
ate the internationalization of older firms more because of their accu-
mulated experience in foreign operations.

An illuminating and comprehensive explanation that would merge 
the key points of the story is provided by Freeman (1987). He suggests 
that information on large firms is more readily available than that on 
small firms. The shares of larger companies are generally owned by insti-
tutional investors, who have sufficient resources and find it cost- effective 
to monitor companies’ activities, and hence independent analysts’ cov-
erage becomes irrelevant. Larger firms can also afford to hire credible 
public relations managers to remain visible on the market. Therefore, 
the level of information asymmetry between the managers and outside 
investors is a decreasing function of firm size. Such an argument is suit-
able to support our results on the relative size of the deal (small and 
medium targets do not lead to any market reaction), the entry mode 
(joint ventures are likely to involve a lower amount of funds and the 
announcement of their contractual terms is often more opaque than the 
contractual terms of M&As), the regulation on information disclosure 
(abnormal returns are shown to be statistically significant only after the 
entry into force of the TUF), the country of destination and the country 
risk (target firms in emerging countries are likely to be smaller and risk-
ier than firms in advanced countries and, therefore, asymmetric infor-
mation problems reach high levels). Finally, our sample is composed 
of medium- sized firms experiencing a higher intensity of asymmetric 
information problems, thin trading, and a limited coverage by analysts.

Notes

A revised version of the paper was published in: Morresi, O., Pezzi, A. (2011) ‘21 
years of international M&As and joint ventures by Italian medium-sized listed 
firms: Value creation or value destruction?’, Research in International Business and 
Finance, 25(1), 75–87. Copyright Elsevier.

1. However, for purposes of comparison, we have also employed the Brown 
and Warner (1980) approach with crude dependence adjustment, obtaining 
qualitatively similar results.
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12.1 Introduction

What is the rationale behind capital structure decisions in business 
firms? Theories targeting these decisions depart from more or less rea-
sonable assumptions about market efficiency in terms of the objec-
tives, expectations and information access of different stakeholders, 
like shareholders, creditors and managers. In this respect the theories 
alone provide only a partial understanding concerning the choice of 
a certain capital structure. On the one hand, we have the irrelevance 
theorem of Modigliani and Miller (1958), stating that value creation is 
independent of the financial mix. Their separation between value crea-
tion and financing constitutes the foundation for modern corporate 
finance, even though the assumption of perfect capital markets and 
zero transaction costs is an illusion. On the other hand, introducing a 
market imperfection in the form of corporate tax makes the funding of 
assets relevant to the market value of the firm. A clear preference will 
be given to debt financing to benefit from the tax shield arising from 
interest expenses. In principle firms should be financed by debt only. 
However, empirical evidence lends no support to such extreme debt 
reliance. The debt capacity of a firm is limited (c.f. Donaldson, 1961). 
The reason is that high debt leverage will increase financial distress 
risks, which has a negative impact on the market value of the firm. 
Myers (1977) shows how reduced investment activity within the firm is 
related to financial distress. Management tends to underinvest in order 
to avoid a value transfer to debtholders. Hence, promising investment 
opportunities might be foregone. This duality of debt financing implies 

12
Managers’ Capital Structure 
Decisions – the Pecking Order 
Puzzle
Ted Lindblom, Gert Sandahl and Stefan Sjögren
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that an optimal capital structure exists, which lays the foundation for 
the static trade- off theory (Myers, 1984).

The static trade- off theory rests on the assumption that there are no 
market imperfections except for corporate tax and financial distress 
costs. Stakeholders inside and outside the firm have access to identi-
cal market information. These conditions are relaxed in alternative 
theories explaining how and why firms choose between different 
kinds of capital. For example, the free cash flow theory (Jensen, 1986) 
emphasizes the impact of conflicts of interest between managers and 
shareholders, whereas the signalling theory (Ross, 1977) and the market 
timing theory (Ritter, 1991) focus on transaction costs arising from asym-
metric information. None of these theories, however, challenges the 
fundamental idea of static trade- off and an optimal capital structure. 
Introducing conflicting interests allows agency costs to be incorporated 
in an extended trade- off theory (cf. Myers, 1984), and consideration of 
asymmetric information raises moral hazard problems. The search for 
funding of a firm’s assets at the lowest possible cost is, in addition, made 
explicit in the market timing theory, claiming that low- cost equity capi-
tal can be found at certain points in time. Taking this into considera-
tion, the trade- off theory has only one opposing challenger; the pecking 
order theory.

The pecking order theory originates from the early empirical work of 
Donaldson (1961) and is founded on observations of managerial finan-
cial decision- making in practice. Myers (1984) coined the term ‘pecking 
order’ when conceptualizing the theory into an asymmetric information 
setting where managerial incentives are perfectly aligned with the over-
all objective of maximizing shareholder value for the current owners. 
This theory does not acknowledge any optimal capital structure within 
firms. A firm’s actual capital structure is seen as the aggregated result of 
successive financial decisions made by managers. In conditions of asym-
metric information between insiders and outsiders, the pecking order 
theory concludes that the implicit alliance between management and 
the current shareholders makes it costly for the firm to attract new inves-
tors; the lower the priority of a new security, the higher its cost. This 
creates a rank between different securities, where those with highest pri-
ority are ranked before securities with a lower priority. Following this 
logic, management’s first choice is internally generated funds. Thereafter 
attention is directed to various forms of debt in a ranking order with 
respect to priority. In this pecking order new equity is regarded as a last 
resort. It should be noted that, because of asymmetric information, debt 
is preferred to equity even without corporate taxes.
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In this chapter the aim is to test the explanatory power of the 
pecking order theory on the financial decisions in large Swedish 
firms. It also explores how these decisions relate to the trade- off 
theory in its static and extended forms. The results are compared to 
the findings of Graham and Harvey (2001) and Beattie et al. (2006) 
concerning firms in the US and in the UK. These and other studies 
on factors determining firms’ capital structure (Stonehill et al., 1975; 
Norton, 1990; Allen, 1991; Shyam- Sunder and Myers, 1999; Chirinko 
and Singha, 2000; Bancel and Mittoo, 2004; Brounen et al., 2004), 
contribute important insights for understanding financial decision-
 making within firms. However, the surveys lend partial support to 
several theories. In that respect they share the ambiguity of previous 
research (Myers, 1984; Harris and Raviv, 1991; Rajan and Zingales, 
1995; Barclay and Smith, 2005; Beattie et al., 2006). The partial sup-
port for different theories suggests that there might be an underly-
ing latent factor that is common to the majority – if not all – of 
the theories. In this chapter we make special efforts to distinguish 
this factor. We argue that managers avoid uncertainty and strive for 
manoeuvrability. This explains the contradictory empirical findings, 
giving partial support to both pecking order theory and the idea of 
an optimal capital structure.

The following section presents the survey method and the data. 
In Section 3 we perform a probit regression, which is compared with 
findings presented in Lindblom et al. (2011). This allows us to explore 
the managerial rationale behind capital structure decisions in greater 
depth. Our conclusions are presented in Section 4.

12.2 Research method and data

Our survey targets all non- financial firms with Swedish headquarters 
listed on the Swedish stock exchange and the remaining non- listed 
ones belonging to the 500 largest firms in Sweden.1 In total 393 busi-
ness firms qualified to be included in the survey. In 2008 a question-
naire was sent to either the Chief Financial Officer (CFO) (342) or, if 
there was none, the Chief Executive Officer (CEO) (51) of each firm 
together with a personally signed covering letter explaining the pur-
pose of the survey. All questions had gone through rigorous testing at 
several research seminars and the final draft of the questionnaire was 
piloted on both professionals outside academia and research colleagues. 
This procedure resulted in a questionnaire containing over 100 ques-
tions and sub- questions related to capital structure decisions in large 
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business firms. As shown in Table 12.1, the final response rate was 35.4 
per cent, or 139 answered questionnaires, after two reminders.2 The 
table also shows the distribution of responses with respect to early or 
late response time, firm size in terms of turnover, and ownership, in 
terms of the firm being listed or not.

As the table clearly indicates, the response sample is biased toward 
larger firms. Not shown in the table, the sample mean and median 
turnover (in SEK million) are 12,776 and 2,692, respectively, whereas 
the corresponding values for the total population are 8,634 and 2,275, 
respectively. However, statistical two- tailed t- tests do not confirm any 
significant difference (at the five per cent level) between the mean values 
of the sample’s three size groups and the corresponding mean values of 
the population.3 Despite the variation in response time of large, medium 
and small firms, the t- tests do not confirm any significant difference 
between early and late responders’ turnover means.4 Large firms are over-
 represented among listed firms, whereas there is no significant difference 
between the sample and the whole population of non- listed firms.

12.3 Empirical findings

12.3.1 The explanatory power of the pecking order theory

In order to find out whether managers in Swedish non- financial firms 
make capital structure decisions in accordance with the pecking order 

Table 12.1 Distribution of responses with respect to response time, firm size and 
ownership

Firm 
Characteristic

Response 
time 

Firm size (turnover) Ownership

TotalLarge Medium Small Listed
Non-
 listed

First round (April 
2008)

30 
(22.9%)

17 
(13.0%)

25 
(19.1%)

33 
(15.9%)

39 
(21.10%)

72 
(18.3%)

Second round (May 2008) 17 
(13.0%)

9 (6.9%) 10 
(7.6%)

20 
(9.7%)

16 
(8.6%)

36 
(9.2%)

Final round (August 
2008)

11 
(8.4%)

6
 (4.6%)

14 
(10.7%)

20 
(9.7%)

11 
(5.9%)

31 
(7.9%)

Total Response 
sample

58 
(44.3%)

32 
(24.4%)

49 
(37.4%)

73 
(35.3%)

66 
(35.5%)

139 
(35.4%)

 Total 
population

131 131 131 207 186 393
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theory, the respondents were asked to rank nine listed types of funding 
sources (where 1 = first priority). As shown in Table 12.2, the managers 
tend to make financial decisions as predicted by the pecking order theory. 
The mean value of 1.85 provides almost as strong evidence for such a rank-
ing order as in UK firms (Pinegar and Wilbricht, 1989; Beattie et al., 2006). 
Almost two out of three (65.6 per cent) respondents mark internally gen-
erated funds as their first choice. Considerably fewer rank bank loans (17.9 
per cent) as their first choice, but almost every second respondent (44.7 
per cent) marks bank loans as their second choice. This implies that long-
 term loans are preferred before short- term debt. Leasing is ranked higher 
than equity, which is consistent with leasing being a substitute for debt 
financing. However, the ranking of equity before convertibles and bonds 
is inconsistent with the pecking order theory, but could be explained by 
the fact that these security markets are small in Sweden.

There is no major difference in the rank of funds with respect to 
firm size or ownership. The preferences are more or less the same, even 
though large firms seem to rely more heavily than small ones on inter-
nally generated funds. Bank loans are found to be equally important 
for large and small firms. The results confirm earlier findings that small 
firms, particularly in fast- growing industries, do not have the ability to 
build up internal funds. Interestingly, the managers in the non- listed 
firms assign even higher importance to internally generated funds than 
those in listed firms.

Even though there appears to be strong evidence on managers’ pref-
erence for funding in line with the pecking order theory, there are 
answers to other questions in the survey that show confusing signs of 
deviations from the theory, supporting the opposing trade- off theory in 
its extended form (see Lindblom et al., 2011). This motivates a further 
analysis of the observations to search for a possible underlying factor 
affecting how managers make capital structure decisions. For this a pro-
bit regression model is adopted.

The dependent variable

In the model the ranking made by the respondents in Table 12.2 is 
transformed into a binary response scheme by assigning each single 
ranking either 0 if strictly following the pecking order theory or 1 oth-
erwise. This variable is used as the dependent variable.

The independent variables

The likelihood or probability of deviating from the pecking order 
theory is regressed with the answers to questions related to the other 
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capital structure theories. The answers to selected questions, which are 
constructed as statements linked to a five- level Likert scale, are trans-
formed into a binary variable. The ‘independent’ variable is set to 1 
if the respondent agrees / strongly agrees with the statement, or else 
0. A robustness check using the original 1–5 Likert scale confirms the 
results. Control is made for firm and industry- specific variables.

Two variables are related to the static trade- off theory. The first one, 
Target, is based on the answers to the questions in the survey con-
cerning whether or not the firm has set a target for its capital struc-
ture and how often the capital structure of the firm is reviewed. If a 
firm sets a target that is frequently reviewed Target is set to 1, as this 
implies that the manager has a notion of an optimal capital structure, 
which would be inconsistent with the pecking order theory. Hence, 
the probability that the manager is deviating from a predicted peck-
ing order scheme should be higher. The second variable, Balance, is 
directly linked to the survey statement: ‘It is important to balance debt 
and equity to maximize shareholder value’. Respondents who agree with 
this statement should be more likely to deviate from the pecking order 
theory, since this implies that they have a notion of an optimal capital 
structure.

Two variables control for whether the respondents are searching for 
‘windows of opportunity’ in line with the market timing theory. The 
answers on two statements are used as proxies for the attention paid by 
managers to Share value and Market sentiment, respectively. The prob-
ability of deviating from the pecking order scheme should be higher 
if the manager gives an affirmative answer to the corresponding state-
ments: ‘Increased share price is an important reason for issuing new equity’ 
and ‘When the access to risk capital is good, priority is given to issuance of 
new equity before debt’.

Two variables aim at capturing agency costs according to the free cash 
flow theory. Managers can create financial buffers in order to avoid or 
postpone issuing new securities for financing real investments. Such 
buffers may also be motivated by a wish to strengthen the firm’s capa-
bility to withstand fluctuations on the financial as well as the product 
markets and, even more, to survive an unanticipated economic shock. 
On the one hand, the free cash flow theory views this kind of creation 
of financial flexibility as managerial opportunism leading to increas-
ing agency costs. On the other hand, buffering in the interest of the 
current owners may very well be in accordance with the pecking order 
theory. Hence, the propensity to build up financial flexibility with buff-
ers is negatively related to a deviation from the pecking order scheme. 
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The variables Liquidity buffer and Investment capability are based on the 
responses to the two statements: ‘The firm has created financial liquidity 
buffers’ and ‘The firm has had to reject profitable investment projects due to 
lack of financial means.’

Finally, two variables are controlling for whether deviations from the 
pecking order theory are explained by the signalling theory. These devia-
tions should be negatively related to the probability of signal avoidance. 
The variables Dividends and New issues follow the respondents’ answers 
to the following two statements: ‘The firm aims at keeping dividends on 
a stable level’ and ‘Other firms’ issuance of new debt and equity provides 
important information about their strategy.’ According to Myers and Majluf 
(1984), the shareholders are not willing to sell out profitable investment 
opportunities by issuing new securities. The shareholders would rather 
encourage managers to use internally raised funds. However, if a com-
pany seeks signalling avoidance, the best strategy would be not to make 
any major changes at all in dividends or leverage.

The results of the probit regression analysis shown in Table 12.3 are 
not fully consistent with the expected outcome. The major contradic-
tion is that Target is significantly negative! This suggests that managers 
in firms that have set a certain capital structure target and are more 
actively making follow- ups are less likely to deviate from a pecking order 
scheme. That is a paradox, as pecking order adopters ought to be indif-
ferent to the capital structure of the firm. It is also unexpected that man-
agers agreeing with the statement that an increase in the share price is 
an important reason for issuing new equity tend to be less likely to devi-
ate from a pecking order scheme. However, other results are fully in line 
with expectations. Managers who disagree with the statement that the 
firm has had to give up projects with a positive Net Present Value (NPV) 
due to lack of financial means are definitely less likely to deviate from 
the pecking order scheme, as are those agreeing with the statement that 
the firm has created financial liquidity buffers. That the managers in 
larger firms are more pecking- order- oriented also seems reasonable.

Probit regression model, maximum likelihood. The dependent vari-
able equals 1 if it deviates from a pecking order scheme, otherwise 0. 
Robust standard errors are within brackets. The table presents the mar-
ginal effects calculated after the probit regression. The second model 
includes nine industry dummies and the following firm- specific con-
trol variables; size measured as sales turnover; ownership structure 
measured using a Gini coefficient, where private and state- owned firms 
receive a Gini = 1; ownership, where 1 = listed firm, otherwise 0; and 
leverage measured as the ratio of equity to total assets.
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The results of the probit regression analysis give rise to further ques-
tions. Why do the capital structure decisions of firm managers appear 
to be inconsistent? How can it be possible for a manager to adopt the 
notion of an optimal capital structure and still follow the ranking of 
the pecking order theory? In the following two sections capital struc-
ture decisions are explored in more detail.

12.3.2 The rationale of capital structure targets

Managers acknowledging a target for capital structure are generally 
referred to as trade- off adopters, with the underlying assumption that 

Table 12.3 A probit regression analysis of deviations from the 
pecking order theory

VARIABLES Without Controls With Controls

Target −0.2411*** −0.2691***
(0.090) (0.103)

Balance 0.0520 0.0663
(0.098) (0.118)

Share value −0.2757** −0.2934**
(0.123) (0.132)

Market sentiment 0.1652 0.0561
(0.141) (0.153)

Liquidity buffer −0.1339 −0.2477**
(0.092) (0.110)

Investment capability 0.3535*** 0.3989***
(0.096) (0.109)

Dividends −0.0232 0.0157
(0.092) (0.114)

New issues 0.0594 0.1134
(0.102) (0.109)

Listed 0.0784
(0.171)

Gini −0.2087
(0.355)

Sales −0.0095***
(0.003)

Leverage 0.0004
(0.009)

Industry dummies no Yes
Number of obs 139 132
Waldchi 2(8) 23.23 40.14
Prob > chi 2 0.0031 0.0072
Pseudo R2 0.1116 0.2629
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an optimal financial mix is targeted. Such a target makes no sense in 
the pecking order theory. As reported by Lindblom et al. (2011), most 
respondents (75.5 per cent) state that the firm has a certain capital 
structure target. This is almost as high a percentage as observed by 
Graham and Harvey (2001) (81 per cent). Considering that almost all 
respondents (93.5 per cent) state that the firm’s capital structure is fre-
quently revised lends further support to the trade- off theory. It is, then, 
puzzling that we (and many others) also find strong empirical evidence 
for the pecking order theory (cf. Table 12.2). Contrary to, for example, 
Graham and Harvey (2001), we arrive at the conclusion that managers 
are pecking- order- oriented, as the apparent anomaly concerning man-
agers’ adoption of a capital structure target can be explained.

The questionnaire comprises a number of statements for finding out 
to what extent managers adhere to the notion of an optimal capital 
structure (Lindblom et al., 2011). In general their answers do not point 
to the trade- off theory in either its static form or its extended version. 
Twice as many respondents disagree than agree with the crucial state-
ment: ‘A capital structure with high leverage contributes to increase firm 
value’ (µ = 2.75***). They give a similar response to the tax statement: 
‘Tax consequences mean that high leverage is creating value for sharehold-
ers’ (µ = 2.70***). A more affirmative response to both these statements 
should be expected, unless most firms operate at or beyond their opti-
mal capital structure. The latter is actually implied by the fact that a 
majority of the respondents agree or strongly agree with the statement: 
‘It is important to balance debt and equity to maximize shareholder value’ 
(µ = 3.83***). However, this interpretation seems unrealistic, as almost 
all firms are reported to set and follow up capital structure targets in 
terms of book values (84.3 per cent) rather than market values (7.4 per 
cent) only.5

The minor use of market- value- based targets6 strongly implies that 
managers in general set capital structure targets for other reasons than 
for optimizing firm value.7 Considering the non- affirmative response 
to the leverage and tax statements, the likely explanation for managers’ 
concern about capital structure is that they do not want the firm to 
enter into financial distress. This also explains their frequent follow-
 ups of the capital structure (at least once a year in 95 per cent of the 
firms). These follow- ups do not seem to be made either for changing the 
target (in a majority of the firms the target is set less frequently than 
once a year) or for adjusting the capital structure (most respondents 
agree / strongly agree with the statement that it is too costly to make an 
adjustment quickly if the solidity is too low or too high). Apparently, 
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targets are a means for controlling the financial robustness and sound-
ness of the firm rather than a means for finding the lowest funding 
cost. This makes sense, as losses cannot be absorbed by a high market 
value. A realized loss has to be covered by equity in the balance sheet! 
Certainly, the balance sheet may be fuelled through issuance of new 
equity, but for pecking order adopters this is a last resort that is likely to 
be very costly and uncertain.

The managerial emphasis on the financial stability of the firm implies 
that direct capital costs are not regarded as a major issue. Clearly, this 
is not true. Managers’ concern about the firm’s debt capacity does not 
exclude the search for low funding costs. It just suggests that this search 
is likely to be driven, not by the notion of an optimal capital structure, 
but rather by a notion that the cost of different funding sources varies. 
Almost three out of four respondents (73 per cent) agree / strongly agree 
with the statement: ‘The firm is systematically searching for opportunities 
to lower the cost of capital’ (µ = 3.9***). Even though this suggests a search 
for ‘windows of opportunity’, answers to other statements related to the 
market timing theory fail to lend any significant support to financial 
decision- making in accordance with this theory – rather the opposite 
(see Lindblom et al., 2011).

12.3.3 Financial flexibility matters in a 
pecking order setting

Our results from the probit regression show that managers creating flex-
ibility with liquidity buffers are less likely to deviate from the pecking 
order. The same holds for managers stating that they have not rejected 
profitable projects due to lack of funds, implying investment capability. 
These results support an extended pecking order theory that, besides 
asymmetric information between outside investors and insiders, also 
includes a moral hazard dimension. Graham and Harvey (2001) con-
clude that ‘managers’ desire for financial flexibility’ is the most important 
determinant for leverage. This may lead to the interpretation that the 
free cash flow theory can explain managers’ striving for financial flexi-
bility as pure self- interest and that flexibility provides opportunities for 
discretionary expenditures. The validity of such an interpretation is not 
tested directly in our survey. However, the survey includes a number 
of statements that are related to this issue, and the respondents’ com-
bined answers offer an in- depth understanding of the rationale for cre-
ating financial flexibility. We use the concept of uncertainty avoidance, 
with an economic content complementing the inherent social norm 
described by Hofstede (1980). The concept of uncertainty avoidance is 
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frequently used as a culturally based matter influencing the economic 
interaction between residents in a society (Guiso et al., 2009; Fidrmuc 
and Jacob, 2010). Chui et al. (2002) find that national culture is an 
important determinant for debt levels; managers in countries with high 
scores on uncertainty avoidance tend to use less debt, as they put more 
emphasis on control, financial planning and cash flows. Moreover, they 
find that ‘mastery’, interpreted as having an internal locus of control, 
greater avoidance of debt covenants and bankruptcy avoidance, also 
results in lower leverage.

Lindblom et al. (2011) found that the propensity to prepare for poten-
tial investment opportunities is high and that it is important for man-
agers to avoid external monitoring and preserve manoeuvrability. The 
majority of them (83 per cent) do not acknowledge that the firm has 
had to reject profitable investment projects due to lack of funding. 
Moreover, few respondents consider the possibility of reducing divi-
dends in order to avoid rejection of profitable projects. This suggests 
that managers are confident that they have sufficient financial buff-
ers or debt capacity to pursue any attractive investment opportunity 
without having to consider whether funds can be raised on the finan-
cial market. Hence, for the manager financial stability does not only 
mean uncertainty avoidance in terms of mitigating exposure to down-
side risks; it also gives financial flexibility to realize new investment 
opportunities.

The use of short- term lending also supports the ideas of uncertainty 
avoidance and managers mastering their situation with sufficient flex-
ibility. There is significant agreement with the statement: ‘Short- term 
credit availability is an important financial buffer’ (µ = 3.44***). These 
observations confirm the study by Child et al. (2005) showing that 
financial flexibility encourages managers to use short- term debt, and 
that this may decrease the agency costs associated with underinvest-
ment. This may explain why respondents generally believe that they 
do not need to create financial flexibility. They already have financial 
means for investing in all profitable projects. Very seldom is their aim 
of keeping dividends unchanged thwarted by dividend cuts for the 
purpose of preserving funds (c.f. Lindblom et al., 2011). It is also evi-
dent that most managers do not consider it important to create equity 
buffers for offsetting macroeconomic fluctuations in interest, currency, 
stock, product and supplier markets. These variations in the business 
environment are obviously supposed to be managed by the operating 
unit concerned or at the central office. Macro fluctuations should not 
lead to operational losses absorbed by overcapitalization.
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Finally, we observe that many managers believe that a high credit rating 
offers flexibility in terms of debt capacity. The statement ‘A good credit rat-
ing is vital for keeping financial flexibility’ (µ = 3.68***) confirms that credit 
rating seems to be such a factor (Lindblom et al., 2011). Kisgen (2006) 
finds that ‘Firms near a credit rating upgrade or downgrade issue less debt 
relative to equity than firms not near a change in rating.’ We find that firms 
with a credit rating make significantly more use of several banks. We also 
find that firm size influences the probability of deviating from a ranking 
scheme in accordance with the pecking order theory. A plausible expla-
nation (see Faulkender and Petersen, 2006) is that the source of capital, 
via active or passive lenders, influences the capital structure of the firm. 
Opaque firms rely on active lenders, while rated firms also have access to 
the financial markets (passive lenders). Borrowing from active lenders is 
assumed to be at a higher cost. Accordingly, rated firms have more lever-
age. These results confirm a pecking order of debt, as the asymmetry of 
information between the issuing firm and the passive lender is presumed 
to be higher than that between the firm and the active lender.

12.4 Conclusions

Most empirical studies of financial structure decisions find evidence sup-
porting both the static trade- off theory and the pecking order theory. 
Our survey also demonstrates decision- making in accordance with both 
theories in the same firm. An explanation that has been put forward is 
that under certain conditions a trade- off is prevalent when a manager 
makes a capital structure decision, and under others a pecking order. 
Even if this sounds reasonable, the explanation is not fully convincing, 
as the notion of an optimal capital structure is not relevant in a pecking 
order setting. We are able to discern a stronger preference for a pecking 
order in our survey, and that is our motive for running a probit regres-
sion wherein the likelihood of deviating from a pecking order ranking 
of funds is tested against variables used as proxies for alternative capital 
structure theories. On the one hand, we do not find any relationship 
between the likelihood of deviating from a pecking order scheme and 
managers timing the market or avoiding signalling. On the other hand, 
we find that managers creating buffers are less likely to deviate from such 
a scheme, indicating that the extended pecking order theory is valid.

The seemingly most puzzling result is that managers who set targets 
are unlikely to deviate from a pecking order scheme. However, this 
anomaly is explained by the fact that, in a clear majority of the firms, 
targets are based on book value rather than market value. This implies 
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that earlier studies using targets as a proxy for the trade- off theory may 
have arrived at the wrong conclusion. A target that is not based on mar-
ket value cannot be used for obtaining an optimal capital structure. 
Our conclusion is that targets play another role. We argue that manag-
ers’ main concern is uncertainty avoidance and manoeuvrability. Their 
use of targets, adhering to a pecking order scheme, and their strong 
striving for financial flexibility fit well with uncertainty avoidance. 
Most managers have not faced financial constraints preventing profit-
able projects, indicating that managers do actually succeed in creat-
ing flexibility. Managers seek control over the financial situation of the 
firm and are strongly governed by accounting values.

Notes

1. We have used the VA500 list for 2006. Firm- specific data that are either miss-
ing or not included in VA500 have been complemented from various data 
bases, mainly Affärsdata, Datastream and VPC.

2. The actual number of responses was 149, but 10 questionnaires were not com-
pleted due to ‘lack of time’, because the survey was considered irrelevant to 
the business of the firm, or due to a general rule not to answer questionnaires. 
Despite this, the response rate is high for this type of survey. The major survey 
by Graham and Harvey (2001) received less than 9 per cent and the one by 
Beattie et al. (2006) slightly over 23 per cent. Pinegar and Wilbricht (1989) 
received a response rate of 35.2 per cent to their more focused survey.

3. The size interval of each sample group is derived from the corresponding 
population tertian.

4. Tests conducted for significant differences in the answers of early and late 
responders do not indicate that there should be any time bias.

5. The percentage numbers are based on those 108 respondents who did answer 
this question. The remaining 8.3 per cent are using a mix of book and market 
values.

6. A majority of these firms were either real- estate companies or investment firms.
7. Clearly, the book value may be regarded as a reasonable approximation of the 

market value if the firm has adopted International Financial Reporting Standards  
(IFRS). However, there is no significant difference between adopters and non-
 adopters in their choice of target measure. The book value based equity- to- asset 
ratio (solidity) has a long tradition as a capital structure measure in Sweden.
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