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Preface

This is the third issue of the Springer’s series Eurasian Studies in Business and
Economics, which is the official book series of the Eurasia Business and Economics
Society (EBES, www.ebesweb.org). This issue includes selected papers presented
at the 15th EBES Conference that was held on January 8, 9, and 10, 2015, at the
ISCTE-IUL Instituto Universitario de Lisboa in Lisbon, Portugal, with the support
of the Istanbul Economic Research Association. Due to space limitation, the
accepted papers are published in two volumes. All accepted full-length papers for
the issue went through peer-review process and benefited from the comments made
during the conference as well.

In the conference, 369 papers were presented and 628 colleagues from 51 coun-
tries attended the conference. In addition to publication opportunities in EBES
journals (Eurasian Business Review and Eurasian Economic Review, which are
published by Springer), conference participants were given opportunity to submit
their full papers to this Issue. We regret that we could accept only a small portion of
those papers.

Theoretical and empirical papers in the series cover diverse areas of business,
economics, and finance from many different countries, providing a valuable oppor-
tunity to researchers, professionals, and students to catch up with the most recent
studies in a diverse set of fields across many countries and regions.

EBES conferences have focused on the areas of economics, finance, and busi-
ness. Therefore, each volume of the Eurasian Studies in Business and Economics
series covers a wide variety of topics from business and economics and provides
empirical results from many different countries and regions that are less investi-
gated in the existing literature. The first volume of the set covers the following
fields:

1. Entrepreneurship

2. Small and Medium-Sized Enterprises
3. Human Resources

4. Management


http://www.ebesweb.org/
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5. Marketing
6. Tourism

The first volume includes many empirical studies on developing European
countries such as Poland, Romania, and Lithuania which are not extensively
examined in the existing literature. Therefore, these papers should enlighten the
researchers interested in these regions.

The second volume of the set focuses more on economics and finance. The broad
topics that volume covers:

1. Accounting

. Corporate Governance

. Energy Studies

. Economic Growth and Development
. Economics

. Banking & Finance

AN AW

Although the papers in the second volume provide empirical evidence from
Eastern European countries, the readers would find them useful as some of the
results could be valid for similar economies.

We believe that the accepted papers in this issue will provide an invaluable
opportunity for our readers to catch up with the most recent studies in a diverse set
of fields across many countries and regions and empirical support for the existing
literature.

On behalf of the Volume Editors and EBES officers, I would like to thank the
host institution ISCTE-IUL Instituto Universitdrio de Lisboa, all presenters, partic-
ipants, board members, and keynote speakers and look forward to seeing you at the
upcoming EBES conferences.

Best regards,

Istanbul, Turkey Ender Demir



Eurasia Business and Economics Society (EBES)

EBES is a scholarly association for scholars involved in the practice and study of
economics, finance, and business worldwide. EBES was founded in 2008 with the
purpose of not only promoting academic research in the field of business and
economics but also encouraging the intellectual development of scholars. In spite
of the term “Eurasia”, the scope should be understood in its broadest term as having
a global emphasis.

EBES aims to bring worldwide researchers and professionals together through
organizing conferences and publishing academic journals and increase economics,
finance, and business knowledge through academic discussions. To reach its goal,
EBES benefits from its executive and advisory boards which consist of well-known
academicians from all around the world. Every year, with the inclusion of new
members, our executive and advisory boards became more diverse and influential. I
would like to thank them for their support.

EBES conferences and journals are open to all economics, finance, and business
scholars and professionals around the world. Any scholar or professional interested
in economics, finance, and business around the world is welcome to attend EBES
conferences. Since 2012, EBES has been organizing three conferences every year:
one in Istanbul (usually in late May or early June) and two in Europe or Asia
(usually in January and October). Since our first conference, 3611 academic papers
by 6345 colleagues from 91 different countries have been presented. Also, in a very
short period of time, EBES has reached 1394 members from 76 countries.

Since 2011, EBES has been publishing two academic journals. One of those
journals, Eurasian Business Review—EBR, is in the fields of industry and busi-
ness, and the other one, Eurasian Economic Review—EER, is in the fields of
economics and finance. Both journals are published biannually, and we are com-
mitted to having both journals included in SSCI as soon as possible. Both journals
have been published by Springer since 2014 and are currently indexed in the
EconlLit, Google Scholar, EBSCO, ProQuest, ABI/INFORM, Business Source,
International Bibliography of the Social Sciences (IBSS), OCLC, Research Papers
in Economics (RePEc), Summon by ProQuest, and TOC Premier.

vii



viii Eurasia Business and Economics Society (EBES)

Furthermore, since 2014 Springer has been publishing a new conference pro-
ceedings series (Eurasian Studies in Business and Economics) which includes
selected papers from the EBES conferences. The 10th, 11th, 12th, and 13th EBES
Conference Proceedings have already been accepted for inclusion in the Thompson
Reuters’ Conference Proceedings Citation Index, and subsequent conference pro-
ceedings are in progress.

On behalf of the EBES officers and Board, I sincerely thank you for your
participation and look forward to seeing you at our future conferences.

With my very best wishes,

Australia Jonathan Batten, Ph.D.
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The Value Relevance of Audit Report Under
IFRS in the Case of Romanian Listed
Companies

Alina Mihaela Robu and Ioan-Bogdan Robu

Abstract On a financial market, investors need relevant and fair information on
which to base their decisions. Investors seek instruments to assess the information
quality which can indicate the stock that can reward them with high performance.
To answer the investors’ problem, financial statements must be audited, receiving
an opinion related to the quality of reported financial information. With the
adoption of IFRS, can the audit report contain a professional, objective and
independent opinion on the true and fair view of the financial statements, in the
most significant aspects, related to the information that reflects financial position
and performance, in accordance with an applicable accounting framework? The
purpose of this study is to analyze, with the adoption of IFRS, if the auditors’
affiliation to the Big 4 and the audit opinion are value relevant for investors and
have a significant impact on the stock price. To achieve the research objectives, a
sample of 59 companies listed on Bucharest Stock Exchange (BSE) was selected.
These companies use IFRS in financial reporting. To obtain the research results,
multiple regression analysis, ANCOVA models and GLM were used. Data was
collected from the financial statements of companies and from other reports pro-
vided by BSE. For data processing, SPSS 20.0 was used. The results achieved from
the ANCOVA and GLM regression analysis indicate that information provided by
the audit report, auditors’ affiliation to the Big 4 and the audit opinion, are value
relevant for investors and have a significant impact on the stock price.

Keywords Value relevance e« Audit report ¢ Audit opinion < Financial
information « Multiple regression analysis * ANCOVA models

A.M. Robu (<) « I.-B. Robu
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e-mail: mihaela.robu@feaa.uaic.ro; bogdan.robu@feaa.uaic.ro

© Springer International Publishing Switzerland 2016 3
M.H. Bilgin, H. Danis (eds.), Entrepreneurship, Business and Economics - Vol. 2,

Eurasian Studies in Business and Economics 3/2,

DOI 10.1007/978-3-319-27573-4_1


mailto:bogdan.robu@feaa.uaic.ro
mailto:mihaela.robu@feaa.uaic.ro

4 A.M. Robu and 1.-B. Robu
1 Introduction

Reporting information related to the company’s financial position and performance
and also to the environment where it operates is considered to be the starting point
for the efficient functioning of a capital market. The methods to inform the persons
that are interested in the activity of a company (actual stockholders, possible
investors, creditors, providers, clients or even employees) can be various, including
managers’ decisions and analyses, press releases, news or even standardized peri-
odical reports (Healy and Palepu 2001). From the perspective of the activity of a
company, the main information source is represented by the annual or intermediate
financial reports.

The main objective of reporting is to provide useful information regarding the
company, to support the users of financial statements in their decision making
process (International Accounting Standards Board 2013). Financial information
must provide a true and a fair view of the financial position and performance of a
company, as well as regarding the changes in the equity ownership and the cash
flows in one company. The perfect information regarding the financial position and
performance supposes the uniform and total transmission of the content of financial
reports to all users (Philips 1988). The imperfect information leads to the emer-
gence of information asymmetry. At the level of the reporting system, financial
asymmetry can be reduced by introducing a third part in the system (a financial
auditor), in order to guarantee the accuracy and the precision of the transmitted
information (Steinmueller 1992). This third person (the auditor) must be recognized
and agreed by all users when he or she issues a proficient, objective and inde-
pendent opinion regarding the accuracy of the reported information on the
financial position and performance of the company, under all the significant aspects
(Hakim and Omri 2010; Hope et al. 2012).

The transmission of the auditing opinion is made through the audit report, which
play an essential role in the communication process between the company,
represented by its manager, and the users of the financial information (Ittonen
2012), bringing value-added in the decision making process of the investors. The
major financial scandals in the recent years and mainly the errors reported in
financial statements have emphasized the highly important role of financial auditors
in ensuring the quality of the information that has been transmitted on the
financial markets (Hakim and Omri 2010).

The purpose of this study is represented by the analysis of the audit report
influence (issued for the financial statements of the listed companies) and their
content on the investors’ decisions regarding the stock acquisition or sale within
financial markets. These decisions are reflected by the variation of the stock price of
the listed and audited companies.

In order to reach the research objectives, the study was carried out upon a sample
of 59 Romanian companies, listed on the Bucharest Stock Exchange (BSE), for the
financial exercises that use the IFRS (International Financial Reporting Standards).
Research results have been reached by using the ANCOVA regression analysis and
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the generalized linear models (GLM). The main results of the study indicate the
existence of a significant influence of the reported information of the companies
regarding the financial position and performance and which were audited by
companies in the Big 4, on the variation of the stock price of the listed companies
(and implicitly, on the investors’ decisions). These decisions were also influenced
by the type of the issued auditing opinion.

The study also includes five more parts: a literature review in order to develop
the research hypotheses (Sect. 2), a part dedicated to the research methodology
(Sect. 3), a part dedicated to the obtain results and their discussion (Sect. 4) and the
last part which displays the conclusions of the study.

2 Literature Review and Hypotheses Development

Annual financial statements can significantly influence the evolution of the stock
price of the listed companies at the moment of their issuance or when changes
appear in the methods that lead to obtaining financial information (Dumontier and
Raffournier 2002). The feature of financial information to significantly influence
the investors’ decision-making process, reflected by the stock price or stock return
is called value relevance (Beisland 2009; El-Sayed Ebaid 2012).

Starting from the influence of the financial performance of one company
reflected by the income statement on the stock price or stock return, Francis and
Schipper (1999) have shown a fall in the relevance of the information regarding
financial results. Lev (1989) claims that the information regarding the financial
results explains just one part of the changes in the stock price and implicitly in the
stock return. This fall has determined the need to explain the changes in the level of
the stock price as a result of other factors, which are considered more relevant; the
information in the balance sheet (Francis and Schipper 1999), in the case of the cash
flows (Barth et al. 2001), or other non-financial information (regarding the auditor
and the audit report).

The relevance of the information regarding the auditor and the audit report support
the demand of audit and insurance services. Of the causes that determine the emer-
gence of auditing services, we can mention the following: the existing gap between
the financial information providers and its beneficiaries, the interests conflict between
different financial statements’ users, the complexity of economic transactions, the
effect of the informational content of the financial statements on the investors’
decisions (Arens et al. 2006; Moradi et al. 2011).

From the perspective of the investors operating on the financial market, Mansi
et al. (2004) claims that the auditing services provided to the listed companies play
two essential roles: an informational and an assurance role. The informational role
takes shape through the verification of the financial statements, in order to discover
and report gaps in the accounting system of the client. Discovering and reporting by
the auditor of such gaps has a direct impact on the growth of the auditing services
quality (DeAngelo 1981). The assurance role emerges in the moment of issuance of
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the auditing opinion, giving a superior credibility and a high accuracy level of the
reported financial information (Mansi et al. 2004). Skinner and Srinivasan (2012)
claim that the role of assurance services is also influenced by the investors’ desire to
call on big auditing companies which provide a superior quality of the audit and
assurance services. The quality of the auditing services is supported by the auditors’
notoriety (Lennox 1999), and, on the chance of disparities within the audit report,
investors can reclaim in court the damages caused by the auditors’ failure in
insuring a true and fair view.

Starting from the auditor’s size criteria, DeAngelo (1981) considers that an
auditor with a large number of clients does not display an opportunistic behavior,
and the audit reports issued by him or her display a high quality. The large sized
auditing companies provide high quality services (Chen et al. 2009), as a result of
the possibility to train the employees and of the standardized auditing methodo-
logies (Lawrence et al. 2011). The audit reports issued by the auditing companies in
the Big 4 are neutral, integral and lack errors, compared to the companies that are
not in the Big 4 (Lee and Lee 2013). From the perspective of the auditing services
quality, auditing reports corresponding to the Big 4 and non-Big 4 companies
should not influence in a different manner the financial market, and the quality of
the auditing mission should be comparable. This phenomenon can be explained
through the need to respect the same auditing standards and professional guidelines,
irrespective of the size and notoriety of the auditing company.

The audit report represents the principal communication channel between the
auditor and the users of the information displayed within the financial statements
and can significantly influence the stock price of a listed company (Ittonen 2012).
The informational content of the audit report can influence the estimation or size of
the future cash flows and implicitly the risk of obtaining such flows. As well, the
audit report contains information regarding the ability of a company to continue its
activity in a predictable future, thus ensuring or not the going concern principle
(Ittonen 2012). Mutchler (1985) demonstrates the fact that information regarding
the ability of the company to continue its activity is firstly based on the available
public information, giving the chance to be anticipated by investors. The influence
of the audit report on the stock price can also be explained by the investors’
perception about the auditors’ access to the privileged information of the company,
such as the one used within certain foresights or the management plans. Thus,
one considers that the audit report reveals private information about the company,
which investors can use in order to make decisions.

The stock price of an audited company can also be influenced by the type of the
audit opinion. A reserved auditing opinion can have a significant impact on the
stock price of a company, given the fact that this opinion is supported by auditing
proofs that give the investors new information regarding the financial position and
performance (Dodd et al. 1984). For the investors, the relevance of the
reserved opinion is shown by the fact that the auditing report issuance, where
such an opinion is developed, will have a negative effect on the stock price of the
listed and audited company, and the lack of such opinion will cause a growth in the



The Value Relevance of Audit Report Under IFRS in the Case of Romanian. . . 7

investors’ trust, regarding the reported and audited financial statements, and,
implicitly, a growth in the stock price (Dopuch et al. 1986).

Within the Romanian literature, the main studies aimed at studying the value
relevance of the financial information on the financial market. Compared to the
international and European results, the results of the studies regarding the value
relevance on the Romanian financial market are still inchoate. This can be also
argued by the fact that the Romanian capital market is an emerging and reduced size
one. The studies of Filip and Raffournier (2010), Tudor (2012), Jaba et al. (2013),
Robu and Robu (2014) have aimed at testing and estimating the influence of the
financial factors (computed based on the reported information in the financial
statements) on the stock price or the stock return of the listed companies and less
on estimating the influence of non-financial factors. From this point of view, we
consider that our study is amongst the first Romanian studies that test and estimate
the influence of the information in the audit report on the value relevance of the
financial information in the case of Romanian BSE listed companies.

Starting from the results reported in the literature, previously displayed, the
study proposes to test and validate the following research hypotheses:

H; The information reported in financial statements regarding the financial posi-
tion and performance are value relevant to investors and have a significant influence
on the stock price for the Romanian BSE listed companies.

H, The Information reported in financial statements, as well as the one in the
audit report (the one regarding the auditor and the audit opinion), are value relevant to
investors and have a significant influence on the stock price of Romanian BSE listed
companies.

H3; On the Romanian financial market, the value relevance of the information in
the reported and audited financial statements is also conditioned by the affiliation of
the auditor to the Big 4, as well as by the type of the issued auditing opinion.

H4 The information in the financial statement for which an audit opinion was
expressed by an auditor affiliated to the Big 4 is value relevant to investors and has a
significant influence on the stock price of Romanian BSE listed companies.

3 Research Methodology

The study aims at analyzing the influence of the audit report (especially information
related to auditors’ type and audit opinion) on the investors’ decisions, with a
direct impact on the stock price of Romanian listed and audited companies.
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3.1 Target Population and Analyzed Sample

The studied population is represented by all the Romanian Bucharest Stock
Exchange listed companies, which use the IFRS in financial reporting and which
are the subject of the financial auditing. BSE is the main capital market in Romania,
which had included three large sections until 2015: BSE (as regulated market),
RASDAQ (non-regulated market) and ATS (Alternative Transaction System). We
must mention that the BSE listed companies are the subject of financial auditing and
starting with the 2012 financial exercise they have had to use the IFRS in financial
reporting. Companies that are not listed on the BSE section (but on RASDAQ or
ATS) are not mandated to audit their financial statements and use the Romanian
accounting regulation in financial reporting. Starting with 2015, the RASDAQ
section has been closed, companies having the opportunity to choose the listing
on the BSE regulated market or on the ATS section. The total number of companies
listed on the BSE section (Premium and Standard sections), is 81 (22 Premium and
59 Standard ones). The analyzed sample includes 59 BSE listed companies as
follows: from the total 81 companies, 12 were removed, representing financial
intermediates, banks, investment funds and insurance companies, 6 were removed,
companies that were suspended and 3 companies were excluded, companies for
which the needed information for the study was not found.

The analyzed period is represented by the 2012 and 2013 financial exercises. At
the level of BSE, until 2012, the listed companies were not mandated to apply the
IFRS in financial reporting, but just at the consolidated level, thus leading to the
existence of significant differences regarding the financial auditor’s opinion; if,
given the use of Romanian accounting regulation, the opinion would have been
clear, given the use of the IFRS (at the consolidated level), the audit opinion would
have registered some insignificant observations or it would have been an unclear
one. Thus, in order to compare, the study only kept the 2012 and 2013 financial
exercises, for which all the listed companies use the IFRS in financial reporting.
In this case, the analyzed sample includes 118 observations.

3.2 Models Proposed for Analysis and Data Source

In order to reach the research results, the study starts from the model proposed by
Feltham and Ohlson (1995). This model links the values based on the accounting
numbers (book value of equity and net result) and the market value (calculated
based on the stock price of listed companies), according to the Eq. (1):

Piiv1 = By +B;-BVPSi: + B, -EPS;; + & (1)

where:
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P; ., represents the stock price of company i at the 7+ / moment, scaled with the
stock price at 31.12.¢;

BVPS; , represents the book value of equity of company i at t moment (compared to
the number of issued stocks) and scaled with the stock price at 3/.12.1;

EPS; , represents the net result per stock for company i at # moment, scaled with the
stock price at 31.12.t;

€:,~N(0, 1) represents the error component of the proposed model.

p; and f3, represent the parameters model, and the significant and estimated values
show the existence of a significant influence of the accounting numbers on the
market value, in a positive or a negative direction, depending on the sign of the
estimation of the two parameters in the regression model.

As we can see, the dependent variable is represented by the stock price in the ¢
+ [ exercise, but 150 days from the data of the previous financial exercise closing,
just to include as much as possible the influence of the audit report on the
stock price. The 150 days period is specific to Romania and is established by the
Financial Supervisory Authority.

As well, in order to estimate the influence of the information included in the
audit report (the auditor’s type and the auditing opinion), as well as the interactions
between these and the information in the financial statements (BVPS and EPS), the
study proposes the following models for analysis:

Pi,t+1 == ﬁo + ﬁl * BVPSl,t + Bz * EPSi’t + B3 N B1g4 + B4 * Unqop
+ Bs - QualOp + ¢, (2)

where:

Big 4 represents a dummy variable with value 1 if the company is audited by an
auditor in the Big 4 and O in the opposite case;

UnqOp represents a dummy variable, with value 1 if the opinion in the issued audit
report for the audited company is unqualified and 0 in the opposite case;

QualOp represents a dummy variable, with value 1 if the opinion in the issued audit
report for the audited company is qualified and O in the opposite case; it is to be
mentioned that at the level of the analyzed sample, only three types of opinions
were registered: unqualified, unqualified with insignificant observations and
qualified (in the study, the unqualified opinion with insignificant observations
will be chosen as a reference for the development of the econometric models);

Pi—;....s represent the parameters of the regression model, and their significant
value indicate the existence of some influence of the various information cate-
gories (financial and from the audit report) on the stock price.



10 A.M. Robu and I.-B. Robu

Pit1 =By + By - BVPS; ( 4 B, - EPS; ; + B5 - Big4 + B, - UnqOp + 5 - QualOp
+P, - Bigd - BVPS + B, - Bigd - EPS + B, - UnqOp - BVPS
+Bo - UnqOp - EPS + ;¢ - QualOp - BVPS + B, - QualOp - EPS + &

3)

For the model in Eq. (3), the significance of the variables remains unchanged, but
the f;—¢... ;5 parameters surprise the combined influence of the audited accounting
numbers by a certain auditor (Big 4 or non Big 4) for which a certain audit opinion
was issued, on the stock price. The sign of these parameters also indicates the
direction of the influence determined by the interaction between the BVPS, EPS,
Big 4, UnqOp and QualOp.

Pi 1 =By + B; - BVPS;( + B, - EPS; ( + B5 - Big4 + B, - UnqOp + 5 - QualOp
B, - Bigd - BVPS + p, - Bigd - EPS + B - UngOp - BVPS
+B¢ - UnqOp - EPS + B, - QualOp - BVPS + f,; - QualOp - EPS
-+, - Bigd - UnqOp - BVPS + B, - Big4 - UnqOp - EPS
+P4 - Bigd - QualOp - BVPS + f;5 - Big4 - QualOp - EPS + ¢,

4)

To estimate the parameters of the regression equations, the study uses generalized
linear models, which allow the estimation of the influence of the interactions
between variables, given the fact that the hypotheses of the multiple linear regres-
sion models cannot be fully met (Field 2009). For the four proposed models for
the analysis, data has been collected using Datastream Advanced 4.0 from the
Thomson Financial database.

4 Research Results and Discussion

As aresult of the collected data analysis at the level of the studied sample, the main
research results aim at displaying a series of descriptive statistics for the analyzed
variables (per total and on categories considered in the analysis), of the values of
the Pearson correlation coefficients and the estimations of the parameters of the
regression models proposed in the study.

Table 1 displays the descriptive statistics corresponding to the variables pro-
posed in the model in Eq. (1) which stand at the base of the other models.

Table 1 Descriptive statistics

Variables N Minimum Maximum Mean Std. Deviation
Piii 118 0.7830 1.6074 1.0732 0.2114
BVPS;, 118 0.4206 7.0452 2.4330 1.7444
EPS;, 118 -3.3152 0.2740 —0.1878 0.8187
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Table 2 Estimated means for the variables considered in the analysis, by auditor and audit
opinion

Categorial variables Categories Noncategories Pivr BVPS;, EPS;,
Big 4 Da 43 1.0326 1.5684 —0.6587
(N=118) Nu 75 1.1038 2.1482 —0.2955
Audit Opinion UngOp?* 77 1.0791 2.2615 0.0607
(N=118) QualOp® 31 1.0898 0.5950 —1.4625
UnqOpOBS*© 10 1.0304 3.5977 —0.9824

“Unqualified opinion
"Qualified opinion
“Unqualified opinion with insignificant observations

Based on data in Table 1, we can notice that at the level of the BSE, Romanian
listed companies report average growths of the stock price after 150 days from the
closing of the financial exercise, as well as positive values of the book value of
equity, but loses at the level of the accounting net result. This observation will also
significantly influence the way of interpreting the estimations of the regression
models’ parameters proposed in the analysis. Depending on the auditor’s affiliation
(or not) to the Big 4 companies, as well as on the type of the issued audit opinion,
Table 2 displays the means of the variables considered in Eq. (1).

Based on data in Table 2, we can notice that, on average, audited companies by
the auditors in the Big 4 display much lower values of the analyzed variables,
both at the level of the stock price and at the level of book value of equity and the
net result. This can signal the existence of prudence in financial reporting for the
audited companies by auditors in the Big 4. At the same time, companies for which
an unqualified opinion was issued, displayed on average positive values of the
net result, compared to the companies for which qualified opinions or qualified
opinions with insignificant observations were issued.

For the study of the causality relations proposed in Eq. (1), Table 3 studies the
links between the analyzed variables, based on the Pearson correlation coefficients.
One can notice a significant and positive influence of the book value of equity on
the stock price and a negative influence of the values of the registered loss of the
company (negative result) on the stock price. As well, low values of the Pearson
correlation coefficient between the value of the book value of equity and the one of
the net result emphasize the lack of collinearity between the independent variables.

Once the values of the correlation coefficients have been estimated, to study the
causality, Table 4 displays the estimations of the parameters of the four regression
models proposed for testing and validation.

Table 4 displays the estimations of the four regression models proposed for
analysis. Thus, for the model in Eq. (1) we can observe that, on average, the value of
the book value of equity has a significant and positive influence on the stock price,
while the value of the net result (on average, a loss) has a negative influence on the
stock price.
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Table 3 Estimated values for the Pearson correlation coefficients

AM.

Robu and 1.-B. Robu

Variables Pirvr BVPS;, EPS;,

Pirsr 1 0.329 (Sig. 0.000) —0.142 (Sig. 0.125)
BVPS;, 0.329 (Sig. 0.000) 1 0.078 (Sig. 0.403)
EPS;, —0.142 (Sig. 0.125) 0.078 (Sig. 0.403) 1

Table 4 Estimations for the parameters of the regression models proposed in the analysis

Model 1 Model 2 Model 3 Model 4
Variables Coeff. | Sig. Coeff. | Sig. Coeff. | Sig. Coeff. | Sig.
Intercept 0.964 0.000 |0.868 0.000 |0.856 0.000 |0.961 0.000
BVPS 0.041 0.000 |0.045 0.000 |0.049 0.101 |0.012 0.762
EPS —0.044 | 0.055 | —0.063 |0.013 | —0.050 |0.377 | —0.146 |0.076
Big4 - - —0.028 |0.479 |0.031 0.695 |0.054 0.516
UngOp - - 0.116 0.108 |0.074 0.554 | —0.041 |0.791
QualOp - - 0.069 0.338 |0.113 0.423 |0.023 0.897
Bigd-BVPS - - - - —0.031 |0.315 | —0.023 |0.719
Big4-EPS - - - - —0.021 |0.668 |0.155 0.188
UnqOp-BVPS - - - - 0.012 0.722 |0.049 0.239
UnqOp-EPS - - - - 0.314 0.104 |0.534 0.021
QualOp-BVPS - - - - —0.012 |0.738 | 0.025 0.562
QualOp-EPS - - - - 0.003 0.965 |0.115 0.211
Big4-UnqOp-BVPS | — - - - - - 0.001 0.990
Big4-QualOp-BVPS | — - - - - - —0.030 |0.632
Big4-UnqOp-EPS - - - - - - —0.657 |0.137
Big4-QualOp-EPS - - - - - - —0.206 |0.108
Observations 118 118 118 118
R-squared 0.136 0.165 0.202 0.235

Dependent variable: P; ., ;; Big4 (Auditor is from Big4); UnqOp (Unqualified opinion, a dummy
variable: 1 if the opinion is unqualified, O in the opposite case); Qual/Op(Qualified opinion, a
dummy variable: 1 if the opinion is qualified, O in the opposite case); UngOpOBS (Unqualified
opinion but with observations, reference category); Significant values for Sig. < 0.200

The bold values are statistically significant

In the case of the model in Eq. (2), we can notice that the values of the book
value of equity and the ones of the net result keep the same influence on the stock
price, but the companies for which an unqualified opinion was issued report much
higher values of the stock price compared to the ones for which other audit opinions
were issued. As well, in this case, the affiliation of the auditor to the Big 4 compa-
nies does not have a significant influence on the stock price and, implicitly, on the
investors’ decisions (the lack of value relevance).

At the level of the model in Eq. (3), we also studied the influence of the
interactions between the affiliation of the auditor to the Big 4 companies or the
type of the audit opinions and the financial information regarding the position and
performance (book value of equity and net result) on the stock price. In this case,
the value of the book value of equity has a positive influence on the stock price,



The Value Relevance of Audit Report Under IFRS in the Case of Romanian. . . 13

while the net result does not influence the investors’ decisions any more. At the
same time, the net result of the companies for which an unqualified opinion was
issued (in this case, profit, according to the results displayed in Table 2) has a
positive influence on the stock price. The other interactions have an insignificant
influence on the stock price of the Romanian BSE listed companies.

In the case of the regression model displayed in Eq. (4), the results of the analysis
indicate the following: at the level of the Romanian BSE listed companies, an
increase in the loss (see results in Table 2) leads to a decrease in the stock price.
Though, for the audited companies by auditors in the Big 4, the value of the
net result determines an increase in the stock price, which is also supported in the
case of expressing an audit unqualified opinion. When the audit opinions is unquali-
fied or qualified at the level of the net result (in this case of the loss), we report a
negative influence of them on the stock price of the BSE listed companies.

5 Conclusions

The results of the study allowed the validation of the research hypotheses and
reaching the research objectives. Starting from the variables included in the
Feltham and Ohlson model (1995), the value relevance of the financial information
in the reported financial statements on the stock price was tested and validated.
Thus, we estimated a positive influence of book value of equity and a
negative influence of the reported losses on the stock price.

Regarding the value relevance of the information in the audit report, at the level
of the analyzed sample we can notice that an unqualified audit opinion has a
significant and positive influence on the stock price. Thus, we can conclude that,
at the level of BSE, the information in the audit report which includes unqualified
opinions are value relevant to investors.

Moreover, for the Romanian BSE listed companies, the registered net result at
the end of the financial exercise and for which an unqualified opinion was issued
has a positive influence on the stock price. In this case, we can conclude that
financial information regarding the net result, for which an unqualified audit
opinion was issued (irrespective of the auditors’ affiliation or not to the Big 4)
has a significant and positive influence on the investors’ decisions, with
direct impact on the stock price of the listed companies.

Not the last, through Eq. (4), we have shown the influence of the audited
information by an auditor affiliated to the Big 4, for which a certain type of opinion
was issued, on the stock price. Thus, at the level of the study, we can notice that the
losses reported by the BSE listed companies for which unqualified opinions were
issued or the profits for which qualified opinions were issued by the auditors in the
Big 4 have determined a decrease in the stock price. In this case, both the results
reported by the company and the auditors’ opinions have had a significant impact
on the investors’ decisions.
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The limits of this study are mainly determined by the low size of the analyzed
sample (only 59 companies; they reflect the low size of the BSE, as an emerging
market), which includes only two financial exercises (2012 and 2013, when the
BSE listed companies use the IFRS). In this case, future research directions aim at
enlarging the analyzed sample by also including the companies listed before 2012
(the moment of IFRS implementation) in the analysis, in order to test the existence
of significant differences regarding the value relevance of the financial information
and also the ante and post IFRS audit reporting.
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Performance Indicators Development
in Function of Higher Education Quality
Monitoring

Verica Budimir, Ivana Drazi¢ Lutilsky, and Robert Idlbek

Abstract The aim of this paper is to explore issues of higher education institution’s
performance indicators development in Croatia. Accepted standards and regula-
tions require defining of key performance indicators, but the process and the
method of their choice and the definition is optional to institutions. Higher educa-
tion institutions are obligated to measure and track performance. They need to
define key performance indicators, in accordance with the Standards and Guidelines
for Quality Assurance in the European Higher Education Area (ESG) and defined
strategic goals. Tracking performance is important for program financing of higher
education and performance monitoring of selected institution’s program goals and
higher education in general. For higher education institutions, it is important to
monitor and improve the quality. For that purposes they need to develop adequate
and comparable performance indicators. In order to create comparable indicators it
is necessary to conduct a detailed analysis of performance measurement of related
higher education institutions in Croatia and the European Higher Education Area.
The basis for performance measurement is information that institution owns,
acquires and processes. In order to be relevant, indicators need quality information
basis for their measurement. This paper analyzes the current performance indicators
of selected institutions from Croatia, Great Britain, Canada and Australia. Based on
the analysis, as the result of work, we propose indicators for one higher education
institution. Authors propose a methodology for development of indicators, as well
as a way of measuring and monitoring performance.
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1 Introduction

The globalization processes that take place in all areas of human work and activities
represent a strong economic, political and social force that promotes the interna-
tionalization of higher education. Although higher education institutions are
established primarily to meet the needs for higher education population of some
countries, their international activities are increasingly more pronounced and sig-
nificant. The extent, scope and complexity of the international activities of higher
education institutions have grown over the last two decades (Altbach and Knight
2007). International activities of higher education institutions has strongly
influenced the increase in the scope of activities related to cross-border cooperation
and mobility while the United States, United Kingdom and Australia are the most
popular destinations for study abroad. These are the world’s strongest providers of
transnational education (Van Der Wende and Westerheijden 2001).

The challenges that higher education is faced around the world include: the need
to ensure quality and standards due to the continued increase in the number of
students, reducing budgetary subsidies per student, the need for greater account-
ability because of increased autonomy and deregulation institutions, the require-
ments of different stakeholders for a high quality and comprehensive information
on programs, learning outcomes and institutions as a whole (Campbell and
Rozsnyai 2002; The World Bank 2002; Schwarz and Westerheijden 2004). Devel-
opment and strengthening of institutions of higher education in the international
higher education area is limited by several factors: regulation, quality assurance and
recognition (Dos Santos 2000; Campbell and Van Der Wende 2000). The concept
of quality assurance means all policies, processes, activities and mechanisms to
recognize maintain and develop the quality of higher education (Glanville 2006).
The focus of higher education is teaching, learning and research, while the man-
agement and administration represent support to these processes. Quality assurance
engaged in the development and improvement of quality is for all three areas
(Schwarz and Westerheijden 2004). Ensuring quality and standards of their pro-
grams is important to the successful delivery of services, and thus the activities of
higher education institutions in domestic and international Higher Education Area.

Standards and body for independent external evaluation of the quality of such
control mechanisms for the first time in Europe appear in the mid 1980s in Great
Britain and the Netherlands (Cave et al. 1997; Rhoades and Sporn 2002). Discus-
sions on Quality Assurance which followed the mid 1980s took place at the national
level in the United Kingdom, the Netherlands, Belgium, Denmark, Finland and
Norway. Ensuring quality was observed in the context of limiting budget spending
and the need for greater accountability in higher education (Van Vught and
Westerheijden 1994; Rhoades and Sporn 2002). The aim was to increase the
autonomy and improve the performance of higher education institutions, and the
implementation of self-control, self-assessment and evaluation of the program were
seen as mechanisms to ensure the quality of institutions. In the absence of system-
atic procedures for evaluation of higher education institutions in Europe, the
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European Commission in 1991 established a European pilot project for evaluating
quality in higher education, with the aim of raising awareness of the importance of
evaluation and improvement of procedures and knowledge transfer between higher
education institutions (Thune and Staropoli 1997; The World Bank 2002).

The basis for systematic care of quality assurance, as a prerequisite for success-
ful business, institutions of higher education was introduced by the adoption and
signing of the Bologna Declaration in 1999. In order to increase the mobility and
employment of European citizens and increasing the international competitiveness
of the European Higher Education Area 47 countries have so far signed this
document (UNESCO 2014), and among them Croatia in 2001. One of the most
important goals of the Bologna Process is quality assurance in higher education,
taking care of the establishment of comparable criteria and methodologies
(European Ministers of Education 1999). The initiative to establish comparable
criteria as a basis for evaluating and developing quality improved by the establish-
ment of the European Network for Quality Assurance in Higher Education 2000
(ENQA), publishing the document Standards and Guidelines for Quality Assurance
in the European Higher Education Area—ESG (ENQA 2009) and establishing a
European register for quality assurance in higher education—EQAR.

ESG represent a global framework for measuring and ensuring the quality of
higher education institutions (Kohoutek 2009). Standards and guidelines should
serve as a source of improving the quality of higher education institutions (further
HEI) in the provision of services and justify their institutional autonomy. To
students those guidelines should enable better quality access to services in the
European higher education area, and to the agencies that carry out the external
evaluation of quality should provide a high level of accessibility and comprehen-
sibility of the results of the evaluation (ENQA 2009; Kohoutek 2009; Kauko and
Berndtson 2013).

Development of quality assurance system in Europe is closely linked with the
development of strategic business management of higher education institutions
(Rhoades and Sporn 2002). Higher education institutions at lulled, traditional,
unsystematically accessing business can no longer respond to the needs of the
education market and the many challenges they face. Management, teachers and
administration of modern higher education institutions systematically define plans,
programs, priorities and expenses to ensure their future (Keller 1983). In a time of
constant change as it is today, with higher education increasingly bind concepts like
corporate governance, enterprising, innovative and customer-oriented business
(Rasmussen 1998). In doing so, strategic planning is seen as a tool for the estab-
lishment of a change, strengthening institutions and achieves success (Machado and
Taylor 2010). Strategic planning and business management should define and
implement strategy so as to take into account various internal and external condi-
tions, where it ensures a high level resources management in achieving desired
goals (Machado and Taylor 2010; Taylor and Miroiu 2002).

Initiatives to increase the quality of public services, lower budgetary allocations
for public purposes, the creation of the citizens in a friendly environment and
greater performance in the management operations of budgetary users, demand
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for monitoring the efficiency and effectiveness of higher education institutions
(Matei 2009; Guthrie and Neumann 2007; Chalmers 2008a). To monitor the
performance of higher education institutions can use different models: the Balanced
Scorecard (Kaplan and Norton 1996; Niven 2003), European Quality Improvement
System—EQUIS (EFMD 2014), Value Added Measurement (Kim and Lalancette
2013), European Foundation for Quality Management Excellence Model (EFQM
2003), Association to Advance Collegiate Schools of Business Accreditation Stan-
dards (AACSB 2013), World University Rankings methodology (Reuters 2014), as
well as models from other international and national (ASHE 2013) accreditation of
institutions. At the centre of all these models, as a tool for measuring and monitor-
ing performance, and strategic business management of higher education institu-
tions stand out performance indicators.

Performance indicators are objective measures that provide adequate informa-
tion and statistical framework for monitoring the performance of institutions in
which allow comparison among areas, over time and generally accepted standards
(Burke et al. 2002; Poister 2003; Chalmers 2008a, 2008b). By studying literature in
performance measurement, it is evident that there are numerous attempts to define
performance indicators of higher education, in theory and practice. However, the
development of performance indicators is not an easy job and depends on a number
of factors: information users, availability information platforms for performance
measurement, the desired quality standards, strategy of HEI, comparability, devel-
opment institutions and higher education system in general.

This paper will therefore explore the role of performance indicators in monitor-
ing the quality of HEI’s viewed through the prism of strategic management and
program financing of higher education. Below are studied and analyzed the perfor-
mance indicators selected institutions of higher education in Croatia and the UK, as
representatives of the European Higher Education Area and the developed world
systems performance measurement—Australia and Canada. Through a review of
the problem of the existing performance measurement the authors develop perfor-
mance indicators in the example of one institution of higher education in Croatia.
Based on the analysis of application performance indicators in monitoring and
improving the quality and comparing (benchmarking) institutions shall be adopted
conclusions on the significance of performance indicators about monitoring the
quality of higher education institutions.

2 The Role of Performance Indicators in Monitoring
the Quality of HEI’s

2.1 The System of Quality Assurance in HEI’s

The need for providing quality programs and services has become a part of
everyday life of all higher education institutions in the European Higher Education
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Area, and developed as a “consequence” of internationalization and the Bologna
process. Responsibility for the quality of provided services, its assurance and
improvement, primarily are borne by higher education institutions (Dolacek-
Alduk et al. 2008). To ensure the quality of the educational process, HEI’s
established systems of quality assurance. Quality assurance system represents
institutional mechanism of HEI’s that enables further development of the quality
and provides a clear formal mechanisms for its monitoring. Each HEI is developing
its own quality assurance system (further QAS) based on legal regulations, the
ESG, follow good practices of other HEI’s and previous experience of HEI’s in the
establishment and implementation of QAS. Establishment of QAS is a complex and
demanding process that involves continuous research, monitoring, evaluation,
supervising and improvement of the activities of HEI’s (Budimir et al. 2014).

To establish mechanisms for internal quality assurance in accordance with the
ESG, HEI’s must have (ENQA 2009; Budimir et al. 2014):

Defined Policies and Procedures for Quality Assurance Institutions are expected
to have a defined policy and strategy of quality, in line with the mission, vision and
strategy of the institutions. As mechanisms for monitoring performance, improve-
ment and development of QAS are established: the body responsible for quality
assurance, internal regulations, manual for quality assurance, annual plans and
objectives of activities and others.

Mechanisms for Approval, Monitoring and Periodic Review of Programs
and Awards For successful completion of study programs are defined: enrolment
quotas, the curriculum, detailed execution plans of the course. Approval proce-
dures, audit and improvement of study programs should be clearly defined, taking
into consideration the involvement of all stakeholders in the process.

Defined Transparent Criteria, Rules and Procedures for the Assessment
and Evaluation of Students’ Work 1t is necessary to ensure equal conditions of
assessment for all students, which is achieved by defining the unique conditions at
the institutional level and at the level of all the courses and continuous informing
students.

Mechanisms for Ensuring the Quality of Teaching Staff and Mechanisms
for Verification of Their Eligibility The HEI should analyze the situation of teacher
resources, their workload in teaching and other activities, and allow for continuous
training of teachers’ competencies and other skills. Evaluation of the teachers is
implemented through student surveys, evaluation of scientific and
professional work.

Insured Educational Resources and Support for Students 1t is necessary to analyze
the availability of educational resources (teachers, space, equipment, finance,
teaching materials, administrative support, etc.) and continuously implement mea-
sures to improve availability.

Established Information System to Collect, Analyze and to Use Relevant
Information The higher education institution should monitor and report on student
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progression and success, employability of graduates, satisfaction of students pro-
grams, effectiveness of teachers, profile of the student population, the availability of
educational resources, and key indicators of success.

Mechanisms  for Objectively, Impartially and Continuously Informing
the Public In addition to the website, which is the basic way of informing the
public, HEI’s should be utilized and use other media notification and take care of
the accuracy and objectivity of information processed.

In order to improve the quality, institutions with specified define additional
standards in the field of scientific and professional work, cooperation with industry,
international cooperation and other areas not directly covered by the ESG.

Evaluation of the effectiveness of institutions and programs in relation to the set
minimum standards (ESG) is carried out through several steps (Kohoutek 2009).
First step is self-evaluation, carried out by teachers and other stakeholders of the
institution in accordance with the criteria set by the competent agencies. Second
step is to read external documents, prepared by independent experts who reviewed
the evidence and interviewing stakeholders and provide recommendations to the
Agency. After that, Accreditation Agency revises evidence and recommendations
and makes a decision on compliance with quality expectations. At the end there is a
follow-up phase in which the institution is developing a strategy for improving
quality in accordance with the identified weaknesses and recommendations.

For the purpose of monitoring and measuring the performance, the agency
submits to HEI’s a number of schedules according to ESG, through which they
should show the performance indicators. However, HEI’s in Croatia usually do not
have a mechanism or model, for monitoring their performance, and therefore they
cannot on easy way, because of the lack of systematic monitoring indicators, collect
all the data and process them in accordance with the required (Cukusié et al. 2014).
The periodicity of the external evaluation, results in a situation that HEI’s are not
following the performance continuously. Therefore, the definition of key perfor-
mance indicators, which is prescribed with standard 6—Information system of
higher education institutions, and their systematic monitoring of the institutions
of the utmost importance to assure and improve the quality of HEI’s. Reliance on
key performance indicators in the field of quality assurance in consideration of a
full picture of the performance of the institution has a number of drawbacks and
limitation: indicators are significantly related to the requirements of agencies
(outside body), following only the output values (outputs) rather than the connec-
tion with the input values (inputs) (éukuéié et al. 2014), and do not take into
account the financial indicators. Therefore, the authors explore the role of indicators
in strategic management and program funding (financing by agreement) of HEI’s.
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2.2 Strategic Management and Program Funding of HEI’s

HEI’s today are faced with many challenges in their activities: a complex organi-
zational structure with a number of external constraints, insufficient financial
resources, the need for better decision-making and quality decisions, new technol-
ogies, better connectivity with the economy, globalization and internationalization
of higher education, competitiveness, unpredictability (Machado and Taylor 2010).
In order to successfully respond to the challenges HEI’s are introducing strategic
planning and business management. Although each institution develops its own,
unique system of strategic management, steps in development are common to most
successful models: defining the mission and vision, analysis of the internal and
external environment (SWOT analysis), comparison with similar institutions
(Benchmarking), setting the strategy (strategic areas and goals), definition of
performance indicators, define action plans, data collection and reporting on per-
formance, evaluation of the performance and return on impact of HEI’s activity and
evaluation of strategies and adaptation to change.

Central position in the strategic planning occupies performance indicators. In
order that performance indicators become a useful management tool, they need to
be carefully defined, in accordance with established objectives and strategy.

Strategic business management of HEI’s is being driven by the adoption of
strategic documents at the EU level—Horizon 2020, and national level—Strategy
for Education, Science and Technology (Croatian Parliament 2014). International-
ization of Higher Education encourages countries to create specific strategies of
higher education related to mobility (Newman and Graham 2013; Finland Ministry
of Education 2009; EUA 2013). Strategic areas and goals differ among countries,
but facilitating access to education, increasing student mobility and sustainable
funding, are common features of most strategic documents.

End of the twentieth and beginning of the twenty-first century was marked by
trends that significantly affect financing of the higher education. The cost of tuition
per student increased significantly, the number of students also, increased expecta-
tions of all stakeholders due to the development of knowledge-based economy, the
budget fail to follow the growth of costs, globalization enhances the effects of costs
growth and uncertainties of government revenues, the liberalization of the economy
leads to decentralization and the privatization of public entities including institu-
tions of higher education (Knight 2009). Solutions for the financial pressures on the
governments are seeking on the expense and revenue side. Enhancing the number
of teaching groups and teaching load, reject the less important programs, increased
financial responsibility of the HEI’s management (new public management), and
introduced tuition fees for all or part of the students, reducing the student scholar-
ships and others.

Extra pressure on the financing of higher education has created a crisis due to
which the economic situation of many European countries has deteriorated signif-
icantly since 2008. There are very frequent structural reforms in education that seek
to rationalize consumption, increase the transparency and efficiency of use of
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limited budgetary resources. The state budget continues to be a major source of
financing of the majority of higher education institutions in Europe, but the ways of
allocating that budgetary resources are different. Line financing in recent times was
replaced with block grants which funds have been allocated for a particular activity
or cost item.

Institutions of higher education in Croatia from 2012/2013 entered into the
system of financing through funding agreements. Programme contracts are con-
tracts between the founders and the HEI about financing on the basis of the agreed
program objectives, results and performance indicators for their implementation.
According to a study from the European University Association in 2013 (EUA
2013) in two thirds of surveyed European countries (15 of 22) HEI’s enter into some
kind of program contracts.

The idea of the program funding occurred back in 2008 when the Croatian
Ministry of Science, Education and Sports started concluding agreements with
public institutions of higher education on financing subsidies participation in the
cost of study for full-time students on the basis of a special decision of the Croatian
Government (MSES 2014). In 2012 seven public universities and 14 polytechnics
and colleges entered into three-year contracts (the pilot program contracts) on the
full subsidy of participation in the cost of full-time students study. The above
contracts, Ministry and public higher education institutions jointly and in accor-
dance established general and specific objectives which serve to achieve the
greatest possible improvement in the system of teaching and education in Croatia,
and thus indirectly improve the quality of management of public institutions of
higher education. Defined were six general and nine specific objectives (MSES
2014). Higher education institutions have the ability to choose the objectives that fit
into their development strategy, in cooperation with the competent ministry HEI’s
defined the desired results and performance indicators which will measure their
implementation. Defining activities that are considered effective for achieving the
targets selected higher education institutions are able to carry out independently.

Budget Act from 2008, in Croatia has introduced the obligation of program
budgeting and financial plans of budget users. The starting point of resource
management and service delivery program planning is a strategic plan, and to
monitor the achieved results it is necessary to define measurable performance
indicators.

2.3 Performance Indicators

All accentuated competition of HEI’s in the international “market” in attracting
students and teachers, desire to create a positive image, procedures of external and
internal quality assessment, re-accreditation, strategic decision-making, and effi-
cient management of financial resources, have created a continuing need for
measuring and monitoring performance. Performance indicators, as a tool for
performance measurement in higher education have been known since 1977
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(Birch and Calvert 1977). Evaluating the effectiveness of the university on the basis
of quantitative performance indicators in England was introduced in 1985 (Elton
2004), in Australia at the end of the 1980s (Henman and Luong Phan 2014), in
Canada at the beginning of the 1990s (Almgren 2009). At the international level,
the OECD formulated performance indicators for the purposes of comparability of
higher education systems across countries (OECD 2007).

Performance indicators are taken from the private sector where they are used as
an internal management tool. In the public sector usually measure the economy,
efficiency, effectiveness and relevance of the results achieved and the objectives of
the programs, projects, activities or processes (IFAC 2000). Performance indicators
are usually divided into four basic groups (Chalmers 2008a). First group stands for
Indicators of inputs (e.g. the average score of students when entering the study, the
percentage of full-time students). Second group make Indicators of the process
(e.g. the engagement of students, professional development of teachers). There are
Indicators of output (e.g. the rate of progression through the study, the rate of
graduates). At the end we have Indicators of outcome (e.g. the satisfaction of
graduates, employee satisfaction).

Indicators of inputs and outputs are quantitative indicators, and the indicators of
process and outcome are qualitative indicators. Performance indicators are the most
effective when used and monitored through a system of performance measure-
ment—control system to calculate the specific performance indicators at prescribed
intervals in order to achieve effective and responsible management decisions. In
order to be an adequate tool for measuring results and performance management,
indicators should be relevant, understandable, reliable, complete, objective, neutral,
timely and comparable (IFAC 2000). The role of performance indicators in mon-
itoring the quality of higher education is manifold. First, performance measurement
helps establish strategic goals of the institution. Monitoring the performance of the
information on realization of the mission and instructs the administration of HEI’s
on the strengths and weaknesses of the institution. This allows the definition of a
quality strategy and strategic business management of higher education institutions.
Furthermore, performance indicators are an important tool for financial planning
and efficient allocation of resources. Information about successful and less success-
ful activities and projects, facilitate HEI’s decision on the allocation of scarce
financial resources in areas with greater prospects for success. Results efficiency
measurements presented to the public increase the accountability of institutions for
economic and efficient use of limited budgetary resources.

Performance indicators are an important instrument in the ranking of HEI’s.
Monitoring the performance which is based on objective indicators allows com-
parison among institutions. The position on the “market” and the desire to attract
(quality) students positively influence the development of competitiveness and
competitive spirit within and among HEI’s. Results of efficiency measurements
are an important tool in informing students, public and other stakeholders in higher
education system, about the achievements of the institution. Repeated information
increases transparency of HEI’s which reflects positively on the quality of the
whole system of higher education. Information provided by performance indicators
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is important to regulators and agencies in the procedures of external evaluation of
the quality and (re) accreditation of HEI’s. Based on measurements of their
achievement in the mission and strategic goals of the institution, and to comply
with the minimum set of quality standards system, it allows the assessment and
monitoring by external agencies. Regulatory authorities and agencies on the basis
of information on the effectiveness recognize quality and they certify HEIL.

Development and use of performance indicators in higher education is not
simple and causing several political and technical issues. One can single out a
few key problems. The first question is who should develop performance indicators.
ESG standards and regulations on the conditions for issuance of licenses (MSES
2010) stipulates that HEI’s must define key performance indicators. The need for
defining indicators by the institutions stems from the desire (and need) for moni-
toring its own performance for the purposes of promotion, competition and
accountability. However, subjectivity in the selection of indicators and control
over the information that have HEI’s may limit the quality of the monitoring results.
On the other hand, the definition of indicators by regulatory bodies at the national or
international level provides an opportunity for comparison and ranking of HEI’s.
However, the question arise about their comparability due to differences in national
systems (Yorke and Longden 2004), the particular operations that may arise in
certain years, sample selection which is monitored and others. Next question that
arises is who the users of information are. In higher education system we can single
out six key stakeholders (Cukusié¢ et al. 2014): students and potential students,
teachers, administration of HEI’s, University, Ministry and the wider community.
Information needs of these stakeholders, as well as views on the effectiveness and
quality of institutions differ significantly, which makes it difficult to define key
performance indicators. Given the importance of performance indicators for mon-
itoring the quality and financing of the HEI’s, it is important to choose an appro-
priate model for measuring performance and to establish a balance between
financial and non-financial, qualitative and quantitative indicators. One model
that considers the needs of different stakeholders, combines financial and
non-financial indicators derived from the strategy of institutions, and provides a
framework for strategic management and performance measurement is BSC model
(Niven 2003). Once you have defined key performance indicators, established
target values and activities, management information system should collect data,
process them and provide information on business performance. In information
systems of HEI’s often there is no single database needed to calculate performance
indicators but they should be collected from various sources (accounting, student
services, personnel records, records of the relevant ministry, etc.). Given the
unquestionable importance of performance indicators in monitoring the quality of
HEI’s and a number of difficulties that arise in their definition, below the authors
analyze the performance indicators of selected HEI’s and approaches in their
definition.
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3 Analysis of Performance Indicators of Selected HEI’s

Research about performance indicators of selected HEI’s was carried out based on
the analysis of available information of the results of performance measurement at
the web site of selected HEI. Since the ESG regulated reporting obligations on key
performance indicators, and the web site is considered to be the central tool to
disseminate all relevant information to interested parties, this kind of research is
considered to be relevant. The research results are presented in tabular form through
the following elements: the name of the HEI and defined performance indicators.
These data are supplemented by information about monitoring of the performance
which is regulated at the national level, but also based on the information available
on the national website, relevant (inter) national studies and the research conducted
by other authors. In conclusion of the chapter authors analyze the approaches in
defining key performance indicators and provides an overview of the most com-
monly used indicators. For research purposes we have chosen ten HEI’s from four
countries. HEI’s were randomly selected.

3.1 Key Performance Indicators of Selected HEI’s
in European High Education Area

For the purposes of research performance measurement in the European Higher
Education Area selected were the two countries: the United Kingdom (see Tables 1
and 2) and Republic of Croatia (see Tables 3 and 4). Higher education institutions in
the UK have 30 years experience in measuring, monitoring and reporting on the
success of its programs. Sector indicators were developed at the end of the last
century and have been systematically published since 1999 (Pollard 2013). Unlike
them, higher education institutions in Croatia only in the last 4 years become
familiar with the concepts of performance measurement and performance indica-
tors. Level Indicators sector have not yet been developed. We can say that HEI’s in
Croatia are still finding their paths in this complex area. Therefore, the experiences
that higher education institutions in the UK have, can significantly contribute to the
understanding and to the quality of the establishment of processes related to
performance measurement in higher education Croatian.

Performance indicators at the level of the higher education sector are not
developed and made publicly available in Croatia. Summarised below are the
criteria for assessing the quality and efficiency of the processes of external quality
assessment and accreditation of higher education institutions in Croatia. Results of
measuring performance based on the above criteria are not monitored and are not
published at the national level. In addition to these criteria, the HEI’s are signed
program contracts that contain performance indicators to achieve the set goals, but
not publicly available indicators for monitoring at the sector level. Performance
indicators are defined in the Strategy for Education, Science and Technology.
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Table 1 Key performance indicators of selected HEI’s in Great Britain

Key performance indicators: Lancaster University (LU 2014)

Teaching

Input

Output

Outcome

UCAS points/Graduate entry
standards

Staff/student ratios
Library/ISS expenditure
Home/EU student numbers
Overseas student numbers

Degree classes awarded
Student Satisfaction
Retention of students

Graduate track employment
Alumni engagement

Research

Input

Output

Outcome

Research student numbers
Equipment condition and
expenditure

Research degrees awarded
Number of publications
Research grant income
Third mission income
Percentage recovered of full
economic cost

Citations per faculty
International esteem
Economic impact

Technology transfer

Finance

Input Output Outcome

Staff cost as % of total cost | Cash generation Credit rating

Non-HEFCE income per Surplus Reinvestment in University

staff member

Current Asset ratio
Debt to income ratio

activities

Staff

Input Output Outcome
Posts filled at first advertise- | Staff satisfaction Diversity
ment Staff turnover

Accidents at work Sickness absence

Estates

Input Output Outcome

Maintenance spend as % of
insured value

Energy costs and
consumption

Estate condition
Quality of facilities

Environmental impact
Staff and student satisfaction
with facilities

Key performance indicators:

University of Northampton (UN 2010)

Student experience

Financial sustainability

NSS Overall student satis-
faction %

Graduate Employability %
Student Mix pt:pg:1
Taught completion rate %
Internationalization of the
curriculum

% Cash flow from operating activities

Pay costs as % income
Reserves as % total income
% School targets met

Dependency on funding council income

Intellectual capital

Strategic partnership

Research and Enterprise
income

Investment in facilities
(£FTE)

Community and Civic Engagement

Private/public sector
CSR

(continued)
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Table 1 (continued)

Academic staff with Doctor- | Access

ates % Philanthropic endowments (% turn)
SSR

Academic subject areas/41

Key performance indicators: City University London (CUL 2012)

Academic reputation—Position in Times Higher Education World University Rankings. The
metrics it combines are: the learning environment, research quality and influence, industry
income and international outlook (proportion of overseas academic staff and students).

Position in The Times Good University Guide. The metrics this table combines are: research
quality, student satisfaction, student entry qualifications, quality of degree outcome and com-
pletion, student: staff ratio, graduate prospects and spend per student on services and facilities.

Financial performance—Surplus as a proportion of income (%)

Environmental performance—Classification in People and Planet Green League
Key performance indicators: University of Exeter (UE 2014)

Entry profile. ‘A’ level qualifications and the background of our entrants (school type, socio-
economic background).

Progression and achievement. The %’s of students progressing to completion and gaining a 1st or
2:1.

National Student Survey. The % of students highly satisfied/satisfied by the Exeter student
experience.

Graduate level employment. The % of graduates gaining a graduate level job/further studies, six
months after graduation.

Research quality. Measures of our research quality as determined by periodic national review.
Research income. Research income, per member of academic staff.

Research students. The numbers of active research students, per member of academic staff.
Postgraduate taught student population. The % of students who are on a postgraduate (Masters)
program.

International student population. The % of students who are international fee payers.

Earned income. The % of income generated that does not directly relate to the State.

Table 2 Key performance Key performance indicators—sector indicators (HESA 2014)
indicators in HE system of

Great Britain

1. Access/widening participation

2. Non-continuation/retention

3. Employment/outcomes

4. Research
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Table 3 Key performance indicators of selected HEI’s in Croatia

Indicators of performance strategies, University of Rijeka (UoR 2011)

Field of studies and students

Field of scientific work and innovation

Number of accredited study programs

The number of students per teacher

The percentage of components and study pro-
grams who have completed the first and second
cycle of quality assurance

Percentage of full-time students who achieved
in the first year 60 ECTS

The percentage of graduates per generation
Average time of graduation

Number of programs with multidisciplinary
contents

The number of programs that are running in a
foreign language

Number of student-ECTS achieved through
lifelong learning programs

Average% of the study program that uses tools
of e-learning

Number of PhD dissertations

The ratio between research funding and the
number of teachers

Number of published articles cited in SC
Rank of the University of Rijeka in the system
SIR (SCImago Institutions Rankings)

The number of doctoral students in full-time
employment

Number of research projects by fields of sci-
ence

Number of collaborative programs at the
University

Number of support to the University

Annual plans for the popularization of science
Number of teachers and students who partici-
pate in institutional organized popularization
activities

Field of capacity—human, financial and mate-
rial resources

Field of connection with the community and
economy and adjustment with community
needs

Share of assistants and research assistants in
teaching staff

The age structure of assistant professors at the
University

Established system and financial instruments
for lifelong learning staff

The three-year plan to raise the personal stan-
dard of all employees

The ratio of the number of students and
teachers

The share of student-ECTS allocated through
lifelong learning programs

Persons who have completed a systematic
training for management

The share of own revenues in the budget of the
University

The budget of the University in EUR/student
The share of capital investment in the best
equipment

Number of joint research projects with indus-
try and local community

A number of studies, surveys and expertise for
the needs of the economy

Number of research projects in partnership
with organizations and/or institutions of civil
society

Number of contracts for consulting services
Number of protection of industrial property
The share of revenues from the provision of
services to the economy and the local com-
munity and revenues from intellectual prop-
erty in total revenue

The number of development projects realized
in cooperation with educational institutions

Integration into the European Union, openness to the world and mobility

Number of Framework (FP) projects at Uni-
versity

Number and structure of joint studies at Uni-
versity

Share of teachers and students involved in
exchange and mobility programs

Share of own revenues in University budget
achieved through programs of education and
competence for life in EU

Share of own revenues in University budget
achieved through structural funds of EU

(continued)
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Table 3 (continued)

Indicators of performance strategies, University of Rijeka (UoR 2011)

Quality indicators of Civil Engineering in Osijek (Pinteri¢ and Markulak 2013)

The number of applicants compared to the
number of students enrolled in the first year of
study

Total enrolment in the next academic year
The number of graduates per year
Employment after graduation

The average length of study

The average score of study

The passing rate of prelim/examination

The success of students transferring from uni-
versity undergraduate to graduate studies

The number of students who have lost their
student status

The ratio of the number of teachers and stu-
dents

The share of the use of e-tools in teaching
Number of staff publications

State of equipment

The number of field trips/student excursions/
field work

The percentage achieving signatures by sub-
jects and studies

Performance indicators of program contracts funding of the University of Zadar (MSES 2012)

Objective 1: Facilitate access to study and aid
in studying for people with disabilities and
students with lower socioeconomic status

Objective 2: Increase the number of people
who have completed studies in STEM fields,
and in the information and communication
field and in interdisciplinary studies related to
these areas

Signed an agreement with the county, local
governments and civil society organizations for
services for people with disabilities

Provide a personal assistant for eight people
with disabilities

Removed architectural barriers and access for
people with physical disabilities in the building
Made analysis of the needs for special equip-
ment for people with disabilities

Made university form for students enrolling in
the first year and next years of studies that
examine the social profile of students to a
variety of factors that influence the course of
the study (e.g. Family financial status, educa-
tion level of parents, disability, age, high
school diploma, etc.)

The completed university curricula at the
beginning of the academic year 2013/2014.
Created a database about the social profile of
students of the academic year 2014/2015.
Formed Fund for scholarships

Defined criteria for obtaining scholarships that
cover the cost of study

Secured three major donors of the Fund
Secured 15 student grants from the Fund

Launched one interdisciplinary undergraduate
Made a proposal of graduate study program
Prepared technical documentation for the
construction of buildings of natural and tech-
nical sciences

Objective 3: Facilitate access and quality
assurance
study for students older than 25 years

Introduced quotas for the two places in the
study program

Prepared two lifelong learning programs
Introduced quotas for students older than

25 years for the five people on the program of
study for part-time students

Objective 4: The internationalization of higher
education institution

Increased number of students, professors and
administrative staff who participate in mobil-
ity programs (input and output) to 100 % (for
150 people)

Held 12 international conferences, workshops
and summer schools

Performance indicators of HEI’s in Croatia (Budimir 2011, pp. 123-124)

Financial indicators

Non-financial indicators

Recovery of costs

Excess of revenues over expenses

The realization of the plan by type of service
A positive result

Progression in the professions
Published papers

Number of enrolled students
The passing rate of students

(continued)
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Indicators of performance strategies, University of Rijeka (UoR 2011)

Reducing liability

The execution of the revenue plan
The gearing ratio of expenditures
The execution of the plan by program
Implementation of the plan by source
Implementation of the plan

Cover the cost of the investment in staff, pre-
mises and equipment
Cost-effectiveness

Productivity

Liquidity

The quality of teaching

The success of study

Work efficiency

Capacity utilization

Tracking the users’ needs

Valuation of processes and programs by users
Customer satisfaction

Number of projects

Effectiveness

Table 4 Criteria for evaluating quality of higher education in Croatia

Criteria for evaluating quality of HEI’s on the sector level (ASHE 2014)

1. Criteria for evaluating the quality of higher

education within the university and criteria for

evaluating the quality of Polytechnics and

Colleges:

— Managing institution of higher education
and quality assurance

— Programs of Study

- Students

— Teachers

— Education and research activities

— Scientific Research and Projects

— Mobility and international cooperation

— Resources: professional services, facilities,
equipment and finances

1. The criteria for judging the degree of devel-

opment and effectiveness of the quality assur-

ance system of higher education institutions

(according to ESG):

— Policy, mission, vision, general strategy of
HEI/sub-strategies

— Approval, monitoring and periodic review of
academic programs and degrees of education

— Scientific research

— Assessment of students

— Ensuring the quality of the teaching staff, his
interactions, the impact on society of
knowledge and contribution to regional
development

— Learning resources and support for students

— The importance of access to information and
the quality assurance system

— Public information

3.2 Key Performance Indicators of Selected HEI’s

in Australia and Canada

At the global level, Australia and Canada, with the United Kingdom, are
representing the country with the longest tradition and the most developed systems
for performance measurement of higher education. HEI’s in Australia in the last
10 years strongly contribute to the development of the Australian economy and
have become one of the most important export products. The Australian
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Government has therefore introduced a “market approach” to education. Universi-
ties are increasingly functioning as big companies, trying to attract substantial
private funding, focused on monitoring costs and economic position in society. In
these conditions, monitoring performance and quality assurance are becoming
everyday and business imperatives of higher education institutions (Guthrie and
Neumann 2007).

Measuring performance in Canada is seen as a mean of informing the public
about higher education system, and is used as a tool for understanding and encour-
aging debate at the national level. Government institutions and performance indi-
cators provide information important for the quality management and improvement
system (HEQCO 2014). Their goal is to develop indicators that evaluate the system
as a whole, and that at the same time is a good framework for the development of
institutional indicators as a basis for evaluating their own performance. Both
countries have developed sector indicators. In Tables 5 and 6 we are presenting
indicators for Canada, while in Tables 7 and 8 for Australia.

3.3 Performance Indicators as a Basis for the Financing
HEI’s in Europe

Measuring the expenses without reducing the quality of public services is one of the
imperatives in the financing of European higher education. Budget funds are still
the major source of financing HEI’s, but the ways of their allocation change. The
tendency today’s budgetary system is effectively allocate limited resources and
track the success of achieving of set strategic budget goals. European countries are
therefore increasingly using performance measurement as a key element of budget
financing. Models of financing and key performance indicators that accompany
them are different in European countries. The use of program contracts is given in
Table 9. Institutions of higher education funding are usually granted through the
so-called blocks support. The amount of funds to be awarded to a higher education
institution is conditional on the negotiation process, historical reasons or formula
used for distribution. Regardless of the chosen model, funding is based on the
measurement and monitoring of performance. Institutions of higher education shall
conclude with the relevant ministries program contracts which include agreed
targets and indicators to monitor their achievement.

The most important performance indicators applied in program funding of
higher education in Europe (Estermann et al. 2013) are: the number of enrolled
bachelor, number of the masters enrolled, number of doctoral graduates, the amount
of EU/international financing, the amount of external financing, the number of
graduates master’s degrees, research evaluation, the number of bachelor graduates,
number of credits, the number of doctorate students, number of employees, research
contracts, international students, doctoral dissertations, scholarly activities, suc-
cessful patent applications, an indicator of diversity, international employees, the
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Table 5 Key performance indicators of selected HEI’s in Canada

Key performance indicators: University of Calgary (UC 2013)

Ratio of applicants to student intake
Average entering grade from high school
Student mix (graduate proportion of total
enrolment)

Student mix (international enrolment)
Student to faculty ratio (total)

Student to faculty ratio (graduate)
Postdoctoral fellows

Sponsored research revenues (total)

Sponsored research revenues (per tenure and
tenure-track faculty member)

Tri-council revenue (total)

Tri-council revenue (per tenure and tenure-track
faculty member)

Publications (total)

Publications (per tenure and tenure-track
faculty member)

Citations (total)

Citations (per tenure and tenure-track faculty
member)

New invention disclosures

New licenses

Undergraduate student engagement
Graduate student engagement
Graduate satisfaction

Degrees awarded

Employment rate

Employee engagement

Fundraising

Financial health (endowment balance)
Financial sustainability (unrestricted net
asset)

Financial sustainability (facilities condition
index)

Sustainability (Sustainability

Tracking, Assessment and Rating System
(STARS))

Teaching

Undergraduate retention rate
Graduation rate

Time to completion

Key performance indicators: Ryerson University (RU 2014)

Strategic direction

Financial capacity

Satisfaction with Overall Quality of Educa-
tion Received at Ryerson

National Survey of Student Engagement:
Benchmark Summary Scores and Compari-
sons

Applications : Registrants Ratio

Mean Entering Average from Secondary
School

Scholarships and Bursaries as Share of Total
Operating Expenditures

Percentage of Students Retained from Year I
After 1, 2, and 3 Years of Study

MTCU Graduation Rate

CSRDE 6-Year Graduation Rate and First-
Year Retention Rate

MTCU Employment Rate: 6 Months and

2 Years After Graduation

Percentage of Faculty with Doctoral Degrees
Value and Number of Peer-Adjudicated
Research Grants per Eligible Faculty Mem-
ber

Operating Deficit/Surplus as a Percentage of
Operating Revenue

Total Liabilities as Share of Total Assets
Long Term Debt per FFTE Student
Endowment per FFTE Student

Ryerson University Endowment Fund
Effective management

Student : Faculty Ratio

Faculty Turnover Rate

Staff Turnover Rate

Staff : Faculty Ratio

Student : Staff Ratio

Actual Space Inventory versus Space Guidelines
Calculated by Council of Ontario Universities
Facilities Condition Index (Deferred Mainte-
nance/Current Asset Value)

University profile

Percentage of Alumni Who Made a Donation to
University

Annual Number of Non-Alumni Donors
Annual Level of Donation Commitments

(continued)
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Table 5 (continued)

Total External Research Funding Annual Level of Donations Received
Library Expenditures as Share of Total Media References to Ryerson: Newspaper
Operating Expenditures Clippings, Newspaper Impressions and Broad-
Library Expenditures per FFTE Student cast References
Table 6 Key performance Key performance indicators—sector indicators (HEQCO
indicators in HE system in 2013)
Canada 1. Access

2. Quality

3. Productivity

4. Social

percentage of employed graduates, space, impact on the community, patent appli-
cations, place on a national scale, a place in the international rankings.

3.4 Conclusions of Conducted Analysis

Based on the analysis of institutional and sector key performance indicators of
selected higher education institutions and countries the following was concluded.
Higher education institutions define key performance indicators based on the
strategic goals of the activity. Sector indicators, if any, significantly affect the
definition of institutional performance indicators. The number of performance
indicators at the level of institutions somewhere is too large (preferably there should
be about 20 defined indicators).Higher education institutions define the financial
and non-financial performance indicators. Indicators are classified in the area of
monitoring, with the most common areas defined as: students, teaching, scientific
research and finances. Results of measuring performance are published in the
annual reports on performance. In the annual reports, stating indicators provide
information on the method of calculation and sources of information. Defined
indicators used for benchmarking (comparison over the period, with target sizes
and other similar institutions).

Indicators that are commonly defined as: students’ satisfaction with teaching,
teacher/student ratio, student mix, retention rate in the study, exam results, employ-
ment after graduation, number of publications, scientific advancement, income
from research, expenditures for capital investments.

Selected institutions are examples of good practice performance measurement.
Selected countries: Great Britain, Australia and Canada are examples of good
practice in defining and monitoring of sector performance indicators. Croatia,
despite taking the ESG standards and thus has committed itself to defining and
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Table 7 Key performance indicators of selected HEI’s in Australia

Key performance indicators: The University of Western Australia (UWA 2013)

Education

Research and Research Training

Student satisfaction on the Course Experience
Questionnaire

Course completion rates

Student pass rates

Graduate employment outcomes

Proportions of top school leavers enrolled
Access rates for designated equity groups
Expenditure ratios

Research grants

Publication rates

Higher degree by research completions
Higher degree by research student satisfaction

Key performance indicators: Curtin university of technology (CUT 2012)

Teaching and learning

Research and development

Effectiveness:

Employment and Study Destinations

of New First Degree Graduates

Perceived Course Quality—Australian Gradu-
ate Survey

Perceived Teaching Quality—Curtin eVALU-
ate Unit Survey

Subject Load Pass Rate

Efficiency:

Teaching and Learning Expenditure per
Equivalent Full-Time Student Load (EFTSL)
and as a Percentage of Curtin Total Expendi-
ture

Teaching and Learning Expenditure per Suc-
cessful EFTSL

Graduate Productivity Rate—Course Comple-
tions per 10 Full-Time Equivalent (FTE) Aca-
demic Staff

Commencing (First Year) Bachelor Degree
Retention

Effectiveness:

Growth in Research EFTSL

Institutional Grants ($) Ranking

Total Research Income ($) Ranking
Cooperative Research Centre ($) Ranking
Research Publication (weighted Higher Edu-
cation Research Data Collection (HERDC)
points) Ranking

Efficiency:

Research Funding per Research Staff (using
Research Performance Index database)
Weighted Research Publication per Research
Staff (using Research Performance Index
database)

Table 8 Key performance indicators in HE system in Australia

Key performance indicators—sector indicators (AU 2014)

1. The University Experience Survey, measuring satisfaction of current students

2. The Graduate Outcomes Survey examining labor market outcomes of higher education

graduates

3. Employer Satisfaction Survey to assess the generic skills, technical skills and work readiness

of graduates

monitoring key performance indicators, still has not implemented those indicators
at the national level. At the institutional level is usually accompanied by indicators
of execution strategies. Information about key performance indicators, if defined, is

not publicly available.
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Table 9 The use of program contracts in Europe

Program contracts Austria, Belgium—French-speaking, Germany, Denmark, Estonia,
existing Spain, Finland, France, Iceland, Italy, Latvia, Netherlands, Portugal,
Sweden, Turkey, Croatia

Program contracts do | Belgium—Flemish-speaking, the Czech Republic, Hungary, Ireland,
not exist Norway, Poland, Slovakia,

Source: Estermann et al. (2013), MSES (2014)

These conclusions will be used in creating our own model on the example of a
HEI in Croatia.

4 Development of Performance Indicators in the Case
of Higher Education

4.1 Selecting and Defining Performance Indicators

Based on the analysis of need for performance measurement in the function of
monitoring the quality and efficient business management, and analysis of the
current state of monitoring the performance of the elected institutions, the follow-
ing shows the selection and definition of performance indicators for one HEI in
Croatia.

The assumptions underlying the selection of indicators are following: HEI
operates as a public institution in Croatia, HEI is engaged in teaching and scientific
research, an analysis of the internal and external factors was made, the mission,
vision and strategy of the HEI was defined, programming contract is in line with the
strategy of HEI, the information needed to calculate the indicators are available at
the HEI, key performance indicators are used to monitor the quality and strategic
business management of HEI, collected information are presented to internal
(students, staff, administration) and external (university, agency, department, pub-
lic) system stakeholders, measurement results are used to make business decisions
of various interest groups, but they are not the only source of information and they
should be supplemented by the necessary quantitative and qualitative data.

In order to cover a wide range of activities through monitoring the performance
HEI propose a definition of indicators through four areas: teaching process,
teachers, professional and scientific research, resources. Quality assurance and
internationalization as a component of performance monitoring are spread across
all four areas. Proposed model by authors is given in Table 10.

On example of HEI authors have selected 20 key performance indicators that
provide interested users with information about the quality of the HEI. Number of
indicators may differ, as well as areas of measurement, depending on the interests
of stakeholders. In order to make measure successful it is necessary to describe each
indicator, its purpose and objective method of calculation, method of collection and
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Performance indicators of teaching process

area are related to the quality of university

programs, satisfaction and achievement of stu-

dents. Key performance indicators are:

1. Students’ satisfaction with the programs and
teachers.

. Progress through the program.

. The average duration of study.

. Structure of students (student mix).

. Students’ satisfaction with the programs and
teachers.

6. Ensuring the quality of study programs

(revision).

W

Performance indicators of Teachers area cover
qualifications, advancement and development
of teachers as the most important educational
resource. Key performance indicators are:

1. Student teacher ratio.

2. Number of advancement in rank.

3. The number of realized incoming and out-
going mobility of teachers.

4. Percentage of plan development for
teachers.

5. The number of award-winning teachers.

Professional and scientific research is closely
linked with the quality of teaching and
teachers’ work in this area and contributes
positively to the quality of the teaching pro-
cess. Key performance indicators are:

1. Number of publications per teacher.

2. The number of contracted projects per
teacher.

3. Revenue from professional and scientific-
research work per teacher.

4. Number of scientific advancement of
teachers.

Area Resources includes monitoring of phys-
ical resources (space, equipment, financial
resources, etc.) and human resources
(teachers, administration, etc.). Key perfor-
mance indicators are:

1. The proportion of own revenues in total
operating revenues.

2. The cost per full-time student.

3. Space for education per student.

4. Coverage of teaching content in the
recommended reading.

5. Satisfaction with administrative services.

sources of information, reporting deadlines, availability and way of presenting the
results. For management purposes it is important to specify the measures that
should be taken into consideration in order to increase the success of the HEI.
The way of defining is shown in Table 11, on the example of indicator called
Students’ satisfaction with the programs and teachers.

4.2 The Use of Performance Indicators in Monitoring
and Improving the Quality of Higher Education
Institutions

Once defined, performance indicators can be applied in several areas that contribute
to the quality of higher education at institutional and sector level. The use of
indicators is particularly useful in: (re) accreditation, internal and external judg-
ments of quality, comparing (benchmarking) the quality of institutions, business
decision making, reporting, program planning and funding of HEI. The signifi-
cance, the use and interpretation of indicators in these processes varies, depending
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Table 11 Description of performance indicator

Type of information

Description

Description of indicators

Collected information about the satisfaction of students about
courses, programs, studies and teachers.

The purpose of the indicators

Investigate the satisfaction of students in order to monitor the
strengths and weaknesses of the study programs and HEI as a
whole.

Data sources

Student survey was conducted

Data collection

The collection of information by student kiosks and/or
entering the planned survey forms by the students, processing
and analysis of student satisfaction with the course in the
study, the teacher and the institution as a whole.

Deadlines

Survey at the end of each semester, reporting on a semi-
annual and annual basis.

Responsible persons

A survey carried out through student service, processed by
department heads, feedback by Vice-Dean for Education.

Auvailability of results

Management, all interested stakeholders.

The way of presenting results

Results satisfaction about teachers is published separately

and anonymously for each teacher on page of HEI Results
about satisfaction of programs and teachers at the level of
institutions are published in the annual report on key perfor-
mance indicators on the website of HEL

Measures to increase satisfac-
tion with programs

The introduction of new ordinary and/or elective courses,
better availability of literature, etc. as needed.

Measures to increase the satis-
faction with teachers

Teachers’ observations on the reasons that have led to poor
perception of teachers by students and an action plan to
improve efficiency.

on the objectives and tasks of the procedure itself as well as national goals and
values of higher education.

(Re) accreditation is a process of external assessment and audit quality study
programs that confirms that the institution meets the appropriate standards, thereby
allowing it to be recognized among the stakeholders system (The Croatian Parlia-
ment 2009). The process of re-accreditation in Croatia is done by the Agency for
Science and Higher Education (ASHE), on the basis of laws and regulations (MSES
2010). The basic document for assessing the quality is the Self-evaluation, which
HETI has to compile in according to the instructions of ASHE. In the process of self-
evaluation it is required from HEI calculating the set of performance indicators,
such as: progress through the program, the ratio of student/teacher, employment
after graduation,’ teaching content coverage with required reading and others. By
comparing the results of performance measurement with the specified standards and
other similar institutions, competent Ministry’s is bringing decision on issuing
licenses for performing activities of HEI. HEI’s that continuously monitors its

"1t is an indicator on which HEI’s have little influence and because of that it should be avoided
since it doesn’t represent only the quality of HEI but also the total country economy.



40 V. Budimir et al.

performance indicators can be detected in time of weakness and implementing
improvement measures to ensure compliance with the predetermined minimum
quality criteria.

HETI’s in Croatia must have a system of measures and activities to ensure their
accountability for performance and achievement of quality outcomes of educational
and scientific activities (Croatian Parliament 2009), so-called quality assurance
system (QAS). Evaluation of the degree of development and efficiency of QAS is
carried out by the institution itself (internal audit) and ASHE (external independent
periodical assessment of the internal quality assurance system—audit). With QAS
judgment it shall be determined whether the activities and results of the activities
that make up the system of quality assurance of higher education institutions are
effective and in accordance with national and ESG standards, and it estimates
contribution to the continuous improvement of quality and culture of education in
the institution (ASHE 2010). External and internal audit of QAS is using indicators
of performance such as: completing the audit programs of study, the percentage of
plan development for teachers, etc., in order to compare achievements of HEI with
defined criteria (ASHE 2009). Results efficiency measurements are used in the
procedures of continuous quality improvement that HEI carries out.

Performance indicators have a very important role in comparing (benchmarking)
institution quality with other similar institutions, the higher education sector as a
whole, the targeted (default) values and through time. Benchmarking indicators
such as number of publications per teacher, the number of contracted projects per
teacher, average duration of studies and others allows HEI to evaluate its perfor-
mance, identify its strengths, weaknesses and areas for improvement and for better
decisions making (Pollard 2013). Performance indicators enable benchmarking at
institutional and national level. At the institutional level comparison of quality
boost competitiveness and competition between institutions. At the national level
indicators allow evaluation and ranking of the HEI. Competitive bidding between
HETI’s has a positive impact on increasing the quality of university programs.

Higher education institutions that want to survive in the competitive environ-
ment that is established by the internationalization of the higher education, must
provide high quality services at the lowest cost for taxpayers. For a successful and
balanced management of the HEI, public managers need information on costs,
prices of services, implementation strategy, program goals, methods for measuring
performance of the program, financial and non-financial indicators and others
(Budimir 2011). Indicators such as: satisfaction of students and teachers, programs,
progress through the program, the average duration of study, employment after
graduation, etc. help managers in making complex decisions about the performance
of their programs, the necessary investments and improving the quality of existing
and new study programs.

Indicators tracking incoming and outgoing teacher’s mobility, student’s struc-
ture, the number of scientific advancement of teachers, etc. are a good basis for the
preparation and presentation of reports about performance. Reports about perfor-
mance can be presented to different groups of internal and external stakeholders, as
a basis for making business decisions, but also as the presentation of success in
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order to promote the institution. Reporting about the selected set of indicators,
which are relevant for national goals, provides state policy makers with useful
business information (Pollard 2013).

To ensure responsible and purposeful use of the limited budgetary resources, in
accordance with the objectives for the development of higher education in Croatia,
activities of HEI’s are financed through funding agreements. The implementation of
selected institutional and national objectives, defined programming contracts, is
monitored by performance indicators. Being one of the national objectives is
Acquisition of qualifications in the period anticipated through study program
(MSES 2014), indicators such as: progress through the program, the average
duration of studies and similar, could be applied in order to monitor and improve
the quality of higher education. Higher education institutions that achieve excep-
tional results, visible through indicators, in addition are financially rewarded, which
represents a very concrete incentive for institutions in order to be responsible and to
promote quality.

5 Conclusion

The interest in measuring the performance of HEI’s in Croatia is being driven by
political and economic changes in Europe, by the internationalization of higher
education and by the need to provide quality teaching and effective management of
restricted resources. Institutions of higher education have the institutional auton-
omy, but state at the same time is asking for more transparency and accountability
in their activities. In order to successfully respond to a series of external and internal
challenges, higher education institutions define performance indicators as a basis
for measuring and monitoring the performance of all institutional processes. The
information provided with indicators show the level of realizing strategic goals and
institutions of higher education as a whole and are therefore of utmost importance
for monitoring the performance of higher education institutions. The use of perfor-
mance indicators at institutional and national level is broad. Indicators allow and
contribute to a simpler evaluation of the quality, comparing and ranking of higher
education institutions, their better competition in the market of higher education,
recognizing strengths and weaknesses, making quality decisions and strategic
management, constructive dialogue on the mode of financing, the mobility of
students and teachers, transparency and accountability towards public.

However, the development of indicators is not a simple but a very demanding
and complex task for several reasons: indicators should provide relevant informa-
tion to the numerous stakeholders in the system (students, teachers, administration,
budget, general public), and their interests are not consistent, measurement of the
performance requires sound and complete information that are often hard to reach
and scattered through the entire system, performance indicators should enable a
comparison between the institutions, which requires unification of models and ways
of measuring, results of performance measurement should be the basis for
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improving quality, when defining the indicators it should be taken into account
quality standards, the development strategy of the institution, the surrounding
conditions and a number of other internal and external factors.

Based on the analysis of selected higher education institutions of Great Britain,
Australia, Canada and Croatia, the paper defined model for monitoring performance
through four groups of indicators. This model can be used in every institution of
higher education for the development of indicators and mechanisms in their own
terms and conditions. Of course, for the evaluation of the quality and performance
only results of key indicators cannot be taken into account but they must be
combined with other quantitative and qualitative data, which depend on the needs
of stakeholders. Since the key performance indicators are not defined at the level of
the higher education sector in Croatia, and the paper has shown the need for that, it
is expected that this paper will contribute to the discussions on measuring perfor-
mance of institutions of higher education at institutional and national level.
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Environmental Accounting as Information
Support for Ecological Controlling

Farida Yerdavletova

Abstract The article reveals the essence of environmental accounting and envi-
ronmental controlling, as well as to identify and consider their relationship. The
field of study is environmental accounting as information provision processes
controlling areas. The purpose of the study is to reveal the relationship of environ-
mental accounting and controlling. The study was conducted with the use of general
scientific methods: observation, comparison, abstraction, analysis and synthesis.
Environmental accounting is an independent direction in comparison with account-
ing statements and its widespread adoption will allow users of natural recourses to
enhance the ecological protection activities and implement informational support of
environmental controlling. The development of environmental 1 accounting within
information support of ecological controlling will provide an opportunity to cor-
rectly plan, control, analyze, forecast the environmental costs, more accurately
determine the economic efficiency of environment protection and nature restoration
activities, evaluation of economic damage caused by pollution of the natural
environment, representation of reliable and accurate information to investors and
auditors in respect to the natural environment components of the economic entity.

Keywords Accounting « Environmental management ¢ Financial reporting

1 Introduction

Political and economic reforms in many countries lead to the need to change
organizational and management approaches to management. The main criteria of
management efficiency is becoming the company’s competitiveness and flexibility
of management relative to requirements of the market. The external environment
of companies is characterized by extreme instability. Rapid changes in the
external environment forces the enterprises to become more complex systems.
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Manageability of these systems requires new methods corresponding to the com-
plexity of the external and internal environment of companies.

A new trend in management is the development of controlling as functionally
independent direction of economic activity in the enterprise. Controlling linked
with the implementation of the financial and economic commenting function in
management that provides operational and strategic decision-making. As an infor-
mation security management solutions are the primary documents, accounting
records and financial statements for the accounting activities of the company.

However, many of the economic, organizational, methodological and analytical
aspects of regulatory accounting and reporting in the controlling system, the
scientific literature is relatively uncharted. Consequently the relevance of studying
such aspects of accounting is high. Many aspects of the economic have an impact
on management decisions.

One of them is the environmental aspect of the business. At the same time
economic sciences still weakly studied this aspect. Underestimating environmental
factor was one of the causes of global conflict of man and the biosphere. Currently,
environmental issues are considered in several aspects: economic, social, political,
etc. In this case concepts such as ecology, economy, environment and its control of
society and accounting are closely linked.

2 Modern Type of Economic Development
and Environmental Problems

Nowadays, many countries face the problem of protecting the environment and
promoting economic development. Any economic development is based on three
factors: labor recourses, capital goods and natural recourses. In recent years, the
natural factor became very limited. The modern type of economic development can
be defined as a technogenic type. This kind of development is based on the use of
artificial means of production, created without environmental restrictions, thus,
carries a destructive nature. This lead to a fast depletion of non-renewable types
of natural resources (fossil minerals) and overexploitation of reproducible recourses
(soil, forests and etc.) with the speed greater than the possibility of recovery.

Furthermore, this type of economic development is characterized by large
variety of external effects, leading to negative environmental and economic impacts
for economic activities, which unfortunately, are not taken into consideration by
subjects of this work. One of the reasons for modern ecological problems can be in
the fact that the founding fathers for economic thought, such as Smith, Ricardo,
Marx, Marshall, Keynes did not pay attention to the environmental economic
development and natural factors. Only in 1970s of the twentieth century, when
ecological problems deteriorated sharply, a question on the development of radi-
cally new concept rose before economics science.



Environmental Accounting as Information Support for Ecological Controlling 49

Today, there are two main models for technogenic type of development: frontal
type and model for environmental protection. The first model, essentially, does not
consider the role of natural resources and highlights factors for economic growth,
such as labor and capital, while ignoring the impact from economic development
(environmental degradation and resources) and its opposite effects on the condition
of labor resources and quality of life. On the other hand, a model with ecological
factor has appeared recently. Based on the model for environmental protection,
there were created the governmental structures related to the protection of nature,
actively developed legislation for the protection of environment and procedures for
the use of natural resources.

3 The Increasing Role of Environmental Accounting

In making strategic decisions, taking into account the natural factor, important role
is given to accounting. Until the late 1980s of twentieth century, accountants stood
aside while the questions regarding the protection of environment had been
discussed. The main tool to introduce the given situation became the development
and implementation of environmental accounting.

In the modern world, environmental accounting becomes a fast developing and
growing area of science. Serious attention is given to these problems at the national
level in order to get “clean” gross national product (GNP) and other macroeco-
nomic indicators, taken into consideration the external effects. Also, special atten-
tion is given at the level of individual companies and corporations. At present, there
is a substantial amount of suggestions; many different models are proposed in
regard to environmental accounting, effective approaches are developed to detail
and give full environmental costs of companies.

There are following known accounting models: national income accounting
(registration at the government level, beneficial to external user of information),
financial environmental accounting (at the level of company, department, service
line and systems; for internal user of information). In the last few years, particularly
relevant has become the environmental accounting in the general system of
accounting and reporting, which greatly expanded the range of its users.

Currently, environmental accounting considers as a separate direction in
accounting, it divisions into ecological financial accounting and ecological man-
agement accounting. Reporting on environmental indicators will allow at the level
of companies which use natural resources to activate practical environment oriented
work and carry out information support for ecological controlling (Fig. 1).

Moreover, the first guide (recommendation) for accountants stated what should
be presented in the financial reports in order for users to see the real picture of the
impact from economic and business activities on the environment. Also, it was
established in 1991 by the intergovernmental working group of experts by interna-
tional standards of accounting and reporting.
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Fig. 1 Environmental accounting as an information method

Main reasons for the issues connected with environmental protection should be
combined into corporate account by the following. Company’s account has to
reflect its relation to the environment protection. Also, accounts should reflect the
impact of environment-related costs, risks and responsibilities/liability on the
financial condition of the company. Investors to make investment decisions must
have information on the level of ecological events and expenditures related to
ecology protection. This contributes to a correct assessment of commercial effect
and choice of marketing strategy.

Questions on nature protection activities are the subject of management: man-
agers need to identify and allocate environmental costs so that products are properly
assessed and investment decisions are based on real costs and benefits. The main
tools of environmental management are: ecological expertise and evaluating the
impact on the environment; environmental auditing; environmental monitoring;
environmental certification; environmental reporting; environmental monitoring.

Businesses can use ecological compatibility of its products in competitive
activity, proving that their products and services more preferable from an environ-
mental point of view. It promotes the growth of demand for products, and
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ultimately improve the company’s profitability. Environmental accounting is the
key to become effective by international term. In this case, environmental account-
ing shows the company’s attitude to environmental issues (Serov 2000).

4 Definition and the Process of Formation
of Environmental Accounting

In the Republic of Kazakhstan, the process of formation of environmental account-
ing is currently at its initial stage. While in other countries, such as Germany,
Netherlands, UK, USA and others, there are already examples for using the system
of environmental accounting, widely known rule for ecological management which
states that 20 % of industrial enterprises carry on the responsibility for the 80 % of
environmental costs (IFAC 2004).

This means that in certain types of companies, the systems of environmental
accounting have to become mandatory. First of all, large companies which mine
and process natural resources and fulfill the requirements of multiple number of
laws and instructions in the field of environmental protection.

Furthermore, environmental accounting in most CIS countries is not yet regu-
lated by national legislation. Despite this, many Russian and Kazakhstan scientist
and researches have devoted many works for studying environmental accounting
and ecological reporting.

At the same time, many economical, organizational, methodological and ana-
lytical aspects of environmental accounting and reporting in the system of control-
ling stay not enough developed area of financial, economic and administrative
activity.

Primarily, it can be noted that there is no consistent terminology in determining
the given concept. Most of the authors, associate environmental accounting with
accounting for environmental protection and at the same time, contribute different
meaning. For example, according to Bartolommeo (1997) in environmental
accounting, from the national income point of new, includes inventory of natural
resources and financial costs resulting from decreased quality of the environment
and calculations of genuine or as many say “green” gross domestic product. At the
corporate level under environmental accounting, methods should be defined as the
combination of internal management accounting, financial accounting for external
reporting purposes, as well as cost-benefit analysis for the actual performance.

Also, there are other definitions for environmental accounting occurring in the
economic literature. Shapiguzov and Schneidman (1997) define environmental
accounting as a system of accounting for environmental protection activities, taking
into account that in general, system of accounting for environment protection
activities in an organization has to include four main components: accounting for
environmental protection costs, inclusion of ecological obligations, reports on
environmental protection activities and audit of relevant information.
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At the level of national accounting, given concept often interpreted as the
account, belonging to physical reserves of natural resources to the valuation of
environmental degradation and corresponding costs for ecological protection, as
well as to the calculation of real gross domestic product. Whereas, at the level of a
company, accounting for nature protection activities has to be used in the context of
methods for internal (management) accounting, financial accounting for the pur-
poses of external reporting, and analysis of physical flows of raw materials by the
method “cost and issue” (Seilova 2003; Yerdavletova 2013).

In a broader sense, the environmental accounting can be understood as informa-
tional method and at the same time, function for ecological management. This
usually associates with inclusion of natural resources, which, in fact, most of the
time is defined as sum and analytical data on the quantity and quality of available
resources in order to organize its rational use, planning of environmental protection,
forecasting trends in different fields of natural resources and changes in
environment.

If to imagine a company by a traditional method, as a set of management and
controlling subsystems, then, it is possible to trace the following information chain.
Economical and ecological indicators, received from the initial documents or other
connection channels, are grouped and summarized into subsystem of financial and
management of environmental accounting. After, it is used to analyze business
activities, planning, forecasting and controlling (internal and external audit).

This information serves as the basis for administrative and management deci-
sions, in turn, influencing the controlling subsystem, leading it to a new quality and
creating new information flow which is needed for grouping and summarizing.
Moreover, environmental accounting is directed at developing and updating infor-
mation models, allowing on the basis of indicators system, objectively to evaluate
the level and content of environmental protection activities of a company for
reporting period. In dynamics, this reveals the influence of economical and ecolog-
ical processes for financial and business perspectives for functioning enterprise.

Unlike other types of accounting, environmental accounting is regulated by
maximum and the priority is given to in-house needs. For consideration of envi-
ronmental accounting in the context of information support for controlling, in my
opinion, should be used ecological controlling. Let us first consider what is
controlling.

5 Controlling Model and Its Tasks

Controlling—a separate line of economic work in the enterprise associated with the
implementation of economic and financial management functions for operational
and strategic management decisions. The concept of controlling comes from the
English (to control)—to control, manage. In the English-language sources, the term
controlling is almost never used. In the United Kingdom and the United States uses
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the term management accounting. Actually, the term controlling adopted in
Germany.

The report Chartered Institute of Management Accountants (CIMA) notes that
the current practice of control in German—a term that is usually translated into
English as Managerial Accounting. Report considers contemporary practices of
German controlling—a term which is usually translated into English as manage-
ment accounting.

It examined the management accounting systems of three companies and their
relationship with the companies’ competitive strategies, organizational structures,
computerized information systems and external reporting. German controlling
has developed in very different ways to management accounting in the UK. The
different education and training of German controllers, and the absence of a CIMA
style professional body can result in variations in management accounting practices
and interpretations.

Potential confusion can arise when translating management accounting termi-
nology from German to English, and English speaking accountants should take care
when interpreting financial reports in German (Robert et al. 2014). In Kazakhstan,
the term controlling and its development activity acquired only at the beginning of
the twenty-first century. Its main tasks are presented in Fig. 2.

It should be noted that the development of controlling in Europe and the US is
opposed to the tasks of controlling. Table 1 shows a comparison of the features of
American and European (for example, Germany) models controlling.

As can be seen from the table the American model includes whole accounting,
reporting, and a number of additional functions. German model includes only
internal accounting and reporting, as well as a number of additional functions.
There are also differences in the functions performed by controlling service. So in
the American model, these features include: audit, tax, insurance and data
processing on a computer.

In the German—there is no such problem as revision. The German model, in
contrast to the American model considers that the accounting balance and the
development of activities refer to the controlling service. This once again confirms
the link between accounting and controlling.

Establishment of an adequate infrastructure problems
controlling

Controlling tasks

Ensuring processes Moderation management decisions
controlling areas on the principles focus on profit

Fig. 2 “Cubes” elementary tasks of controlling. Source: Shigaev (2012, p. 28)
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Table 1 Comparative characteristic of the American and European models controlling

American model German model

Controlling Controlling

Planning Planning

Information management and reporting Information management and reporting
Special economic problems, such as evaluation | Special economic problems, such as evalua-
of investment projects tion of investment projects

Internal accounting Internal accounting

Financial bookkeeping
Taxes and Insurance

Information Technology

Internal audit

6 Accounting Approach in the Methodology of Controlling

Controlling the system acts as a study assessing the full range of financial and
economic performance of the company, based on the expansion of the information
in its various aspects and its determining factors of the elements and their learning
in a variety of cause-and-effect relationships and dependencies. It is an analytical
and monitoring tool that focuses on optimizing and improving the efficiency of
management decisions.

The set of techniques, tools and methods of purposeful research on the state of
objects to scan in accordance with the objectives is the method of controlling.
Accounting approach to the implementation of the method of controlling system
examines compliance with the principles, methods and techniques of accounting,
check speed, balance accounts, the validity and reliability of operations, analyzes
the main indicators of financial and economic activities of the company.

In validating input indicators, it is necessary to use special analytical procedures
for identifying patterns and quantitative relationships between key factors of
production and determine the quantitative significance of individual factors in the
formation of the cost of production. Management of production costs the company
is in the process of implementing a complex accounting management accounting
and controlling them using typical methods. The data management accounting acts
as an information base of controlling. It is therefore very important to ensure the
implementation of controlling their close relationship.
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7 The Relationship Between Environmental Accounting
and Controlling

The definition of environmental controlling has appeared in the last 10-15 years
and has been developed in works such as Pakhomova et al. (2003) and Panova and
Ravikovitch (2008).This concept is related to new informational and analytical
instruments of ecological management and dedicated to internal fixation and
analysis of environmental results. This formation is related on one hand, with
development of controlling functions in the practice of business management and
on the other hand, with the necessity to integrate and systemize different informa-
tion flows which can be used in the system of ecological management, as well as in
search for adequate tools and mechanisms.

Most experts define ecological controlling as the system for managing process of
achieving the end goals and results for environment security of the companies. In
my opinion, the most complete interpretation for environmental controlling can be
done as following: the support system of management in the field of environmental
protection on the basis of data from the system of ecological accounting, primarily
aimed at analysis, planning, control, coordination and development of recommen-
dations for making management and administrative decisions.

This conclusion follows from the fact that the method of controlling laid
accounting approach.

The main purpose of environmental controlling has to be the system of infor-
mation integration, analytical, instrumental and methodological support for
management, which allows making optimal or better decisions related to environ-
mentally directed activities of an organization.

In the essence of environmental controlling lies collected information about the
level of pollution of controlled natural environment and the subsequent processing
of complex information in order to form a complete picture of the environmental
situation. The information system on all environmentally important processes
occurring at the enterprises lies in the basis for further effective environmental
management. In this case, information from the past, present and future process is
needed.

To ensure the provision of such information in the company, institutionalized
information system is used and it is expressed in the accounting and performance
system. In other words, the regulation of production processes presents a problem
of insufficient information security. Environmental controlling has to provide,
firstly, the information about consumption and deficiency of resources, about
used materials (raw materials, auxiliary materials), potential risks and emission
from production.

Based on the nature of environmental accounting and proposed definition of
ecological controlling, it can be concluded that the basic information for the system
of ecological controlling comes from the system of environmental accounting. It
includes ecological financial accounting and environmental management account-
ing, as well as reporting on environmental indicators and ecological audit.



56 F. Yerdavletova

Materials Potential risks

Consumption . .
Environmental controlling o
and . Emission
- has to provide, )
deficiency from production

the information about
of resources

Ecological financial accounting,
environmental management
accounting

Environmental accounting Basic information Ecological controlling

Ecological financial accounting,
environmental management accounting

Fig. 3 The relationship of environmental accounting and environmental controlling

Moreover, environmental management accounting is an internal function of
an organization, unlike financial accounting; it represents standardized account
information that includes ecological aspects in the form of accounting statements
for external users. In contrast to the financial environmental accounting, the man-
agement environmental accounting resists the level of legalized regulation (Fig. 3).

8 Conclusion

Environmental accounting is an independent direction in comparison with account-
ing statements and its widespread adoption will allow users of natural recourses to
enhance the ecological protection activities and implement informational support of
environmental controlling. The development of environmental accounting within
information support of ecological controlling will provide an opportunity to cor-
rectly plan, control, analyze, forecast the environmental costs, more accurately
determine the economic efficiency of environment protection and nature restoration
activities, evaluation of economic damage caused by pollution of the natural
environment, representation of reliable and accurate information to investors and
auditors in respect to the natural environment components of the economic entity.

In this regard, the relation between environmental accounting and natural envi-
ronmental controlling is obvious. In addition to abovementioned links, there are
also important links between ecological controlling and the system of ecological
management, environmental auditing and financial reporting. It is clear, that the
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system of environmental controlling and these systems have to be compatible,
complementary and mutually supportive to one another. I believe that a thorough
study and research of environmental controlling may be the goal for a separate
academic discipline.
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Inspection Results on the Quality of Auditing

Lajo$ Zager, Sanja Sever Mali, and Mateja Brozovi¢

Abstract Financial statements auditing is conducted in order to protect public inter-
est. In order to achieve that, it is necessary to establish the trust in auditor’s work. One
of the quality control mechanisms are the inspections over the auditors and auditing
firms performed by an independent authorized institution. Following that practice, the
Croatian Audit Chamber is performing the inspection of auditors and auditing firms
since 2010. The aim of this paper is to compare the results of inspections carried out in
Croatia with the results in the selected European countries. The reports on audit
inspection show that there is still room for improvements in terms of the audit quality.
The conclusions of the research point towards the lack of auditor’s professional
scepticism with regard to the statements of management. This refers to the importance
of professional scepticism in audit fields which are exposed to increased risks in the
context of the financial market and global economic crises. According to the experi-
ence of selected countries, the inspections that were carried out by an independent
professional body have increased the quality of the performed audits. However, there
are clear suggestions that there is still plenty of space for significant improvements.

Keywords Auditing « Audit quality *« Control mechanism e Inspection results

1 Introduction

An annual audit should be conducted by an independent, competent, and qualified
auditor, in order to provide an external and objective assurance to the board and the
shareholders that the financial statements fairly represent the financial position and
performance of the company in all material aspects (Sever Mali$ et al. 2012). The
degree that users can rely on the audited financial statements depends on the quality
of auditing. This issue has become the centre of consideration after the worldwide
financial crises. The role of auditors in the financial crises has been analysed in
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detail and there have been identified many problems affecting the quality of
statutory audits. As a consequence of identified problems and the importance of
financial reporting for capital markets and their stakeholders whose decision mak-
ing process should be based on the high quality information, the audit quality
question is a current issue among many professional organizations, regulators,
investors and audit firms. In order to assure high quality audit, the European
Directive on statutory audits of annual accounts and consolidated accounts
(European Parliament and Council 2006, 2014) defines that each EU Member
State shall establish a system of public oversight, with public oversight entrusted
to a special body independent of the profession.

2 The Regulation of the European Union: External Quality
Assurance Systems

In May 2008 the European Commission has introduced Recommendation on
External Quality Assurance for Statutory Auditors and Audit Firms Auditing Public
Interest Entities (European Commission 2008). These recommendations are the
consequence of international efforts to introduce external system for quality assur-
ance of auditing that is independent from auditing profession and where oversight is
conducted by the members who are not included in auditing practice.

The recommendations use term authority of public oversight that is responsible
for implementing independent quality assurance systems for statutory auditors and
audit firms conducting an audit of public interest entities. Besides that, it is
recommended that Member States should not designate as a public oversight
authority any association or body affiliated with the accounting or audit profession.

Authority of public oversight should be responsible for tasks related to the
execution of the inspections, which can be delegated to another appropriate body
provided that the accountability of such body to the public oversight authority is
ensured and that the latter retains at least the following responsibilities: (1) approval
and amendment of the inspection methodologies, including inspection and follow-
up manuals, reporting methodologies and periodic inspection programs;
(2) approval and amendment of inspection reports and follow up reports;
(3) approval and assignment of inspection for each inspection; (4) issuance of
recommendations and instructions of any form to the body to which the tasks
have been delegated (European Commission 2008).

Besides that, the public oversight authority should have the right to participate in
inspections and get access to inspection files, audit working papers and other
documents of relevance. A special article is focused on funding the authority of
public oversight. The recommendations suggest that all funding for the quality
assurance system, including those concerning the level of funding and financial
control should not be subject to approval or veto by the persons or organizations



Inspection Results on the Quality of Auditing 61

that are representatives of or otherwise affiliated with the accounting profession, the
audit profession or an audit firm.

The Directive on Statutory Audits requires, as a minimum, that a public over-
sight system must have ultimate responsibility for the external quality assurance
systems for the audit profession. This does not necessarily mean that the public
oversight authorities must carry out inspections directly using its own employees.
That means that public oversight body can use technical assistance from another
appropriate body to carry out inspections. In that sense, the recommendation of the
commission defines: independence of inspections, methodological guidance for
conducting inspections and possible outcome of inspections. In that context, a
person, who is practicing statutory auditor or is employed or associated with a
statutory auditors or an audit firm, should not be allowed to act as an inspector.
Besides that, a person should not be allowed to act as inspector in an inspection of
the statutory auditor or audit firm until at least 2 years have elapsed since that
person ceased to be a partner or employee of that auditor.

According to the EU Directives the scope of inspections covers: (1) an assess-
ment of the design of the internal quality control system of the audit firm; (2) ade-
quate compliance testing of procedures and a review of audit files of public interest
entities in order to verify the effectiveness of the internal quality control system;
(3) the contents of the transparency report published by a statutory auditor or an
audit firm (European Commission 2008).

Besides the scope of the inspections, the Recommendation of the European
Commission defines the outcomes of inspections. Inspection findings and conclu-
sion on which recommendations are based should be properly communicated to and
discussed with the inspected auditors or audit firms. The inspected statutory audi-
tors or audit firms should be granted a period not exceeding 12 months to take
action of recommendation on the quality control system of the audit firms.

The main objective of EU recommendation was to harmonize external auditing
quality assurance among all the EU Members States. According to Isidro and
Raonic (2012), financial reporting quality increases in the presence of strong
monitoring mechanisms. Moreover, a stricter audit environment can reduce the
magnitude of earnings management (Maijoor and Vanstraelen 2006). Although the
European Commission through their legal requirements set basic determinations of
implementation quality assurance into the auditing profession, there are still free
options that Member States can develop and implement external quality assurance
systems. As it is emphasized, according to the EU Directives Member States can
implement two systems of quality assurance: monitoring and peer review. Although
both systems are harmonized with EU Directives, there are some differences
between them. The main difference is the fact that monitoring is conducted by
the employees of independent external organization while peer review is conducted
by the competent and authorized expert of auditing firms and statutory auditors. The
advantages of one system are at the same time disadvantages of another. Monitor-
ing should be conducted by inspectors with professional competences and great
experiences, while peer review should be conducted by independent inspectors-
auditors.
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3 Specific Aspects of Audit Quality Control in Croatia

Audit quality control in Croatia is harmonized with the requirements of the
European Union Directive and is regulated in the Croatian Audit Act (entitled
Surveillance and quality control of audit firms, independent auditors and certified
auditors). Additionally, there is a Regulation on the supervision and quality control
of audit firms, independent auditors, joint audit offices and certified auditors.

The national oversight authority in Croatia is the Audit Public Oversight Com-
mittee which was founded in 2008. Members of the Committee are appointed by the
Croatian Government on the proposal of the Minister of Finance. This task of audit
oversight is delegated to the professional body—Croatian Audit Chamber. There-
fore, the surveillance and quality control of audit is the responsibility of the
Chamber. It has, among other things, the task to investigate whether the audit of
financial statements is performed in accordance with the International Standards on
Auditing, to check if the requirements of independence, quantity and quality of
engaged human resources and other resources are meet, to test the internal quality
control system and the system of charging audit fees, and to verify if they meet the
licensing requirements. Surveillance is carried out by the employees of the Cham-
ber (certified auditors with at least 5 years of experience in auditing), which are
appointed by the Chamber’s Governing Council with the prior approval of the
Audit Public Oversight Committee. Appointment is conducted in an objective
manner in order to prevent conflicts of interest between the person conducting the
surveillance of audit quality and the evaluated audit firms, independent auditors and
certified auditors.

One of the Audit Act provisions requires that the people who carry out the
surveillance of the audit work quality must provide a sufficient number of selected
audit files and documents in order to ensure a complete and high quality control,
while applying auditing standards and requirements related to the independence of
their work (Croatian Parliament 2012, Art. 5 and 15). The Regulation stipulates that
the surveillance may be carried out through direct surveillance (inspection) at the
company premises, but also via continuous surveillance and documentation analy-
sis, since the supervised entities have deadlines to submit required documentation
to the Chamber (Croatian Audit Chamber 2012, Art. 3). In the case of direct
surveillance, the Chamber is obligated to notify (in writing) the subject of surveil-
lance on the content, scope and the planned duration of the inspection. Therefore,
the object of inspection is the audit documentation, which is actually a link between
the accounting records of the client and the auditor’s report. In this sense, the
function of audit documentation is, besides from serving as the audit evidence in
order to support the auditor’s opinion, to be used as evidence in the process of audit
inspection carried out by the Chamber’s employees.

Inspection findings and conclusions are communicated to the inspected subject
via written report. If the Chamber’s employees conclude that the audit firm or
independent auditor failed to comply with rules and regulation, Chamber may issue
an order to eliminate irregularities, determine taking additional measures to
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eliminate issues and initiate disciplinary proceedings. In that case, an audit firm or
an independent auditor has a deadline to take corrective actions and submit a report
to the Chamber, describing measures taken and providing evidence of the removal
of irregularities. By determining additional measures, the Chamber requires the
management of an audit firm or an independent auditor to implement improvements
of the internal audit quality control system, to improve control procedures over the
treatment of confidential information, along with other measures required for the
proper application of the law, International Standards on Auditing and other rules of
the profession.

4 Findings of Inspections Conducted by the Croatian Audit
Chamber

Inspections are in the domain of the special unit within the Croatian Audit Chamber
called Professional department in charge of monitoring and checking the quality of
audit work performed by audit firms and independent auditors. In May 2010 a Plan
and Program of Monitoring and Audit Quality Assurance was adopted and
approved by the Audit Public Oversight Committee. Therefore, inspection activi-
ties in 2010 were primarily aimed at summarizing and analysing the entire audit
market (Sever Malis 2011). Additionally, there were limitations in the performance
of the Department, which were primarily related to the necessary training of
inspectors for the purposes of quality assurance, but also the lack of practice and
previous experience in monitoring the quality of audit work. Nevertheless, inspec-
tions were conducted in 2010 as it was planned, primarily for the educational and
advisory purposes. Considering that the inspections were conducted for the first
time, it was fundamental to properly communicate and introduce this new form of
surveillance to the audit firms and statutory auditors.

4.1 Methodology and Results of the Initial Inspections
Carried Out in 2010

Initial inspections were carried out in 263 audit firms, which has been documented
in written reports and delivered to subjects of inspection. It was not possible to
conduct an inspection in 12 cases, which resulted in writing official notes and
implementing appropriate procedures by the Chamber (Croatian Audit Chamber
2011). The scope of inspections included areas listed in Table 1.

Based on the initial inspection results, subjects were classified into five catego-
ries, as may be seen from the Table 2.
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Table 1 Areas checked during inspections carried out by the Croatian Audit Chamber

Scope of inspections

» Organization and structure of the audit firm (and related parties)

» Application of the Code of Professional Ethics

« Application of the International Standards on Quality Control 1 (ISQC 1)

— Existence of policies and procedures of accepting new and retaining existing audit
engagements
— Audit contracting—term of engagement

— Existence of policies and procedures for conducting audit

— Human resources, human resources management and professional training of employees

— Existence of internal control system

— Existence of ISQC 1 documentation

» Application of International Standards on Auditing (ISAs)—existence of work methodology
(audit procedures)

 Annual Transparency report

Source: Croatian Audit Chamber (2011, p. 3)

Table 2 Classification of inspected entities

Number of
Categories subjects
Entities that meet the audit quality control requirements 26
Entities with identified irregularities in the application of the rules of the 96

profession

Entities with identified law violations and irregularities in the application of | 129
the rules of the inspection

Entities that did not enable surveillance 12

Entities who have submitted the request for removal from the Register during | 12
the initial inspection

Source: Croatian Audit Chamber (2011, p. 3)

Therefore, inspection findings were divided into two categories: Audit Act
violation and irregularities in the application of the rules of the profession. Over-
view of the irregularities is presented in Table 3.

The main purpose of the inspections and quality assurance is not to impose
sanctions for auditors, but to take measures for preventing and eliminating irregu-
larities and law violation. Therefore, the task and obligation of the Chamber is to
issue further guidance, instructions and explanations to auditors that will improve
and enhance the quality of future audits.
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Table 3 Findings of the initial inspections conducted in 2010

Number of
Audit act violation® subjects

Amount of the audit firm’s equity is not in accordance with requirements for 34
companies founded in Croatia

Identified irregularities related to audit contracts—the audit contract shall be 7
concluded in writing, it may be cancelled on justified grounds and it shall
regulate mutual rights and obligations between the audit firm and a legal
person where audit is carried out

Transparency report has not been published on time (within 3 months from the | 39
end of the financial year), or does not have all the necessary elements

Irregularities regarding the insurance policy—a minimum insurance cover per | 22
loss is defined in the Audit Act and depends on the type of audited entities

Auditing requirements are not meet—an independent auditor and audit firm 20
employing only one certified auditor may not carry out audit of financial
statements in certain companies

Failure to inform the Chamber in case of changes in data entered in the court | 72
register, acquisition of shares or business interests in another legal person, or
other conditions listed in the Audit Act

Irregularities in the application of the rules of the profession”

Entities do not act in accordance with the Code of Ethics 32

Entities do not have established policies and procedures as required by ISQC 1 | 188

Entities do not carry out audits in full accordance with ISAs 185

#One audit firm can be classified in more than one category

Source: Croatian Audit Chamber (2011, p. 5), Croatian Parliament (2012)

According to the Audit Act, an independent auditor and audit firm employing only one certified
auditor may not carry out audit of financial statements of: joint stock companies and limited
liability companies where the annual revenue exceeds HRK 40 million, companies whose secu-
rities are listed in the first quotation or in the public companies quotation, financial institutions and
consolidated financial statements

4.2 Findings of Inspections Carried Out in 2011/2012
and 2012/2013

Since the initial inspections, two regular cycles of inspections have been completed
and presented in the Annual Report of the Croatian Audit Chamber. Prior to “on-
field” inspections, preparatory work includes the processing of submitted annual
questionnaires with information on audits of financial statements. Planned activities
are described in the annual plan, which is drawn up according to the risk assessment
based on the previous findings and the significance of the clients being audited.
60 subjects were inspected in the year 2011/2012. In 47 cases the surveillance
ended with writing reports and in 13 cases official notes were made due to the
inability to conduct the inspections. Additionally, six inspections were requested by
the third party (e.g. Croatian National Bank or HANFA) (Croatian Audit Chamber
2013). On the other hand, the number of regular inspections carried out in the year
2012/2013 has increased to 63, out of which two “on field works” resulted in
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Table 4 Grades assigned to inspected audit firms

Number of
subjects
2011/ | 2012/
Grade | Grade meaning 2012 2013
B There are cases of non-compliance in other issues, but there is no 2 9
need for follow up activities because the supervisor is convinced
that the audit firm will be able to solve the problems
C There are cases of non-compliance or other important issues; audit | 15 28
firm must provide additional evidence to prove the commitment and
the ability to correct problems
D1 Serious violations in combination with the reluctance to implement | 9 1
changes; the supervisor recommends that the license of the audit
firm should be withdrawn
D2 Serious or extensive irregularities combined with inadequate 18 14
response from the audit firm; it results in issuing order to eliminate
irregularities and recommending additional measures
N All possible circumstances that do not fall into any of the above 3 9
grades (for example, audit firm has submitted a request for removal
from the Register)
Total 47 61

Source: Croatian Audit Chamber (2013, 2014)

making official notes. On top of that, five irregular inspections were conducted
(Croatian Audit Chamber 2014).

According to the methodology, an employee of the Chamber that was in charge
of the inspection has to assign a grade to the audit firm. An overall assessment is
based on the worst grade assigned to key areas. Grades assigned to audit firms are
shown in Table 4.

Awarded grades indicate that there were improvements in audit quality. In the
year 2012/2013, 61 % of the inspected audit firms received grade B or C, as opposed
to 36 % in the year 2011/2012. This means that the number of subjects that
demonstrated serious irregularities has decreased. Inspection findings in the 2011/
2012 report were divided into two categories: Audit Act violation and Application
of International Standard on Quality Control 1. Additional category entitled Appli-
cation of International Standards on Auditing was added in the year 2012/2013.
Summary of findings is presented in Table 5.

Positive findings identified during the inspections are related to good acceptance
of direct surveillance and cooperation shown by the supervised entities, interest and
willingness to improve the quality of work and procedures in accordance with
professional standards, and further education of certified auditors. Negative find-
ings refer to incomplete audit documentation due to lack of practical training in the
application of International Standards on Auditing (ISAs) and International Stan-
dards on Quality Control (ISQC1), insufficient resources (insufficient number of
certified auditors) with respect to the uncertainty of future audit engagements.
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Table 5 Key findings of inspections carried out in Croatia in 2011/2012 and 2012/2013
No. of subjects

Audit Act violation” 2011/2012 |2012/2013
Transparency report—irregularities regarding the deadline for publi- | 20 5
cation and content

Insurance policy—irregularities concerning renewal and a minimum | 11 9
insurance cover per loss

Conducting an audit of clients whose total income exceeds HRK 3 /
40 million—it should not be carried out by audit firms with only one

certified auditor

Failure to inform the Chamber in case of changes in data entered in | 10 /
the court register, acquisition of shares or business interests in another

legal person, or other conditions listed in the Audit Act

Conducting audit engagements—there are no working papers / 11
supporting the audit opinion

Irregularities regarding signature on the audit report—the audit report |/ 11
shall be prepared and signed by the certified auditor, in his/her own

name, and by the authorised representative, in the name of the audit

firm or independent auditor

Providing additional services along with conducting statutory audit |/ 4
Irregularities related to conditions for conduction audits and other / 3
audit activity—audit may be carried out by certified auditors and the

appointment of the audit firm may not be conditional.

Application of ISAs®

Accepting and arranging audit engagements / 46
Planning (including understanding of the subject) and risk assessment |/ 48
(including fraud)

Procedures in response to the risk assessment (audit plan, design and |/ 48
implementation of tests)

Auditing procedures and working papers / 50
Final audit procedures / 44
Financial statements and the auditor’s report / 47
Application of ISQC 1

Entities do not have fully established policies and procedures as 12 12
required by ISQC 1

There are no visible effects of ISQC 1 application / 10

Entities have established policies and procedures, but they do not act accordingly in the

following areas:

» Leadership responsibilities for quality within the firm 6 7
« Relevant ethical requirements 3 2
« Accepting and retaining clients 9 10
* Human resources 7 8
» Conducting audit engagements 23 20
* Surveillance 23 22

“One audit firm can be classified in more than one category
Source: Croatian Audit Chamber (2013, 2014)
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5 The Comparison of Inspection System in Croatia
with Selected European Countries

As already explained, according to the European Directive on statutory audits of
annual accounts and consolidated accounts (European Parliament and Council
2006, 2014), each Member State shall establish a system of public oversight, with
public oversight entrusted to a special body independent of the profession. The
national oversight authority in Croatia is the Audit Public Oversight Committee,
which has the responsibility for recurring inspections of audit firms. This task is
delegated to the professional body—Croatian Camber of Auditors. Public oversight
system in Croatia (with emphasis on a system of inspection) has been compared
with selected European countries, which is summarized in Table 6. In order to
identify similarities and differences, an analysis of the latest publicly available
reports of their oversight bodies has been conducted.

As opposed to Croatia, the system of inspection in these countries is organized in
a way where the inspections of audit firms are being carried out directly by the
national oversight body (or one of its specialised units)." The Financial Reporting
Council (oversight body in United Kingdom) has the most experience, since the
year of its first inspection cycle was 2004. Object of inspection conducted by the
Croatian Audit Chamber are audit firms, independent auditors and certified auditors
that perform statutory audit, which is similar to the practice in Malta, Netherlands
and Norway. However, the scope of selected oversight authorities in the United
Kingdom and Switzerland is limited to the audit firms that audit public interest
entities, while the inspection of other subjects is delegated to other professional
bodies.

As for the frequency of inspections, all bodies act in accordance with the
European Directive, which stipulates that the audit firms should be inspected at
least once in 6 years, or at least once in 3 years in case of audit firm carrying out
audit of public interest entities. National authorities of United Kingdom (Financial
Reporting Council—FRC 2014b) and Switzerland (Federal Audit Oversight
Authority—FAOA 2014) have additional provisions, under which major audit
firms are subject of inspection annually. Since the independence of these bodies
in relation to the audit profession is the main basis of the quality of external
oversight, it is important to analyse their sources of funding. All selected oversight
authorities are being financed by the subjects they inspect, usually charging fees for
their services or membership. However, in their IFIAR member profiles (IFIAR
2014a) they all state that the funding is free from the influence of the profession,
since the fees and the budget are approved by the third party (e.g. Ministry of
Finance).

The monitoring approach of the oversight authorities is risk based. That means
that they are led by suspected irregularities in forming the sample of audit firms to

! According to their member profiles in The International Forum of Independent Audit Regulators
(IFIAR).
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be inspected. Annual reports of national bodies in Croatia, Malta and Norway
provide additional information and explain that the risk assessment is conducted
according to the data gathered through questionnaires. This approach limits the
comparison of inspection results among countries, since the results are not statis-
tically representative and the sample is intentional. Moreover, there are also
differences in the types of inspection being carried out. Croatian Audit Chamber
performs regular inspections according to the annual plan and special inspections if
requested by the third party, which is similar to the practice of bodies in Malta and
Switzerland. Authorities in the United Kingdom, Netherlands and Norway addi-
tionally perform thematic inspections of focus sectors. For example, UK Financial
Reporting Council carried out two thematic inspections for the year 2013/2014
(Financial Reporting Council—FRC 2014a) (first concerning materiality, second
concerning fraud risks, laws and regulations).

Methodologies of conducting inspections by selected bodies have some common
issues. They all inspect audit compliance in relation to the relevant legal require-
ments. In Croatia, audit engagements have to be performed according to the Audit
Act, the International Standards on Auditing, requirements of the International
Standard on Quality Control 1 and the Code of Professional Ethics (Croatian
Parliament 2012, Art. 43). In addition, each supervisory authority in the activity
report (when describing the scope of inspections) emphasizes certain aspects that
receive special attention during inspections. Croatian Chamber of Auditor added
the inspection of adequacy of the organization and resources engaged to audit.
National authorities in Switzerland, Malta and Norway pay particular attention to
the independence requirements, while the United Kingdom oversight body empha-
sises the appropriateness of key audit judgements and the sufficiency of audit
evidence.

Form of the presentation of identified irregularities in the annual reports varies
by countries. It is evident that authorities with more experience (like the UK
Financial Reporting Council) disclose more detailed results, while others just report
types of irregularities, without additional explanation. Findings of the Croatian
Chamber are divided into three categories: Audit Act violation, irregularities in the
application of International Standards on Auditing and irregularities in the appli-
cation of International Standard on Quality Control 1. Therefore, it is obvious that
the greatest attention was paid to meeting regulatory requirements. On the other
hand, some of the oversight bodies present their findings in the form of key
messages, where they describe identified issues and give suggestions for future
audit quality improvements. The United Kingdom oversight body discloses the
most information among all six analysed countries, in the form of the Annual
Report, the Individual Reports for the “Big 4” audit firms and thematic inspections’
reports. Considering all the differences between countries, it is difficult to make a
general conclusion and compare audit quality among them, but it is possible to
identify common irregularities.

Follow up activities of selected oversight bodies are similar and usually include
providing a written report to the governing body of the inspected audit firm. Audit
firms usually have the deadlines to eliminate irregularities. According to the
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Regulation of the Croatian Audit Chamber, non-compliance leads to disciplinary
proceedings. The oversight body in Malta additionally state that regulatory penal-
ties are charged if an audit firm fails to respond and take corrective actions
(Accountancy Board 2011).

6 Common Findings of Selected Oversight Bodies from
the Annual Reports

As previously explained, the methodology for conducting inspections is risk based,
which means that the findings are not representative and cannot be compared across
countries. Moreover, the degree of disclosing information in the publicly available
reports varies between different oversight bodies. Garcia Osma et al. (2014) also
came to similar conclusion in their analysis of the level of harmonization of public
oversight systems for statutory auditors, in which they stated that differences
among EU Member States arise particularly in terms of transparency. Despite all
this, certain common irregularities and key messages can be recognized, as shown
in Table 7. The analysis also includes IFIAR Report on 2013 Survey of Inspection
Findings, which summarises findings of their members’ individual inspections.
Irregularities concerning the audit of financial institutions were mainly related to
the fair value measurement and loan loss provisions. It has been noted that the
common issues were insufficient challenge of management or the failure to obtain
further evidence to support provisioning judgements. The UK oversight authority

Table 7 Identified common findings across analysed countries

The country of the oversight body

Common findings

that carried out the inspection

Deficiencies in the audit of financial institutions and
financial instruments (concerning fair value and loan
loss provisions)

United Kingdom, Switzerland,
IFIAR

Findings regarding audit of consolidated financial
statements and letter-box companies

United Kingdom, Switzerland

Threats to auditor independence

Croatia, United Kingdom, Switzer-
land, Malta, IFIAR

Irregularities in internal control testing

United Kingdom, Norway, IFIAR

Weaknesses in the internal audit quality control

Croatia, Malta, Netherlands,

system Norway
Failure to obtain sufficient and appropriate audit Croatia, Malta, Netherlands, Nor-
evidence way, IFIAR

Findings regarding the work of experts

Croatia, Malta, Norway

Reporting irregularities (concerning communication
with those charged with governance and transparency
reports)

Croatia, Malta, Norway

Source: Systematized by authors based on annual reports of oversight authorities
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stated that the overall grading of bank and building society audits continues to be
generally below those of other types of entity (Financial Reporting Council—FRC
2014a). Furthermore, the Switzerland authority expressed concerns about inade-
quate internal control testing in financial institutions (Federal Audit Oversight
Authority—FAOA 2014), where the extensive reliance was often placed on internal
audit, but their work was not always assessed sufficiently.

Various findings in UK and Switzerland were related to the role of auditor as
group auditor. Key message is to ensure a greater consistency in quality between the
audit work undertaken at group level and the work performed by component
auditors. In auditing letter-box companies, auditing standards were inadequately
applied to some extent because non-transferable responsibilities with respect to the
direction, surveillance and performance of the engagement were delegated to one or
more component auditor. Therefore, the key concern was that the auditor signing
the group audit report often had insufficient involvement in the audit.

Identified threats to auditor’s independence refer to providing non-audit ser-
vices. According to the Code of Ethics (IESBA), “certain restrictions on auditors
providing non-assurance services to their audit clients have been imposed” (IESBA
2013, p. 98). Findings of the UK oversight authority include cases where insuffi-
cient consideration was given to the appropriateness of continuing to provide such
services when there was a change in status of the entity (for example, an entity
becomes an audit client or is listed on the stock exchange). “The legal requirements
in Switzerland differ in a way that the provision of additional services to audit
clients is not forbidden in principle” (Federal Audit Oversight Authority—FAOA
2014, p. 22). However, there were cases where the audit fee was disproportionate to
additional fees, which threatened auditor independence.

According to the IFIAR (2014b) survey results, a significant number of findings
include inadequate internal control testing, especially in testing IT controls. The
problem is especially evident in the audit of large entities, where sufficient audit
evidence cannot be obtained from substantive testing alone. It is recommended to
audit firms to review their approach to the audit of IT controls, either by providing
additional training and guidance to audit staff or by using IT specialists.

Audit firm’s internal quality control of completed audit engagements is an
important mechanism for assuring audit quality. Inspections conducted by the
Croatian Audit Chamber showed that a certain number of audit firms do not have
adequate internal quality control procedures. There were also cases where they exist
in paper, but these quality measures do no yet appear to be working well enough
(Croatian Audit Chamber 2014). Similar conclusion can be derived from the
inspection findings conducted by the oversight authority in Netherlands (Nether-
lands Authority for the Financial Markets—AFM 2014).

Another type of irregularities was related to insufficient audit evidence and audit
documentation. The common rule to audit documentation is that documentation
must be sufficient to enable an experienced (third) auditor to understand the audit
procedures performed, the audit evidence obtained and any significant judgement
applied. It was especially emphasized in the activity report of the oversight author-
ity in Netherlands, where it was stated that in approximately 74 % of the assessed
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audit engagements the external auditors did not obtain sufficient and appropriate
audit evidence (Netherlands Authority for the Financial Markets—AFM 2014). The
oversight authority of Malta reported that there were issues in the following areas:
materiality thresholds, debtors and creditors and professional scepticism (Accoun-
tancy Board—Quality Assurance Unit 2014). Very little documentation was avail-
able on audit files about the substantive testing carried out on debtor and creditor
balances, particularly in relation to possible impairment of debtor balances.

Findings regarding the work of experts were related to the lack of professional
scepticism when evaluating the work of experts appointed by management. It was
noted that “there was very little audit documentation as to what work was carried
out by the auditor to assess the competence, integrity and independence of experts
in order to dispel any management bias on accounting estimates regarding impair-
ment or fair values” (Accountancy Board—Quality Assurance Unit 2014, p. 8). As
far as the experts hired by the auditor, there were also examples of failure to
differentiate between the uses made of specialists in the audit team, the use made
of work performed by experts and the use of consultations with experts, as well as
weakness in the documentation of the work done.

Oversight authorities of Malta and Norway have also revealed shortcomings in
the area of communication with those charged with governance. It was noted that in
a number of instances significant findings from the audit were not communicated
with those charged with governance by way of a management letter. In cases where
it was claimed that the findings were communicated verbally, no documentation
related to the matters discussed was found. Moreover, there were several cases in
Croatia where the transparency report was not in line with the provisions of the
Audit Act.

7 Conclusion

Corporate scandals which involved audit firms resulted in discussions about how to
enhance legislation and professional requirements in order to improve audit quality.
Following this practice, the Croatian Audit Chamber started conducting inspections
as a form of external surveillance of the auditor’s work. Due to the lack of
experience and the fact that it carried out only two cycles of regular inspections
so far, there are still certain difficulties, primarily related to insufficient human
resources and finding adequate supervisors. Although the analysed time period is
too short to be able to spot trends in the improvement of audit quality, grades that
were assigned to audit firms each year suggest that certain progress is already
noticeable. Additional improvements are needed in the application of the Interna-
tional Standards on Auditing (especially those regarding audit evidence and audit
documentation) and ensuring that the internal quality control system functions
properly.

Comparison of the Croatian system of inspections with the practice in selected
European countries shows that there are a lot of similarities. Approach to
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conducting inspections is the same and it is based on risk. That means that oversight
bodies use different techniques for risk assessment, which is then used in forming
the sample of audit firms to be inspected. The scope of inspections usually includes
checking compliance in relation to the relevant legal, professional and ethical
requirements. However, it is evident that the system of inspections in countries
with more experience in this area is also more advanced. For example, basic
concept of conducting inspections in certain countries is supplemented with the-
matic inspections of focus sectors, annual inspection of major audit firms and very
detailed public reports.

Due to the risk-based approach and differences in the level of disclosing
information in publicly available reports, it is challenging to compare findings
across countries. However, common findings include lack of professional scepti-
cism in auditing areas that have become particularly risky in terms of changes in the
financial markets and the global economic crisis (regarding fair value and loan loss
provisions). Moreover, there are numerous irregularities in relation to the audit of
consolidated financial statements, obtaining sufficient and appropriate audit evi-
dence and internal control testing. Taking into account the experience of the
selected countries, it is obvious that the inspections carried out by an independent
public body contribute to the improvement of audit quality. However, there are
clear suggestions that there is still plenty of space for significant improvements of
the quality of the performed audit.
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Development of Cost Accounting in Higher
Education Institutions in the Republic
of Croatia

Martina Dragija and Ivana Drazi¢ Lutilsky

Abstract This paper aims to present the level of development of cost accounting in
the Higher Education Institutions (further HEI’s) through conducted empirical
researches. The main objective of this paper is to highlight that for quality decisions
making at HEI’s it is necessary to have relevant information about costs. Using
different methods for managing costs, information about costs are significantly
different. Based on that, the process of decision making and decision made on costs
could vary. To examine the level of cost accounting used in HEI’s, the research
based on the questionnaire was conducted in the year 2006 and 2014. The ques-
tionnaire was sent to all HEI’s in Republic of Croatia, more precisely to the Deans
of HEI’s and to the Head of Accounting of HEI's. The authors have set the main
hypothesis that cost accounting tools are still not enough used in Croatian HEI’s.
The results of conducted research have shown that cost accounting in Croatian
HET’s is still undeveloped and still not sufficiently used in the process of decision
making and funding of HEI’s. Moreover, authors have highlighted that some cost
accounting instruments, e.g., cost allocation, are used less in 2014 than in 2006. The
authors have also pointed out several potential obstacles for implementation of cost
accounting in the accounting systems of HEI’s. Also, in the paper, the authors have
provided possible recommendations for implementation and better usage of cost
accounting in Croatian HEI’s.

Keywords HEI’s ¢ Costs ¢ Cost accounting * Republic of Croatia

1 Introduction

In the last 20 years, requirements and expectations on universities, both in teaching
and research activities are growing progressively. Changes in university culture
associated with market orientation, greater competition of HEI’s, and so on, mean
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that the role of universities is shifting towards a greater commercial orientation.
This carries increase in costs of their activities and requires additional funds other
than those provided in the state budget.

The main assumption of this paper is that the use of the cost information, given
by the set of the cost accounting instruments, would increase the quality of
accounting information that serves as basis for HEI’s management decision mak-
ing. Moreover, it can be used for the supervision of HEI’s management work what
can directly affect the effectiveness and efficiency in provided services of higher
education gratifying the general public.

The main research goal was to point out the trends in cost accounting develop-
ment in Croatian HEI’s. Taking in consideration the specifics of HEI's since they
are mostly budgetary users, the task is to define the informational demands of HEI’s
management and to establish the set of cost accounting instruments. Those instru-
ments should assure that information about costs is headed towards assumption
about efficient governing.

Moreover, the purpose of this research is to summarize the benefits from cost
accounting instruments usage in HEI’s. But also to determine potential obstacles in
implementation of cost accounting at Croatian HEI’s. It is important to take under
the consideration informational demands of the management and the development
of accounting information system. The accounting information system must be
harmonized with purpose, goals and tasks of business activities. But also, it must
assure qualitative and integer reporting about results on all hierarchical levels of
HEI’s management and all of its segments, including University and competent
Ministries (like Ministry of finance and Ministry of science, education and sport).
Therefore, the authors will give some recommendations for the HEI’s management,
based on the conducted research about current situation of cost accounting in
Croatian higher education area.

2 Possibilities and Needs for Implementation of Cost
Accounting into Higher Education Area

2.1 Importance of Cost Accounting and Areas of Its
Application in Higher Education Area

Contrary to private sector, which performance is measured by level of profit,
performance of individual budgetary units and the whole public sector may be
measured by level of satisfaction of general and common needs of individuals and
the broader public. Performance has to be measured by segments and results in each
budgetary unit, therefore in the HEI’s too. Also, each program and project has to be
measured in according to fulfillment of goals. For long term sustainability of its
activities and programs, HEI’s have to decrease costs and improve quality of its
services. Decreasing costs is “mission impossible”” without knowing the structure of
each cost and different concepts of their valuation.
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According to IFAC Study 12, Perspectives on Cost Accounting for Government
(IFAC 2000) cost accounting has several basic managerial functions, besides its
historical role which may be seen as determination of value of inventories or other
form of assets for financial accounting needs, like budgeting, cost control and cost
decreasing, determination of prices and remunerations, measurement of perfor-
mance, program assessment and different choices for economic decisions. Costs
information can be used in budgeting and cost control, effects evaluation and
program assessment, performance measurement, determination of price, fees and
remunerations, market research (IFAC 2000).

It is obvious that accounting goals and tasks have been evolved. In its early
phases cost accounting has been considered as a technique for cost allocation on
cost objects and it was “problem of accountants”. Today, cost accounting in public
sector is used for presenting the information on costs in such a way to fulfill
managerial needs in order that such information should be used in management
processes in public sector. Cost accounting becomes management tools for new
public management.

Efficient managing demands from management the appliance of a wide range of
managerial techniques and methods. The improvement of financial management in
HETI’s leans on skills of management and their capacity for usage of accounting and
non-accounting information, especially for the usage of cost accounting, and
financial and non-financial indicators. In their jobs and assignments, HEI’s should
answer on some very important questions: are the provided services aimed towards
users, are the resources used in the best manner to give the best value for money and
is the managing successful and headed towards stated the above. The answers for
asked questions are a complex story about performance measurements in public
sector.

Higher education system in a view of usage modern and traditional methods for
governing costs includes their tracking and allocation. One can say that education
process is in fact production process of studies (i.e., studying programs) but also
students. Different trends, terms and assumptions which are appearing in Republic
of Croatia are presumption for the usage and appliance of different tools which will
enable competitiveness of public HEI’s with private business schools. As compet-
itive subjects they should provide the high quality of studies and highly educated
students. The increase of students’ number and the increase of studying quality
mean more financial resources. Financial resources from all kind of sources, like
from donations, state budget but also from scholarships are available to the public
HETI’s in Europe.

In Croatia, main source for financing public HEI’s is state budget which only
partially provides sources for wages, material costs and some level of scientific
work. In accordance to that it is necessary to determine on national level criteria for
dividing financial resources. With regard to the allocation of financial resources, the
Act on Science and Higher Education (2003) defined the lump sum financing,
which is still not fully implemented in practice. Mentioned financing model implies
that Ministry of Science, Education and Sport is allocating funds to higher educa-
tion institutions as a lump sum, and the universities are then completely
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autonomous in the internal distribution of these funds for its constituents according
to clearly defined criteria, having in mind the financial condition of constituents, but
also the cost structure as well as the area where constituents belongs.

The main reason why this lump sum financing model is still not fully developed
in Croatia lies in the lack of autonomy and integration of universities. Croatian
universities have highlighted the key problems associated with the internal alloca-
tion of financial resources for the university to its constituents and it can be
summarized on the fact that proposed financing model is just theoretical because
such allocation is not possible in practice because most of Croatian universities are
not integrated, also there is a lack of institutional autonomy and finally internal
allocation from universities to constituents is unreliable due to the fact that univer-
sities do not have developed costing systems and therefore are not familiar with full
costs (Doolan et al. 2012). In the last century a new financial surrounding is defined,
mainly because of decreasing resources from state budget and that fact is encour-
aging commercial activities like researches financed out of some other source like
private business subjects, foundations, international organizations and similar.
Higher education costs are increasing with higher rate than the state can support
and assure financial resources from budget and because of that HEI’s should assure
for themselves more different sources of financing. HEI’s should be competent in
governing strategically with their asset and finances, but also human resources
especially because teachers are the key to maintain studies and programs of HEI’s
in future. All those information would gather easily and decision making process
would be easier on a level of HEI’s management but also for University manage-
ment if there is developed cost accounting.

Implementing the accrual principle and cost control into the HEI’s, the perfor-
mance measurements and program efficiency evaluation will be made on actual
relevant data and in accordance the decision making process will be based on
relevant data. By doing that all HEI’s can choose different methods for cost
planning, cost allocation and cost control. Using different modern methods for
managing costs, information about costs are significantly different. Based on that,
the process of decision making in HEI’s and decision made on costs could vary.
Therefore, it is very important to implement the right cost allocation method.
Further in the paper authors will therefore research level of implementation of
cost allocation methods by Croatian HEI’s with special focus on preconditions for
successful development of cost accounting instruments such as accounting
principle.

2.2 Significance of the Cost Accounting Implementation at
Croatian Higher Education Institutions

Higher education institutions have entered a wide range of financial and institu-
tional reforms that mostly relate to the process of internationalization,
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strengthening of the institutional autonomy, increasing competitiveness and achiev-
ing financial sustainability. In order to complete successfully mentioned processes,
one of very important prerequisite is developed and comprehensive accounting
information systems. Accounting information systems and accountability rely on
relevant information on cost, performance, standards and targets given timely to
key decision makers (Pettersen and Solstad 2007). Therefore, higher education
institutions are involved in the process of upgrading external reporting system
with the internal reporting systems based on the developed cost accounting.
According to Sordo et al. (2012) modernization of the higher education system is
mainly oriented to make the financial statement more comprehensive and
accountable.

Higher education institutions are not only considered as social institutions, but
also as firms to which certain logic and rules apply, typical of the managerial culture
in the private sector, such as the well-known principles of efficiency, effectiveness
and accountability (Sordo et al. 2012). Moreover, Mitchell (1996) emphasizes the
need for private sector accounting techniques and rational costing of courses,
departments and other programmes, supporting the use of techniques, such as
responsibility accounting, ABC (activity based costing), etc. Therefore, in addition
to external or in other words statutory reporting, increasing emphasis is placed on
the cost accounting that has already been established for many years in the private
sector.

It is very important to highlight that the United Kingdom, Ireland, Finland and
Sweden, who were first to initiate the process, are the most advanced systems in
terms of development and implementation of full costing methodologies
(Estermann and Clayes-Kulik 2013). Although in these countries full costing was
implemented system-wide, it was done in different ways: Ireland, Sweden and the
UK developed a sector-wide model through a coordinated approach based on
cooperation between universities (Estermann and Clayes-Kulik 2013). By contrast,
in Finland, individual universities developed full costing methodologies on their
own in response to requirements by the ministry and the national research funding
councils. In systems where full-costing methodologies are at a mature stage, several
universities are using full costing data for strategic management and decision-
making (Estermann and Clayes-Kulik 2013). Many universities in the Netherlands
are also quite advanced in the implementation and strategic use of full costing, but
there were no system-wide coordinated process or state requirements. Austria,
Belgium, France and Germany are in the process of implementing full costing
methodologies, although differences remain between these systems. The level of
development also differs strongly between universities, despite the fact that discus-
sions on full costing have been ongoing for several years.

The current accounting information system of higher education institutions in
Croatia is primarily aimed at meeting the legal requirements regarding the external
financial reporting while internal reporting is not sufficiently developed and is
generally dependent on the current management requests of individual institutions
of higher education. Croatian accounting information systems of HEI’s or univer-
sity in generally do not have the possibility in providing basic information about
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occurred costs of special programs or international projects that are realized on
HEI’s what is very important information in meaning of justifying certain program
or international project. It is also important regarding argument of acquiring right in
recovering highest amount of indirect costs occurred in international projects.
Because of that it is expected that cost allocation method would achieved efficient
evaluation of economy not only for certain HEI’s but also for special programs and
projects and international projects which are realized on certain HEI’s. Through
establishment of cost accounting, demands of national and European scheme of
financing will be fulfilled. But Croatian HEI’s would have all kind of different
benefits from model of internal cost calculation and full cost information as on
international level but also on level of certain HEL

Cost accounting could be provided as a separate tool in accounting information
system which will allow tracking and recording of all occurred costs (e.g., depre-
ciation) which are important for internal usage and decision making process for
HEI’s management as well as for University because they must demonstrate that
benefits from their programs and activities which they provide are appropriate to the
costs. For this reason, public demands for enhanced responsibility become more
and more intense.

Current Croatian accounting information system for budgetary users is based on
the modified accrual basis and HEI’s as budgetary users are obligated to prepare
their reports under mentioned basis. In relation to the application of full accrual
basis this accounting model is marked with several adjustments (Vasicek
et al. 2009) that are mentioned hereinafter. Revenues of public sector entities are
recognized when the cash is received therefore revenues are based on cash basis.
Expenses of current non-financial assets are recognized at the time of purchase,
therefore not at the time of actual consumption. The costs of procurement fixed
asset with small value are not capitalized, because they are entirely presented as
expense at the time of purchase. The costs of procurement fixed asset are not
capitalized and they are not systematically apportioned on a time or functional
basis as expenses during the period of useful life. Increase in assets during the
procurement fixed non-financial assets without the costs (capital received dona-
tions) are not recognized as revenue but directly increased the sources of ownership
(public capital). Spending fixed non-financial assets during the administration
estimated life is expressed as the expense of the sources of ownership (public
capital) using proportional method of value adjustment. Residual value of fixed
non-financial asset that is sold or decommissioned is not reported as an expense that
arises from the fact that the total expense was recognized at the time of purchase.
The changes in value and volume of assets and liabilities are not reflected in the
financial result but they directly reflect on the value of sources of ownership (public
capital).

From the before mentioned characteristics of accounting model based on mod-
ified accounting basis, it can be seen that this is accounting basis that puts focus on
the financial assets and liabilities, and non-financial assets are in another plan and in
the balance sheet are only to complete information on total resources. Existing
model is based on the assumption that revenues from subjects of general
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government sector are mostly non-reciprocal, or that they not include nothing in
return as the basis for their acquirement (Vasicek et al. 2010). Presented national
accounting system has to be upgraded for internal reporting purposes by introduc-
ing elements of full accrual and only on that way it would be possible to develop
cost accounting in HEI’s (Dragija 2014).

Monitoring costs provides a transparent data for determination of the total costs,
but also the cost of individual activities at HEI’s and the University, and particularly
costs of certain educational programs and studies, what is important from the point
of transparent financing. However, in order to accomplish before mentioned it is
necessary to develop model of intern cost calculation for monitoring and registering
of all costs related to all activities of the HEI’s. To meet these requirements, it is
necessary to define the basic types of costs, and set up system of their identification,
collection, monitoring, registering, classifying and analyzing, which is an integral
part of accounting and the overall information system, supported by computer
technology. The results of cost accounting implementation, achieved through its
objectives, could be manifested in (Lutilsky and Dragija 2012): improving the
quality and reliability of financial statements, and significant data from which the
key performance indicators are calculated and counted; effective control of
resources, but also monitoring the qualitative and quantitative information; improv-
ing financial management and decision-making process by monitoring administra-
tion of constituents and the University through a reliable accounting information,
both financial and non-financial nature; an attempt to apply the system of internal
controls, and significant support for the introduction of external control and audit.

3 Empirical Research

In order to investigate the level of appliance of cost accounting by Croatian HEIs,
authors have compared results of two empirical researches. More precisely authors
compared questions that were the same in both questionnaires in order to investi-
gate trends in development of cost accounting within accounting systems of HEI’s.
First empirical research was conducted in the year 2006 among all HEI’s in
Republic of Croatia, more precisely questionnaire was sent to the Deans of HEI’s
and to the Head of Accounting in HEI’s (Lutilsky 2006). A response rate for the
Deans of HEI’s was 26.56 % and for the Head of Accounting in HET's was 39 %.
Moreover, second empirical research was conducted in the year 2014 among the
same statistical population (Dragija 2014). From the total 135 HEI’s in the Republic
of Croatia, 40 HEI’s answered on questionnaire for the Deans (responsive rate
29.63 %) and 37 answered on questionnaire for the Head of Accounting (responsive
rate 27.41 %). So, for both empirical researches a response rate goes around 30 %
which is remarkable high for such kind of research. Hereinafter are showed
similarities of the samples from the year 2006 and 2014 according to the number
of teaching staff and the number of students because those figures indicates the size
of HEI’s in the sample.
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Fig. 1 Structure of HEI’s according to number of teaching staff for sample of Deans. Source:
Lutilsky (2006) and Dragija (2014)

m students number in the year 2006. students number in the year 2014.
56.25%
37.50%
27.50%
15.00%
° 12.50% 2.50% 12.50% 12.50%
6.25% I I7-50%
0-500 501-1,000 1,001-2,000 2,001-5,000  more then 5,000

Fig.2 Structure of HEI’s according to student’s number for the sample of Deans. Source: Lutilsky
(2006) and Dragija (2014)

Firstly, we have compared higher education institutions according to the number
of teaching staff for the sample of the Deans. From the Fig. 1 below it can be seen
that in the year 2006 sample was mainly consist from the HEI’s with teaching staff
number from 51 till 150. While, in the sample in the year 2014 dominates teaching
staff number from O till 50.

The structure of HEI’s according to student’s number is presented on the Fig. 2
for the sample of Deans. It is evident that in the sample in the year 2006 most
observed HEI’s have students number somewhere between 1001 and 2000. On the
other hand, in the year 2014 dominates the group with student’s number
2001-5000.
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Fig. 3 Structure of HEI’s according to number of teaching staff for sample of Heads of Account-
ing. Source: Lutilsky (2006) and Dragija (2014)

The same comparison has been done for the sample of the Heads of Accounting.
From the Fig. 3 is obvious that in the observed sample in the year 2006 dominates
the group with number of teaching staff from 51 to 150 while in the year 2014 most
of Heads of accounting work at the HEI’s with number of teaching staff between
0 and 50.

The structure of HEI’s according to student’s number is presented on the Fig. 4
for the sample of Heads of Accounting. It is obvious that in the sample from the
year 2006 almost all groups are proportionally represented. While, in the year 2014
dominates the group with student’s number 2001-5000.

The assumption which was confirmed with the research that was conducted in
the year 2006 is that the set of instruments of cost accounting in public sector are
not enough used (Lutilsky 2006). Research has shown that some instruments of cost
accounting are used because they are proscribed by Budget Law and that some are
not used at all. Lutilsky (2006) highlighted that in order to improve the usage of
those instruments it is needed to accept accrual basis of accounting principle instead
of modified accrual basis accounting principle like basic budgetary principle and
for budget preparation and for financial reporting in public sector. Moreover, it is
important to research the possibilities in appliance of International Accounting
Standards for public sector which imply and suppose the acceptance of accrual
basis of accounting principle. The benefits from cost accounting implementation in
HETI’s can be multiple and the aim of the research in 2006 was to point out on fields
of cost and managerial accounting appliance (Lutilsky 2006).

A research conducted in the year 2014 showed that existing accounting infor-
mation system of higher education sector in Croatia is still primarily aimed at
complying with legal requirements of external reporting system. Dragija (2014) has
investigated also usage of internal reports and it is necessary to point out that they
mainly relate to revenues and expenses, and are compiled to support external
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Fig. 4 Structure of HEI’s according to student’s number for the sample of Heads of Accounting

reporting, but not with a purpose to be in function of a more efficient and account-
able higher education institutions’ management but to fit external users’ needs.

In order to precisely research trends in development of cost accounting within
accounting systems of HEI’s, authors have compared results of the same questions
from the research in the year 2006 and 2014. A first question was regarding use of
cost allocation methods within accounting systems of HEI’s and heads of account-
ing were asked to state usage of cost allocation methods. This question is very
important, especially in the context of recent trends of application of full costing
methods within European HEI’s (EUA 2008). From the Fig. 5, it can be seen that in
the year 2006 more researched HEI’s were using cost allocation methods then in the
year 2014. For instance, in the year 2006 8.33 % of researched HEI’s were using
Activity Based Costing methods while in the year 2014 just 5.41 %. In the year
2014 75.68 % of researched HEI’s stated that they do not use any cost allocation
methods. This result is very surprising because we as authors have expected
positive trend in application of cost allocation methods while these two researches
indicates completely different situation.

We also tested usage of cost allocation methods by using Z test of hypothesis for
the proportion for the year 2006 and 2014. The hypothesis that 60 % and more
respondents answered that they are not using any cost allocation method is stated.
At significance level of 5 % the null hypothesis cannot be rejected in the year 2006,
while in the year 2014 the null hypothesis is rejected (see Table 1 below). From the
test results the negative trend in usage of cost allocation methods is obvious because
in the year 2006 more than 60 % of HEI’s were using cost allocation method while
in the year 2014 60 % and more weren’t using any cost allocation method. It can be
concluded that even though they are using some type of cost allocation methods,
they do not allocate full costs since under modified accrual basis, depreciation costs
are not recorded.

Further to the previous question, heads of accounting were asked to specify
methods for determination of prices of higher education services. In the year 2006
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Fig. 5 Usage of cost allocation methods within accounting systems of HEI’s. Source: Lutilsky
(2006) and Dragija (2014)

Table 1 Z test of hypothesis for the proportion in the year 2006 and 2014

Z test of hypothesis for the proportion—year Z test of hypothesis for the proportion—year
2006 2014

Data Data

Null hypothesis 0.6 Null hypothesis 0.6
Level of significance 0.05 Level of significance 0.05
Number of items of interest 5 Number of items of interest 28
Sample size 24 Sample size 37
Intermediate calculations Intermediate calculations

Sample proportion 0.2083 Sample proportion 0.7567
Standard error 0.1000 Standard error 0.0805
Z test statistic —3.9167 Z test statistic 1.9464
Upper-tail test Upper-tail test

Upper critical value 1.6449 Upper critical value 1.6449
p-Value 1.0000 p-value 0.0258
Do not reject the null hypothesis Reject the null hypothesis

Source: Lutilsky (2006) and Dragija (2014)

most of respondents answered that they apply full costing method or full costing
plus margin method even though from the first question it is obvious that most of
respondents do not allocate indirect cost and because of that real application of full
costing method is questionable. The same conclusion can be drawn for the year
2014 because most of respondents also answered that they use full costing method.
The data are presented in Fig. 6.

Heads of Accounting as well as Deans were asked to evaluate the importance of
usage of cost and managerial accounting instruments for different purposes by
using Likert five-point scale where grade “1” is fully not important and grade “5”
is very important. In order to analyses answers for 2006 and 2014 authors have done
Z test for Differences in Two Proportions where hypothesis were following:
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Ho...p1 —p2=0; H;...p —p>#0. The hypothesis that different proportion of
heads of accounting/deans in the year 2006 and in the year 2014 gives high
importance (grades 4 and 5) of usage of cost accounting instruments is stated. At
significance level of 5 % hypothesis were tested. The Z test results are given further
in the paper, firstly for heads of accountants (Table 2) and then for deans (Table 3).

The Z test results for heads of accounting have shown that, at significance level
of 5 %, that the same proportion of heads of accounting in the year 2006 and in the
year 2014 gives high importance (grades 4 and 5) of usage of cost accounting
instruments for cost planning, cost calculation, cost control and price determination
(the null hypothesis cannot be rejected while p-value is higher the significance level
5 %).

The Z test results for deans have shown that, at significance level of 5 %, that
different proportion of deans in the year 2006 and in the year 2014 gives high
importance (grade 4 and 5) of usage of cost accounting instruments for cost
planning (the null hypothesis can be rejected while p-value is lower the significance
level 5 %. While for the process of calculating cost, cost control and price
determination we cannot reject the null hypothesis because p-value is higher than
the significance level 5 %. On that way it can be concluded that the same proportion
of deans in the years 2006 and 2014 gives high importance (grade 4 and 5) of usage
of cost accounting instruments for calculating cost, cost control and price
determination.

The reason for those results could be fined in obligatory demands from Budget
Law (2008) and Guidelines on budget classifications (2010). Budget classification
are the framework in which revenues and receipts, expenses and expenditure are
systematically presented by the holder, objective, purpose, type, location and
source of funding. They are important for identification of the budget allocations
made between budgetary users. Budgets and budgetary users are obliged to present
receipt and revenues, also expenditures and expenses in the processes of planning,
execution, accounting and reporting according to budget classifications. Regulation
on budget classifications which is adopted by the Minister of Finance prescribes the
types, content and application of budget classification. So the following budget
classifications are prescribed: organizational classification, economic classification,
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Table 2 Z test results for importance of usage of cost and managerial accounting instruments for

decision making process for heads of accounting

Importance of usage of
cost and managerial
accounting
instruments for
decision making
process for:

Ho

H,

Z test
statistic

p-Value

Decision

Cost planning

Hp. .

-p1—p2=0

Hp. .

P1—p2#0

1.4117

0.1580

Do not
reject the
null
hypothesis

Cost calculation

Ho. .

P1—p2=0

Ho. .

P1—P2#0

—0.3490

0.7271

Do not
reject the
null
hypothesis

Cost control

Ho. .

p1—p2=0

Ho. .

P1—P2#0

—0.9269

0.3540

Do not
reject the
null
hypothesis

Price determination

Ho. .

p1—p2=0

H(). .

P1—p2#0

0.9543

0.3399

Do not
reject the
null
hypothesis

Table 3 Z test results for importance of usage of cost and managerial accounting instruments for
decision making process for deans

Importance of usage of

cost and managerial

accounting instruments

for decision making Z test

process for: Hy H, statistic | p-Value | Decision

Cost planning Ho...p1—p2=0 |Hp...p;—p>7#0 |2.8011 |0.0051 |Reject the
null
hypothesis

Cost calculation Ho...p1—p2=0 |Hp...p1—p2#0 |1.0891 |0.2761 Do not
reject the
null
hypothesis

Cost control Ho...p1—p2=0 |[Hp...p1—p2#0 [0.7792 |0.4359 | Do not
reject the
null
hypothesis

Price determination Ho...pi—p2=0 |[Hp...p1—p2#0 |0.3337 |0.7386 | Do not
reject the
null
hypothesis
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functional classification, location classification, program classification and sources
of funding.

These classifications are primarily used for planning and budgeting and then for
recording. So, at the end of the period users could have information about what was
planned and what was used but under modified accrual basis and without all costs.
More and more expressed demands for efficient public government and public
management transparent work impose the need for new forms of reporting to
which is impossible to satisfy without the usage of information about costs.
Information about costs could be used for control purposes (planned—used) but it
also may be useful as additional information for allocation of budgetary resources.
It is the fact that in the process of budget preparation information about cost are
insufficiently used. Instructions for budget preparation don’t present and don’t
request such a model. Use of cost information is sporadically and on voluntary
basis (without prescribed procedure).

So, we can conclude that there is a good basis in Croatian Budget Law but under
wrong principle. Under accrual basis, information on cost can be used for control
purposes and cost reduction. It is possible to compare real cost with different basis:
with planned costs in programs (activities), with standard costs, with costs in
similar programs (activities), with cost in time horizon, etc. The goal is to determine
the difference, cost variances, make revision and take measures.

4 Conclusion

Today, when the costs of higher education are constantly increasing followed by
growing demands on HEI’s both in education and research it is very important to
track and control costs in appropriate way. First step in responding on these claims
is that HEI’s identify the real costs of their activities and for that it is necessary to
implement cost accounting instruments. The cost accounting usually stands for the
ability to identify, calculate and allocate all direct and indirect costs of all HEI’s
activities, including projects. But, majority of Croatian HEI’s does not use any cost
allocation method and that reflects on their systems of funding.

Under cost accounting instruments the quality and reliability of financial state-
ments will be improved and significant data from which the key performance
indicators could be calculated and counted. It would be possible to maintain
effective control of resources, but also monitoring the qualitative and quantitative
information which would improve HEI’s management and decision-making pro-
cess. It would be possible to monitor the administration of HEI’s through reliable
accounting information, both financial and non-financial nature.

More and more expressed demands for efficient public government and HEI’s
management transparent work impose the need for new forms of reporting to which
is impossible to satisfy without the usage of the set of instruments of cost account-
ing. Those set of instruments are unavoidable in a management process in HEI’s,
such as: budgeting, cost control and cost decreasing, determination of prices and
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remunerations, measurement of performance, program assessment, different
choices for economic decisions and taking actions to increase effectiveness and
to raise quality of services by decreasing costs. Then it is necessary to define the
methodological base for preparation of internal reports. They will depend on the
right choice of adequate system and method for cost calculation and cost allocation.

Through this paper authors concluded that cost accounting can contribute to
more effective and efficient management, but there are certain risks and costs
regarding their implementation. Different methods of cost allocation based on the
same input data give different information output about costs. Because of that,
different information about costs influence differently on decision making process
(operative, tactical and strategically decisions).

Comparison of conducted researches in 2006 and 2014 has shown negative trend
in usage of cost accounting instruments in Croatian High Education Area. Pre-
cisely, statistical analysis has showed that in the year 2014 less higher education
institutions were using cost allocation methods then in the year 2006. Therefore
initially set hypothesis was confirmed.
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Comparing the Value Relevance of Cash
Flow Ratios and DU Pont Ratios under IFRS:
A Case Study

Gokce Sinem Erbuga

Abstract In this research, the main aim is to point out the importance of financial
reporting from the companies’ both internal and external points of view. For this
reason it is good to emphasize that the accounting knowledge that will be gained by
the companies’ financial reports leads the way in decision making process of the
internal and the external environment of the companies. Within this context, the
financial ratios have been classified and described. By the reason of the fact that
cash flow ratios and Du Pont ratios are the key considerations of the research, these
mentioned ratios have been examined in more detail. While taking the next step, the
value relevance of the cash flow ratios and Du Pont ratios have been compared.
Within this value relevance comparison process, the companies that take place in
BIST 100 have been taken into consideration. While comparing the value relevance
of the cash flow ratios and Du Pont ratios of the BIST 100 companies, the effects of
the CFFO, ROA, and ROE on the companies’ stock prices and stock returns have
been examined. Based on the findings that are obtained from the research, ROE and
ROA are consistent with the stock price and/or return.

Keywords Financial ratios » Cash flow ratios « Du Pont ratios * Value relevance ¢
BIST 100

1 Introduction

In international markets with the development of IT and communication facilities,
there are no boundaries left in terms of accounting discipline. In financial reporting
practices, there is an obvious need of setting common standards; so within these
common standards which are termed as IFRS—International Financial Reporting
Standards, firms should prepare their financial reports. Under favor of IFRS, it is
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possible to say that firms all around the world are talking in the same accounting
language.

Decision makers who are taking part in firms’ internal and external environment
demand to assess the firms’ financial situation and financial performance. Because
of this reason, relevant and reliable accounting information about firms’ financial
structure, situation and performance should be provided by the decision makers.
Besides this, firms’ financial reports also provide transparency and accountability at
a level of accounting transactions. Furthermore, financial reports play a guiding role
in making economic decisions such as investment decisions and show the results of
the financial and operational activities of the firms that are planned to invest.

Financial ratios that are acquired via firms’ financial reports, procure accounting
information about the firms’ performance that put in. Analysis of the given ratios
which is a really conventional way of reading the results of financial reports is being
used highly by the decision makers of firms’ internal and external environment. A
vast majority of investors take the advantage of using accounting numbers. By
means of this accounting data gained from financial reports and with the help of
valuation models, investors can gain insight about the firms’ stock prices and firm
values. Making an appraisal of firm values correctly, enables firms to determine
their own stock price.

The statistical relationship between accounting numbers which are gained from
financial reports and market values of the stock prices is presented via “value
relevance analysis”. Although first researches about value relevance were done
by Miller and Modigliani (1966) and Amir et al. (1993) was the first researcher who
used the “value relevance” term.

Value relevance researches are based on the relationship between accounting
numbers and market value of the stocks and in the value relevance studies the main
goal is to describe the intertemporal changes of stock prices via accounting num-
bers. The value relevance researches which are made for this purpose deal with the
value relevance of earnings, cash flows, book values, accounting and
non-accounting variables. In accounting literature, a vast majority of the value
relevance studies examines the impact of accounting measures such as stock prices
on the market value of equity (Beisland 2009).

This study aims to compare the value relevance intensity of cash flows and Du
Pont ratios within IFRS in consideration of value relevance concept. Being able to
do this comparison, financial data of the firms which are traded at the BIST
100 (Borsa Istanbul), was obtained from the companies’ financial reports.
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2 Value Relevance Literature

2.1 What Is Value Relevance?

There is a large, extant value relevance literature in accounting discipline and the
concept of “value relevance” is described in many different ways in accounting
literature. Beaver (1968), Ohlson (1999) and Barth (2000) identify value relevance
term over the relationship between accounting measures and capital market (Barth
et al. 2001). Beisland (2009) claimed that Barth et al. (2001) characterize value
relevance research elementarily as the research that inspects the connection
between accounting measures and the market value of equity. On the other side,
Francis and Schipper (1999) argued that the value relevance of the accounting
information is the skill of accounting information due to the fact that it is used for
summarizing the underlying data of stock prices. Alternatively, Karunarathne and
Rajapakse (2010) describe value relevance as the capacity of the financial infor-
mation obtained from financial statements in identifying the measures of securities
markets. Aboody et al. (2002) derived their definition from other definitions of
value relevance and concluded that the concept of value relevance is equal to the
present value of expected future dividends.

2.2 Literature Review

In the last 20 years, especially in the international capital markets, value relevance
researches come in to prominence rapidly. Value relevance research about the
relationship between accounting information and capital markets was first com-
menced by Miller and Modigliani (1966). In addition Beaver (1968) created the
theoretical structure to test the aforesaid relationship empirically. Ball and Brown
(1968) conducted the first research which examines the relationship between the
accounting performance measures such as earnings, cash flow from operations etc.
and stated that earnings and return of the stocks are highly related with each other.
In the value relevance researches, value relevance of the accounting variables
such as earnings, cash flows, book values etc. and non-accounting variables have
been evaluated (Karunarathne and Rajapakse 2010). Value relevance researches are
especially trying to reveal the relationship between the change in the market value
of equity and value creation which is measured by the accounting system. In the
analysis for reaching the aforementioned goal, the change in the stock price or the
return of the stocks can transform into accounting earnings (Beisland 2009).
Value relevance studies are working on the connection between the stock prices
and the accounting measures while trying to find out whether accounting measures
have any effect on assessing the firm values (Holthausen and Watts 2001). Value
relevance literature benefits from the stock prices because these prices serve
cohesive information about assessment of firms by individual investors (Lambert
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1996). Value relevance researches which are based on the modern capital market
(CMBAR—Capital Market Based Accounting Research) were carried out by Ball
and Brown (1968) and Beaver (1968). CMBAR mostly makes a choice between the
price and income models. Early value relevance studies generally are based on the
price model that created by Ohlson (1995) and its elaborations with improvements
(Feltham and Ohlson 1995; Al-Hares et al. 2012).

Although Ball and Brown (1968) make significant contributions to the value
relevance literature, there are some other supportive studies which are taking into
consideration different dynamics of the relationship between accounting numbers
and stock markets such as Beaver et al. (1980), Kothari and Zimmerman (1995),
Easton and Harris (1991) and Ohlson (1995). In other respects, further researches
handled by Ohlson (1995) and Ohlson and Zhang (1998) about value relevance,
propound the conception of identifying the price of stocks by both earnings and
book values. In the previous studies (Barth et al. 1993, 1998; Collins et al. 1999),
the effects of earnings and book values on the price of stocks are presented clearly
and empirically. According to the results of Ohlson and Zhang (1998) got, relative
weights of earnings and book values can be changed depending on the accounting
methods that show firms’ constant earnings in a realistic way (Cheng et al. 2005).

Collaterally to the previous researches, Hung (2001) identified the value rele-
vance of the financial statements by the way of the relationship between accounting
data and market price (Chang 1998; Francis and Schipper 1999). According to
Whelan (2004), there should be three standards for the financial statements that are
prepared by the firms to talk about their value relevance. These standards are:
earnings of a firm that can be seen in the firm’s income statement, book value that
can be seen in the firm’s balance sheet and cash flows that are shown in the firm’s
cash flow statement.

2.3 An Overview of the Value Relevance of Cash Flows

Cash flows say a lot to the financial statement users about firms’ capacity of creating
cash and cash equivalents. IAS 7 expands on the cash and cash equivalents
definitions “Cash and cash equivalents comprise cash on hand and demand
deposits, together with short-term, highly liquid investments that are readily con-
vertible to a known amount of cash, and that are subject to an insignificant risk of
changes in value.”

Cash flow statement which classifies cash flows during the period according to
operating, investing, and financing activities requires the presentation of informa-
tion about the historical changes in cash and cash equivalents. Cash flows from
operations (CFFO), supply information about the firm’s internal sources for satis-
fying the cash need of the firm. Cash flows from financing activities (CFFF) enable
to get value relevant information about the firm’s financing activities. Cash flows
from investing activities (CFFI) allow for getting information about the liquidation
value of the assets in hand of the firm and capital expenditure. The size of the cash
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flows, in the case of the firm’s limited cash flows, shows that the growth opportu-
nities for the firm is too limited and provides the related value relevant information
about the given situation (Karunarathne and Rajapakse 2010).

2.4 The Models Used in the Value Relevance Literature

As Chen and Dodd (1998) mentioned, researchers on the behalf of comparing the
informational profitability of the different income and cash flows levels, develop
two approaches in the value relevance literature (Ball and Brown 1968; Beaver and
Dukes 1972; Patell and Kaplan 1977; Cheng et al. 1996; Biddle et al. 1997; Chen
and Dodd 1998). These two approaches are the relative information content and the
incremental information content.

In the relative information content, the main aim is to find out the ideal
determinative of the firm’s financial performance on its stock returns such as the
firm’s earnings or the amount of the firm’s cash flows. On the other hand, in the
incremental information content is interested in if additional information is
obtained from the other measures to the information got from one measure. In the
relative information content, it’s important to single out the measure that reflects the
firm’s performance in the most realistic way. Besides that, having looked at the
incremental information content deeper, it can be said that it helps deciding if
performance measures are going to take part in the financial reports or not (Chen
and Dodd 1998).

There are two main models used in the value relevance literature (Alali and
Foote 2012): the income-earnings model that is developed by Easton and Harris
(1991) and the price-earnings model that is set up by Ohlson (1995). In the value
relevance researches, it is assumed that investors reach a consensus so that it will be
reflected on the stock prices (Barth et al. 2001). A vast scale of the empirical
valuation researches that are done during the recent years employ Ohlson Valuation
Model while carrying out their theoretical evaluation. The researches that are
carried out in the industrialized markets benefit from the price model while
assessing the value relevance of the accounting information. Aforementioned
these researches incorporate market value, book value, and reported earnings into
the model as its function. Akbar and Stark (2003), Barth et al. (1998), Bernard
(1995), Bettman (2007), Brief and Zarowin (1999), Collins et al. (1997), Green
et al. (1996), Hand and Landsman (2005), Rees (1997), and Stark and Thomas
(1998) instantiate especially on the value relevance of the earnings and book values.

2.5 Ohlson’s Valuation Model

In this day and age, Ohlson’s Valuation Model (OM) and its refinements are used in
the value relevance researches (Feltham and Ohlson 1995, 1996; Ohlson 1999; Liu
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and Ohlson 2000). In the OM, the main assumption is based upon the idea of firm
value is the linear function of the equity book value and present value of the
expected abnormal earnings to be generated in the future. The OM also hypotheses
about the existence of the perfect competition market like in the other valuation
models. Because of correlating observable accounting data with value, OM is
playing a major role in the valuation literature (Lo and Lys 2000). The OM has a
high explanatory power so that the value relevance researchers can use the model in
business policy proposals. In the last 30 years, the OM enables to develop an
internally consistent valuation equation for price levels and returns instead of
many temporal models (Lo and Lys 2000). There is also negative criticism intended
for the OM. In the value relevance literature the main assumption is the existence of
efficient markets. However, if the market is not efficient, contrary to what is
believed, there can be doubt in evaluating the results of the value relevance
researches that accept the similar market price as a dependent variable. Bernard
(1995), and Holthausen and Watts (2001) also mentioned this issue in their
researches. An important point to consider about the value relevance literature is
the value relevance researches are not used for estimating the firm values.

3 Financial Reporting and Financial Ratios

Until the beginning of the twentieth century, the main purpose of the firms’ was to
maximize their profit. But nowadays this purpose is differentiating into maximizing
the shareholders’ profit of the firm. In other words, at the present time the main aim
is to maximize the firm’s net present value in the sense of its shareholders. For this
purpose, firms are reporting their financial positions and performances and benefit
from the financial statements that are prepared at the end of reporting process
(Birgili and Duzer 2010).

According to Haskins et al. (2000), the financial statement analysis is the process
of seeing over the financial information that is obtained from the financial state-
ments prepared by the firm to assess its operational performance and interpreting.
The comparability of the accounting information that is gained by the financial
statements helps to forecast about the future in a more realistic way. When
considered from this point of view, it is clear to see that the financial statement
users can make a comparison via financial ratios. Due to their functions, financial
ratios are used in business analysis frequently.

Analyzing the financial statements with the help of the financial ratios is carried
out by establishing a significant relationship between the financial statement items.
In other words, financial ratios are generally calculated by dividing each of them
into the other financial statement items. Mostly financial ratios are seen as infor-
mation that allows for forecasting about the future and because of this reason, it is
accepted that financial statement ratios are value relevant in the process of fore-
casting the expected future ratios (Nissim and Penman 2001). Financial ratio
analysis should be conducted between homogeneous measures that have same
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meanings for the financial statement users. Ratio analysis is a financial tool which
should be considered with the firm’s goals (Akdogan and Tenker 2007). Via
financial ratios, the economic structures of the firms can be seen clearly and by
using these ratios, share prices of the firms can be forecasted substantially
(Tesfatsion 2004). Almost all the researches that inspect the relationship between
the financial ratios and stock return assume that there is a linear relationship
between the related variables (Buyuksalvarci 2010). On the other side, some studies
show that the relationship between the financial ratios and stock returns is
non-linear. Mramor and Mramor-Kosta (1997) conducted the first scientific
research proves this nonlinear relationship.

3.1 Financial Ratios Used in the Research

In this research, the primary goal is to compare the value relevance of the cash flow
ratios and Du Pont ratios; so that cash flow and Du Pont ratios should be examined
in a much more detailed way amongst the other ratios.

3.1.1 Cash Flow Ratios

Financial statement users want to reach the information of the generated cash flows
by the firm for assigning the position that the firm is in about the issue of creating
the cash and cash equivalents. Because of the reason that the cash flow information
of the firm is guiding to the financial statement users, it has a key role for the
investors. It also requires a careful evaluation for making economic decisions about
the firm by the financial statement users and assessing the firm’s ability to generate
cash and cash equivalents, their timeliness and conclusiveness. As mentioned in
Fig. 1, cash flow statement classifies cash flows during the period according to
operating (CFFO), investing (CFFI), and financing (CFFF) activities of the firm.

Cash flow from operational activities or cash flow from operations (CFFO) is a
significant sign for having the financial power of self financing. In other words, it
shows if the firm has the ability to pay its debts without any help of some external
financial sources, keep going on its operations, pay dividends and make new
investments. CFFO gives the chance of forecasting future cash flows in case
being evaluated with other related financial statement items and information.
When analyzing the cash flow ratios, cash flows and other measures are being
correlated with stock prices by the regression method directly. In this approach
market value (or the stock price if per share data is used) or stock return (see
Dechow 1994; Francis et al. 2003; Liu et al. 2002, 2007; Barton et al. 2010) is used
as a dependent variable. The variable that describes the definite market value the
best is assumed as the preeminent one.



104

CASH FLOWS

CFFO

v

-the cash generated
from the sales of
goods

- the provisions of
services less the
cash paid for
operations.

- the cash paid for
intercorporate
investments  (both
short & long term)

- the cash paid for
new capital
investments

-the cash received
from the sale or
disposal of non-
current assets.

G.S. Erbuga

CFFF

Y

- the cash generated
from the sale of
stock

- from long term and
short term
borrowings less the
cash paid to retire
outstanding debt,
purchase treasury
stock, or pay
dividends.

Source: Haskins et al. (2000)

Fig. 1 The components of cash flows. Source: Haskins et al. (2000)

3.1.2 Du Pont Ratios

At the beginning of the 20’s, some big companies such as Du Pont and General
Motors started measuring segmental profitability of each segment of their compa-
nies via using return on investment ratio (ROI). ROI ratio is a performance measure
that provides to establish a relationship between profit and the equity that is used for
generating this profit (Chen and Dodd 1998).

Du Pont Analysis aims to identify the relationships between financial ratios
during the measuring process of firm’s profitability. Du Pont Analysis is working up
on the issue of inspecting, describing, and presenting the elements that are deter-
mining and affecting the firm’s profitability (Buker et al. 1997, 2nd edn). The Du
Pont System is based on the balance sheet and income statement and sets two
profitability measures. They are return on assets (ROA) and return on equity (ROE)
(Gitman 1997). Also Du Pont System (Bartlett and Chandler 1997) is being used at
the aim of evaluating the firm’s financial situation by decomposing the financial
statements into its components. By the help of two measures of profitability—ROA
and ROE—Du Pont Analysis handles balance sheet and income statement together
(Castro and Chousa 2006). Smith (1999) states the Du Pont equation systems in
Fig. 2.
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ROA = Net Profit Margin x Asset Turnover
Net Income Sales
Sales * Total Assets
ROE = ROA x Financial Leverage
ROE = (Net Profit Margin x Asset Turnover)x Financial Leverage
Net Income Sales Total Assets

Sales X Total Assets Equity

ROA =

ROE =

Fig. 2 Du Pont equation system

RETURN ON INVESTMENT (ROE)

PROFITABILITY

ASSET TURNOVER

FINANCIAL LEVERAGE

- Cost of goods sold /
revenues

- Gross profit / revenues
- S,G & A/ revenues
- R&D expense / revenues

- Interest expense /
revenues

- Income before taxes /
revenues

- Income taxes / revenues

Current asset turnover
A/R turnover

Days’ receivable
collection period

Inventory turnover
Days inventory on hand
A/P turnover

Days payable period

Non-current asset
turnover

- Quick ratio

- Operating cash flow ratio

- Total liabilities-to-equity
ratio

- Long-term debt-to-equity
ratio

- Interest coverage ratio

- PPE turnover

Source: Haskins et al. (2000)

Fig. 3 The components of return on investment (ROE)

The Du Pont Analysis is a financial analysis that is based on the equity profit-
ability and it is composed of three financial ratios: net profit margin, total asset
turnover (ROA) and equity multiplier (Collier et al. 2010). As it can be seen from
the Fig. 2, the Du Pont System that is used in the financial statement analysis
process contains most of the traditional financial statement ratios in ROE (Penman
1991) (Fig. 3).

4 Data and Methodology

The main aim of this study is determining which accounting variables of the firms’
are more effective and decisive. To make this detection, it is so important to specify
which accounting variables will take place or how the variables will impact stock
prices. So that the firms that are traded within BIST 100 (Borsa Istanbul 100) index
are included in the research. 37 firms out of this mentioned list of firms that are
traded at the exchange are classified as financial institutions so because of this
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reason these 37 firms are eliminated from the concept of the research. In this study,
non-financial institutions are being taken into consideration. Besides this, Besiktas
Futbol Yatirimlari (BJKAS), Fenerbahce Futbol (FENER) and Galatasaray Sportif
(GSRAY) imply different reporting period processes; so that these 3 firms are left
out of the scope of the research. The accounting data will be analyzed for the years
between 2005 and 2013.

After eliminating the financial institutions and the firms that have a specific
reporting dates, there are 60 firms included to the research; so that for these
60 firms, the data of their total assets, total liabilities, net profit, net sales, CFFO
and stock prices was collected. In addition, the stock returns were calculated over
the stock prices for the term of 2005-2013. All this data is available in the official
site of Borsa Istanbul. The independent variables that were used in the model are
CFFO, ROE, and ROA; while the dependent variables are price and return.

4.1 The Research Model and Hypotheses

The accounting variables that used in this research are return on equity (ROE),
return on assets (ROA), and cash flows from operations. The effects of the inde-
pendent variables (ROE, ROA and CFFO) on the stock prices are inspected on the
base of price and return. Also it is observed if the variables make any difference or
if there is any significant relationship between ROA, ROE, CFFO and stock price
and return. The research model that shows all this process can be shown like this
(see below Fig. 4):

Assuming that there is a relationship between the financial ratios (ROA, ROE,
and CFFO) and the stock price and return, the following hypotheses can be set up:

HI: There is a significant relationship between the CFFO and firm’s stock prices.
H2: There is a significant relationship between the CFFO and firm’s stock returns.
H3: There is a significant relationship between the ROA and firm’s stock prices.
H4: There is a significant relationship between the ROA and firm’s stock returns.
HS: There is a significant relationship between the ROE and firm’s stock prices.
H6: There is a significant relationship between the ROE and firm’s stock returns.

PR[CE
CFFO
} VALUE RELEVANCE

CFFI

Fig. 4 The research model
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4.2 Tests of Hypothesis

The hypotheses that are determinated by the research model are tested one by one to
determine if there is a significant relationship between the stock prices and returns.
Panel data analysis which is also known as a cross-sectional analysis is applied for
showing the firms’ financial performance over the years. At the different stages of
the analysis, it is possible to include several variables. This feature of the panel data
analysis is one of the most important advantage that provided by the analysis. There
are two methods that are used in the panel data analysis: fixed effects model and
random effects model. Random effects method is used in this research. If there are
some differences between the firms that are going to be used in the analysis and
these differences have effects on the dependent variable of the model, the method
should be used in the analysis is random effects method. Random effects method is
playing an important role because it is independent from time or in other words, this
method is including the variables that are not changing from time to time. It can be
stated as follows:

Yii= BXit + a+ ui + & (1)

The random effects method assumes that the firm’s error term is not related to the
time independent variables and it also allows generalizing the results acquired.
When the hypotheses are tested one by one according to the random effects method,
the results are presented in Table 1.

According to the panel data test results, H; H, Hs; and H,4 are accepted while Hs;
and Hg_ are rejected. These results present that, there is a significant relationship
between CFFO and the share price; CFFO and the share return; ROA and the share
price; ROA and the share return. On the hand, there is no significant relationship
between ROE and the share price and share return. R is the main determinant of the
model’s explanatory power; the bigger R? gets, the higher explanatory power that
the model will have. It can be seen from the test results that CFFO is the variable
which has the most significant relationship with the stock price (CFFO overall R*
value=0.0408 >ROA  overall R> value=0.0157>ROE overall R’
value =0.0029).

Table 1 The results of the Hypotheses P-values Results

hypothesis tests H, CFFO—P—=0016 Accepted
H, CFFO—R =0.000 Accepted
H; ROA—-P=0.028 Accepted
Hy ROA—-R=0.018 Accepted
Hs ROE—-P=0.943 Rejected
Hg ROE—-R =0.309 Rejected
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5 Conclusions

The value relevance researches are based on the relationship between the account-
ing measures and the stocks’ market values and in these researches the main aim is
to describe the changes in years by the accounting amounts. This research is
showing parallelism and aiming to shows how do CFFO, ROA, and ROE affect
the price and the return of the stocks. According to the findings that are reached by
the research, CFFO, and ROA have a significant relationship with the stock prices
and returns. On the contrary, ROE does not have a significant relationship with the
stock prices and returns.

As a conclusion, this study finds out that it is beneficial to use relevant account-
ing information by both internal and external financial statement users while
making decisions about investments. With the help of the relevant accounting
information, financial statement users will have more accurate foresight about
their investment decisions. Having relevant information about return and price,
will eliminate ambiguity of the stock market and help investors to be aware of
possible opportunities which will be generated by the trends in the market.

References

Aboody, D., Hughes, J., & Liu, A. J. (2002). Measuring value relevance in a (possibly) inefficient
market. Journal of Accounting Research, 40(4), 965-986.

Akbar, S., & Stark, A. W. (2003). Deflators, net shareholder cash flows, dividends, capital
contributions and estimated models of corporate valuation. Journal of Business Finance &
Accounting, 30(9-10), 1211-1233.

Akdogan, N., & Tenker, N. (2007). Finansal Tablolar ve Mali Analiz Teknikleri [Financial
Statements and Financial Analysis Techniques]. Gazi Kitabevi: Ankara.

Alali, F. A., & Foote, P. S. (2012). The value relevance of international financial reporting
standards: Empirical evidence in an emerging market. The International Journal of Account-
ing, 47(1), 85-108.

Al-Hares, O. M., AbuGhazaleh, N. M., & Haddad, A. E. (2012). Value relevance of earnings, book
value and dividends in an emerging capital market: Kuwait evidence. Global Finance Journal,
23(2012), 221-234.

Amir, E., Harris, T. S., & Venuti, E. K. (1993). A comparison of the value relevance of US versus
Non-US GAAP accounting measures using Form 20-F reconciliations. Journal of Accounting
Research, 31(3), 230-264. Supplement.

Ball, R., & Brown, P. (1968). An empirical evaluation of accounting income numbers. Journal of
Accounting Research, 6(2), 159-178.

Barth, M. E. (2000). Valuation-based research implications for financial reporting and opportuni-
ties for future research. Accounting and Finance, 40(1), 7-31.

Barth, M. E., Beaver, W. H., & Landsman, W. R. (1993). Structural analysis of pension disclosures
under SFAS 87 and their relation to share prices. Financial Analysts Journal, 49(1), 18-26.

Barth, M. E., Beaver, W. H., & Landsman, W. R. (1998). Relative valuation roles of equity book
value and net income as a function of financial health. Journal of Accounting and Economics,
25(1), 1-34.



Comparing the Value Relevance of Cash Flow Ratios and DU Pont Ratios under. . . 109

Barth, W. E., Beaver, W. H., & Landsman, W. R. (2001). The relevance of the value relevance
literature for financial accounting standard setting: Another view. Journal of Accounting and
Economics, 31(2001), 77-104.

Bartlett, S. A., & Chandler, R. A. (1997). The corporate report and the private shareholder: Lee and
Tweedie twenty years on. British Accounting Review, 29, 245-261.

Barton, J., Hansen, B., & Pownall, G. (2010). Which performance measures do investors value the
most—and why? The Accounting Review, 85(3), 753-789.

Beaver, W. H. (1968). Alternative accounting measures as predictors of failure. The Accounting
Review, 43(1), 113-122.

Beaver, W. H., & Dukes, R. E. (1972). Interperiod tax allocation earnings expectations, and the
behaviour of security prices. Accounting Review, 47, 320—418.

Beaver, W., Lambert, R., & Morse, D. (1980). The information content of security prices.
Journal of Accounting and Economics, 2(1980), 3-28.

Beisland, L. A. (2009). A review of the value relevance literature. The Open Business Journal,
2(1), 7-217.

Bernard, V. (1995). The Feltham-Ohlson framework: Implications for empiricists. Contemporary
Accounting Research, 11(2), 733-747.

Bettman, J. L. (2007). Australian evidence regarding the value-relevance of technical information.
Australian Journal of Management, Australian School of Business, 32(1), 57-71.

Biddle, G. C., Bowen, R. M., & Wallace, J. S. (1997). Does EVA beats earnings? Evidence on
associations with stock returns and firm values. Journal of Accounting and Economics, 24(3),
301-336.

Birgili, E., & Duzer, M. (2010). Finansal Analizde Kullanilan Oranlar ve Firma Degeri Hi§kisi:
IMKB’de Bir Uygulama [The Ratios Used in Financial Analysis and Firm Value Relations:
An Application on IMKB]. Muhasebe ve Finansman Dergisi, 46, 74-83.

Brief, R., & Zarowin, P. (1999). The value relevance of dividends, book value and earnings.
New York: New York University. Working Paper.

Buker, S., Asikoglu, R., & Sevil, G. (1997). Finansal Yonetim [Financial Management], 8 Baski.
Ankara: Sozkesen Matbaacilik.

Buyuksalvarci, A. (2010). Finansal Oranlar ile Hisse Senedi Getirileri Arasindaki Tligkinin
Analizi: IMKB Imalat Sektorii Uzerine Bir Arastirma [Analysis of The Relationship Between
Stock Returns and Financial Ratios: A Study on IMKB Manufacturing Sector]. Muhasebe ve
Finansman Dergisi, 48, 130-141.

Castro, N. R., & Chousa, J. P. (2006). An integrated framework for the financial analysis of
sustainability. Business Strategy and the Environment, 15(5), 322-333.

Chang, J. (1998). The decline in value relevance of earnings and book values. Philadelphia, PA:
University of Pennsylvania. Working paper.

Chen, S., & Dodd, J. L. (1998). Usefulness of accounting earnings, residual income, and EVA:
A value relevance perspective. lowa: Drake University. Working paper.

Cheng, C. S. A., Ferris, K. R., Hsieh, S. J., & Su, Y. (2005). The value relevance of earnings and
book value under pooling and purchase accounting. Advances in Accounting, 21, 25-59.

Cheng, C., Liu, C., & Schaefer, T. (1996). Earnings permanence and the incremental information
content of cash flows from operations. Journal of Accounting Research, 34(1), 173—181.

Collier, H. W., McGowan, C. B., & Muhammad, J. (2010). Evaluating the impact of a rapidly
changing economic environment on bank financial performance using the Du Pont system of a
financial analysis. Asia Pacific Journal of Finance and Banking Research, 4(4), 25-35.

Collins, D., Maydew, E., & Weiss, 1. (1997). Changes in the value relevance of earnings and
book values over the past fourty years. Journal of Accounting and Economics, 24(1), 39-67.

Collins, D. W., Morton, P., & Xie, H. (1999). Equity valuation and negative earnings: The role of
book value of equity. The Accounting Review, 74(1), 29-61.

Dechow, P. M. (1994). Accounting earnings and cash flows as measures of firm performance the
role of accounting accruals. Journal of Accounting and Economics, 18(1), 3—42.



110 G.S. Erbuga

Easton, P., & Harris, T. (1991). Earnings as an explanatory variable for returns. Journal of
Accounting Research, 29(1), 19-36.

Feltham, G. A., & Ohlson, J. A. (1995). Valuation and clean surplus accounting for operating and
financial activities. Contemporary Accounting Research, 11(2), 689-731.

Feltham, G. A., & Ohlson, J. A. (1996). Uncertainty resolution and the theory of depreciation
measurement. Journal of Accounting Research, 34, 209-234.

Francis, J., & Schipper, K. (1999). Have financial statements lost their relevance? Journal of
Accounting Research, 37(2), 319-352.

Francis, J., Schipper, K., & Vincent, L. (2003). The relative and explanatory power of earnings and
alternative (to earnings) performance measures for returns. Contemporary Accounting Research,
20(1), 121-164.

Gitman, L. J. (1997). Principles of managerial finance (8th ed.). Reading, MA: Addison.

Green, J. P., Stark, A. W., & Thomas, H. M. (1996). U.K. evidence on the market valuation of
research & development expenditures. Journal of Business Finance and Accounting, 23(2),
191-216.

Hand, J. R. M., & Landsman, W. R. (2005). The pricing OD dividends in equity valuation.
Journal of Business Finance & Accounting, 32(3-4), 435-469.

Haskins, M. E., Ferris, K. R., & Selling, T. L. (2000). International financial reporting and analysis
a conceptual emphasis (2nd ed.). Boston: Irwin McGraw-Hill.

Holthausen, R. W., & Watts, R. L. (2001). The relevance of the value—Relevance literature for
financial accounting standard setting. Journal of Accounting and Economics, 31(1-3), 3-75.

Hung, M. (2001). Accounting standards and value relevance of financial statements: An interna-
tional analysis. Journal of Accounting and Economics, 30(3), 401-420.

Karunarathne, W. V. A. D., & Rajapakse, R. M. D. A. P. (2010). The value relevance of financial
statements’ information: With special reference to the listed companies in Colombo stock
exchange. Kelaniya: University of Kelaniya Faculty of Commerce and Management Studies
working papers.

Kothari, S. P., & Zimmerman, J. L. (1995). Price and return models. Journal of Accounting and
Economics, 20(2), 155-192.

Lambert, R. A. (1996). Financial reporting research and standard setting. Unpublished Working
Paper, Stanford University.

Liu, J., Nissim, D., & Thomas, J. (2002). Equity valuation using multiples. Journal of Accounting
Research, 40(1), 135-172.

Liu, J., Nissim, D., & Thomas, J. (2007). Is cash flow king in valuations? Financial Analysts’
Journal, 63(2), 56-68.

Liu, J., & Ohlson, J. A. (2000). The Feltham-Ohlson (1995) model: Empirical implications.
Journal of Accounting, Auditing and Finance, 15, 321-331.

Lo, K., & Lys, T. Z. (2000). Bridging the gap between value relevance and information content.
Vancouver: Sauder School of Business Working Paper.

Miller, M. H., & Modigliani, F. (1966). Some estimates of the cost of capital to the electric utility
industry, 1954-57. The American Economic Review, 56(3), 333-391.

Mramor, D., & Mramor-Kosta, N. (1997). Accounting ratios as factors of rate of return on equity.
New operational approaches for financial modelling contributions to management science.
Heidelberg: Physica-Verlag HD.

Nissim, D., & Penman, S. H. (2001). Financial statement analysis of leverage and how it informs
about profitability and price-to-book ratios. Review of Accounting Studies, 6(1), 109-154.
Ohlson, J. A. (1995). Earnings, book values, and dividends in equity valuation. Contemporary

Accounting Research, 11(2), 661-687.

Ohlson, J. A. (1999). On transitory earning. Review of Accounting Studies, 4(3—4), 145-162.

Ohlson, J. A., & Zhang, X. J. (1998). Accrual accounting and equity valuation. Journal of
Accounting Research, 36(3), 85-111.

Patell, J., & Kaplan, R. (1977). The information content of cash flow data relative to annual earnings.
Stanford, CA: Stanford University. Working paper.



Comparing the Value Relevance of Cash Flow Ratios and DU Pont Ratios under. . . 111

Penman, S. H. (1991). An evaluation of accounting rate-of-return. Journal of Accounting,
Auditing & Finance, 6(2), 233-255.

Rees, W. (1997). The impact of debt, dividends, and investment on valuation models. Journal of
Business Finance and Accounting, 24(7-8), 1111-1140.

Smith, B. D. (1999). Using a modified Du Pont system of analysis for understanding property—
Liability insurance company financial performance. Risk Management and Insurance Review,
2(3), 141-151.

Stark, A., & Thomas, H. M. (1998). On the empirical relationship between market value and
residual income in the UK. Management Accounting Research, 9(4), 445—460.

Tesfatsion, L. (2004). Agent-oriented programming: Intro agent-oriented programming.
Working Paper, Iowa State University Department of Economics.

Whelan, C. (2004). The impact of earnings management on the value—relevance of earnings and
book value: A comparison of short-term and long-term discretionary Accruals. Ph.D. Bond
University, Faculty of Business.



Assurance of a Credible Financial
Information: A Product of Convergence
Between Prudence and Continuity by
Statutory Audit and a Good Corporation
Governance
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Abstract The current economic world is dominated by market globalization. The
economic and social development presupposes an economic balance and cultural
globalization. These manifestations also influence the business common language,
that of accountancy and determine the company way of thinking and expressing, the
entity management, the control and administration of their resources, as well as its
principles, accountancy methods and specific practices of elaborating and
presenting financial statements. The business globalization recommends and
obliges the entity management to implement corporation governance and calls for
statutory audit to offer, in general, the users a guarantee that the financial statement
is correct and credible. Moreover, the entire accountancy process, by which a
financial statement is obtained and which must be transparent for the users, is
totally grounded starting from the idea of investment protection and of a credible
management for the users. The accountancy logic starts and permanently has in
view to apply correctly the prudence principle—a basis for accountancy conven-
tions and a condition of provisional character of accountancy offered by going
concern.
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1 Introduction

The primordial interest in economic and accountancy culture and practice in
general is connected with the accuracy in accountancy. The accuracy in accoun-
tancy is no more than the product of a compromise between expectancies and
exigencies in normality and for producers the report between sincerity and regu-
larity. Truth accounting is useful to all stockholders interested and implied in the
development of economic activities as long as it is reported clear, consistent and
concise. The uniformity in accounting requires normalization.

The effort in normalization is made to obtain the following effects in the
production of financial information: a precise and identical terminology of princi-
ples, conventions and accounting norms for all producers and users of financial
information; the assurance of comparison in time and space of the relevance and
credibility of financial information as a starting point, as a basis for the need of a
source of control, examination, ratification (audit, management, governance) of
prevision and strategy (analysis, statistics, marketing) of financial information.

2 Literature Review

2.1 Financial Information under the Empire of Uncertainty
and Risk: The Prudence Principle—An Instrument
of Present Social Consensus

The product—the economic reality is a complex one to which may take part the
principles, the rules and procedures meant to obtain the accuracy of financial
information. From this reference system all the components have a well determined
role and their convergence leads to obtaining financial expectancies. Under the
market economic conditions and especially in actual economic crisis, risk and
prudence have got relevant valences in treating the inputs in accountancy so that
the outputs be adequate.

In modern accountancy with its quality of measuring instrument, of informa-
tional instrument of social intermediation there are opinions that prudence is no
longer a virtue and that evaluation is a problem of accuracy. Where there is
relevance and credibility, according to Ristea et al. (2009), accountancy is likely
to issue an objective message and truth and there are as many truths as there are
receivers of information and as long as it does not consider quality, the reduction
effect of each measurement is inevitable.

As regards to the prudence principle, IASB appreciates that many operations
inevitably manifest uncertainties. It is agreed to take into account all these using the
prudence test in drawing up financial situations. In the same time, prudence does
not justify the making of latent or occult reserves (Petre 2013).
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In the dynamics of the actual economic life, accountancy is not only a social
economic science but also a management science. The relevance of financial
information is defined according to three qualities: opportunity, retrospective char-
acter and predictable value. The accuracy of financial information is given by an
exact, verified and neuter representation of reality. Since the financial information
contributes to the wealth redistribution, the accountancy is considered today a
normalized financial practice. Accountancy is a mature discipline, a component
of management science due to the repositioning of scientific social disciplines.

Why should social-economic entities apply or not the prudence principle? The
prudence principle is applied as long as the entity looks for obtaining some
advantages in their relationship with third party. The presentation offered by
accounting information is “made-up” to give a more advantageous information of
the entity in its relations with the third party, and not the real one. The inherent risks
and uncertainties must be taken into consideration as regards assessment methods.
The changing of economic life presupposes the permanent update of assets and
liabilities by real value and by recovering debts.

The prudence principle is important as regards the value estimation, since in
many situations as a result of prudence, the assets value reported in financial
statements is lower than the real one, at the date of balance. The plus value resulting
from the fact that the asset recovering value is at the date of balance higher than the
historical cost, makes some of the assets be underestimated in balance as a result of
prudence principle. If tried to eliminate this informational shortcoming by using
current costs the prudence principle would be broken as it presupposes the regis-
tration of value increase for assets and admission of some gains which were
achieved and which might influence in a negative way the entity treasury.

All these measures are reflected in the result of the present exercise, which
summarizes the effect of the future events. Prudence, under estimations of assets
and overvaluation of liabilities in a period of time, leads to the overvaluation of
financial performances in the periods to come, which cannot be described as
prudent or neutral. Therefore prudence affects the exact representation since
where there is conservationism there is lack of consistency with neutrality.

An answer to neutrality would be the estimation of assets, liabilities, capital,
incomes and expenditures by real value. The evaluation of assets and liabilities held
by an entity at real value, generating plus/minus value, known as elements of result
or as elements of proper capital, but which breach the prudence principle. Prudence
treats asymmetrically elements which concur with the presentation of financial
position and of financial performance, as follows: there are registered value move-
ments of assets, possible debts; there are not registered value rise of debts, probable
assets; financial result represents the difference between the incomes acknowledged
by the market (without obtained production), expenses respectively, as a sum of
product cost and the constant conventional cost. The omission of the increase of
assets value, the diminution of debts and of some possible profits determine the lack
of accuracy of financial information; accounting amortization taken in consider-
ation when settling costs does not tally with economic depreciations.
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Moreover, prudence determines within amortization the use of some shorter
periods of operation, while taxation imposes the practice and the calculus of an
accounting amortization superior to economic amortization. This accounting treat-
ment determines some differences between the result of financial accounting and
that of management accounting; depending on the business development, during
the periods of growth, the entities will be tempted to use prudence as a means of
justifying the registration of provisions, amortizations and exaggerated adjust-
ments, and during the periods of stagnations or decrease will use provisions and
adjustments as means of improving results; starting from the relationship of the
enterprise with the economic environment to maintain and develop activity, the
entity will have the tendency of being inactive under the prudence empire; (inevi-
tably in any operation developed by an entity, it will take into consideration the risk
changing the desire to investments and in the same time the realist and optimistic
vision of management).

In conclusion, the prudence principle acts upon financial standings as follows:
financial information registered by balance does not give a real state of assets and
liabilities values due to their unequal treatment of value pluses and minuses;
information offered by the profit and loss account does not represent the real entity
performance due to admission of all depreciations, losses and debts although they
can become clear only between the balance date and the date of its drawing-up;
financial information covers the accountancy juridical role (applying the prudence
principle) by complementary information to those in the balance and in the profit
and loss account, by explanatory notes which offer the real status of entity activity.

The prudence principle is one of the most debated principle, as it distorts the
image of financial position and performance for at least two reasons: (a) it is not
allowed to take into account the value increase registered by assets, even they are
certain, while minuses, even if casual must be taken in consideration; (b) it is not
allowed to take into consideration the diminutions of value registered by debits,
while plus values, even if casual, must be considered.

The accounting normality for all countries, with some differences, contains
among accounting principles and conventions, the prudence principle which is
meant to offer a margin of security to all users of financial information, it does
not lead to showing financial position and financial performance in a subjective way
by avoiding the risks and uncertainties which occur in future. So, in Austria,
Germany, Luxembourg, prudence is a principle prevailing over all the other
principles which have to be applied in making financial standings. For Anglo-
Saxon countries, prudence is one of the qualitative characteristics of financial
information to third party.

The general accounting plan in France introduces asymmetry by which the
prudence principle treats “in the reasonable estimation of facts before avoiding
the transfer risk in future of uncertainties presented which are susceptible of
entailing the patrimony and the entity results”. This principle is the source of two
fundamental treatments of actual accountancy: the asymmetric treatment of
minuses and pluses susceptible of affecting the value of an asset and taking into
consideration some future facts which risk to affect the patrimony. When asking
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“who is the most interested of users in applying the prudence principle?”, the state
is an interesting user to be watched due to its double quality—of normalizer that is
tax and duties collection.

By applying or not the prudence principle, the following appreciations can be
made for the state-users: on a short term, the state apparently can benefit if the
principle is not applied, as the overestimation of incomes, a higher profit, deter-
mines higher taxes and duties, therefore higher budget revenues; If it is taken into
consideration the risk level represented by different taxes and duties, added value
tax, exercises are frequent contributions with a relative certainty. Income tax and
profit tax of small enterprises implies uncertainty depending on entity capacity to
maintain and develop final results.

All the other users, especially the suppliers, the creditors, the employees and not
only are concerned with entity being unable to make permanent payments and
implicitly to go bankrupt. In this way, these users do not want the systematic breach
of prudence principle as the overestimation of incomes and assets, the underesti-
mation of expenditures and debts respectively would determine the remuneration of
state and of shareholders, which would entail liquidities going out of entity, without
areal coverage (Tutueanu 2015). Prudence can be interpreted in different ways. The
restrictions mentioned before are present in Romanian accounting legislation, too.

The accounting mechanisms in which the prudence principle can be applied are
the following: in the profit and loss account can be included only the profit achieved
at the date of balance; all the debts occurred during a current financial exercise or a
previous exercise will be taken into consideration even if they become evident only
between the date of balance and the date of its drawing-up; there must be taken into
consideration all the predictable debts and potential losses occurred during current
financial exercise or a previous financial exercise even if they become evident only
between the date of balance and the date of its drawing-up; thus there are taken in
view the possible provisions as well as debts resulting from contractual clauses;
there must be taken into consideration all the depreciations whether the result of the
financial exercise is a loss or a profit; the registration of adjustment for depreciation
or loss of value are made having in view the expenditure accounts, no matter their
impact on the profit and loss account.

2.2 Prudence: A Pillar of Going Concern

Starting with any view as regards the prudence principle, although it must be
applied during the entire period of an entity activity, it is more active when
evaluating at the end of an exercise (when settling the inventory value of goods
and adjustment with entering value when considering all the value adjustments
caused by depreciations or value losses depending on the nature of elements
evaluated). The prudence principle imposes a skeptical opinion of past, present
and future actions, without creating hidden reserves or exaggerated provisions. All
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this logical measure is relevant to support the logic of other accounting conventions
especially that of going concern.

A first debate around this concept is represented by the integration into one of the
notions of accounting postulate, concept, principle. Addressing the business conti-
nuity concept is different depending on the studied referential. The U.S. accounting
standards include it into the category of postulates, The General Framework
developed by the International Accounting Standards Board considers it a basic
concept, together with accrual accounting and the Fourth European Directive calls
it a principle.

In the accounting literature, the debates on the classification and definition of
business continuity are numerous. The Accounting Referential defines business
continuity as a hypothesis or an assumption that the entity will continue its activity
for an undetermined period. According to the International Accounting Standard
1 “The Presentation of the Financial Statements”, the business continuity principle
is one of the most important principles, greatly influencing the format and values in
the financial statements.

The general framework of the International Accounting Standards Board stipu-
lates that the financial statements should be ordinarily elaborated starting from the
hypothesis that the company will continue its activity in a predictable future
without the intention or the need to dissolve or significantly diminish its activity.
If there is such an intention or need, the financial statements could be drawn up
according to a different assessment scale and, in this case, the used scale needs to be
indicated.

According to the International Financial Reporting Standards, in preparing the
financial statements the management must assess the entity’s ability to continue its
operations. An economic entity shall prepare its financial statements on the basis of
business continuity unless management either intends to liquidate the entity or to
cease trading, or it has no realistic alternative but to do proceed as such. If when
making its assessment, management is aware of the significant uncertainties related
to events or conditions that may cast significant doubt upon the entity’s ability to
continue its operations, the respective uncertainties shall be disclosed. When an
entity does not elaborate the financial statements on the business continuity princi-
ple, it shall disclose that fact, together with the calculation basis of the financial
statements and the reason why the entity is not considered to be in a position to
continue its activity (Petre 2013).

The concept of going concern starts from the premise that the economic entity
will continue to operate for a period of at least 12 months after the reporting date of
the financial statements under normal circumstances, without going into liquidation
or bankruptcy. In this respect, IAS 1, “The Presentation of Financial Statements”
stipulates: “According to IFRS, if assessing whether the business continuity prin-
ciple is appropriate, the management takes into account all available information
about the future, which represents at least a period of 12 months since the end of the
reporting period, but not being limited to it. Also if one entity had a profitable
activity in the past and ready access to financial resources, the entity may reach the
conclusion that the going concern assumption is appropriate without any further
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detailed analysis. In other cases, management may need to consider a wide range of
factors affecting the current and expected profitability, the reimbursement sched-
ules and the potential sources of replacement of existing financing before the going
concern assumption is definitely appropriate”.

If the economic entity operates at normal parameters, respectively if it redeems
debts and collects debts therefore it may be stated that the observance of going
concern principle has been achieved. The responsibility of applying and observing
this principle belongs to the economic entity which draws-up the financial
statement.

The application of going concern has the following effects: Presentation of
elements of assets, debts of expenditures and income at historical costing; Delimi-
tation in time of incomes and expenditures; Structure of assets according to
liquidity and their speed of rotation; Presentation of debts taking into consideration
their being chargeability; Application of reevaluation in order to reduce the impact
of inflation on the values kept at the historical cost; Registration of investment
recovery and coverage of their depreciation by recording depreciation; Observance
of prudence principle in correlation with principle of going concern by applying
adjustments.

The estimation regarding the fact that entity will develop its activity in a normal
way in the near future without affecting its continuity can be made by means of
financial-economic information such as: the employees behavior and social dia-
logues; the state of capital investment used; the diminution of stocks circulating
speed; the quality of turnover from the perspective of medium level of products and
services quality; the assets structures; the financial structure; duration of the
received credit and duration of the offered credit with the impact on net treasury;
beneficiary capacity. All these factors contribute to the appreciation of financial and
operational signals which may show difficulties as regards the observance of going
concern, which at professional level are incorporated in analytical procedures of
financial audit responsibility.

2.3 Prudence and Continuity: A Responsibility of Statutory
Auditor in Estimation of an Exact Representation
of Financial Statements

In order to assure the going concern principle, the prudence principle must be
implicitly applied, alongside other accountancy principles. The auditor is the
professional who does his job observing The Ethical Code and the Audit Interna-
tional Standards to reach a reasonable opinion—that is the annual financial state-
ments are significant in all respects exactly like General framework of financial
reporting. If we confront in a mirror the prudence principle and that of going
concern, the former represents the image which is not distorted because of the
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latter, which assures beside the temporary continuation of entity activity, a spatial
continuation too.

The spatial continuity offers especially at the level of consolidated annual
statements, a clear representation resulting from the reunion of all informational
financial segments which contributed to the representation of a consolidated finan-
cial statement (Arndt 2008). The going concern makes the correct and logical basis
to anticipate the obstacles, crises and to have enough time to take measures to
reduce them or to eliminate the risks, assuring the provisional role of going concern
and that of prudence.

The International Auditing Standard 570 “The Business Continuity Principle”
presents the auditor’s responsibility on the audit of the financial statements with the
management use of the going concern assumption in preparing the financial state-
ments. From the auditor’s perspective, the going concern assumption involves the
assertion that an entity is deemed to have a continuity of the activity in the
predictable future, with no intention or need to liquidate or stop its operations.
According with International Audit Regulations, thus, the assets and liabilities are
recorded based on the presumption that the reporting entity will be able to make its
assets and discharge its liabilities in the normal conduct of its business (In case the
auditor has substantial doubts as regards the company capacity to aligned to the
provisions of going concern principle, his opinion must be clearly mentioned in the
audit report (Bhimani et al. 2009).

ISA 570 is completed by ISA 520 by which the foundation of audit opinion is
achieved by some audit tests in which are mentioned the use of some analytical
audit procedures such as: the rates analysis, the dynamics analysis, the regress
analysis and that of the main components. In this way, in economic theory and
practice a series of financial statistics methods have been elaborated, some of which
being mentioned, as follows: Altman model, which is important due to its capacity
of finding the bankruptcy risk—the opposite position of continuity for a business
quoted at Stock Exchange. The research is also continued for the companies quoted
by BSE according to Ion Anghel A model; Conan & Holder model brings its
contribution to Altman model focusing on small and medium enterprises.
Bailesteanu in 1998 elaborates a national model of bankruptcy risk estimation
based on financial and operational rates.

According to IFAC, the auditor’s responsibility is to make sure if the manage-
ment of the economic company uses this principle adequately, if there are signifi-
cant uncertainties regarding business continuity and whether these were presented
either in the annotations to the financial statements or the financial statements were
drawn up according to the liquidation values or to other appropriate values. Also
according to IFAC, the auditor’s responsibility is to obtain sufficient and appropri-
ate audit evidence. These audit evidences justify the appropriateness of using the
going concern assumption in elaborating the financial statements and drawing
conclusions if there is a significant uncertainty regarding the entity’s ability to
continue its activity. This responsibility is present even if the general financial
reporting framework used to prepare the financial statements does not include an
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explicit requirement for the management to make a specific assessment of the
entity’s ability to continue its activity.

The auditor, under the condition of economic crises, must make in his report an
accurate, clear and concise presentation to also testify the continuity of audited
entity.

Regarding the management assessment, the auditor should consider the man-
agement assessment about the economic entity’s ability to continue its operations.
In this respect, IFAC mentions: according to IFAC management assessment and the
entity’s ability to continue its work, the auditor shall cover the same period as that
used by the management to make the evaluation required by the general financial
reporting framework, or by law or regulations if they specify a longer period. If the
management’s assessment of the entity’s ability to continue its activity covers less
than 12 months since the date of the financial statements, the auditor should request
the management to extend its assessment period to at least 12 months since
that date.

The International Accounting Standard 10 “Events after the reporting period”
sets the treatment of the financial statements in the case of favorable and unfavor-
able events that occur after the end of the financial year and can be of two types:
those providing evidence of conditions existing at the end of the reporting period
(events leading to the adjustment of the financial statements after the reporting
period); indicative of conditions arising after the reporting period (events not
leading to the adjustment of the financial statements after the reporting period).

According to IFAC, subsequent information can confirm or infirm the hypothesis
and forecasts of the management of the economic entity. The possible debts, which
are not paid in due time, can raise questions for the auditor regarding the business
continuity principle. In this respect, The International Standard on Auditing
560 “Subsequent Events” sets the auditor’s obligations to take into consideration
the incidence of the events subsequent to the ending of the financial year both upon
the financial statements and his report with three distinct stages: events occurring
between the date of the financial statements and the date of the auditor’s report;
facts which become known to the auditor after the date of the auditor’s report but
before the date the financial statements are issued; facts which become known to the
auditor after the financial statements have been issued.

The auditor’s responsibility stands in the assessment of the way in which the
management used the basic accounting convention of going concern and if there are
significant uncertainties as regard the entity capacity to continue its activity. The
auditor must collect evidence proofs to confirm the existence of a significant
uncertainty regarding the continuity of the operations. The auditor can be in one
of the following situations: the basic convention on business continuity was applied
but there is significant uncertainty. In this case he needs to check if the facts
susceptible of questioning business continuity were properly described in the
annexed notes; if so, he will issue an opinion without any reservations but he will
introduce a paragraph of observations; if not, he will issue an opinion with reser-
vations or an adverse opinion; the financial statements were set under circum-
stances of business continuity but in his professional judgment, the auditor notes
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that the company will not be able to continue its activity; he will issue an adverse
opinion; the management of the company refuses to make or supplement its
analyses to completely assess the aspects of business continuity; the auditor may
enter a reservation in his report as a result of limiting the scope of his operations
(Toma 2007).

The auditor does not guarantee the subsequent viability of entity nor the effi-
ciency with which the management organized the entity activities. According to
International Auditing Standard 200 “General objectives of independent audit and
audit development according to audit international standards”, the auditor certifies
the application of going concern and prudence by the assessed entity using profes-
sional skepticism and taking into consideration the framework of applicable finan-
cial report which may offer him the criteria as regards the estimation of an exact
presentation of financial statements. Admitting the Framework of Financial
Reporting, which he uses to issue a reasonable opinion based on professional
reasoning and skepticism, the auditor will conclude if the financial reports offer
an exact image of entity activity, considering all the accounting conventions,
including prudence, going concern respectively.

Professional skepticism presupposes paying a certain attention to information
questioning the documents reliability and investigation conclusions which will be
used as audit proofs. The audit must apply the audit procedures so that the
evidences be enough and adequate to detect the conditions which might indicate
a possible fraud. The finding of nature of the moment and extension of audit
evidences reduce the risk which the auditor is ready to accept as regards the
omission of some uncommon circumstances.

Thus it is demonstrated that the principle of going concern and that of prudence,
essential in accounting, were transmitted in the statutory audit, too.

3 Objectives of Study

The research made in order to obtain this approach, using series of methodological
instruments has as its final result getting some objectives, that is: for companies
quoted at the stock exchange, the fluctuations of the market price affects the
business value; the quotation reacts more rapidly for the audited firms belonging
to group Big 4, than for the audited ones non Big 4; the reasonable assurance for the
financial statements offered by audit firms, certifies the application of prudence
principle.
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4 Study Methodology Applied

To achieve objectives, having in view the nature of problems approached there have
been used the following methodological instruments: existing documentary study;
the diachronically research of the evolution of the domain in general and of
scientific research in particular, from firms quoted at the stock exchange and
audited by Big 4 to firms quoted at the stock exchange but audited by chambers
outside the group Big 4, which demonstrates the use of prudence and going concern
principles; comparative study on two categories of auditor chambers; study-case.
In order to obtain some data and information there has been used the documen-
tary study of European journals in the field, of some specialists who made studies.

5 The Results of the Study

In order to demonstrate the contribution of statutory audit and the plus of added
value brought by corporate governance for the representation of financial informa-
tion it is used the measuring study of correct application of prudence principle and
implicitly of going concern (Toma and Robu 2014). In the study, the target
population is represented by the totality of firms quoted at BSE, 1 and 2 categories,
in the year 2012, under the incidence of OMFP 881/25.06.2012 (it uses interna-
tional standards of financial reporting in preparing and reporting annual financial
statements).

Therefore, at the end of the year 2012, at BSE there were 177 companies (quoted
and unquoted), out of which 95 are transacted, 8 are suspended and 74 are unquoted.
A sample was taken which contains a number of 63 companies quoted at BSE
(which according to article 4 from OMFP no 881/25.06.2012, all these firms are the
object of statutory audit).

Toma (2007) considers that the elements affected by the non-observance of
prudence principle are: rate of total assets (RA,); rate of total debts (RD,); rate of net
result (RRy,); rate of proper capital (RC,,); rate of money market (RCy). According
to the type of news which may come at BSE, favorable or unfavorable, which
determines the decrease or rise of market price from a period to another, the effects
on the indicators reflecting the application of prudence principle registers the
following rate (Table 1).

Table 1 The rate of elements from the financial statements related to the evolution of market
price

Average (%) Test difference good/bad news
Symbol | Sample For good news | For bad news | Test value F. Sig.
RAt 1.5233 5.7106 —1.4191 2.745 0.103
RDt 19.9714 35.0923 9.3459 1.861 0.177
RCpr —10.6381 —6.6769 —13.4216 0.320 0.574
RRnet —90.8032 —79.2538 —98.9189 0.037 0.848

Source: Toma and Robu (2014)
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At the level of all companies quoted at the stock exchange, the favorable or
unfavorable news sent by capital market have a significant influence only upon the
fluctuation of total assets and debts (Ursianu et al. 2010). The assets dynamics, or of
debts respectively is due to the rapid reaction of business partners to favorable or
unfavorable news imposed by BSE rate, to which is also added the necessity of
using the prudence principle. The proper capital and the net result are factors which
reflect all the manager’s measures taken to multiply their assets and to support
business, which are from our point of view, relevant components in a credible
application of prudence principle and that of going concern. It can be stated that the
firms react to information sent on the stock market only by significant modifications
of the level of total assets and debts, the level of the proper capital and of net result
being unchanged. The firms receiving good news register an increase of the assets
level with 5.71 % and that of debts with 35.09 %, and the firms receiving unfavor-
able news register assets decrease of 1.42 % and increase in debts of 9.35 %.

It has been demonstrated that there is also an impact depending on the category
of audit chamber which certifies the quality of financial information (Table 2).

The data mentioned above reveal the role played by the importance of signature
of audit firms on the credibility of financial information. At the level of analyzed
sample there are differences between firms audited by audit chambers group Big
4 and firms assessed by other auditors. It has been found that there are differences
between the audit of the two categories of firms only as regards the proper capitals.
It could be stated that audit Big 4 confers a better trust as regards the transparency
and exact representation of financial performances and implicitly there is in
accounting practice of the firms under discussion a correct use of prudence con-
vention. A decrease of the market price due to unfavorable news on market, leads to
a significant decrease of the assets level by some adjustments, as a result of use of
prudence in financial reporting. Moreover the debt increases due to disbelief in
assets diminution and to net treasury problems and on the background of prudence
application.

Table 2 Elements of financial situations under the empire of auditor belonging to Big 4

Test difference
Average (%) Big4/Non Big4
Symbol Sample Auditor Big 4 Auditor Non Big 4 Test value F. Sig.
RAt 1.5233 2.0363 1.2847 0.026 0.872
RDt 19.9714 19.2700 20.2977 0.003 0.960
RCpr —10.6381 —20.8300 —5.8977 1.425 0.237
RRnet —90.8032 —127.0600 —73.9395 0.242 0.624

Source: Toma and Robu (2014)
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6 Subsequent Study

The authors propose the application of the study to companies quoted at the stock
exchange in Bucharest in the field of agriculture, a field which has demonstrated its
rise in importance for Romania’s economy in the last years. Romania’s economy
increased in 2013 with 3.5 %. Almost half of its increase is brought by agriculture
whose gross added value has increased with 23 % as to the previous year, according
to Eurostat.

While industry has a limited potential having in view the share of only one third
of GDP, agriculture brought total business of 18.5 billion Euro, almost as much as
the tops in the years 2011 and 2008. Gross added value, that is the plus value the
farmers brought to economy, reached almost eight billion Euro, being the third best
result in the last 7 years. Agriculture is a volatile component of GDP, being
dependent on entropy. Although in the previous years, agriculture reduced contin-
ually its share in GDP, from about 11 % in 2003 to 6.6 % in 2008 and 5.3 % in 2012,
we must admit however that Romania has the advantage of being competitive, an
advantage which must be taken into account and followed closely, trying to use the
internal reserves in the field (Medrega 2014).

7 Conclusions

The relevance of corporate governance and statutory audit is increased by the
transparency of financial reporting in the context of harmonization with European
Directive 34/2013. According with Directive 34, paragraph 4, the study presenta-
tion has in view to contribute to the necessity to apply the accounting conventions,
even if they do not answer exactly to all the requirements asked by the reality of
social economic life, but which are demonstrated in time to have found a balance
between the interests of financial statement recipients and the organizations inter-
ests which should not be unjustly loaded with reporting requirements. It is in human
nature to be covered in front of risks and so the prudence in business and annual
financial statements to offer reliability and transparence for financial declarations
still maintain their “doctrinal value” in accountancy practice and science.

In conclusion the statutory audit rises the value of financial reports but also the
quality of internal audit, in the field of financial accounting, which brings a surplus
of value in the efficiency of making decision. The complexity of economic life
determines the audit to resort in its activity to study not only in audit but also to
other sciences such as statistics and analysis, and to raise the audit on a new stage,
the METRIC AUDIT. The statutory audit and the metric audit come to reinforce the
quality of corporate governance in entity and risks management, to which contri-
bute, besides other procedures the accounting conventions of going concern and
prudence.
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A good corporate governance assures economic efficiency and an interactive
investment climate. The benefits of implementing some high and lasting adminis-
tration standards of companies implies: the decrease of capital costs, the increase of
investors trust caused by a sensible diminution of managers discrete attitude and the
reduction of the level of fraud.
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The Risk Analysis Process and Its Coverage:
A Requirement for Management
and Governance for Achieving the Objectives

Ana Morariu, Bogdan Ionescu, Mihaela Daucianu (Avram),
and Maria Constantin

Abstract Organizations issue on risk assessment in conjunction with the entity’s
attitude and its organizational culture is a major concern for economic and social
environment. The risk analysis process and its coverage, is today a requirement for
management and governance to achieve the objectives. The objective of this article
is to enrich the specialized information on financial risk analysis process due to
customers and developing a scoring analysis model and risk assessment of clients
from a company portfolio to avoid non-collection of receivables. In order to fulfill
the objectives it will be used a mixed research methodology specific to economics,
which will combine both qualitative and quantitative methods, to assessing finan-
cial risk for companies customers by analyzing methods and techniques for reduc-
ing the risk of not collecting the receivables through: contracts only with clients
presenting an acceptable risk for collaboration (low, medium, high), the adoption of
some measures to deal with credit limits in each client depending on the risk result,
penetration on regions with a lower risk, provisioning for high-risk customers,
additional safeguards and closer monitoring of their collaboration with the
company’s sales department.
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1 Introduction

As a result of poor internal and external economic environment in Romania,
correlated also with difficulties induced by the global financial and economic crisis,
it is possible for the company to not be able to achieve the proposed strategic and
operational objectives. This is the reason why companies should implement a
process to identify and assess the risks that threaten the objectives achievement,
within reasonable tolerances.

Based on the risk assessment, the company may establish arrangements for
management of measures to reduce the negative impact caused by their appearance.
Since risks are affecting the objectives it is natural, prior to their evaluation, in the
company to define the objectives to be met. You cannot implement a risk assess-
ment process without knowing what are the objectives that the company wants to
achieve at different levels of organization (Coracioni 2012).

Companies may be exposed to different types of risks. Credit risk is the risk that
the company endures a financial loss due to the failure of contractual obligations by
a customer or counterparty to a financial instrument. This risk results mainly from
trade receivables. Liquidity risk is the risk that the company may encounter
difficulties in meeting obligations associated to liabilities that are settled in cash
or through another financial asset transfer. Market risk is the risk that the change in
market prices, such as foreign exchange, interest rate and market demand reduction
to affect the company’s revenues. Currency risk is the risk of exchange rate
fluctuations as a result of carrying out transactions and loans in a currency other
than the functional currency (RON). Operational risk is the risk of direct or indirect
loss arising from a variety of causes associated to processes, personnel, company’s
technology and infrastructure, and from external factors other than credit risk,
market and liquidity risk, such as those from legal and regulatory requirements
and generally accepted standards regarding organizational behavior. Taxation risk
is the risk that in some cases the tax authorities have a different position from that of
the company (CECCAR 2013a, b).

Within the company, at different levels in the organization or specific business
processes, it must be implemented various “levers” to act through policies and
procedures that will eliminate or minimize the risk that the objectives (strategic and
operational) established by management are not reached. To reach the objectives it
is necessary that relevant quality information is communicated to all levels and
organizational and functional levels, horizontally and vertically, both inside and
outside the organization (Nicolescu 2001).
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2 Research Methodology

The objective of this article is to enrich the specialized information on the topic of
credit risk analysis process and implementation of a risk analysis and assessment of
a company’s customer portfolio to avoid not collecting of receivables.

In order to fulfill the objectives it will be used a mixed research methodology
which will combine both qualitative and quantitative methods, to assess financial
risk for companies customers by analyzing methods and techniques for reducing the
risk of not collecting the receivables. Quantitative measurement procedures to carry
out a risk assessment model of insolvency for a sample of 100 clients in the small
and medium enterprises having as main activity the distribution of alcoholic
beverages.

Qualitative measurement procedures are concerning the assessment of risk
scoring for three analyzed customers, comparing risk on geographical areas and
accounting policies that may be adopted by companies to minimize the risks of not
collecting the receivables. The testing process of investigation methodology will
include: choosing the entities, the identification of the subjects, logistics preparing
of testing, interpretation of results and their selection.

As a result of more often crisis period and insolvency cases, companies have
become more cautious in the face of risk, more and more of them choosing to
thoroughly check their business partners to eliminate losses in commercial
transactions.

This research was conducted at a wine and distilled from wine producing
company in Romania, which owns 17 % of the total wine market of Romania.
The company distributes its products through all existing marketing channels in
Romania: key accounts, retail and Horeca. The research was conducted on retail
channel as a share of over 45 % of the total business of the company and present the
highest risk of entering into insolvency.

2.1 The Financial Risk Analysis

Based on the financial information provided in the balance sheet and profit and loss
account (Tables 1 and 2), were calculated for the years 2013,2012 and 2011, a total
of five financial indicators: rate debt, indebtedness, general solvency, current
liquidity, the coverage indicator stocks (Bordeianu 2006).

These indicators were chosen because “alerts” company’s straightening to a
downhill, showing the company’s ability to repay its external financing, capacity
which can be supported by a good return of work undertaken by the company.

Depending on the obtained results these indicators received a score based on the
professional judgment, as follows: current liquidity received the highest score of
25 points, as this indicator shows the company’s ability to pay its debt maturity; the
indicator about the cover stocks received the lowest score of 15 points since for
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Table 1 Financial data, CB SRL
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Balance sheet—RON 2013 2012 2011
Intangible assets 4226 5083 19,404
Tangible assets 2,793,741 2,946,360 3,252,431
Investment assets 661,052 529,164 478,642
Total permanent assets 3,459,019 3,480,607 3,750,477
Stocks 4,224,994 4,419,446 4,313,757
Cash and banks accounts 2,471,496 3,726,592 4,810,686
Receivables 6,362,333 5,054,041 4,860,902
Total floating assets 13,058,823 13,200,079 13,985,345
Expenses in advance 0 999 0
Total assets 16,517,842 16,681,685 17,735,822
Share capital 20,000 20,000 20,000
Other equity 8,766,937 8,249,000 7,873,145
Total equity 8,786,937 8,269,000 7,893,145
Total liabilities < 1 year 7,689,807 8,271,819 9,302,231
Total liabilities > 1 year 41,098 140,866 540,446
Total liabilities 7,730,905 8,412,685 9,842,677
Total liabilities 16,517,842 16,681,685 17,735,822
Table 2 Financial data, CB SRL

Profit and loss account—RON 2013 2012 2011
Turnover 54,852,605 49,636,730 53,401,834
Operating income 54,859,279 49,659,123 54,000,174
Operating expenses 53,577,721 49,160,022 52,382,490
Operating result 1,281,558 499,101 1,617,684
Financial income 193,968 305,490 560,075
Financial expenses 363,796 307,370 213,767
Financial result —169,828 —1880 346,308
Current result 1,111,730 497,221 1,963,992
Total income 55,053,247 49,964,613 54,560,249
Total expenses 53,941,517 49,467,392 52,596,257
Gross profit 1,111,730 497,221 1,963,992
Profit tax 222,012 121,366 311,338
Net profit 889,718 375,855 1,652,654

Source: Own approach
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Table 3 Analysis and risk assessment, CB SRL, for 2011
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Calculation
Indicators | formula 2011 | Observations Scoring risk
1 2 3 4 5 6 7 5x7
Debts Total debts/ | 0.55 | Debts rate must 20 If (col.3<=1; |1 20
rate Total assets be<=1 1if
(col3 < =2; 2-
col.3; 0))
Indebted- | Total debts/ | 1.25 | A ratio higher than |20 If (col.3<=1; [0.875 |18
ness Equity <1 >implies a I; If
higher risk for (col.3 < =3;
creditors (3- col.3)/2;0))
General Total 1.8 Total assets have to |20 | If (col.3 >2;1; [0.9 18
solvency assets/Total be 2 times higher col.3/2)
debts than the total debt.
Current Current 1.04 | The value of this 25 If (col.3>1;1; |1 25
liquidity | assets— ratio is considered col.3)
Inventories/ normal according to
Current the usage of 0.8-1
liabilities
The indi- | Profit 6.57 | The company can 15 |If(col.3>2;1; |1 15
cator before cover about 6.57 It
about stocks pay- times the granted (col.3 < =0;0;
stock ment and stock. It is believed col.3/2))
covering | profit that the stock at the
tax/stocks time of analysis is
251.266 RON.
100 96

Note: Fit scoring risk: 0-20 scoring—Very high risk, 21-40 scoring—High risk, 41-70 scoring—
Medium risk, 71-100 scoring—Low risk
According to the calculated scoring the company presents low risk

many companies, the profit is not constant and relevant (Tables 3, 4 and 5).
Depending on the score obtained, the companies were integrated into four risk
categories: low risk, medium risk, high risk and very high risk.

For example it was analyzed and assessed the risk for one of the distributing
companies, CB Srl (Tables 3, 4 and 5).

2.2 The Principles Underlying the Classification Scores
in Scoring Risk

Customers who obtained a score of up to 20—Very high risk are represented by
companies whose calculated indicators are not within normal permitted limits.
These companies have negative equity, no assets (operating in leased premises),
record loss. Customers who obtained a score between 21 and 40—High risk, are
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Table 4 Analysis and risk assessment, CB SRL, for 2012
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Calculation
Indicators | formula 2011 | Observations Scoring risk
1 2 3 4 5 6 7 5x17
Debts Total debts/ | 0.50 | Debts rate must 20 If (col.3<=1; |1 20
rate Total assets be<=1, 1 if (col3.
<=2; 2- col.3;
0)
Indebted- | Total debts/ | 1.02 | A ratio higher than |20 |If (col.3 <=1; |0.99 20
ness Equity <1 > implies a I; If
higher risk for (col.3 < =3;
creditors (3- col.3)/2;0))
General Total 1.98 | Total assets have to |20 | If (col.3>2; 0.99 |20
solvency assets/Total be 2 times higher 1;c0l.3/2)
debts than the total debt.
Current Current 1.06 | The value of this 25 If (col.3>1;1; |1 25
liquidity | assets— ratio is considered col.3)
Inventories/ normal according to
Current the usage of 0.8-1
liabilities
The indi- | Profit 1.49 | The company can 15 |If(col.3>2;1; |0.745 |11
cator before cover about 1.49 It
about stocks pay- times the granted (col.3 < =0;0;
stock ment and stock. It is believed col.3/2))
covering | profit that the stock at the
tax/stocks time of analysis is
251,266 RON
100 96

Note: Fit scoring risk: 0-20 scoring—Very high risk, 21-40 scoring—High risk, 41-70 scoring—
Medium risk, 71-100 scoring—Low risk
According to the calculated scoring the company presents low risk

represented by companies whose indebtedness is very high (have negative equity),
current liquidity is far below the maximum allowed limit and record loss. Cus-
tomers who obtained a score between 41 and 70—Medium risk are represented by
companies that have a high level of debt (have either contracted large loans from
banks or small equity due to not investing the profit), other indicators are near
considered normal limits. Customers who obtained a score between 71 and 100—
Low risk, are represented by companies which fit with all analyzed indicators
within the range considered normal or near considered normal limits.
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Table 5 Analysis and risk assessment, CB SRL, for 2013
Calculation
Indicators | formula 2011 | Observations Scoring risk
1 2 3 4 5 6 5x7
Debts Total debts/ | 0.47 | Debts rate must be 20 If (col.3 < =1; 20
rate Total assets <=1, 1 if (col3.
<=2; 2- col.3;
0))
Indebted- | Total debts/ |0.88 | A ratio higher than 20 | If (col.3 < =1; 20
ness Equity <1 > implies a higher 1; If
risk for creditors (col.3 < =3;
(3- col.3)/2;0))
General Total 2.14 | Total assets have tobe |20 |If (col.3 >2;1; 20
solvency assets/Total 2 times higher than the col.3/2)
debts total debt.
Current Current 1.15 | The value of this ratio is | 25 If (col.3 > 1;1; 25
liquidity | assets— considered normal col.3)
Inventories/ according to the usage
Current of 0.8-1
liabilities
The indi- | Profit 3.54 | The company can cover |15 |If (col.3>2;1; 15
cator before about 3.59 times the It
about stocks pay- granted stock. It is (col.3 < =0;0;
stock ment and believed that the stock co0l.3/2))
covering | profit at the time of analysis is
tax/stocks 251.266 RON
100 100

Note: Fit scoring risk: 0—20 scoring—Very high risk, 21-40 scoring—High risk, 41-70 scoring—
Medium risk, 71-100 scoring—Low risk

According to the calculated scoring the company presents low risk

The solvency risk analysis process continued for all 100 distributors customers
from the producing company’s portfolio, from small and medium companies
category. Financial risk analysis was conducted for 3 years of activity and cus-
tomers were divided both on risk classes and geographic regions (see Table 6).

In the risk analysis and assessment process were considered companies over
which had been not opened insolvency proceedings, are not recorded in the
“Payment incidence plant” and has no debts to the state budget.
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Table 6 The analysis of risk coefficients of beverage distributors by geographical areas

Number of Number of Number of
Resulted distributors distributors distributors
risk Region 2013 2012 2011
Low risk Central 7 6 6
Southern 11 7 8
Eastern 5 6 7
Western 5 3 2
Total 28 22 23
Medium Central 7 9 10
risk Southern 22 27 23
Eastern 20 22 21
Western 6 10 11
Total 55 68 65
High risk Central 1 3 2
Southern 4 3 6
Eastern 4 4 4
Western 1 - -
Total 10 10 12
Very high | Central 3 - -
risk Southern - - -
Eastern 3 - -
Western 1 - -
Total 7 - -
Total analyzed 100 100 100
distributors

3 Results

As aresult of the process of risk analysis and assessment of customers there is a risk
of damage to customers analyzed in 2013, the company has a portfolio of 7 %
customers representing a very high risk. Also shows that the share of medium risk
clients which is over 50 % in all analyzed years, which shows that the company has
a portfolio of clients to be regularly monitored and evaluated (see Table 7).

Extending the risk analysis and assessment process on geographic areas, central
region presents 16.67 % of customers with high risk involved, followed by the
eastern and western region with 9.38 % respectively 7.69 %. However it appears
that in 2013 some regions diminish their risk (in the central region in 2013 the
customers with low risk are at a rate of 38.89 % compared to 2012 when it showed a
rate of 33.33 %) etc. Customers who represent a low risk show high percentages in
all analyzed regions (see Tables 8, 9, 10, and 11).

For customers who present a high risk, the company stops the collaboration and
search for solvent customers for that area. Even if collateral securities are made for
their clients to maintain cooperation, there is a very difficult risk of debt recovery in
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Table 7 Assessment of risk
analysis process

Table 8 Assessment of risk
analysis process on Central
region

Table 9 Assessment of risk
analysis process on Southern
region

Table 10 Assessment of risk
analysis process on Eastern
region

Table 11 Assessment of risk
analysis process on Western
region

135
Resulted risk 2013 (%) 2012 (%) 2011 (%)
Low risk 28.00 22.00 23.00
Medium risk 55.00 68.00 65.00
High risk 10.00 10.00 12.00
Very high risk 7.00 - -
Total 100.00 100.00 100.00
Resulted risk 2013 (%) 2012 (%) 2011 (%)
Low risk 38.89 33.33 33.33
Medium risk 38.89 50.00 55.56
High risk 5.56 16.67 11.11
Very high risk 16.67 - -
Total 100.00 100.00 100.00
Resulted risk 2013 (%) 2012 (%) 2011 (%)
Low risk 29.73 18.92 21.62
Medium risk 59.46 72.97 62.16
High risk 10.81 8.11 16.22
Very high risk — — —
Total 100.00 100.00 100.00
Resulted risk 2013 (%) 2012 (%) 2011 (%)
Low risk 15.63 18.75 21.88
Medium risk 62.50 68.75 65.63
High risk 12.50 12.50 12.50
Very high risk 9.38 - -
Total 100.00 100.00 100.00
Resulted risk 2013 (%) 2012 (%) 2011 (%)
Low risk 38.46 23.08 15.38
Medium risk 46.15 76.92 84.61
High risk 7.69 - -
Very high risk 7.69 — —
Total 100.00 100.00 100.00
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the case of insolvency: high costs of court, endless lawsuits or other creditors which
prevail in debt recovery such as banks or state. As a result of the solvency risk
analysis process for its customers, companies can reduce the risk of not collecting
by: contracts only with clients presenting an acceptable risk for collaboration (low,
medium, high), the adoption of some measures to deal with lending limits at the
level of each client depending on the resulted risk, penetration on regions showing a
lower risk, provisioning for customers as high risk, additional safeguards and closer
monitoring of their collaboration with the sales department.

We must bear in mind that both the economic situation of the country and the
analyzed region, requires a continuous review of both indicators and the used
sample. Also, in the analysis it was used the principle of prudence, meaning that
the company has in portfolio and assess only customers that meet the following
criteria: it was not open insolvency proceeding against them, have no debts to the
state budget, they are not in the “Plant of Bank Risks” (Bureana and Bordea 2014).

The analysis and implementation process of risk involves the implementation of
a control system regarding risk analysis. Thus, the management must implement a
process of setting objectives and processes and sub-processes necessary to achieve
the objectives. Also it must be identified those responsible for the assessment,
monitoring removal or risk reduction.

In the company it must be a process to identify internal and external events that
could affect achieving and also the separation of goals in risks or opportunities
(COSO 2004). Risk assessment is one of the most important components of this
process of risk analysis. The conclusion of commercial contracts should occur only
after the risk analysis and only with clients of low, medium and high risk. Very high
risk clients cannot be accepted (Mulford and Comiskey 2002).

After evaluating clients and conclusion of commercial contracts, clients will be
monitored. Monitoring involves monthly checking clients in “bank Incident plant”,
the quarterly inspection debt to the state budget, monthly checking the insolvency
bulletin, biannual analysis of “customer risk scoring”. The monitoring of mentioned
indicators shall be carried out at the terms on which information can be obtained
from official websites (ANAF, ORC etc.).

Persons responsible for monitoring risk clients must identify the relevant infor-
mation of risk appearance and timely communicate to the responsible persons with
decision function that can act to remove or reduce the risk. Control activity involves
the implementation of policies and procedures on how monitoring and solving the
risks responding. The components of risk analysis process require correlation with
the entity’s objectives—strategic, operational, of reporting and compliance with
legislative and regulatory framework.
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4 Conclusions

The difficulties caused by the global financial and economic crisis and visible
deterioration in profitability of companies in Romania, require further verification
of credit worthiness, even for traditional trading partners. This is because, its
financial difficulties can propagate “in chain” also to the supplying company,
with adverse effects not only on the size of its business turnover but also on its
financial balance (Ganea and Ionita 2014).

The risk analysis process and its coverage, is today a requirement for manage-
ment and governance objectives. Unfortunately, the reality shows that implemen-
tation of an integrated environment of risk management within the entities is a
rarity, meeting him only on large companies especially those that apply IFRS.
Financial statements prepared in accordance with International Accounting Stan-
dards require also the presentation of risk management and sensitivity analysis
(Feldioreanu 2014).

Implementation of an analysis and evaluation system of customers solvency risk
involves costs of hiring qualified staff, procurement of programs that include
financial data about analyzed customers, budgets of which small and medium
sized companies do not have. Component of operating risk, commercial risk
management should be a major concern for the management of any company,
selling on commercial credit representing an effective technique to increase busi-
ness turnover only under a creditworthy clientele.

The analysis and hedging of solvency risk should be carried out continuously at
the level of economic entities, it being the main way of identifying and monitoring
the probability of materialization of the risk of not collecting the various assets to
maturity.

This analysis system is a decision-effective and reliable tool for risk analysis and
coverage. Depending on the level of founded risk it recommends its user to make
decisions on: selecting clientele, the maximum amount of granted commercial
credit, additional guarantees etc. These analyzes can create a long term commercial
discipline because they will realize that to minimize the risk of not collecting
partnerships will end only with creditworthy customers. On the other hand business
partners will seek to be “trustworthy” by honoring all the budget and commercial
financial obligations and profitable business achievement.
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Comply or Explain Approach and Firm
Value on the Bucharest Stock Exchange

Stefan Cristian Gherghina and Georgeta Vintila

Abstract This paper aims at exploring the influence of compliance with the
principles and recommendations stated within the Bucharest Stock Exchange
(BSE) Corporate Governance Code on firm value, for a sample of companies listed
in Romania, in 2011. Firm value was proxied both through accounting measures
(such as return on assets, ROA and return on equity, ROE) and market measures
(such as earnings per share, EPS), all being industry-adjusted. Based on the
‘Comply or Explain’ Statement issued by the BSE, there was conceived a ques-
tionnaire having the purpose to develop corporate governance ratings. Thus, we
report the global corporate governance rating and a set of specific ratings as regards
transparency and reporting, board and committees, shareholder rights, as well as
corporate social and environmental responsibility. Therefore, by estimating several
multivariate linear regression models, our results provide support for a positive and
statistically significant relationship between the rating related to transparency and
reporting and firm value, likewise between the rating related to corporate social and
environmental responsibility and firm value, but only for industry-adjusted ROA.
However, there was noticed the lack of any statistically significant relationship
between corporate governance ratings and firm value, when industry-adjusted ROE
and industry-adjusted EPS were employed.

Keywords Comply or explain ¢ Corporate governance ratings * Firm value ¢
Multivariate linear regression models

1 Introduction

The Organisation for Economic Co-operation and Development (OECD 2004,
p- 11) stated that ‘corporate governance involves a set of relationships between a
company’s management, its board, its shareholders and other stakeholders’. Like-
wise, ‘corporate governance deals with the ways in which suppliers of finance to
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corporations assure themselves of getting a return on their investment’ (Shleifer and
Vishny 1997, p. 737). Since there are different aims between the investors which
finance the companies on the one hand and the company directors on the other hand,
we notice the agency problem occurrence. Thus, corporate governance examines
the mechanisms embraced by the principals in order to minimize such misconcep-
tions. In fact, the agency theory emphasizes the ineluctable dispute between
owners’ interests and executive management (Fama and Jensen 1983), this hin-
drance being settled through the alignment of the interests between both sides
(Jensen and Meckling 1976; Fama 1980; Fama and Jensen 1983). Therefore, the
investigation of corporate governance is the inspection of mechanisms that deter
and correct managerial slack (Triantis and Daniels 1995). The mechanisms which
shall be adopted by the investors in order to come into the line the insiders’ interests
with their own interests are divided in two sections as follows: external, as well as
internal. The external corporate governance mechanisms include the market for
corporate control, laws and regulations, oversight by the investors, the competition
out of product market and managerial labor market. The internal mechanisms
comprise ownership concentration, monitoring by the board of directors, audit
and internal control, directors’ remuneration, reporting, and transparency.

The Corporate Governance Codes are instruments conceived by the legislative
authorities in order to set a proper behavior as regards the investors having control
rights on the corporations. Certainly their aim is on mitigating the private benefits
of such investors, the limitation of expropriation related to suppliers of finance to
the company, substantiate a trusted environment which will ease external financing,
reducing the cost of capital, alongside generating higher returns for the involved
parties. We notice a voluntary reporting of corporate information when this
approach is suggested through a norm such as ‘Comply or Explain’. However,
when the cost related to reporting is reduced and the examination of the information
is facile, then all the companies (with the exception of the companies having
financial troubles) will choose to report the information (Grossman and Hart
1980; Grossman 1981; Okuno-Fujiwara et al. 1990).

The companies admitted to trading on the regulated market of the Bucharest
Stock Exchange (hereinafter ‘BSE’) shall adopt and comply with the provisions of
the BSE Corporate Governance Code (2008) (hereinafter ‘BSE CGC’) on a volun-
tary basis. BSE CGC (2008) comprises 11 articles (as regards the corporate
governance framework, the share- and other financial instruments holders’ rights,
the role and duties of the board, composition of the board, appointment of directors,
remuneration of directors, transparency, financial reporting, internal control and
risk management, conflicts of interests and related parties’ transactions, treatment
of corporate information, corporate social responsibility, management and control
systems), 19 principles, and 41 recommendations. Hence, the Issuers which decide
to adopt wholly or partially the recommendations out of the BSE CGC (2008) shall
forward yearly to the BSE the Corporate Governance Compliance Statement
(hereinafter ‘CGCS’). The CGCS will comprise information as regards the recom-
mendations stated within the BSE CGC (2008) which have been implemented by
the relative companies and how. Besides, if the Issuer fails to implement, in whole
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or in part, one or more recommendations, it shall provide proper information
regarding the reasons for the omitted or partial employment. The Issuers shall
include in their Annual Report, starting with the fiscal year 2010, the CGCS (the
‘Comply or Explain’ Statement).

Current paper aims at exploring the influence of compliance with the principles
and recommendations stated within the BSE CGC (2008) on firm value, for a
sample of companies listed in Romania, in 2011. By designing a questionnaire
based on the ‘Comply or Explain’ Statement issued by the BSE and reported by the
selected companies, which comprises 50 items, there will be developed a global
corporate governance rating, as well as a set of specific ratings. The novelty of
current research consists in providing corporate governance ratings for the compa-
nies listed in Romania by taking into consideration an extensive suite of corporate
governance principles and recommendations. The utility of this study emerges out
the information provided to investors worldwide by the corporate governance
ratings based on which the investment decisions should be taken.

The current study is structured as follows. The next section presents the results of
previous studies, developing the research hypothesis. The third section describes
the database, variables, as well as empirical research methodology. The fourth
section provides the empirical findings. The last section concludes the paper.

2 Literature Review and Hypothesis Development

Bhagat et al. (2008) asserted that there is no consistent relation between corporate
governance ratings and measures of corporate performance, unfortunately the
corporate governance ratings being highly imperfect instruments. Therewith, the
authors concluded that there is no one ‘best’ measure of corporate governance,
whereas the most effective governance system is influenced by the context and
company specific circumstances. Based on the data provided by the Investor
Responsibility Research Center (hereinafter ‘IRRC’), Gompers et al. (2003) devel-
oped a ‘Governance Index’ in order to assess the level of shareholder rights out of
1500 large companies between 1990 and 1999 by considering 24 governance rules.
By means of the conceived rating, there was set an investment strategy that bought
firms registering the strongest rights, being in the lowest decile of the rating and
sold firms marking the weakest rights, located within the highest decile of the index.
Therefore, previously mentioned investment strategy has earned abnormal returns
of 8.5 % per year. Likewise, there was noticed the fact that the companies with
stronger shareholder rights had higher firm value, higher profits, higher sales
growth, lower capital expenditures, and made fewer corporate acquisitions.
Brown and Caylor (2006) created the governance rating entitled ‘Gov-Score’
based on 51 firm-specific provisions, by considering the data provided by Institu-
tional Shareholder Services (ISS), for 1868 US companies as of 2003. There were
revealed seven provisions that drive the relation between Gov-Score and firm
valuation. Bhagat and Bolton (2008) found that better governance as measured by
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the ‘GIM’ and ‘BCF’ ratings, board of directors’ stock ownership, and separating
the board chair and CEO roles, is significantly positively correlated with better
contemporaneous and subsequent operating performance. The data published by
the IRRC was also used by Bebchuk et al. (2009) which designed an entrenchment
index based on six provisions and found a negative relationship between the ‘E
index’ and firm value, as measured by Tobin’s Q ratio, withal large negative
abnormal returns during the 1990-2003 period.

MacNeil and Li (2006) stated that the ‘Comply or Explain’ principle is governed
by the assumption according to whom the market will monitor the compliance
towards the Corporate Governance Codes and will either penalize the
non-compliance through lowering share prices or will accept that non-compliance
is justified in such circumstances. Consequently, we notice an incentive for the
companies in order to comply with the principles out of the Codes since these
represents the view of institutional investors as to best practice. Bauwhede (2009)
reported a positive relationship between the extent of compliance with international
best practices regarding board structure and functioning and operating performance
as measured by the return on assets. Franco and Montalvan (2010) ascertained an
increase of 1.53 % in return on assets after the companies have issued their
Corporate Governance Codes, respectively an increase of 3.52 % in return on assets
for the companies having good Codes. As well as, Tariq and Abbas (2013) found a
positive association between the rating related to the compliance with the Code of
Corporate Governance and firms’ financial performance, as measured by return on
assets, return on equity, and return on capital employed, for a sample consisting of
119 non-financial Pakistani listed firms, over 2003—2010. Therewith, there was
suggested that compliance is not linearly related with financial performance, being
established that high compliant companies are less profitable than average or low
compliant firms.

Based on these considerations, the hypothesis tested in this study is formulated
as follows: there is a positive relationship between the compliance with the princi-
ples and recommendations stated within the Bucharest Stock Exchange Corporate
Governance Code and firm value.

3 Empirical Framework

3.1 Sample and Variables

The extent of compliance with the principles and recommendations out of the BSE
CGC (2008) will be assessed through a global corporate governance rating and a set
of specific ratings. Initially, the dataset comprised all the companies listed on the
BSE in 2011, respectively 79 companies. Afterwards, we began to gather the CGCS
for each company from our sample, the main data source being the websites of the
companies. Unfortunately, we ascertained the fact that 55 companies reported this
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Statement. Therefore, the final sample covered 41 companies since there were
removed the companies managed in a two tier system (five companies, including
one bank) and the companies from financial intermediation sector (ten companies:
three banks, five financial investment companies, and two financial investment
service companies) because the last are subject to specific regulations. The industry
membership of selected sample is varied as follows: wholesale/retail (2), construc-
tion (6), pharmaceuticals (4), manufacturing (11), plastics (2), machinery and
equipment (3), metallurgy (2), food (2), chemicals (3), basic resources (1), trans-
portation and storage (2), tourism (1), and utilities (2).

Table 1 provides the definition and measurement of the variables employed
within empirical research. Firm value is proxied both through accounting measures
(such as return on assets, ROA and return on equity, ROE) and market measures
(such as earnings per share, EPS), all being industry-adjusted, following the
methodology described by Eisenberg et al. (1998) due to the diversity as regards
the industry membership of selected companies. Thereby, the difference between
ROA of a certain company and the median of the ratio related to the corresponding
sector is AROA, whereas ROAadj is defined as follows: ROAadj = sign(AROA)
*sqrt(IAROALI). Thus, sign(AROA) is the sign of the difference between ROA of
the company and sector median ratio and sqrt(IAROAI) is the square root of the
absolute value of AROA. We have considered the median, instead of mean, since
our data did not follow a normal distribution. Furthermore, in order to compute
ROEadj and EPSadj, we have followed the same methodology as for ROAadj.
Likwise, the data source for financial data used in current study is depicted by the
websites of the companies.

Based on the CGCS established by the BSE, we have conceived a corporate
governance questionnaire, reported in the Appendix 1, aiming at developing a

Table 1 Definition and measurement of variables

Variable

‘ Definition

Firm value variables

(1) ROAad;j Industry-adjusted return on assets
(2) ROEadj Industry-adjusted return on equity
(3) EPSadj Industry-adjusted earnings per share

Corporate governance variables

4) GCG The global corporate governance rating

(5) TR The rating related to transparency and reporting

(6) BC The rating related to board and committees

(7) SR The rating related to shareholder rights

(8) CSR The rating related to corporate social and environmental responsibility

Firm-level control variables

(9) Size

Firm size, as the annual average number of employees (log values)

(10) Lev

Leverage, as the ratio between total debt and total assets

(11) Growth

Sales growth, as the relative increase of sales from the previous year (%)

(12) Listing

Firm tenure, as the number of years since listing on the BSE (logvalues)
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global corporate governance rating and a set of specific ratings. Thus, for each of
the 41 companies comprised in our final sample, we have assessed every answer at
the 50 questions from the questionnaire, grouped according to the specific dimen-
sion. Therefore, in case of compliance with a certain principle or recommendation
out of the CGCS we have encoded with 1, otherwise 0. We have reported ratings for
the following specific corporate governance dimensions: transparency and
reporting, board and committees, shareholder rights, as well as corporate social
and environmental responsibility. The values related to each dimension ensued by
dividing the number of implemented principles and recommendations to the total
number of principles and recommendations corresponding to that dimension. The
value of the global corporate governance rating ensued by computing the arithmetic
mean related to the four specific ratings.

Furthermore, we have considered several control variables, the data source being
described by the annual reports disclosed by the selected companies. We will
control for firm size through the annual average number of employees (logarithmic
values) since Fama and Jensen (1983) stated that large corporations are more
diversified than small corporations, moreover large companies recording a reduced
business failure risk. According to Short and Keasey (1999), firm size positively
influences corporate performance because large companies could achieve easier
financing, both internal, as well as external. Therewith, large corporations could
create barriers to entry due to economies of scale. We will account for the
indebtedness by the leverage computed as the ratio between total debt and total
assets because large companies could be more indebted than small companies due
to the transparency in the information flow towards creditors. Likewise, indebted-
ness could determine the ‘over-investment problem’ (Jensen 1986), as well as
‘under-investment problem’ (Myers 1977). Sales growth computed as the relative
increase of sales from the previous year is employed in order to control for growth
opportunities. McConnell and Servaes (1995) concluded that an increase in lever-
age, estimated as the market value of long-term debt divided by the replacement
value of assets, is associated with an increase in value for low-growth firms and a
decrease in value for high-growth firms [to distinguish between these two types of
firms, there was used the firm’s price-to-operating-earnings (P/E) ratio]. We control
for firm tenure through the number of years since listing on the BSE (logarithmic
values). Black et al. (2006) and Balasubramanian et al. (2010) noticed that more
recently listed firms are likely to be faster-growing and perhaps more intangible
asset-intensive, which can lead to higher firm value.

3.2 Estimation Method

The relationship between the extent of compliance with the principles and recom-
mendations stated within the BSE CGC (2008) and firm value will be empirically
investigated by estimating several multivariate linear regression models, thereby
considering the following general specification (Gujarati 2003):
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Firm_value; = B, + p,Xi + p,Zi +w i=1,...,N (1)
where, for the company i we consider firm value as dependent variable as proxied
through ROA, ROE, and EPS, all being industry-adjusted, alongside explanatory
variables, X; being the global corporate governance rating, as well as the specific
ratings regarding transparency and reporting, board and committees, shareholder
rights, and corporate social and environmental responsibility, whereas Z; reveals the
firm-level control variables; u; is called ‘disturbance’ or ‘error’.

4 Empirical Findings
4.1 Descriptive Statistics

Table 2 provides descriptive statistics of the variables used in the empirical
research. Therefore, based on the CGCS, we notice that only one company listed
on the BSE has fulfilled all the principles and recommendations set by the BSE
CGC (2008). Besides, by considering the minimum value, there were accomplished
only 18 principles and recommendations.

The mean value corresponding to the global corporate governance reveals the
fact that the companies listed on the BSE reported the compliance with 39 principles
and recommendations. Likewise, most of the companies carried on activities
regarding social and environmental responsibility, while the principles and

Table 2 Descriptive statistics of the variables used in the empirical research

Variable | N | Mean Median Min Max Std. Dev.
Firm value variables

ROAadj 41 —0.0187 —0.0752 —0.5243 0.5188 0.2386
ROExadj 39 —0.0182 0.0000 —0.9325 0.5548 0.3052
EPSadj 41 0.1230 —0.0800 —1.4138 5.5676 0.9559
Corporate governance variables

GCG 41 0.7837 0.8071 0.3315 1.0000 0.1513
TR 41 0.7578 0.8214 0.3928 1.0000 0.1849
BC 41 0.6048 0.5333 0.2000 1.0000 0.2549
SR 41 0.8455 1.0000 0.5000 1.0000 0.1763
CSR 41 0.9268 1.0000 0.0000 1.0000 0.2636
Firm-level control variables

Size 41 2.6855 2.7283 1.1461 3.6946 0.5509
Lev 41 0.3629 0.2894 0.0117 1.1809 0.2662
Growth 41 0.0663 0.0942 —0.6051 0.5181 0.2193
Listing 41 1.0460 1.1461 0.4771 1.2041 0.2066

Notes: The description of the variables is provided in Table 1
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recommendations as regards board and committees registered the lowest level of
compliance.

Table 3 reports the correlation matrix comprising the Pearson correlation coef-
ficients (the significance level or p-value in parentheses). Thus, we notice the lack
of high correlations between the selected variables, with the exception of corporate
governance ratings which will be employed in separate econometric models in
order to avoid the multicollinearity statistical phenomenon.

4.2 Regression Results

The estimations’ results towards the impact of the compliance with the principles
and recommendations stated within the BSE CGC (2008) on the BSE listed
companies’ value are disclosed in Table 4, ROAadj being employed as proxy for
firm value. The empirical results related to the first estimated econometric model
provide evidence for the lack of any statistically significant relationship between
corporate governance global rating and the value of the BSE listed companies.
Furthermore, we found a positive and statistically significant relationship between
the rating related to transparency and reporting and firm value (model 2). Likewise,
we conclude that there is a positive and statistically significant relationship between
the rating related to corporate social and environmental responsibility and industry-
adjusted ROA (model 5). However, the empirical results of the econometric models
3 and 4 emphasize the lack of any statistically significant relationship between the
rating related to board and committees and firm value, as well as between the rating
related to shareholder rights and firm value.

As regards the influence of firm-level control variables on firm value, we
establish a positive and statistically significant relationship between firm size, as
well as growth opportunities and industry-adjusted ROA, whereas there was
acknowledged a negative and statistically significant association between leverage
and the BSE listed companies’ value.

Withal, the estimations’ results out of Table 4 underline the lack of any statis-
tically significant relationship between the number of years since listing on the BSE
and firm value. The Appendix 2 (Table 5) provides the estimations’ results towards
the impact of the compliance with the principles and recommendations stated
within the BSE CGC (2008) on the BSE listed companies’ value, ROEadj being
employed as proxy for firm value, whereas the Appendix 3 (Table 6) presents the
empirical results of the same econometric models, but considering EPSadj as proxy
for firm value. However, when ROEadj and EPSadj were employed in order to
measure firm value, we found the lack of any statistically significant relationship
between corporate governance ratings developed based on the CGCS and firm
value.

Hence, the hypothesis of current study is accepted only for the rating related to
transparency and reporting and for the rating related to corporate social and
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Table 4 Estimations’ results towards the impact of the compliance with the principles and
recommendations stated within the BSE CGC (2008) on the BSE listed companies’ value

(ROAadj—proxy for firm value)

1 2 3 4 5
Intercept | —0.6389%% —0.4975% —0.3202 —0.3855 —0.5669+%
(—2.1545) (=2.0567) (-1.3162) (—1.2672) (—2.1853)
GCG 0.4047
(1.6696)
TR 0.3551%
(1.8266)
BC 0.0217
(0.1644)
SR 0.0832
(0.3926)
CSR 0.2250%
(1.8501)
Size 0.1260%* 0.0916 0.1357%+ 0.1416%* 0.1402%%
(2.1719) (1.4693) (2.2507) (2.3209) (2.4510)
Lev —0.5569%%% | —0.5510%%% | —0.5215%% | —(.5343%*% | _(.5740%%*
(—4.6911) (—4.7034) (—4.2654) (—4.2985) (—4.8154)
Growth | 0.4444%% 0.4240%* 0.2920% 0.3150% 0.3653%*
(2.6100) (2.6654) (1.8646) (1.8843) (2.5052)
Listing | 0.1309 0.1294 0.0896 0.0850 0.1404
(0.8842) (0.8829) (0.5893) (0.5622) (0.9530)
N 41 41 41 41 41
F- 5.8209%+ 6.0071 %%+ 4.8841 %%+ 4.9273%%x 6.0363%%*
statistic
Adj R-sq | 0.3760 0.3849 0.3268 0.3292 0.3863

Notes: ***Significant at the 1 % level; **significant at the 5 % level; *significant at the 10 % level.
The t-statistic for each coefficient is stated in parentheses. The description of the variables is
provided in Table 1

The bold values are statistically significant

environmental responsibility, but only when industry-adjusted ROA is employed as
proxy for firm value.

5 Concluding Remarks

Current research was employed in order to develop a global corporate governance
rating for the companies listed on the BSE, based on the ‘Comply or Explain’
Statement and aimed at investigating the relationship between the extent of com-
pliance with the principles and recommendations out of the BSE CGC (2008) and
firm value. Furthermore, we reported a set of specific ratings as regards transpar-
ency and reporting, board and committees, shareholder rights, as well as corporate
social and environmental responsibility. By estimating several multivariate linear
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regression models, we found a positive and statistically significant relationship
between the rating related to transparency and reporting and firm value, likewise
between the rating related to corporate social and environmental responsibility and
firm value, but only when industry-adjusted return on assets was employed as proxy
for firm value. However, when industry-adjusted return on equity and industry-
adjusted earnings per share were employed as proxy for firm value, we establish the
lack of any statistically significant relationship between corporate governance
ratings and firm value. Therefore, we reinforce the assertion of Bhagat
et al. (2008) according to whom the corporate governance ratings are highly
imperfect instruments and there is no optimum measure. The limitations of our
study are depicted by the reduced number of statistical observations, alongside the
short period of research. As future research avenues, our purpose is to extend the
research sample, respectively to develop an investment strategy similar Gompers
et al. (2003).

Acknowledgement This work was cofinanced from the European Social Fund through Sectoral
Operational Programme Human Resources Development 2007-2013, project number POSDRU/
159/1.5/S/134197 “Performance and excellence in doctoral and postdoctoral research in Romanian
economics science domain”.

Appendix 1: Corporate Governance Questionnaire Based
on the ‘Comply or Explain’ Statement Issued by the BSE

e Transparency and Reporting
¢ Board and committees
¢ Shareholder rights

1. Has the Issuer drawn up a Statute/Corporate Governance Regulation which
describes the main aspects of the corporate governance principles? (P1, R1)

2. Is the Statute/Corporate Governance Regulation (mentioning the date of its last
update) posted on the website of the Issuer? (P1, R1)

3. In the Statute/Corporate Governance Regulation, are there defined corporate
governance structures, positions, competences, and responsibilities of the
Board of Directors and of the Executive Management? (P1, R2)

4. Does the Annual Report of the Issuer contain a chapter referring to corporate
governance, which describes all the relevant events related to corporate gov-
ernance registered in the previous financial year? (P1, R3)

5. Does the Issuer disclose on its website the information related to the following
aspects of its corporate governance:

(a) A description of the Issuer’s corporate governance structures? (P1, R3)

(b) The updated Articles of Association?(P1, R3)

(c) The internal regulation governing the functioning/its essential aspects for
each special commission/specialized committee? (P1, R3)
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10.

11.

12.

13.

14.
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(d) The ‘Comply or Explain’ Statement? (P1, R3)

(e) The list of the Board of Directors members specifying which members are
independent, of the Executive Management and of the special commis-
sions/committees?(P1, R3)

(f) A brief version of the CV of each Board of Directors and Executive
Management member? (P1, R3)

. Does the Issuer publish in a special section of its website the details of the

holding of the General Meetings of Shareholders (hereinafter ‘GMS”):

(a) The GMS convening notice? (P3, R4)

(b) The materials/documents relating to the items on the agenda, as well as
any other information about the items on the agenda? (P3, R4)

(c) The templates of the special power of attorney? (P3, R4)

. Does the Issuer disclose in a special section of its website the shareholders’

rights as well as the rules and procedures for the attendance at GMS? (P3, R8)

. Does the Issuer provide the information in due time (immediately after the

GMS) to all shareholders through the special section on the Issuer’s website:

(a) The resolutions passed by GMS? (P3, R8)
(b) The detailed results of voting? (P3, R8)

. Does the Issuer disseminate through the special section of the Issuer’s website,

which is easily identifiable and accessible:

(a) Ad-hoc reports/official statements? (P3, R8)
(b) The financial calendar, the annual, quarterly, and half-yearly reports? (P3,
R8)

Has the Issuer a set of rules referring to the conduct and the reporting obliga-
tions relating to the trading of the shares or of other financial instruments issued
by the Issuer (‘issuer securities’) made on their account by the members of the
Board of Directors and other related natural persons? (P4, P5, R12)

Are the trades with the issuer’s securities made by the members of Board of
Directors, Executive Management, or any other insiders on their own account
disclosed via the Issuer’s website, according to applicable rules? (P4, P5, R12)
Is the appointment of the Board of Directors members based on a transparent
procedure (objective criteria regarding personal/professional qualifications)?
(P9)

Is the remuneration policy of the Issuer mentioned in the Statute/Corporate
Governance Regulation? (P11, R24)

Does the Issuer disclose the information subject of the reporting requirements
in English:

(a) Periodical information (regular providing information)? (P12, P13, R25)
(b) Permanent information (continuous providing information)? (P12, P13,
R25)
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15.

16.

17.

18.

19.

20.

21.

22.

23.
24.
25.
26.
27.
28.
29.
30.

31.

32.

Does the Issuer prepare and make public the financial report according to the
IFRS standards? (P12, P13, R25)

Does the Issuer organize, at least once a year, meetings with financial analysts,
brokers, rating agencies, and other market specialists with the view to
presenting the financial elements relevant for the investment decision? (P12,
P13, R26)

Does the Board of Directors or the Audit Committee, as the case may be, assess
on a regular basis the efficiency of financial reporting, internal control, and the
risk management system implemented by the Issuer? (P12, P13, R28)

Has the Issuer approved a procedure regarding the internal flow and disclosure
to third parties of the documents and information referring to the Issuer,
considering especially inside information? (P17, R36)

Does the Board of Directors meet at least once a quarter for supervising the
activity of the Issuer? (P4, PS5, R10)

Does the structure of the corporate bodies of the Issuer ensure a balance
between the executive and non-executive members (and especially indepen-
dent non-executive members) so that the decision-making is not to be domi-
nated by a single person or a group of persons? (P6)

Does the structure of the Board of Directors provide a sufficient number of
independent members? (P7)

In the course of its activity, is the Board of Directors supported by any
consultative commissions/committees nominated by the Board of Directors,
which deal with the analysis of some specific subjects in order to counsel the
Board of Directors on such topics? (P8, R15)

Do the consultative commissions/committees submit activity reports to the
Board of Directors on the specific subjects assigned to them? (P8, R15)

For the assessment of the independence of their members, does the Board of
Directors use the assessment criteria listed in Recommendation 16? (P8, R16)
Do Board of Directors members permanently improve their knowledge through
training/information in the corporate governance field? (P8, R17)

Is there a Nomination Committee within the Issuer set-up? (P10)

Does the Board of Directors assess the necessity to have a Remuneration
Committee/remuneration policy for the Board of Directors and Executive
Management members at least once a year? (P11, R21)

Has the remuneration policy been approved by the GMS? (P11, R21)

Is there a Remuneration Committee made exclusively of non-executive mem-
bers of the Board of Directors? (P11, R22)

Is there an Audit Committee within the Issuer? (P12, P13, R27)

Is the Audit Committee comprised exclusively of non-executive members of
the Board of Directors and is it comprised of a sufficient number of independent
members of the Board of Directors? (P12, P13, R29)

Does the Audit Committee meet at least twice a year, with the view to draw up
and disclose to the shareholders half-yearly and annual financial statements?
(P12, P13, R30)
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33.

34.

35.

36.

37.

38.

39.

40.
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Does the Audit Committee make proposals to the Board of Directors regarding
the selection, the appointment, the re-appointment, and the replacement of the
financial auditor, as well as the terms and conditions of its remuneration? (P12,
P13, R32)

Does the Issuer respect the rights of the holders of the financial instruments
issued by the Issuer, ensuring equal treatment for them while also submitting
any change of the granted rights for approval by the special meetings of such
holders? (P2)

Has the Issuer drawn up and submitted for the GMS approval procedures for an
efficient and methodical holding of the GMS according to procedure, however
without prejudice to the right of any shareholder to freely express their opinion
on the topics subject to the debates? (P3, R6)

Has the Issuer set-up a special department or has appointed a person dedicated
to the relation with investors? (P3, R9)

Has the Issuer approved a procedure with a view to identifying and to settling
any conflicts of interest? (P14)

Do the members of the Board of Directors inform the Board of Directors on
conflicts of interests as they occur and do they refrain from debates and the vote
on such matters, according to relevant legal provisions? (P15, R33)

Has the Issuer approved the specific procedures in order to provide procedural
compliance (criteria to identify the significant impact of transactions, transpar-
ency, impartiality, noncompetition) with the view to identify the transactions
between related parties? (P16, R34/R35)

Does the Issuer carry on activities regarding the Issuer’s social and environ-
mental responsibility? (P18, R37/38).
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Appendix 2

Table 5 Estimations’ results towards the impact of the compliance with the principles and
recommendations stated within the BSE CGC (2008) on the BSE listed companies’ value
(ROEadj—proxy for firm value)

1 2 3 4 5
Intercept | —0.8337* —0.6674* —0.3932 —0.7257 —0.7150*

(—1.9175) (—1.8744) (—1.1201) (—1.5547) (—1.8835)
GCG 0.5008

(1.4549)
TR 0.4547

(1.6509)
BC —0.0279
(—0.1501)
SR 0.2988
(0.9521)
CSR 0.2623
(1.5171)

Size 0.1765%* 0.1325 0.1897%*%* 0.2103%** 0.1923**

(2.1180) (1.4906) (2.1984) (2.4002) (2.3220)
Lev —0.4155%* —0.4128%* —0.3933* —0.3879* —0.4490%*

(—2.0474) (—2.0542) (—1.8828) (—1.8841) (—2.1874)
Growth | 0.6172%* 0.5964** 0.4005%* 0.5390%* 0.5095%*

(2.5276) (2.6262) (1.8086) (2.2212) (2.4362)
Listing 0.0544 0.0545 —0.0045 —0.0039 0.0602

(0.2586) (0.2625) (—0.0213) (—0.0188) (0.2867)
N 39 39 39 39 39
F- 3.3819%* 3.5549%* 2.7866** 3.0379%* 3.4345%*
statistic
Adj 0.2386 0.2515 0.1903 0.2114 0.2426
R-sq

Notes: ***Significant at the 1 % level; **significant at the 5 % level; *significant at the 10 % level.
The t-statistic for each coefficient is stated in parentheses. The description of the variables is
provided in Table 1

The bold values are statistically significant



154

Appendix 3

S.C. Gherghina and G. Vintila

Table 6 Estimations’ results towards the impact of the compliance with the principles and
recommendations stated within the BSE CGC (2008) on the BSE listed companies’ value
(EPSadj—proxy for firm value)

1 2 3 4 5
Intercept | —0.4982 0.0364 —0.1765 0.7392 —0.2061

(—0.3845) (0.0339) (—0.1740) (0.5740) (—0.1798)
GCG 0.8808

(0.8316)
TR 0.3510

(0.4073)
BC 0.6289
(1.1424)
SR —0.5401
(—0.6017)
CSR 0.3728
(0.6936)

Size 0.6178%* 0.5967%* 0.6085%* 0.6103%* 0.6470%*

(2.4368) (2.1577) (2.4199) (2.3622) (2.5589)
Lev —1.6599%** —1.6147%** —1.5248%%* —1.5190%** —1.6711%%*

(—3.2004) (—3.1088) (—2.9900) (—2.8863) (—3.1724)
Growth | 0.2673 0.0547 0.1927 —0.2970 0.0520

(0.3593) (0.0776) (0.2950) (—0.4196) (0.0808)
Listing —1.0933 —1.1467% —1.1227% —1.1733* —1.1002

(—1.6897) (—1.7648) (—1.7706) (—1.8323) (—1.6893)
N 41 41 41 41 41
F- 3.7816%** 3.6227%*%* 3.9669%*** 3.6820%** 3.7180%**
statistic
Adj 0.2579 0.2469 0.2705 0.2510 0.2535
R-sq

Notes: ***Significant at the 1 % level; **significant at the 5 % level; *significant at the 10 % level.
The t-statistic for each coefficient is stated in parentheses. The description of the variables is
provided in Table 1

The bold values are statistically significant
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Application of Governance Principles
in IT Projects

Toana Beleiu and Razvan Nistor

Abstract An increased usage of projects can be observed in all fields, being a way
of adapting current activities to the challenges of the economic reality. One of the
most important characteristics of projects is the orientation towards objectives’
achievement, which contributes to the long term development of an organization
and to obtaining competitive advantage on the market. But, in order to maximize
the benefits of using projects as means of organizing the activity, a special attention
should be given to aspects that can influence project success. We consider project
governance as being essential to project success and having a positive influence on
the development of the organization. The increased frequency and importance of
projects nowadays determined a significant focus on projects’ governance and its
relation with corporate governance. The steering group, the project owner and
project manager are key roles influencing project governance. The objective of
this paper is to analyse the opinions of project managers regarding the application
of project governance principles when dealing with IT projects, based on structured
interviews.

Keywords Project « Governance * Success

1 Introduction

Governance is related with defending stakeholders’ interests (Tirole 2001). Many
opinions and definitions can be identified in literature when researching corporate
governance. Probably the most widely accepted and used definition is the one
provided by the OECD. According to OECD, corporate governance “involves a
set of relationships between the management of an organization, its board, its
stakeholders and other stakeholders; [...] provides the structure through which
the objectives of the company are set, the means of attaining those objectives and
monitoring performance are determined” (OECD 2004, p.11).
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Governance provides a framework within an organisation needed for an accurate
decision making process and an efficient management based on transparency,
communication with stakeholders, accountability and clear role definition (Zwikael
and Smyrk 2014). Aspects concerning governance are of great interest both for
public and private companies, and in any type of organisation. Muller (2009)
considers that governance is not limited to the top of an organisation, but it can
be applied to all organisational levels.

Since projects are defined in the project management literature as temporary
organisations (OGC 2009), it is only fair to state that project governance is needed
for better managing projects, for enhancing success chances and creating long term
positive effects on permanent the organisations implementing projects. Interna-
tional organisations, such as Project Management Institute (PMI), Association for
Project Management (APM), Office of Government Commerce (OGC) or even the
International Organization for Standardization (ISO), approach project governance
from different points of view, more or less complex or restrictive, thus emphasizing
once again the importance of project governance. According to Project Manage-
ment Institute (PMI), project governance “provides a framework in which the
project manager and sponsors can make decisions that satisfy both stakeholders
needs and organizational strategy objectives or address circumstances where these
may not be in alignment” (PMI 2013). When defining project governance, APM
(2004) focuses on the correlation of the project portfolio with organisation’s
objectives and the information exchange between the board and other relevant
project stakeholders. On the other hand, within the OGC Guidelines, governance
is presented as the framework necessary for successfully managing projects (Muller
2009). International Organization for Standardization (ISO) approaches gover-
nance in a broad way as areas of organisational governance related to projects.

Biesenthal and Wilden (2014) conducted a comprehensive research on the
application of corporate governance theories to project context, synthesizing sev-
eral definitions of project governance such as: the focus on aligning project
objectives with the organisational strategy, aiming to achieve stakeholders’ expec-
tations. Project governance refers to the connection between the project, the
permanent organisation and the involved stakeholders (Muller et al. 2014). Effec-
tive project governance is mentioned in literature as a determinant factor for project
success by providing the formal structure needed for a project to be implemented
(Zwikael and Smyrk 2014) and to create sustainable value for all those involved
(Too and Weaver 2014).

Considering the great interest on project governance in recent years, we
approach this topic in the current paper, aiming to create a theoretical framework
on project governance with focus on IT projects, in order to capture the current state
of knowledge, and present opinions of project managers regarding the application
of project governance principles when dealing with IT projects.
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2  Governance of IT Projects

Modern society has become almost totally dependent on IT and its proper func-
tioning (Walford 1999) within all economic activities and also in day-to-day life.
The increased frequency of using information technology and the growing interest
for transparency and efficiency, determined the need for a high level of profession-
alism in IT project management and good governance, contributing to the devel-
opment of research in this area (Frey and Buxmann 2011).

IT projects are different from other types of projects. They are more dynamic
and need extremely fast results in order to keep up with the changing environment.
IT projects serve the needs of ever changing organizations, and their objectives may
change depending on the strategic needs of the organizations. In this case, if
projects do not achieve the desired results within 6 months of implementation,
the chances of success decrease significantly (Bonham 2004). Constant communi-
cation with stakeholders and clearly defined success criteria is a must for IT projects
in order to achieve the desired objectives and results. IT project management must
be dynamic and flexible in order to achieve results that meet stakeholders’ needs
and expectations. IT projects aim most of the time implementing a change at
organizational level, so the management methods used may vary depending on
variables as the country, the organization or stakeholders’ needs (Bonham 2004).

According to Weill and Ross (2004), the governance of IT projects can be
defined as “(...) specifying the decision rights and accountability framework to
encourage desirable behaviour in using IT”. Different decision fields require dif-
ferent structures of decision-making (Frey and Buxmann 2011). Project governance
in this area implies making decisions concerning the IT strategy, investment in IT
projects or IT architecture (Bonham 2004). Another definition says that the gover-
nance of IT projects represents the organisational management system through
which the portfolio of IT initiatives is approved, prioritized and controlled (Wilkin
and Riddett 2009). There can be observed a correlation between IT projects seeking
to implement changes and the strategy of the organization using the final product
(project customer) on one hand, and on the other hand, their relation to the strategy
of the company executing the projects, developing specific software for instance.
Governance of IT projects provides an adequate framework for the decision making
process, aiming to link projects’ objectives with the organisational objectives and
satisfy stakeholders’ requirements. Top-performing companies succeed by
implementing good and effective IT governance in order to support their strategies
(Weill and Ross 2004).
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3 Roles Influencing Project Governance

Clearly defined roles and responsibilities is one of the main principles underlying
good project governance. Despite the importance of this topic, in the literature
concerned with project governance, roles and responsibilities are not sufficiently
explained. Mosavi (2014) studied the roles of portfolio steering committees in
project portfolio governance, but did not focus on project or program steering
committees.

According to Arnesson and Albinsson (2014), the steering group is an important
part of the organizational structure, along with the project owner and the project
manager. The steering group at project level can be associated with the board at
corporate level. The steering group or steering committee is responsible for making
strategic decisions when dealing with projects. Steering groups are usually used in
large projects (Arnesson and Albinsson 2014) or when there are several owners
involved (Karlsen 2010). The project manager reports to the steering committee. A
project steering group can represent the project owner (Andersen 2008) or it can
work together with the project owner, but in this case well defined responsibilities
are needed (Karlsen 2010).

There are an increased number of cases when the project owner is also the
sponsor of the project. One of the most important stakeholders, the project owner
should have a central and active role in the project (Karlsen 2010). However, too
much involvement of the owner within project implementation might burden the
work of the project manager and diminish the efficiency of the project team. The
project owner has a strategic orientation, represents the interest of the company
related to the project and supports the project implementation (Gareis 2005). The
communication between the project owner and the project manager is very
important.

The project manager role is described through a set of project specific tasks,
through the leadership of the project team, the responsibility for the project success
and for transferring project results into the organisation (Holzle 2010). The project
manager coordinates the project team, prepares project documentation, represents
the interests of the project within the organisation, represents the project whenever
necessary and is responsible for the achievement of project objectives (Gareis
2005). Project managers are those who know best the project and are able to
influence directly the relationship between the temporary organisation of the
project and the company, represented by the owner or the steering group. In the
empirical part of this article, we focus our research on opinions of project managers,
considering their importance and influence on project success and on good
governance.
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4 Methodology

The research presented in this paper makes a literature review on the concepts of
project governance, the governance of IT projects and the roles that can contribute
to the good governance of projects. Moreover, opinions of IT project managers
regarding the application of project governance are analysed based on a qualitative
research. The field of IT was selected for this research due to the importance it has
over the current society based on modern technology and the challenges that need to
be faced by IT governance in a constantly changing environment.
The research questions of the current research are:

¢ What are the approaches in the project management literature concerning project
governance and the governance of IT projects?

* What are the opinions of project managers regarding the application of project
governance in the IT field?

Qualitative research involves studies that do not attempt to quantify their results
through statistical summary or analysis (Marczyk et al. 2005), enhancing the
knowledge in a field of study by describing a current situation as it is perceived
by practitioners. Qualitative research is used independently or combined with a
quantitative research in order to complete the finding obtained by applying statis-
tical methods. In the current research, structured interviews were used for data
collection. Despite the extended time frame needed for conducting interviews and
the reduced sample, interviews provide the opportunity to receive answers to all the
questions, to have a face to face talk with the respondent, to explain certain issues
whenever necessary and to approach more complex topics.

The number of analysed interviews is seven, conducted during the 24th of
November and 5th of December 2014, with an average duration of 40 min. The
questions discussed during these interviews referred to key aspects of project
governance as:

« the relationship between projects and the organization’s development strategy:
the questions asked were whether the project portfolio is related to business
objectives and how does it support the development strategy of the organisation.

« the relationship with key stakeholders (project stakeholders): questions refer to
sponsor’s involvement, the clarity level existing when defining roles and respon-
sibilities, the relationship with stakeholders and the level of transparency.

« control and reporting: questions refer to the definition of success criteria and the
information level of the board.
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5 Opinions Regarding the Application of Project
Governance in IT

Interviews with IT project managers, who have experience in implementing these
projects, were based on three central points of discussion and seven questions. The
first aspect analysed was the relationship between the project and the development
strategy of the organization. It was discussed whether the project portfolio is
consistent with the organization’s core business, including those relating to profit-
ability, sustainability and development. Most of those interviewed considered that
projects implemented within their organizations are consistent with the general
framework and correlated with company’s development strategy, with particular
aspects of profitability. The development framework of the company is appreciated
by one of the respondents as dynamic, evolving, mentioning the existence of an
internal project that is focused on the management of the project portfolio. In one of
the IT companies analysed was noted that projects are associated to programs,
aligned with the company’s development strategy on a medium term. On the other
hand, one of the respondents felt that within his organization, not all projects are
linked to the main objectives of the business.

It was also discussed how the project portfolio supports the development strat-
egy of the organization. Some received responses were: the project portfolio is
closely following the ever evolving needs of the organization, pursuing continuous
improvement in speed and quality of software products. On the other hand, several
project managers consider that the experience and reputation gained in a variety of
projects makes it easier to acquire new customers. By increasing the number of
clients, increases the number of requests for development and maintenance and the
number of employees. In the case of IT companies it can be observed that the
project portfolio is located in the centre of the business. Thus, based on responses to
the interviews, we conclude that the portfolio of projects is permanently changing
aiming to optimize the use of resources in relation to the strategic objectives of the
company.

The second aspect discussed through interviews was the relationship with key
stakeholders of projects. The responses to the questions listed in this section are
different from one case to another, showing a wide range of situations that may
occur when dealing with stakeholders’ related aspects.

One of the issues raised is sponsors’ involvement in projects implemented within
the organization. We considered important to present all the responses received in
this case, grouping them according to the expressed opinions. Thus, after seven
interviews five distinct situations occur:

» In the first case there is a board that includes key stakeholders together with
managers of different departments. They meet and discuss strategic issues
whenever is necessary. The sponsor participates in these meetings.
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» In the second case it was noticed that the sponsor is involved in the project
development, activity considered to be time-consuming by the respondent (pro-
ject manager).

e In the third case, the sponsor has a medium level of involvement in projects’
implementation. The process is briefly described as follows: a product offer is
presented to the sponsor, after clarification and negotiation he/she approves it,
and developers deal with the implementation. The product is presented to the
sponsor only at a certain previously approved date (about 3 weeks before the end
of the project). Two of the analysed cases fit within this situation.

 In the fourth case, the sponsor has a very high involvement within projects under
development. Choosing the portfolio of projects and establishing company’s
strategy is the responsibility of the company’s management team and project
owners.

¢ In the fifth case the role of the sponsor is more of information and consultation,
other directly responsible persons being designated for each project to support
and supervise the project execution. Two of the analysed cases fit within this
situation.

Another important issue discussed was about the level of clarity of roles and
responsibilities within projects implemented in the organization. There were iden-
tified situations in which roles and responsibilities are clearly defined within the
project, but also situations where the responsibility is not clear during project
implementation due to changes that occur quite often. These changes in IT projects
are usually caused by the changing environment or new requirements from the
client. It was also noticed the situation when new roles occur during project
implementation. An interesting response was received from a project manager
considering that within his organization the roles and responsibilities of projects
are sometimes volatile, migrating between employees, the clarity of roles being
sometimes inadequate. This kind of situation disrupts the project execution, gener-
ating chaotic situations when project team members do not know what they have to
do and when.

The relationship with stakeholders was also a point of discussion, more exactly if
they are informed on the progress of projects, if the level of transparency is
appropriate to their requirements. The relationship with stakeholders is particularly
important in IT. A reduced communication can have serious negative implications
on the project. In all analysed cases it can be noted that the respondents appreciate a
transparent communication with stakeholders, they being regularly informed on the
progress of the project.

The third aspect examined in the interviews refers to control and reporting. One
of the questions was if there are clear success criteria established for the
implemented projects. Based on the responses received, it can be observed that
although there are quality criteria defined, most interviewees believe that the
success criteria are not very clear. According to the point of view of one
interviewed project manager, success is measured by increased product sales and
sponsors’ satisfaction. Aspects concerning success criteria when dealing with
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projects are complex and of great interest, reason why several studies within the
project management literature deal with this topic.

The last question of the interview referred to the information level of the board
concerning the progress of projects. There were no problems identified regarding
the communication between project managers and the company board. Each time
the response was that they are informed regularly, depending on the level of detail
required.

Based on the interviews, it can be concluded that the main problems concerning
the governance of IT projects could be related to the involvement level of the
sponsor, unclear definition of roles and responsibilities in projects and lack of
clarity in establishing success criteria.

6 Conclusion

Organizations use projects on daily basis in order to achieve their objectives and
maintain competitive advantage, which is why an efficient and effective gover-
nance framework is needed to increase the chances of project success. Governance
makes a project viable (Muller and Lecoeuvre 2014), and even though different
approaches and views can be identified regarding basic concepts, it is universally
accepted that projects’ governance generates added value for all stakeholders.

Based on the importance of IT projects in all business related fields, the project
management literature gives an increased level of attention to this type of projects.
Wilkin and Riddett (2009) consider the IT field inseparable from the business
models. It is difficult to find an answer to the question how should IT projects be
governed to achieve sustainable value for all stakeholders. Identifying the best
model for governing IT projects is an impossible challenge, but a special attention
should be given to aspects that can improve the governance of projects, topic
approached in this paper.

Analysing the opinions of specialists in managing IT projects provides the
opportunity of capturing real situations from the business environment. Although
the number of interviews when conducting a qualitative research is reduced because
of time and budget constraints, the discussions between the interviewer and the
respondents allow to address certain topics more deeply, offering an overview of
the situation to the researcher.

The interviews conducted in this study enabled the identification of problematic
issues when governing IT projects: the relationship with the sponsor, the definition
of roles, responsibilities and of success criteria. By giving more attention to these
problematic areas, project governance can be improved. Responses received from
interviews’ application are an important starting point for the next stage of the
research, the analysis of the correlation between success factors and the dimensions
of projects’ governance.
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Proactive Cost Management in a Modern
Company

Lina Martirosianiene

Abstract Globalization, technological changes, intensive competition, fluctuating
consumer demand, economic and political changes encourage company managers
to act proactively, assume a bigger risk and choose suitable strategies. Unfortu-
nately, insufficient cost management is a problem of most companies. A substantial
part of cost in the companies is incurred “automatically”, i.e., due to inertia while
conducting routine work which does not demand economic substantiation and
create unnecessary cost for the company. A successful and proactive cost manage-
ment could be a key to business success, and an effective cost management system
in a company is directly and positively related with its competitive advantage. This
research solves a research question of elimination of casual cost management
decisions from the business model of the company and integrating it into proactive
cost management which directly correlates with benefits created by changes of
current principles and practices. The necessity of demand of proactive cost man-
agement was driven by two aspects: firstly, increasing competition and global
financial crisis are increasingly signaling that effective cost management system
is one of the most important management issues necessary to reach strategic
organizational goals; secondly, the literature and practice more often identify cost
management as a representation of incurred cost and less often with cost control and
proactive management.

Keywords Cost management ¢ Proactivity ¢« Resources ¢ Analysis « Budget

1 Introduction

With economy growth, increase of profits and revenue companies are increasingly
losing their cost control, i.e., cost management disappears from operative decision-
making of most companies. However, such behavior is too dangerous as when the
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economy shrinks cost management becomes difficult or sometimes even impossi-
ble. The costs must be controlled together with growing revenue and risk because if
the cost is being controlled today the company won’t have to undertake reckless
survival tactics once the success turns away. Lack of operative, precise and
qualitative information leads to belated and irrational cost management decisions
which are made without conducting comprehensive analysis and evaluating all
possibilities; thus the companies need a clear and purposeful cost management
policy rather than accidental decisions. Cost reduction policy integrated into orga-
nizational business model should be directly correlated with long-term benefits of
changes in well-established principles and practices. Group of entrepreneurship
process researchers (Floyd and Wooldridge 1999; Ucbasaran et al. 2001) have
proved that integration into cooperation networks (on individual or company
level) helps companies to get more acquainted with existing possibilities and access
necessary resources or effectively manage current resources in order to implement a
possibility which occur in its business environment.

The literature mostly analyzes and evaluates the following concepts based on
research results: principles of cost accounting (Johnson and Kaplan 1987
Suthummanon et al. 2011; Adkins 2008; Horngren et al. 2011; Krumwiede and
Charles 2014), advantages and disadvantages of managerial accounting (Needles
et al. 2013; Tahla and Seetharaman 2010; Dumitru and Calu 2008), mistakes of
budgeting and implementation control (Samuelson and Marks 1998; Libby and
Lindsay 2007; Shastri and Stout 2008; Gaizauskas and Martinavicius 2013;
Arlinskaite and Tamuleviciene 2014; Kalcinskaite 2006), elements of performance
auditing (Mackevicius and Daujotaite 201 1b; Barzelay 1997; Stefea and Nica 2012;
Pollitt et al. 1999; Power 1997; Waring and Morgan 2007), cost level indicators
(Alinaitwe et al. 2009; Choong 2013; Henri 2006), significance of responsibility
centers (Finkler et al. 2007; Grosanu and Ramona 2009; Urbonaite and
Stonciuviene 2013) and proactiveness as one of the most important features of an
entrepreneur organization that helps to solve problematic situations (Stripeikis
2008; Bagdanaviciute 2012). It must be noted that no discussions regarding proac-
tive cost management which integrates all elements of purposeful policy of cost
management and directly correlates with changes which occur in internal and
external environment was found.

Accordingly, the necessity of demand of proactive cost management was driven
by two aspects: firstly, increasing competition and global financial crisis are
increasingly signaling that effective cost management system is one of the most
important management issues necessary to reach strategic goals of the company;
secondly, the literature and practice more often identify cost management as a
representation of incurred cost and less often with cost control and proactive
management.

The research object is proactive cost management. Goal of the research is to
systemize cost management methods and prepare a model of proactive cost man-
agement in a modern company. In order to reach the goal, the following tasks will
be conducted: (1) analysis of a concept of proactive cost management; (2) identifi-
cation and systematization of main methods of proactive cost management, that
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influence the integration of proactive cost management into business models;
(3) preparation of a model of proactive cost management in a modern company.

The research was conducted by analyzing previous research works, practical
experience and by logically generating conclusions and recommendations. Litera-
ture was theoretically analyzed by employing the methods of analysis and synthe-
sis. Research findings are presented by a monographic method.

2 Concept of Proactive Cost Management

Cost management is the process of effectively planning and controlling the costs
involved in a business. It is considered to be one of the most challenging tasks in
business management. However, globalization, technological changes, intensive
competition, fluctuating consumer demand, economic and political changes encour-
age company managers to act proactively, assume a bigger risk and choose suitable
strategies (Korsakiene 2012). In order to gain profits the company must earn
revenue and while earning the revenue the company endures some cost. The
competitive advantage by itself shows that companies may evaluate their compet-
itive position and strive to improve it while conducting suitable actions (Korsakiene
2004; Ginevicius and Korsakiene 2005). Based on such concept, Karnani (1984)
has presented a model which proves that competitive advantage is determined by
cost and differentiation. A successful and proactive cost management could be a
key to business success. This was also proved by Wallace (2013) who revealed that
effective cost management system in a company is directly and positively related
with its competitive advantage. In this context new factors creating the value of a
company are being shaped which demands for global orientation, strategic flexi-
bility and rapid response of top managers as the company must constantly develop
and react to new technologies, new markets, new businesses and new consumers.
The literature provides various descriptions of cost management. The analysis of
the literature has shown that cost management is not always directly related with
cost reduction. Stefea and Nica (2012) analyze cost management as a cost optimi-
zation implementing strategic organizational goals in a most efficient way. The
authors use “cost optimization” term as in their opinion cost management strategy
should be the main goal of the company in order it could achieve its strategic and
tactical goals. Atkinson et al. (2012) describe cost management as “the most
important evaluation system of company’s performance”; meanwhile Horngren
et al. (2011) state that cost management is a totality of attitudes and measures of
managers using company resources for implementing the goals. The necessity of
systematic view towards cost management was also analyzed by McNair (2007).
If the company seeks for strategic changes and competitive advantage, proactive
cost management is one of the main directions. Proactiveness is an active position
of a company towards its environment, its capability to change the established order
in its environment. While discussing about the main features of a modern company
many management theoretics (Drucker 1997; Handy 1990) specify a capability to
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change and tolerate the changes as one of the most important features. Drucker
(1997) and Handy (1990) agree that a company which is not able to create
innovations and change will sooner or later face some problems. In current time,
which is also described as a period of rapid changes, proactiveness becomes an
essential and mandatory feature. In order to survive, the companies must be capable
of tolerating the changes and more actively create innovations which are not limited
to an invention of a new product or service. It is most clearly defined by capability
to make creative decisions based on a principle of “economic compromise”
(Stripeikis 2008).

Therefore, a proactive cost management is a search for new possibilities without
waiting until aroused problems will force to search for non-optimal and reckless
decisions; it is an activity which prevents from facing the problems; it is a routine
work in which the managers actively search for ways which help to reach best
results with the lowest cost; it is an acceptance of full responsibility for results of
company activities in a long-term.

3 Directions of Proactive Cost Management

In a time of rapidly changing economy traditional and individual methods of cost
management become poorly effective and changing environment raises more and
more new requirements for modern organizations (Bagdanaviciute 2012). Capabil-
ity to adapt to new business paradigm—to use all accessible actual and planned
information, to decentralize company’s activities and responsibilities for those
activities, and to improve company accountability and reasonable resource man-
agement—is one of the most important conditions of competitiveness and survival
of a modern company.

In order to reach the intended organizational goals it is necessary to analyze past
events but also at the same time it is crucial to monitor newly arising business
possibilities while implementing a culture of constant changes. It is also crucial for
the company to change not only due to radical changes in its environment
(Stripeikis 2008) but also due to effectiveness of its proactive cost management
system. Therefore, the directions of proactive cost management include a structure
of company activities which are both preplanned previously and also promoting and
supporting changes.

A modern company must create a system of proactive cost management in order
to receive relevant and correct information. While summarizing the results of
research analysis the author states the main directions of proactive cost manage-
ment are the following: (1) precision and timeliness of managerial accounting
information; (2) application of modern methods of cost management (correct
allocation of overhead costs); (3) role of cost responsibility centers in allocating
and managing costs; (4) implementation and management of a budgeting system;
(5) identification of processes which create value and which do not (internal
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auditing); and (6) identification of effectiveness areas in company activities which
have to be improved while calculating the indicators of cost level.

Precise and comprehensive information of managerial accounting is crucial in
making management decisions. Imprecise or insufficient information raises doubts
and leads to incorrect decisions. The literature provides various descriptions of
managerial accounting: often it is describe as a system which collects, processes
and provides information in order the managers could make decisions and manage
the company; other sources state it is a calculation of time costs and evaluation of
activities effectiveness of a company and its departments, meanwhile others state it
is a preparation of the information for managing the production. According to
Needles et al. (2013) managerial accounting can be described as a collection and
rationalization of internal information about company activities and forecasting of
such activities. The author relates managerial accounting to control, analysis and
systematization of usage of company resources and evaluation of performance
effectiveness of a company and its departments providing the management suitable
and comprehensive information related with company status which allows the
management to make specific managing decisions, plan and control the activities
of a company and monitor the implementation of the decisions made. Managerial
accounting, oriented especially towards providing information to managers, being
considered “an informational tool necessary to the management for taking deci-
sions, to maximize profitability” (Dumitru and Calu 2008), perform three functions
of management, as follows:

¢ planning: managerial accounting helps in setting future goals (strategic plan-
ning) providing information necessary in making decision on the adopted pro-
duction systems, the company’s price policy, the trade policy, and the
appreciation of the invested capital;

¢ organization: the interaction of the managerial accounting and the organizational
process is presented as follows: the identification of the organizational structure
and a better understanding of the methods for determining the authority and the
distribution of responsibility are essential in the determination of information in
an economic entity;

¢ control: managerial accounting sustains the verification process of the method
and the extent to which the proposed objectives have/have not been accom-
plished, elaborating the reports that should indicate the actual performances
opposed to the proposed objectives (Breuer et al. 2013).

Therefore the companies which have implemented managerial accounting sys-
tem solve such problems as resource management, stock, labor and other resources
management, pricing, performance analysis and presentation of detailed results,
planning and control of activities. In the opinion of Tahla and Seetharaman (2010)
modern companies must have new attitude towards the structure of managerial
accounting, which must include the possibilities of changing the accounting method
based on the newest information technologies and introduce new areas. Tahla and
Seetharaman (2010) emphasize that managerial accounting should be directed to
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the management of activities, assets, business control, financial indicators and
quality.

Proactive cost management is inseparable from modern methods of cost
accounting and its application in the companies. In order to increase the competitive
advantage in a constantly changing business environment the company must choose
such system of cost accounting which would provide information which is relevant
for management. Cost accounting is an important information system for profit-
oriented companies. Traditional methods of cost accounting allow precise calcula-
tion of direct costs of production and, depending on accounting policy chosen by
the company, to approximately calculate and allocate non-direct costs to finished
production. Johnson and Kaplan (1987) have presented a method of activity-based
costing (ABC) as an alternative to traditional method of cost accounting. The
fundamental difference between traditional and activity-based costing is that the
traditional method states that cost is created by the product which is being pro-
duced; meanwhile ABC system states that the cost is created by the activities
(Suthummanon et al. 2011). Taking into account the critics of the literature and
listed disadvantages of this method, Kaplan and Anderson (2007) presented and
substantiated their new concept called time-driven activity-based costing method.
Adkins (2008) has stated that this new concept is more useful and effective.

According to Krumwiede and Charles (2014), the activity-based costing (ABC)
literature suggests that it provides “strategic” benefits through improved informa-
tion for strategic decision making as well as “operational” benefits from a better
understanding of customers, production activities and cost drivers.

A very important factor which influences the proactive cost management of a
company is correct cost accumulation. After dividing a company into smaller
segments—responsibility centers, the activity of each center is directed towards
seeking a common result of a company as a united system, cost accumulation and
control becomes clearer and more informative. The concept of responsibility
centers was firstly introduced by Higgins (1952): only those revenue and cost are
attributed to a specific responsibility center for which such center is responsible and
which it is able to control. The theoretical background for creating responsibility
centers was made by the Agency Theory and the Principal—Agent Model based on
this theory. The main principle of this theory is a formulation of a request to
conduct a specific activity by a customer and correct execution of this activity by
an executor (Mitnick 2012). The literature defines responsibility centers in various
ways: as smaller elements of a company responsible for specific activity areas
(Finkler et al. 2007), as separate segments of a company which have a defined
complex of tasks (Grosanu and Ramona 2009). Therefore in order to increase the
performance effectiveness decentralization of company activities and responsibil-
ities for it, i.e., decomposing the company into cost responsibility centers which
goal is to strengthen the control of cost experienced by the company and the
responsibility for them becomes very useful (Urbonaite and Stonciuviene 2013).
According to Grosanu et al. (2011), once the business subject is divided into
responsibility centers its management becomes simpler and more effective.
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Every modern company that desires to successfully operate in the market and
develop its business must plan its activities, i.e., create strategic and tactical goals,
determine its implementation process and measures and foresee the results of its
activities. According to Kalcinskaite (2006), if a company wants to implement an
effective budgeting system, at first it must formalize its management structure and
budgeting system becomes vital only when the company implements managerial
accounting. The author of this article agrees with the opinion of Samuelson and
Marks (2006) who assert that while making forecasts much useful information must
be collected which has to be taken into account while making future decisions
regarding the activities and management of a company; and the result of forecasting
gains three forms: firstly, it is a forecast itself, secondly—a relation between
forecast and economic variables which influence it is determined, and thirdly, the
precision of the forecast is being evaluated. Reasonably created cost budgeting
system would allow the companies to purposefully plan their activities and effec-
tively use material and other resources, help to optimize costs of the company and
maximize gained benefits. However, no planning system can be effective without
an effective control system (Arlinskaite and Tamuleviciene 2014). In general, the
control is understood as a strive to ensure the goals of organization while monitor-
ing and supervising all areas of company activities. Control of budget implemen-
tation is a process in which deviations from budget indicators are determined and
measures to eliminate such deviations are foreseen. Gaizauskas and Martinavicius
(2013) analyze two essential aspects which influence the performance of budget
control—the distribution of responsibilities and assessment of deviations level
analysis.

The companies must prepare such budgeting system which would allow to
determine occurred deviations in their primary stage which in turn would allow
to find the reasons of deviations and adjust the plans or even directions of company
activities (Libby and Lindsay 2007; Shastri and Stout 2008). Most companies think
that the budgeting system works effectively only when company employees
(responsibility centers) responsible for preparation and implementation of specific
budgets are interested in this.

Objectivity of received information is very important in the analysis of proactive
cost management directions. The author agrees with Mackevicius and Daujotaite
(2011a) who state that performance audit is one of the most important control
measures (other measures might include strategic planning, budget programming,
etc.) which help to improve the accountability and ensure adequate resource
management of organizations. Basically performance audit include identification
of weak areas in main activities which lie in processes, inappropriate management
or weak internal control, revelation of improvement possibilities and providing the
recommendations. Performance audit motivates the audit subject to pay more
attention to economy, effectiveness and performance of activities and provided
recommendations help to improve the performance, save resources, reduce costs,
improve quality of service, strengthen management, administration and organiza-
tional processes and reach predetermined goals. Besides three mentioned elements
of performance auditing (economy, effectiveness and performance) Barzelay
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(1997) adds verification of information, risk evaluation, review of best practice and
review of managerial audit. Performance audit is an essential part of regulation
system which allows to reveal how companies organize and conduct their activities
and implement tasks which are dedicated for them. Revealed deviations from
established standards or violation of principles of legitimacy, economy, perfor-
mance or effectiveness allow the companies to undertake specific actions and
improve the situation (Mackevicius and Daujotaite 2011a).

Barzelay (1997), Pollitt et al. (1999), Power (1997), and Waring and Morgan
(2007) state that performance audit is an added-value creating supervising and
evaluating function which, based on systematic view, enables the companies to
improve the effectiveness of management, control and supervision processes.
Performance audit: (a) is a process which includes consecutive realization of
supervising and evaluating function; (b) highlights problematic performance
areas; (c) analyzes and evaluates the efficiency of resources, effectiveness of
performance processes and (or) results performance and its impact; (d) creates
added value which occurs in evaluations, conclusions and recommendations pro-
vided by performance auditors that allow to improve the activities of the company
and modernize the management (Daujotaite 2011).

The dictionary of international words define the term “effectiveness” as a ratio
between a result and cost necessary to reach it or a level of its conformation.
Effectiveness is understood as a criterion which is used to evaluate company
performance using its resources. The resources must be distributed in such way
which would bring maximum possible net benefits. Alinaitwe et al. (2009) define
effectiveness as company’s capability to implement its mission through strong
management, leadership and dedication towards the goals. While talking about
the effectiveness Jewell (2002) insists that costs of resources must be taken into the
account and analyzed. In the opinion of Mackevicius and Daujotaite (2011b) the
evaluation of resource usage effectiveness should include the comparison of per-
formance results with the resources which were necessary to obtain these results.
Henri (2006) analyzes following main functions which are common for all systems
of performance measurement:

e Control which is understood as a classical feedback, a comparison of
predetermined goals and performance results and adjustment of activities once
it is necessary.

» Concentration of attention—signals which help to answer the question about
where the problem is.

« Strategic decision making. Measurement information together with determined
reason consequences, determined goals and links of internal processes allows
choosing the most suitable decision option.

» Justification. Systems of performance evaluation can be used to substantiate or
justify made decisions.

Traditional economy models analyze cost while calculating main relative indi-
cators which are provided below:
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¢ Analysis of cost structure and its changes which allows determining the changes
in costs and its structure.

¢ Costs of sold production for one turnover Eur is a significant indicator because
the lower its level the bigger profit company gains for the production sold. This
indicator helps to evaluate the effectiveness of company business and shows its
capabilities to control the costs.

¢ The trend of reducing the indicator of activity costs for one turnover Eur might
show that the company has a well prepared policy of cost reduction (more
detailed indicators might be calculated, including the ratio between turnover
cost and turnover revenue, or the ratio between total and administration cost and
sales revenue).

e Performance costs for one profit Eur show what part of profit from main
activities is used to cover the costs.

* Degree of operating leverage is defined as a percentage change of company’s
profit before interest and taxes when turnover changes by one unit. This indicator
shows business risk of a company: the higher the degree of operating leverage,
the bigger the business risk of company, because even a small decrease on
turnover amount might lead to a big decrease in business profit.

4 Model of Proactive Cost Management

After analyzing the literature regarding proactive cost management the research
author have concluded that in a modern company proactive cost management is
directly related with: implementation of managerial accounting system; decentral-
ization of company activities and responsibilities for them, i.e., creation of respon-
sibility centers; planning of activities; choice and application of modern accounting
methods; usage of control measures; measurement of performance effectiveness.
While summarizing the results of the research a model of proactive cost manage-
ment in a modern company was created (Fig. 1).

Model of proactive cost management which is provided in this work shows the
correlation between the concepts of strategic goals of the company, levels of cost
management and external environment. The proactive cost management presup-
poses active company position in terms of environment, its ability to change current
order in its business environment, search for possibilities rather than wait till
problems arise which will force to search for non-optimal and reckless decisions,
accepting full responsibility for results of the company activities in a long term.

Strategic company goals presupposes goals which are created for specific cost
responsibility centers which implementation directions and measures must be
predetermined in the processes of budget preparation, which are further integrated
into a unified system of company budget. When business environment condition
changes or strategic goals of the company are being adjusted, the goals of cost
responsibility centers must be altered as well. When the company uses accounting
based on responsibility areas, depending on variety of production technology and
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Fig. 1 Model of proactive cost management

production range, such amount of separate responsibility centers are created which
would allow to control all the activities. Due to this reason, Grosanu et al. (2011)
state that the number of responsibility centers is determined by a desire to reach
planned effectiveness of cost usage and control all the costs.

In order a company wants to ensure the vitality of budget system it is crucial to
have a flexible and open for changes managerial accounting and modern methods of
cost accounting which would allow collecting information necessary for manage-
ment. Objectivity, timeliness and precision of information helps to control and
reveal how economy, performance and effectiveness principles are being
implemented and also creates opportunities to notice possible directions of changes
in business environment in a timely manner, which in turn enables the company to
adjust its strategic goals and plans.

The process of budget implementation control starts before confirming the
budgets and lasts during all the implementation period including reviews and
adjustments (Arlinskaite and Tamuleviciene 2014). Preparation and control of
cost budgets becomes an important measure ensuring successful performance of
the company as it allows to operatively monitor business status and results, and
constant comparison of actual results to planned results helps to reveal the defi-
ciencies in time and effectively solve arising problems. Performance audit in this
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model of proactive cost management is understood as an effective measure of
control which is dedicated to promote companies to pay more attention to economy,
effectiveness and performance of their activities; and provided recommendations
help to save resources, reduce costs and reach predetermined goals. From the other
side, performance audit helps to identify not only present but also possible future
problems which can have a negative impact to the performance of the company
(Mackevicius and Daujotaite 2011b).

Measurement indicators of performance effectiveness identify current situation
and determine main areas of improvement. With changing business environment
conditions and internal potential of the company, the importance of performance
evaluation (measurement) increases. I agree with Choong (2013) who states that in
today’s knowledge economy one is looking for the best way of evaluating the
performance which could improve the effectiveness of the company. All companies
must be interested in developing and implementing an efficient performance eval-
uation system which would help to maintain company position in the market.

5 Conclusion

The analysis of literature has shown that cost management is not always directly
related with cost reduction. Cost management strategy must be a goal of every
company which wants to achieve its strategic and tactical goals, and if company
seeks for strategic changes and competitive advantage proactive cost management
is one of the main areas of activities. In the period of rapid changes proactiveness
becomes essential and mandatory feature of the companies.

Volatile environment forces companies to accept strategic orientation which is
defined by innovation, proactivity, search for possibilities and flexibility. Proactive
cost management integrates all elements of purposeful cost management policy and
directly correlates with changes which are driven by internal and outer
environment.

Main directions of proactive cost management system in a modern company are:

» Decentralization of company activities and responsibilities, creation of centers
which are responsible for cost, and which goal is to control cost incurred by the
company and strengthen the responsibility for such cost.

e Planning of activities which allows purposefully planning the activities and
efficiently using material and other resources, helps to optimize cost of the
company and to maximize benefits which it brings.

» Flexible and open for changes management accounting, orientated to control the
activities, assets and business, management of financial indicators and quality,
and modern methods of cost accounting.

* Auditing of activities as an effective control measure dedicated to promote
companies to pay more attention to economy, effectiveness and performance
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of their activities, and providing recommendations which include fund saving,
reduction of cost and seeking determined goals.

¢ Indicators measuring the effectiveness of activities identify present situation and
foresee main directions of improving the activities.

e Created model of proactive cost management in a modern company eliminates
casual and reckless management decisions and works as a precautionary mea-
sure which helps to avoid problems.
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The Impact of Adopting Corporate
Governance Principles in Romania:
Economic Performance or Just Good
Practices?

Seria Crina

Abstract The paper intends to capture the importance Romania gives to corporate
governance domain. The study wants to outline the extent to which listed compa-
nies on the Bucharest Stock Exchange respect the principles of corporate gover-
nance, whether they offer explanations and whether this compliance leads to a
better performance of the companies. Another objective is to capture the capacity of
the entities to attract more investors through the compliance with corporate gover-
nance. The study is based on a sample of 16 listed non financial companies from
Romania. When referring to the results, the computations show that the companies
from the sample respect more than 70 % the code of corporate governance, as these
entities declare. Using the regression analysis, it was concluded that less than a third
of the compliance with corporate governance principles leads to a higher perfor-
mance, but it seems there is no clear relationship between the level of compliance
with corporate governance principles and the attractiveness of the companies.

The analysis of the “Comply or Explain” statement for the selected companies
from Romania highlighted some weaknesses related to the attitude towards the
conformity with corporate governance principles.

Keywords Corporate governance ¢ “Comply or Explain” statement ¢ Profitability o

Romania

1 Introduction

Corporate governance is a subject that is considered as being more and more
interesting, many articles being written in this matter. Nowadays, the importance
of intensifying the good corporate governance implementation -efforts is
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highlighted in the literature and also in practice. Companies started to include many
information related to the elements of corporate governance on their web sites in
order to be more transparent and to attract more investors.

It can be observed that organizations become oriented towards the corporate
governance principles implementation and usually, they focus on maximizing their
perfomance. This paper intends to briefly analyse the content of the Romanian
corporate governance code, to capture the importance the companies from Romania
offer to corporate governance by examining the “Comply or explain” statement and
to see if the compliance with principles is only a good practice, in line with
nowadays demands and requirements or it is a road that leads to an improvement
in the performance of the company. The originality of this paper consists in its
attempt to observe whether the degree of compliance with corporate governance
principles, as it is understood by companies, has an impact on the performance of
the company and on its ability to attract investors and to provide a deeper analysis
on the causes that lead to non compliance, as companies declared.

2 Literature Review

2.1 Corporate Governance in Romania

It is considered that in Romania the year 2000 was a starting point for corporate
governance existence and incorporation in the Romanian economic life. It was a
beginning from different point of views, both regulatory and conceptual (Feleaga
et al. 2011). The first Romanian code of corporate governance was adopted by
Bucharest Stock Exchange in 2001, but at that point, only one company decided to
respect the code, the target being the public companies listed on the Bucharest
Stock Exchange. Feleaga (2008) mentions some causes for the failure in adopting
the code before 2008, like the insufficient implication of stakeholders in the
decision-making process, deficient control mechanisms. A recent attempt to create
the basis for a corporate governance climate in Romania was made in 2008, when a
new code of corporate governance was adopted by the Bucharest Stock Exchange,
the landmark being the OECD principles and entered into force in 2009 (Feleaga
et al. 2011). The code is applied on a voluntary basis (Grosu 2011).

Considering the main aim of the paper, namely to observe the link between the
compliance with corporate governance code and the performance of the company,
it is relevant and important to present the corporate governance principles. The
Romanian Code of Corporate Governance contains 19 principles that companies
should respect. The first principle states that companies should adopt a transparent
corporate governance framework that will be presented in an adequate manner to
the public. Principle number 2 mentions that companies should respect share-
holders’ rights and guarantee an equitable treatment. Companies will settle a policy
of effective and active communication with shareholders, according to the third



The Impact of Adopting Corporate Governance Principles in Romania: Economic. . . 183

principle. Principle number 4 mentions that companies are administered by a Board
of Directors that meets on a regular basis and makes decisions that give it the
possibility to fulfill its functions in an efficient way. Principle 5 states that the Board
of Directors is accountable for its management and will ensure the sustainable
development and progress of the entity by acting in the best interest of the company.
Principle 6 is related to the need for ensuring an equilibrium of executive and
nonexecutive directors, while the next principle refers to the independence of
non-executive directors. In this regard, it is important that a sufficient and proper
number of non-executive directors shall be independent. According to the eighth
principle, the members of the Board of Directors will ensure the assessment of the
activity of executive directors. Principles 9 and 10 are referring to the appointment
of directors that must be a transparent and rigorous procedure. Principle 11 is
related to the remuneration policy for directors that must be in line with the long
term interests of the company. Principles 12 and 13 are related to transparency,
financial reporting, internal control and risk management. They state the fact that
information related to corporation such as ownership and governance, financial
situation and performance of the company must be disclosed on a timely, precise
and correct basis, so that all stakeholders can have access to them. Moreover, strict
rules will be designed by the board in order to guard the interests of the company in
fields like internal control, risk management and financial reporting.

The Romanian Code of corporate governance presents elements regarding
conflicts of interests and related parties transactions through describing the princi-
ples 14, 15 and 16. The members of the Board of Directors must take decisions
considering the interests of the company, without creating a conflict of interests
between their individual interest and the entity’s interest on the whole. The 17th
principle is related to the treatment of the corporate information, considering that
managers and directors have the responsibility to respect the confidentiality of
documents and information related to the company, while the 18th principles is
related to the corporate social responsibility. The last principle is related to man-
agement and control systems. It is considered that a culture of transparency,
responsibility and continuous development is created and shaped through the
code of corporate governance (Chiper 2010).

2.2 Relevance of the Statement “Comply or Explain”

The corporate governance principles are not obligatory, being in the form of
recommendations. Accordingly, every country and company can implement after
adapting these recommendations considering the specific features (Todorovic
2013). In the literature is considered that the “Comply or Explain” model offers
flexibility translated into the capacity to stimulate entities to adopt the spirit of the
code, more than the letter and leads to a better governance (Faure-Grimaud
et al. 2005). The “comply-and explain” principle is seen as being a core element
of the majority of corporate governance models (Seidl et al. 2009). It is considered
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that flexibility provided by the “comply and explain” approach can improve the
quality of corporate governance. International best practices consider relevant and
useful the adoption of the “comply or explain” principle-based corporate gover-
nance (Reddy and Sharma 2011).

2.3 Corporate Governance and Performance: Relevance
Jor Investors

It is considered that corporate governance has an impact on maintaining the
confidence of investors and in attracting foreign investments (Tchouassi and
Nosseyamba 2011). Moreover, an important aspect is the maximization of the
value for shareholders as a social aim for companies. From the investors point of
view, corporate governance can be seen in the same time a pact to pay back a fair
return on the invested capital and an agreement to administer a company in an
efficient manner (Tchouassi and Nosseyamba 2011). Moreover, it is stated that
good corporate governance can strengthen the notoriety and prestige of an entity.
Subsequently, this fact can make the organization more attractive to stakeholders,
including here also investors.

Many researchers support the idea that well governed firms attract more inves-
tors. Todorovic (2013) mentions that there are two main aspects representing the
basis for the investors decision to provide resources for a company: profitability
which guarantees the return on investment and the degree of implementation of the
principles of corporate governance. The impact of the implementation of corporate
governance on performance of companies was a matter of concern for many
researchers. Todorovic (2013) concluded that organizations with a greater degree
of implementation of corporate governance principles will have a higher net profit
margin and an increased earnings per share. Many specialists include in their
articles the idea that good corporate governance increase the profitability, such as
Velnampy (2013), Yusoff and Alhaji (2012), or Lama (2013).

3 Methodology

In order to observe whether there is a connection between the compliance with
corporate governance and the performance and profitability, quantified through
return on equity and return on assets, it was considered as being relevant and useful
to analyse the Declaration “Comply or Explain”. Return on assets is the ratio
between the net profit and total assets, while the indicator return on equity is the
rate between the net profit and the shareholders equity and shows the efficiency of
managing the equity of the company. Analysing these declarations is important,
because they are a way of assessing the attempt and ability to comply with
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corporate governance standards and principles. In order to observe the degree of
respecting the guidelines the Romanian code of corporate governance proposes, it
was computed for each corporate governance principle a percentage of compliance.
Afterwards, it was computed the level of compliance with corporate governance
principles for each company on the whole.

The study is based on a sample of 16 listed non financial companies from
Romania, being considered only entities that presented on their official web sites
the declaration “Comply or Explain” for the year 2013, in order to describe the
nowadays reality in this emerging country, in terms of corporate governance. The
methods used are the direct observation of the available documents related to
corporate governance, entity performance and also the indicators included on the
Bucharest Stock Exchange web page for identifying variables like the number of
trades per year, price per book value and earnings per share. Through this empirical
study, the author focuses on a quantitative assessment in order to test the way the
compliance with corporate governance is translated into a higher performance.

In order to observe the degree of respecting the guidelines the Romanian code of
corporate governance proposes, it was computed for each corporate governance
principle a percentage of compliance. As mentioned earlier, the Romanian code of
corporate governance comprises 19 principles, each principle consisting in different
numbers of recommendation, and more than that, some recommendations are
explained through a number of questions. It was built a rating system, with a
point if the answer at the questions was “yes”, or a score of zero when the answer
was ‘“no”. Afterwards, it was computed the level of compliance with corporate
governance principles for each company on the whole, the results being presented
in the Table 1.

It can be observed that on the overall, the companies from the sample respect in a
proportion of 77 % the corporate governance principles. The next step for the
analysis was to observe whether there is a connection between the degree of
compliance with the principles of corporate governance and the performance of
the company, measured through return on equity and return on assets.

The aim was to observe whether the compliance with corporate governance
principles can influence the performance of the company. In this regard, there were
made regression statistics. There are some previous studies where the influence of
compliance on the financial performance is measured through regression analysis
(considering the dependent variable the return on equity and afterwards, the return
on assets). The coefficient of determination R-squared indicates the percentage of
the dependent variable that is explained by the regression equation selected indi-
cators. As it can be seen from the Table 2, R square is 0.2768, showing that only
27 % of the return on equity variable variation is explained by the independent
variable the degree of compliance with the principles of corporate governance. The
p-value is useful in determining the significance of the results. Considering the fact
that p-value level is 0.03 when testing the relationship between the compliance with
corporate governance principles and the return on equity, it can be considered that
the test is statistically significant, considering the fact that is lower than 0.05.

According to Table 2, this relationship is the only one statistically significant.
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Table 1 Companies from the sample and their index of compliance with the corporate gover-

nance principles

Index of compliance Index of compliance
with the corporate with the corporate
governance principles governance principles
Company (%) Company (%)
Petrom 88.24 Impact developer | 82.68
and contractor
SNTGN Transgaz SA | 80.39 S.C. 50.82
Mediag Electromagnetica
S.A.
S.C. Biofarm S.A. 74.74 Grupul industrial | 72.32
electrocontact
S.A.
S.C. Vrancart S.A. 75.65 S.C. Dafora S.A. | 52.78
C.N. 85.59 S.C. Compa 86.76
T.E. E. Transelectrica S.A. Sibiu
S.A
S.N.G.N. Romgaz S. 68.43 Boromir Prod 84.12
A. S.A.
Prefab SA Bucuresti 92.81 Sc Alumil Rom 70.36
Industry Sa
S.N. Nuclearelectrica | 90.69 S.C. ALRO S.A. | 79.15
S.A.
Overall degree of compliance with the principles | 77.2 %
of corporate governance

Table 2 Summary output for regressions analysis

Summary output for

Variables regression analysis
Independent variable Dependent variable | R square p-value
The compliance with corporate gover- Return on equity 0.27683262 | 0.036301278
nance principles Return on assets 0.207649026 | 0.076088449
Number of trades 0.019531127 |0.605704632
per year
Price per book 0.037169417 | 0.474378088
value
Earnings per share | 0.00780227 | 0.744955803

On the other hand, the regression where it was tested the connection between
return on assets as a dependent variable and the independent variable the degree of
compliance with the principles of corporate governance is not statistically signif-
icant, because the p-value is 0.076 > 0.05. Moreover, I considered as dependent
variables the number of trades per year, price per book value and earnings per share,
the independent variable remaining the degree of compliance with the principles of



The Impact of Adopting Corporate Governance Principles in Romania: Economic. . . 187

corporate governance, because the intention is to observe if there is a relationship
between the level of compliance with corporate governance principles and the
attractiveness of the companies. After using the regression analysis, I observed
that the resulted coefficients of determination, meaning the percentage of the
response variable variation that is explained by a linear model, are very low for
each of the dependent variables referring to attractiveness of the organizations. This
shows that there is no visible influence of the degree of compliance with the
principles of corporate governance on the attractiveness of the company, as Table 2
demonstrates. However, the test is not statistically significant, considering that the
p-value is much higher than 0.05. This might mean that the results might change if
the study is extended on more companies.

4 Conclusions

In the literature it is mentioned the idea that corporate governance is a tool to
promote economic growth and to increase the performance of the companies. The
main aim of the paper was to observe whether better governed Romanian
non-financial organizations as measured by the compliance with corporate gover-
nance principles indicator have a greater financial performance for the year ended
2013. The starting point of the study is the idea that a strong corporate governance
leads to an effective and valuable usage of resources and diminishes the risk of
fraud, this aspect being translated into an increase in the performance. However,
after conducting this study, it was concluded that only the indicator return on equity
seems to be influenced by the implementation of corporate governance principles in
a statistically significant manner.

The computations made reveal that the companies from the sample respect more
than 70 % the code of corporate governance on the overall, considering the answers
and explanations included in the Comply and Explain Statement. However, a
limitation is the narrow sample, being included only companies that disclosed on
their web site the “Comply or Explain” Statement.

The research revealed that less than a third of the compliance with corporate
governance principles results in a higher performance, but it seems there is no
evident relationship between the level of compliance with corporate governance
principles and the attractiveness of the companies. The implementation of corporate
governance principles should increase the attractiveness of the entities, considering
aspects like an increased transparency, compliance with shareholders’ rights, fair
treatment of shareholders.

The paper also intends to shed light on the reasons behind the non-compliance
because, according to the computations, on the whole, almost a third of the
corporate governance principles are not obeyed. A conclusion was that usually,
companies from Romania do not have a specific set of rules referring to the
reporting conduct and obligations of the transactions of the shares made on their
name by the directors and other persons. Moreover, some companies from the
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sample affirm that the Board of Directors has not passed specific procedures in the
sense of providing their procedures accuracy (identification criteria of the signifi-
cant transactions which are relevant for transparency, non-concurrence and objec-
tivity) for defining the transactions, because it considers the existing and suitable
law and legislation is sufficient, being the case of SNTGN Transgaz SA Medias.
S.N.G.N. Romgaz S.A. is a special case, having a low index of compliance with the
principles of corporate governance because the company did not have a corporate
governance regulation, due to the admission to trading that was made at the end of
the year 2013. For this reason, many recommendations were not considered in the
year ended 2013.

The conducted research shows there is a well known company, namely
S.C. ALRO S.A., which surprisingly has no special department dedicated to the
relation with the investors, this function being externalized. Moreover, there are
companies that do not respect the balance between dependent and independent
members, like S.C. Electromagnetica S.A. and S.C. Dafora S.A. In case of
S.C. Electromagnetica S.A., not only the public cannot receive an explanation for
the incapacity of the company in ensuring a sufficient number of independent
members of the Board of Directors, but there is disclosed the information that not
even one member is independent.

The companies from Romania seem to have a problem in understanding and
acknowledging the benefits of developing an Audit Committee and consultative
committee, like Remuneration and Nomination Committee. Some disclosed rea-
sons are the lack of necessity of creating consultative committees and the belief that
the managerial experience and the professional training of the members of the
Board allow them assess periodically aspects related to internal audit. Prefab SA
Bucuresti company declares that the organization discloses the information only in
Romanian language, but it mentions that in the future will consider the information
presentation in English.

It can be relevant to extend this study in order capture the attempt to comply with
the provisions of the corporate governance by companies from different countries
and considering more years, not only one, in order to make a snapshot of the efforts
organizations are making when referring to corporate governance culture.

Based on the previous mentioned aspects, it appears that companies from
Romania should be more involved when referring to corporate governance context.
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The Importance of Marketing and Its
Influence on a Company’s Financial
Performance

Jurijs Kuznecovs and Tatjana Tambovceva

Abstract Recent years have seen an increased appreciation of the importance of
marketing and of its significant contribution to financial performance. This paper
uses mixed methods research in order to analyse the results collated from a survey
and from secondary research in order to evaluate the contribution which is made by
marketing to the financial performance of ice-hockey club Dinamo Riga. A random
sample of ice-hockey Arena visitors was invited to the survey and there were 1200
respondents involved. The survey and research covers the time period of September
2014 to present time. It is argued that effective marketing strategies are likely to
have a positive effect on the financial performance of an organization, by acting as a
resource which can be utilised by the firm in order to create competitive advantage,
thus increasing market share and profitability, and as a competency which can be
used in order to improve financial performance by means of increasing customer
satisfaction.

Keywords Effectiveness ¢ Marketing « ROMI ¢ Measurement ¢ Financial
performance

1 Introduction

Marketing constitutes a system for gathering knowledge about the market, in which
companies try to distribute and promote products, identify trends and predict or
influence the behavior of competitors and consumers (Sychrova 2012). Marketing
know-how is essential for the successful commercialization of ideas, and in the
current globalizing and fragile market, companies cannot afford to ignore its
importance (Jaakkola 2006). Various studies have highlighted a correlation
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between marketing; for example, Kotler (1999) argues suggests that marketing is
central to the achievement of general growth revenues in the company through the
achievement of long term competitive advantage. Despite this, marketing has
traditionally been considered less strategic than the operational-functional elements
in companies, although Hunt and Lambe (2000) argue that marketing has becoming
increasingly holistic in its scope in recent years, with marketing approaches involv-
ing the analysis and selection of product, target markets, promotion, brand devel-
opment and channels of distribution. The aim of this paper is to analyze both
theoretical and empirical perspectives into the extent to which a firm’s marketing
strategy can contribute to its financial performance, and to apply these theories to
the analysis of statistics pertaining to the existing marketing policy of the HC
“Dinamo” in Riga, Latvia.

2 Literature Review

Authors try to provide a detailed overview of the research, which has been
published concerning the extent to which the marketing activities, which are
adopted by company, can contribute to its financial performance. It begins with
an overview of the theoretical perspectives in this area, discussing the ways in
which marketing activities can be conceptualized as either a competence or a
resource. It then examines a variety of empirical studies, which have been
conducted which examine the correlation between marketing and financial perfor-
mance, and discusses the difficulties, which are associated with measuring the
effectiveness of marketing activities.

Proponents of resource allocation theory argue that marketing plays the role of
an organizational resource, in that it has the potential to allow an organization to
produce more efficiently and therefore represents a significant contribution to the
overall value of a firm (Hunt and Arnett 2006). This is expanded upon by Sanchez
et al. (1996) who argue that marketing can be viewed as a ‘competence’, in other
words, it consists of the ability to ‘sustain the coordinated deployment of assets in a
way that helps a firm to achieve its goals’. Proponents of this theoretical framework
argue that a firm’s marketing strategy is comprised of highly complex,
interconnected networks of both intangible basic resources (a range of organi-
zational procedures and policies, as well as the knowledge and skills of employees)
together with tangible basic resources (relating to specific machinery) which
interact in a synergistic manner and make it possible for market offerings to be
made available by the firm in an effective manner (Hunt and Arnett 2006).

It is argued by Kim and Richarme (2010) that the principal way in which
marketing can contribute to financial performance is therefore through the creation
of competitive advantage for the firm, because it gives rise to the creation of
marketplace offerings which are valued by consumers within that market segment
and can be used as a resource which is used by a firm in competition with its rivals.
However, the proponents of the ‘marketing as a resource’ framework frequently fail
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to discuss in detail the mechanisms by which marketing can contribute to financial
performance, since competences are, by nature, ‘difficult to accurately describe and
are deeply rooted in action, commitment and involvement in a specific context’
(Kleinaltenkamp and Ehret 2006). A variety of other theoretical studies have
succeeded in explaining the nature of the relationship between financial perfor-
mance and marketing. For example, Srivastava et al. (1998) argue that an effective
marketing strategy has a positive effect on shareholder value by creating valuable
brand equity, increasing customer satisfaction, contributing to the value of research
and development activities, and building up product equity.

These arguments have been supported by various empirical studies. For exam-
ple, Fornell et al. (2006) find that customer satisfaction is significantly positively
correlated with stock prices, with higher levels of customer dissatisfaction also
being likely to reduce the future stock returns of a company. Mizik and Jacobson
(2008) also demonstrate in their analysis of a sample of two hundred firms that the
value of a firm’s brand equity, as measured by familiarity with brand name and
brand attitude, has a significant impact in explaining the stock return of a company.
It is important to bear in mind, however, that these arguments are complicated by
the fact that finance activities can also affect the outcomes of marketing strategy,
thus confusing the causal direction of the relationship, since it may be possible for
increased cash flow volatility or stock returns to reduce marketing expenditures,
thus reducing expenditure on R&D and advertising activities (Kleinaltenkamp and
Ehret 2006). Furthermore, capital markets may also affect the decisions which are
made by companies concerning whether they abandon, change, or maintain various
marketing initiatives (Markovitch et al. 2005).

Several other empirical studies have been conducted which examine the contri-
bution that marketing has to financial performance, although the effectiveness of
these studies is complicated by the difficulty of measuring marketing effectiveness.
Solcansky and Simberova (2010) define marketing effectiveness as the quality with
which managers apply their knowledge on the market in order to optimize their
spending in order to achieve positive results. However, Kao et al. (2006) finds that
assessment of the efficiency of expenditures for distribution, promotion and other
marketing action variables requires models of consumer response often not very
well represented by standard economic production functions. This issue has been
dealt with by some researchers who have chosen to adopt standardized tools of
marketing performance measurement (MPM) which measure the efficiency of
marketing, performed through aligned focus on strategies, marketing activities
and metrics with business goals (Collins 2007). Another metric which has been
used within studies, which focus on measuring the effectiveness of marketing is the
indicator of Return of Marketing Investment (ROMI)' which describes the quality
of both short and long-term processes of optimization in the expenditure of

"ROMI is the quantifiable contribution that can be attributable to marketing, divided by the
quantified cost of marketing. Marketing spending is usually expressed in the current period
quantified expense.
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marketing based approaches leading to the achievement of palpable results for the
company.

Performance management is one of the most important processes applied to
operations such as logistics, manufacturing and product development. The goals of
these processes are the achievement of key outcomes leading to optimization of
company’s performance. MPM, by way of contrast, is more focused on detailed
measuring, analyzing and managing marketing performance to maximize the return
of investment (ROI) of marketing (Ament 2008), with three elements in the mire:
the data, metrics and analytics.

Sychrova (2012) considers the measuring of effectiveness of market activities
between the most important activities of each company and analyzes it with help of
statistics. These methods study the influence of the company’s size on the choice
and measure of the effectiveness of marketing activities, while finding that when
searching for business opportunities, companies in the first place opt for marketing
activities such as definition of marketing goals, monitoring of the needs of target
customers, or measuring customer satisfaction. This study highlights an interesting
feature of marketing effectiveness measurement, namely that there is no direct
relationship between the marketing effectiveness measurement methods and the
size of the company, while the basics of commercial success of all companies is
continuous orientation to customers.

An empirical study conducted by Park and Bai (2008) examines the financial
contribution which is made by marketing strategy by focusing specifically on brand
loyalty. Smith and Wright (2004) argue that firms which have strategies in place
which ensure a higher level of brand loyalty are significantly more likely to have
higher levels of customer loyalty, and consequently higher levels of revenue growth
and profitability, thus creating a competitive advantage. This is expanded upon by
research conducted by Kroenert et al. (2005) within the information technology
industry, which finds that those companies which have more valuable brand equity
are also likely to have higher levels of customer loyalty, as measured by repurchase
intentions, future purchase levels and reference ability, and find that these factors
are also correlated to the percentage of revenue growth during the period. The
correlation between brand equity and financial performance is not only confined to
information technology, and has also been highlighted by Kim et al. (2003) who
examine the relationship between brand loyalty, brand image, perceived quality and
brand awareness with financial performance within twelve luxury hotels. Their
findings indicate that the factors of brand image, brand awareness and brand loyalty
are the elements which are most likely to be correlated with increased revenues,
with perceived quality having the smallest effect (Kim and Richarme 2010).

Other studies have examined the relationship between marketing and financial
performance using different channels. For example, Tellis and Johnson (2007)
argues that firms with more effective marketing strategies are more likely to affect
shareholder value when new products are launched due to the higher perceived
quality of such products. This is reiterated in a study conducted by Pauwels
et al. (2004), which find that marketing actions have a significant impact on



The Importance of Marketing and Its Influence on a Company’s Financial. . . 195

top line, bottom line and stock market performance when sales promotions are
adopted to promote new product launches.

McAlister et al. (2007) concludes that marketing affects the share price of a firm
by means of research and development, since firms which have more effective
marketing strategies are more likely to have effective R&D activities which will
have a positive impact on investors’ beliefs about its long term value. This is
confirmed in a regression analysis conducted by Eberhart et al. (2004) who never-
theless argue that, while increased R&D has a long term positive effect on operating
performance stock return, typically, several months elapse before it is possible for
the market to reflect the full value of these R&D activities. McAlister et al. (2007)
argue that marketing can have a positive impact on firms’ financial contributions
since the concomitant increases in R&D and advertising can lower the firm’s
overall level of systematic risk.

Tsoutsoura (2004) link effective marketing activities to corporate social respon-
sibility (CSR), arguing that those firms which have more effective marketing
strategies in place are more likely to have strong commitments to CSR, which in
turn increases the market value of the firm by increasing customer satisfaction and
fulfilling shareholder expectations in governance transparency and in the belief that
corporations should report on their economic, environmental and social
performance.

The close correlation between marketing and financial performance can also be
seen in the cases of large corporations such as Nike and Adidas. Nike, which owns
more than 47 % of the market share for athletic ware, has adopted a marketing
strategy which is based upon working with elite athletes in order to sponsor specific
sporting brands, with celebrities including Michael Jordan, Rafael Nadal and Kobe
Bryant (Nike Annual Report 2013). In 2013, they increased their marketing spend
by 33 %, focusing on attracting a younger audience through the use of social media.
During the same year, Nike experienced positive financial performance, with a
57 % increase in profitability and a doubling of marketing capitalization. This was
also accompanied by an increase in annual revenue to USD 24 billion (Nike Annual
Report 2013). While it is unclear whether there is any causal relationship between
the increases in marketing spend and the increase profitability, comments which
were made by Parker, the Nike CEO, directly attribute their improved performance
to the ‘effectiveness of their marketing strategies’ (Nike Annual Report 2013).

A similar correlation between increased marketing activities and financial per-
formance can be seen in the case of another large athletic wear corporation, Adidas.
In 2013, Adidas launched and successfully marketed its new Nitrocharge 1.0
football boot, which was supported by its largest ever (non World Cup) integrated
marketing campaign (Adidas Annual Report 2013). This was accompanied by a
campaign to increase the extent to which users en gaged with the company’s social
media platforms, with the launch of its jump challenge (which stated that those
people who could leap up to grab the Nitrocharge football boat from a shelf ten feet
above the ground would be able to walk away with them for free) (Adidas Annual
Report 2013).
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3 Hypotheses

As has been mentioned before, this study is based on the attendance and existing
marketing policy of the HC “Dinamo” (Riga, Latvia, EU). A number of hypotheses
have been formulated, based on the review and previous analyses in sport market-
ing. In order to conduct an analysis of the behavior of the consumers, five hypo-
theses were prepared for the study which will be tested within the article.

H1: The largest proportion of the event’s visitors is middle-aged men, who support
one favorite team.

This hypothesis is necessary to understand the potential market of the sport
event (age, gender) and gives the opportunity to adopt the marketing policy for
this market in order to ensure that it is tailored to meet the social and demo-
graphic characteristics of the target consumer.

H2: The team’s current performance influences the number of people who will
attend matches in the future.

It is important to understand the key factors that influence the attendance of a
sport event. The preferences of the visitors are the key factor that should be
considered in any marketing strategy which is formulated.

H3: The result of the hockey match has an impact on the visitor’s attitude towards
the next event.

It is highly important to understand the loyalty of the visitors to predict the
likely attendance at the next event.

H4: The more interaction with the public there was in the club, the better the
commercial results.

If the hockey match is the core of the event, than the second most profitable
section is “sub-performance”, in other words additional services which Club
offers for the consumer/visitors. It is therefore essential to be able to analyze
whether the company is fully promoting its additional services in order to
increase customer loyalty and to boost its financial performance.

HS: There is a real need for different entertainment, beverages and shops during
the game.

This hypothesis comes together with H4, but reflects the more specific wishes
of the visitors. As mentioned before, the additional services which are provided
at the event constitute the second most valuable part of company’s income and
being aware of the preferences of consumers would allow the company to
determine how its services can be improved in order to better meet the require-
ments of customers and to further improve its financial performance.

He6: Existing marketing model has demonstrated high-level of customers’ satisfac-
tion and does not need any improvements.

It is highly important to understand the attitude of the visitors towards
marketing strategy of the Club. This hypothesis does not demonstrate the level
of satisfaction, but facilitates an overall review of the attitudes of customers. All
of the aforementioned hypotheses are based upon the behavior of visitors and
their attitudes towards sports events. The results of the hypotheses will be
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utilized to adjust the marketing strategies which are adopted in the future, and to
thus improve future financial performance. The hypotheses will be tested by
carrying out statistical analysis into the responses which were received to the
survey using the tools provided by MS Excel.

4 Results

The authors outline the data analysis results which has been collated and their
implications concerning whether or not the aforementioned hypotheses have been
proven or refuted. This is complemented with secondary research which has been
conducted into the type of marketing strategies which are currently adopted by
Dinamo Riga, and the current financial performance of the team.

4.1 The Testing of Hypotheses

Hypothesis 1 was tested by counting the number of men who were aged between the
40 and 44. While it would have been preferable to have included men who were
slightly older, up to their early fifties, within this category, unfortunately, the
categories which were available for people to answer did not include this option,
and it was only possible for respondents to select that they were aged between
40 and 44, or 45 and older. The results of the analysis reveal that, of the 90 respon-
dents, just seven respondents consisted of middle aged men, comprising just 8 %.
This is significantly lower than the proportion of young men aged between 25 and
29, which at 22 %, consisted of the largest proportion of attendants. A review of the
survey responses reveals that, of the seven middle aged men who attended the
game, all but one of them followed Dinamo Riga Away games, which suggests that
they were strong supporters of the team. Despite this, the fact that 71 % of the
individuals who were surveyed stated that they attended other sporting events apart
from Dinamo Riga games suggests that they are fans of sport in general, rather than
only being fans of Dinamo Riga. However, the fact that middle aged male sup-
porters only make up 8 % of the total number of supporters suggests that it would
not be advisable for the future marketing strategies to focus on individuals within
this age group as their target consumers, and that it would be more useful for them
to focus on targeting younger male consumers.

Considering Hypothesis 2, the results of the analysis reveal that the 96 % of
respondents feel that the result of the game is important to them, suggesting that the
vast majority of the people who attend the show are keen fans of the team and that
the outcome of the match and how the team perform is a significant reason for their
attendance. Furthermore, the findings of the analysis also reveal that, if ‘Dinamo
Riga’ were to lose their match, 97 % of the survey respondents would attend the
game another time. This suggests that, although the majority of the attendants are
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keen fans, their attendance is not dependent on their team winning. This is useful
information for the development of the marketing strategy, since it appears that the
decision which is made by supporters about whether to attend is affected not only
by the performance of the team, but by other factors. Consequently, it is necessary
to ensure that the overall experience of attendants is as appealing as possible in
order to ensure attendance in the future. This is a favorable outcome, since it
suggests that the level of attendance at matches is unlikely to fluctuate significantly
based upon the performance of the team throughout the season.

H3 is very similar to H2 and, the fact that 97 % of survey respondents stated that
they would attend the game another time even if the team were to lose suggests that,
the result of the hockey match is unlikely to affect their attitude to the extent that it
will influence their decision about whether to attend the following game. However,
while it could be argued, therefore, that the result of the hockey match does not have
a significant impact on visitors’ attitudes towards the next event, the questions
which were included in the survey were not sufficiently detailed as to allow a
detailed evaluation of visitors’ attitudes to be examined. In other words, it may be
that, if Dinamo Riga were to lose, visitors would feel more pessimistic and less
willing to attend a future match, although this change of attitude would not be
enough deter them from attending. On the other hand, it may be that this loss might
encourage visitors to feel more supportive of Dinamo Riga and more willing to
attend their future games in the hope that they would win. These issues were not
addressed in the questions which were asked and therefore it is not possible to
ascertain whether the hypothesis has been refuted or proved.

While it could be argued that, the fact that a loss would not produce attitudes in
visitors which would be enough to stop them from attending a future game means
that any resulting change in attitude would not be relevant to the design of future
marketing strategy, this would be mistaken. For example, the questions do not
address the possibility that, although attending a single game where Dinamo Riga
loses may not be enough to deter visitors from attending a future game, attending
multiple matches where Dinamo Riga loses might be enough to deter them.

The findings of the analysis of the results are mixed, with 54 % of those surveyed
saying that the club needed improvements. This suggests that, if improvements
were made to the club, this would increase levels of customer satisfaction, although
the fact that the survey was multiple choice and thus did not provide any oppor-
tunity for more in depth insights to be achieved means that it is not possible to
decide the nature of the improvements which need to be made in order to increase
satisfaction, and whether these improvements involve increasing the interaction
with the public. Furthermore, even if it were possible to make such improvements,
it is unclear whether this would result in an improvement in commercial results—in
other words, it is uncertain whether such improvements would be effective in
encouraging more individuals to attend matches or whether it would simply
increase the satisfaction of the existing visitors.

The range of entertainment, sales and catering services, which are offered to
visitors are of relevance to the majority of visitors, with 86 % of respondents stating
that these are things which are relevant to them. It is clear, therefore, that, in
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addition to watching the team play, such services are an important factor in
ensuring that the experience of visitors is as positive as possible. Consequently, it
is necessary to ensure that these services are of as high a quality, and as broad a
range, as possible. However, the closed nature of the question means that it is not
possible to ascertain whether visitors feel that improvements need to be made to
these services or whether they are sufficient as they are. This is an issue which could
arguably have been explored more effectively with the use of a semi structured
interview in which it would have been possible to probe more deeply into the
attitudes of individuals and into any suggested improvements that they had.

This does not appear to be the case, given that 54 % of those surveyed stated that
there was a need for improvements to be made to the club. This suggests that
improvements do need to be made in order to increase the level of customer
satisfaction, although the fact that visitors were not directly asked about their
level of customer satisfaction means that it is difficult to ascertain whether such
improvements are urgently needed and whether they are having a significant impact
on the level of attendance. It is suggested that the results of the survey be comple-
mented with a more detailed focus group in order to highlight, in greater detail,
the nature of the improvements which would need to be made.

It is important to bear in mind, however, that there are significant methodo-
logical limitations to the research which impose restrictions on the extent to which
the findings of this research can be useful. Firstly, the size of the sample of
individuals who filled in the research was very small, thus limiting the extent to
which these findings can be extrapolated to apply to the general population.
Secondly, as has been discussed above, the fact that the research methodology
consisted only of a multiple choice questionnaire meant that it was difficult to
obtain any detailed insights into the opinions of those who were surveyed, and
consequently, it is difficult to base any changes in marketing strategy on the
responses which have been received from the surveys. Finally, the survey which
was conducted does not reflect the fact that marketing and finance affect each other
in a bidirectional manner; in other words, it is not only likely that the marketing
activities which are adopted by Dinamo Riga will affect its financial performance,
but it is also highly likely that the financial performance of the team is in turn likely
to affect the effectiveness of its marketing activities. For example, higher levels of
profitability within the organization will increase the resources which are available
for the conduct of marketing strategies, thus making it possible for a wider range of
marketing activities to be adopted, as well as increasing the likelihood of
their success. Furthermore, it is possible that a better financial performance is
likely to increase the confidence that consumers have in the company and is
therefore likely to increase the level of satisfaction that they will derive from
the company’s marketing activities, thus further increasing the effectiveness of
marketing activities.
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4.2 Marketing Strategies Which Are Adopted
by Dinamo Riga

Originally, Dinamo Riga was founded in 1946 and was one of the eleven ice hockey
teams which took part in the Soviet ice hockey championship which took place in
1946 (Brencis and Ozols 2010). The team experienced a brief dip in its fortunes
during the 1960s when they played within the USSR’s third league, but the team
regained success from 1973 when it returned to playing in the strongest league until
the Soviet Union collapsed in 1991 (Balakrishnan 2009). The team’s most success-
ful season was in 1987 when they achieved second place in the Soviet champion-
ship while playing against Moscow CSKA (Balakrishnan 2009). After the Soviet
Union’s collapse, the decline in the popularity of ice hockey in Soviet Union
resulted in a sharp decline in the team’s popularity and its eventual collapse in
1995 (Brencis and Ozols 2010).

The marketing strategies which were adopted by Dinamo Riga were forced to
change after Latvia gained independence in 1991, when Latvia became a member
of the ITHF (International Ice Hockey Foundation) and formed a national team
which was largely made up of members of Dinamo Riga (Moutinho 2007). How-
ever, the performance of the national team was such that it was restricted to playing
in eighth place, although an invitation which was made to the Latvian Hockey
Foundation from the Kontinental Hockey League resulted in the establishment of
new Dinamo Riga in 2008 (Moutinho 2007).

In recent years, Dinamo Riga has attracted significant popularity due to the
success of the national team within the world’s championship (Anholt 2006). This
is resulted in the implementation of several marketing strategies which have been
aimed at increasing loyalty to the brand. Specifically, Dinamo Riga has launched a
wide range of merchandise, including T-shirts, hats, shoes, drums, mugs and
scarves (Brencis and Ozols 2010). In addition, Dinamo Riga has struck deals with
local producers, allowing them to include the Dinamo logo on a range of 35 prod-
ucts, including beer, mineral water, picas, pelmeni, chips, ice cream and bread in
order to increase the number of consumers who are exposed to the Dinamo Riga
logo (Moutinho 2007).

Dinamo Riga has also recently adopted a marketing strategy which involves
partnering with various clothing chains and fashion labels. One of its most recent
partnerships was with the male clothing chain, Stockmann which is aimed at male
consumers aged between 25 and 35, and whose major advertising period is during
the Kontinental Hockey League season (Banga 2010). In 2010, Stockmann there-
fore agreed to partnership with Dinamo Riga—this as announced publicly and a
fashion show was held in which Dinamo Riga players were featured wearing
Stockmann clothing (Banga 2010). All media photo sessions which were held
with Dinamo Riga players featured them wearing Stockmann clothing, with print
media sessions featuring in high profile men’s magazines such as FHM and
KLUBS, whose readership consisted largely of the target consumers of both
Dinamo Riga and Stockmann—namely, young male consumers (Anholt 2006).
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4.3 The Financial Performance of Dinamo Riga

The amount of information which is available concerning the financial performance
of Dinamo Riga is limited. However, its financial statements suggest that it had a
total sales of 13,306,809 EUR in 2012, which represents an increase of 17 % over
its previous profits in 2011. Despite such a positive increase, sales in 2013 fall down
to 10,906,177 EUR (JSC Dinamo Riga Annual Report 2011, 2012, 2013).

The reasons for these improved performance in 2012 and decrease in 2013 are
unclear, since a range of different initiatives have been established in recent years,
including increased investment in facilities, and thus it would not be possible to
determine with this information whether it arose as a result of the marketing
strategies which have been employed.

5 Discussion

The authors evaluate the extent to which the results which were collated in the
last chapter either reiterate, or diverge from, the results of the Literature Review.
In addition, authors also discuss the extent to which the findings of the primary
research support the findings of the secondary research concerning the marketing
strategies and financial performance of the team, and whether the marketing
strategies which are practised by Dinamo Riga act as a competency or a resource
in the way that they affect financial performance.

The results of the research suggest that, although it is not possible to ascertain
with any degree of certainty whether the marketing strategies which were adopted
by Dinamo Riga were responsible for the team’s financial performance, it appears
that those marketing strategies have contributed to the formation of a competitive
advantage for the team. It could be argued, therefore, that marketing has been used
as a competency in order to establish the team’s brand as a national team. It is
possible that the team’s improved financial performance may be due to the adoption
of these marketing strategies and the fact that its establishment as a national brand
has served to effectively differentiate Dinamo Riga from its competitors.

In addition, the strength of the Latvian brand and the fervent support shown by
fans suggests that the way in which the team’s marketing activities affect its
financial performance is through customer satisfaction, as highlighted by Fornell
et al. (2006). In particular, it appears likely that the national branding of the team,
together with the conversion of large Dinamo Riga matches into significant events
with political import, mean that the experience of Dinamo Riga matches are
elevated from that of merely attending a sporting event to something which is of
national significance. This is supported by the findings of the survey which demon-
strate that the majority of individuals attend the match with their friends or family
(42 % attend the match with their family and 32 % attend with friends, with just 7 %
of those surveyed stating that they attend the games alone), thus underlining the fact
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that Dinamo Riga matches are perceived to be large scale events which unite
people. This is supported by Guntis Ulmanis, the former president of Latvia, who
stated that it is ‘already safe to say that Dinamo Riga is no longer just a sports
project, but it has already become one of the national symbols’ (Roarke 2014). The
satisfaction which fans experience at events is likely to boost future attendance, by
not only encouraging them to attend future events in the hope of replicating their
past positive experiences, but is also likely to encourage them to spread positive
word of mouth to acquaintances, thus encouraging them to also attend Dinamo Riga
events (Roarke 2014). It appears, therefore, that the financial performance of
Dinamo Riga is buoyed by the positive experiences that fans have of attending
the team’s events, and their desire to return to attend future events, almost
irrespective of the actual outcome of the match (Strauss 2007).

The results of the primary research largely reflect the findings of the secondary
research. The results of the primary research suggest that, contrary to the initially
stated hypothesis, the largest proportion of individuals who were attending the
event consisted of male consumers aged between 25 and 35. This supports the
findings of the secondary research, which indicates that the target consumers of
Dinamo Riga are young and male (Brencis and Ozols 2010); this is further
supported by the fact that Dinamo Riga has entered in several partnerships with
fashion labels which are aimed at young male consumers. This is also reflected in
the marketing channels which have been used by Dinamo, which has featured
articles in magazines such as FHM and KLUBS in an attempt to appeal to its
young, male, fashion conscious audience.

The results of the primary research also suggest that the outcome of the match is
unlikely to affect the decision which is made by visitors about whether or not they
want to attend future matches, although the design of the survey was such that it was
not possible to determine whether the outcome of the match would have any impact
at all on the attitudes of visitors. This again supports the findings of the secondary
research. As has been discussed above, the key aim of the marketing strategies
which have been implemented by Dinamo Riga has been to establish its brand as
being closely associated with Latvian. It is clear, therefore, that the marketing
measures which have been adopted by Dinamo Riga have all been aimed at creating
a competitive advantage for Dinamo Riga which is linked to Latvia as a country,
rather than being directly related to the fortunes of Dinamo Riga as a team. It is
therefore not surprising that the intentions of the people who were surveyed were
not closely tied to the outcome of the match. It is important to acknowledge,
however, that the majority of the people who responded to the survey were strong
supporters of Dinamo Riga and went to their away matches, and that the fact that
the questions in the survey did not directly ask respondents about how their
attitudes were affected by the outcome of the match means that it is difficult to
draw any rigorous conclusions about this.

However, the fact that approximately half of the respondents stated that they felt
that the entertainment, shops and beverages which were available at the event were
of relevance to them suggests that their support for Dinamo Riga is not only related
to the performance of the team itself but is a result of their overall experience at the
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sporting event. Again, this supports the hypothesis that the marketing strategies
which are adopted by Dinamo Riga are aimed at conceptualizing the team as a
national brand. The need to ensure that sporting events meet customer preferences
means that it is essential to ensure that, in addition to the match itself, all of the
secondary services which are provided are also tailored to the tastes of the target
consumer. Implementing these initiatives would reinforce the Dinamo Riga brand
and would help to ensure that the level of attendance at team games are, to an
extent, constant and do not fluctuate according to the performance of the team. The
fact that it is not only the performance of the team, but also the secondary services
that are provided, which affect the decision of supporters as to whether to attend
matches or not, suggests that any suggestions which are made by supporters
concerning improvements to the secondary services should be carefully considered.
This will help to further strengthen the link between the effectiveness of the firm’s
marketing activities and its financial performance, by helping to reduce the vola-
tility of its cash flow. This supports the theoretical research, which was conducted
by Fornell et al. (2006) into the channels through which a firm’s marketing
activities may affect its financial performance, and specifically, his argument that
effective marketing activities may have a positive impact on financial performance
by increasing levels of customer satisfaction and thus encouraging them to engage
in further consumption of the product. If the suggestions which are made by
consumers concerning changes to the secondary services which are provided by
Dinamo Riga are responded to, this may have a positive impact on the
financial performance of the team in the long term.

Finally, the results of the primary research are unclear as to whether the people
attending the match were of the opinion that any improvements were necessary in
the way that the matches were organized. However, the fact that roughly fifty per
cent of the survey respondents felt that the Club activity was in need of some
improvement suggests that it should be possible for further steps to be taken in order
to further increase the level of customer satisfaction that consumers have. Further
research would need to be conducted in order to determine the type of improve-
ments which would need to be implemented, since the use of multiple choice
questions within the survey means that it was not possible to obtain a deeper insight
into the attitudes and preferences of respondents. In addition to the requests for
Club improvements, the responses which were received to other questions included
in the survey also suggest that there is room for increasing the level of satisfaction
among those attending matches, given that just 46 % of those who were surveyed
said that they would consider the possibility of purchasing tickets/membership as a
present, and that only 3 % of those surveyed had actually already bought member-
ship. Given that one of the biggest sources of income to the club is the purchase of
long term memberships (Brencis and Ozols 2010), it seems likely that the market-
ing strategies which are adopted by Dinamo Riga need to be adapted in order to
ensure that they increase the appeal of purchasing long term memberships.
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6 Conclusion

The research which has been conducted within this paper suggests that several of
the research hypotheses which were established have been disproven. Firstly, H1
which stated that the greatest proportion of attendees consisted of middle aged
males was disproven when it was shown that the largest segment of consumers were
actually younger males. Secondly, H2 which stated that the team’s current perfor-
mance influences the number of people who attend matches in the future was
disproven when people responded that, even if Dinamo Riga were to lose a game,
they would still attend future games. This suggests that the reasons for people to
attend the match are not only related to the outcome of the match itself. The findings
of the survey were insufficient to establish whether H3 could be proven or
disproven, since none of the questions were aimed at identifying the attitudes that
individuals had towards future events.

Furthermore, the data obtained was insufficient to demonstrate whether H4
could be proven or disproven—although the results of the survey suggest that
there was room for improvements to be made concerning the club, the results did
not establish whether these improvements were related to the need for more
interaction with the public. Again, it was not possible to either prove or disprove
HS since, although the majority of consumers stated that the entertainment, bever-
ages and shops which were on offer during the game were of importance to them,
their level of satisfaction with the current services on offer was not specified, nor
was it stated that different services were needed from what was currently on offer.
Finally, H6 was disproved—the fact that the survey responses suggested that
further changes could be made concerning club activities indicate that the amount
of customer satisfaction which is currently being provided could be increased.

The research suggests that there is a positive correlation between marketing
activities and financial performance, with the marketing activities which are cur-
rently in place helping to link Dinamo Riga with Latvian national identity, thus
creating a competitive advantage which helps to differentiate the club from its
competitors. Furthermore, it appears that the marketing activities also have a
positive contribution to the overall financial performance by increasing the cus-
tomer satisfaction of customers, thus increasing the likelihood that they will attend,
and that their friends will attend due to positive word of mouth.

It is important to acknowledge, however, that further research needs to be
conducted before any rigorous conclusions can be drawn. Specifically, in order to
achieve a more detailed insight into the attitudes and the level of satisfaction of
research participants, it is suggested that a series of semi structured interviews be
conducted. Furthermore, it would also be useful to conduct interviews with the
marketing managers at Dinamo Riga in order to learn about their perspective
concerning the financial contributions which are made by marketing, and to com-
plement this with a regression analysis which could be conducted on a longitudinal
sample of data in order to examine the extent to which marketing activities have
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made a statistically significant contribution to financial performance during the
last few years.
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Macroeconomic Impacts of Electricity
Generation on Croatian Real GDP: Causality
Analysis

Pavle Jakovac, Nela Vlahinic Lenz, and Sasa Zikovic

Abstract This paper examines the causal relationship between electricity genera-
tion and economic growth in Croatia using data for the period 1966-2010. The
analyzed time span includes the periods of both the socialist and market based
economy. Based on a detailed review of previous empirical studies it is possible to
conclude that this issue has not been systematically explored and analyzed using
Croatia as an example. In our analysis, we use a multivariate model (a conventional
multifactor neoclassical aggregate production function) of real GDP and electricity
generation together with capital stock, employment and technological progress. In
order to get robust results this paper applies the autoregressive distributed lag
(ARDL) cointegration procedure with a time break as an appropriate quantitative
method when analyzing small samples. The empirical results provide clear support
of a unidirectional causality that runs from electricity generation to real GDP in
both short- and long-term. Electricity generation has a positive and statistically
significant impact on Croatian real GDP. This means that stable, adequate and
uninterrupted electricity supply is one of the crucial determinants of Croatia’s
economic growth. Croatia should adopt a more vigorous economic policy that
should aim to increase investments in the electricity infrastructure.

Keywords Economic growth e« Electricity generation ¢ Causality analysis ¢
ARDL ¢ Croatia

1 Introduction

According to the neoclassical economic theory, energy is not considered as a
primary input. Instead, it is looked upon as an intermediate good while members
of the so-called ecological economics claim just the opposite. In the modern world,
efficient energy supply, particularly electricity as its most flexible, commercial and
cleanest form represents an important basis for economic growth and development.
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Uninterrupted and sufficient electricity supply is one of the most crucial determi-
nants of stimulating economic growth for any economy. Theoretical and practical
correlation between electricity generation and economic growth does not imply that
there exists a causal relationship at the same time. This thematic area has been the
subject of empirical research for the last decade, although with no consensus on
whether economic growth causes electricity generation or whether electricity
generation acts as a stimulus of economic growth. The reasons for inconclusive
results can be attributed to differences among countries, statistical techniques
employed, time horizons and data sets. In the context of adjusting the Croatian
electricity sector to the EU’s internal electricity market knowing the direction and
intensity of causal relationship represents an important foundation for design and
implementation of the appropriate economic and energy policy.

Based on a detailed review of previous empirical studies it is possible to
conclude that this issue has not been systematically explored and analyzed using
Croatia as an example. This fact is the basic motive for choosing a topic of this
paper. Therefore, the main aim of this paper is to determine the direction and
intensity of the causal relationship between electricity generation and real GDP
within a multivariate framework (together with capital stock, employment and
technological progress) for the period 1966-2010. The econometric analysis was
conducted using the conventional multifactor neoclassical aggregate production
function and an appropriate quantitative method (ARDL approach) when analyzing
small samples.

The rest of the paper is organized as follows: Sect. 2 reviews the empirical
literature on electricity generation-economic growth nexus. Section 3 presents the
data and explains the model while Sect. 4 discusses the empirical results and policy
implications. Final section gives conclusions and recommendations for the future
research.

2 Literature Review

Stable, adequate and uninterrupted supply of electricity is one of the crucial
determinants of economic growth of any country. Total energy production, which
also includes electricity as its most flexible, commercial, purest energy form, and
key infrastructural input in socio-economic development (Udovicic 2004), is placed
in the same group of important activities such as production of food and raw
materials as well as adequate water supply. Lagging behind in these forms of
production limits the overall economic growth and development. However, the
causal relationship between electricity generation and economic growth has rarely
been subject to empirical analysis. The reasons are as follows: in most (developing)
countries where the empirical research on interconnectedness of electricity gener-
ation and economic growth was indeed conducted (see Table 1), the data on
electricity consumption are grossly underestimated due to large losses in electricity
transmission and distribution.
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Table 1 Review of empirical studies regarding causality between electricity generation
(ELECGEN) and economic growth (GDP)

Authors
(year) Country Period Methodology Results
Morimoto Sri Lanka 1960-1998 | Engle-Granger; no GDP +— ELECGEN
and Hope cointegration; VAR short-term
(2004)
Yoo and Indonesia 1971-2002 | Engle-Granger and Johansen- | GDP — ELECGEN
Kim (2006) Juselius; no cointegration; short-term

granger causality test

(Hsiao’s version)
Ghosh India 1970-2006 | ARDL approach; GDP — ELECGEN
(2009) cointegration; VEC short-term
Lean and Malaysia 1970-2008 | ARDL approach; GDP — ELECGEN
Smyth cointegration; Toda- short-term
(2010) Yamamoto causality test
Sarker and Bangladesh | 1972-2006 | Johansen-Juselius; no GDP — ELECGEN
Alam (2010) cointegration; VAR short-term
Bayraktutan |30 OECD 1980-2007 | Pedroni and Kao-Fisher; GDP «— ELECGEN
et al. (2011) | member cointegration; Holtz-Eakin short-term

countries panel causality test (VAR)

Cheng China 1953-2010 | Engle-Granger and Phillips- | GDP «+— ELECGEN
et al. (2013) Ouliaris; no cointegration; short-term

VAR
Zeshan Pakistan 1975-2010 | ARDL approach; GDP — ELECGEN
(2013) cointegration; VEC short- and long-

term

Note: VAR vector autoregression model, ARDL approach autoregressive distributed lag bounds
testing approach of cointegration, VEC vector error correction model

According to Lean and Smyth (2010), losses in electricity transmission and
distribution in developing countries are two to four times higher than in OECD
countries. The reasons behind this huge electricity loss include theft and pilferage
by both metered and unmetered consumers, illegal connection, inappropriate oper-
ation of meter and illegal use and manipulation by utility personnel (Sarker and
Alam 2010). However, except for the technical losses, all electricity made available
contributes to GDP of these countries. This gives a plausible reason for using
electricity generation as a variable rather than consumption (Ghosh 2009).

After reviewing the empirical studies listed in Table 1 it can be stated that in the
case of Pakistan, China, Bangladesh and Sri Lanka results support the growth
hypothesis (GDP «+— ELECGEN) while conservation hypothesis
(GDP — ELECGEN) is supported in Indonesia, India and Malaysia. The results
regarding panel sample of 30 OECD member countries support the so-called
feedback hypothesis (GDP < ELECGEN).

Morimoto and Hope (2004) using the Engle-Granger test determined that there is
no cointegration between electricity generation and economic growth in the case of
Sri Lanka during the period 1960—1998. By using vector autoregression (VAR) they
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found that in the short-term an additional MWh of generated electricity increases
Sri Lanka’s GDP in the amount of 1120-1740 USS$. Sarker and Alam (2010)
analyzed the nexus between economic growth and electricity generation using
Bangladesh data covering the period 1973-2006. Using Johansen-Juselius proce-
dure, they did not determine the existence of cointegration between the analyzed
variables. Applying the VAR model, they found that causality runs from electricity
generation to economic growth in the short-term. However, they did not analyze the
intensity of the causal relationship. In the case of China, there is also no
cointegration between electricity generation and GDP. Based on an econometric
analysis of the annual growth data for China’s GDP and electricity generation from
1953 to 2010, Cheng et al. (2013) found that in the short-term electricity generation
growth Granger causes GDP growth. Cheng et al. (2013) also found that the GDP
elasticity of electricity generation is about 0.6 implying that a 1 % increase in
China’s electricity generation growth would increase GDP growth by 0.6 %. On the
Pakistan’s example, Zeshan (2013) covered the period 1975-2010 and using the
ARDL approach to cointegration found a long-term relationship between the vari-
ables. Unlike other studies, Zeshan (2013) used private investment as an indicator
of long-term economic growth. Using the vector error correction model (VEC)
Zeshan (2013) determined a unidirectional causality running from electricity gen-
eration to private investment in both short- and long-term. Taking into consider-
ation the impact and the intensity of the causal relationship Zeshan (2013) found
that an increase in electricity production by 1 % leads in short-term to a fall in
private investment of 1.16 %. In the long-term, an increase in electricity production
by 1 % leads to an increase in private investment of 1.58 %. Yoo and Kim (2006)
used two tests to determine the existence of cointegration (Engle-Granger test and
Johansen-Juselius procedure) and found no cointegration between electricity gen-
eration and GDP in Indonesia for the period 1971-2002. Using Hsiao’s version of
the Granger causality test Yoo and Kim (2006) concluded that there is a unidirec-
tional causality running from economic growth to electricity generation in the
short-term. The intensity of the causal relationship, however, was not determined.
Ghosh (2009) probes the nexus between electricity generation and real GDP for
India and using autoregressive distributed lag (ARDL) bounds testing approach of
cointegration establishes long-term equilibrium relationship among these variables
for the time span 1970-2006. This study further establishes, using VEC model,
short-term Granger causality running from real GDP to electricity generation. The
intensity of the causal relationship also was not determined. Lean and Smyth (2010)
analyzed the causal relationship for Malaysia using annual data from 1970 to 2008.
Using the ARDL bounds test, they found that a cointegration relationship exists
between the variables. The results of the Toda-Yamamoto approach to Granger
causality indicate that there is unidirectional Granger causality running from
economic growth to electricity generation in the short-term while the intensity of
the causal relationship has not being analyzed. Taking into account the concept of
sustainable development and the fact that energy production and consumption have
significant effects on the environment and human health, Bayraktutan et al. (2011)
analyzed the interconnection between electricity generation from renewable
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resources (one of the goals of sustainable development) and economic growth.
They used a panel sample of 30 OECD member countries for the period 1980-2007.
The analysis indicates that there is a long-term positive relationship between
renewable electricity generation and economic growth according to Pedroni and
Kao-Fisher cointegration tests. In addition, a bidirectional (reciprocal) causality
exists between these variables according to Holtz-Eakin causality test reflected in
VAR model.

In addition, we cite two studies that primarily do not explore the causal relation
between electricity generation and economic growth but are relevant for this topic.
For example, Rao (2013) investigated whether (better) electricity access and supply
increases household enterprise income in India. Using the data from the India
Human Development Survey, namely a sample of 8125 non-farm enterprises
(NFE),' and a multivariate regression analysis together with the propensity-score
matching technique, Rao (2013) determined that electricity access and stable
supply is associated with at least 18 % higher NFE’s income. Halkos and Tzeremes
(2009) investigate the effect of electricity generation on countries’ economic
efficiency. By using a sample of 42 countries for the period 1996-2006, Halkos
and Tzeremes (2009) employ Data Envelopment Analysis (DEA). The results
reveal that there is an inverted U-shape relationship between electricity generation
and countries’ economic efficiency depending on the economic structure of a
particular group of countries. The turning point for the European countries
(421 TWh) is much smaller compared to the East Asian countries (1467 TWh) or
the entire sample (2955 TWh). These results indicate that East Asian countries,
compared to European countries, are oriented more towards industry than the
service sector that is less energy intensive.

When it comes to whether electricity generation is a result of, or a perquisite for,
economic growth, there are no clear trends in the literature. Depending on the
methodology used, and country and time period studied, the direction of causality
between electricity generation and economic growth has remained empirically
elusive and controversial (Mehrara 2007). According to Payne (2010a, b) and
Ozturk (2010), diverse results arise due to different data sets, alternative econo-
metric methodologies and different countries’ characteristics. The actual causality
is different in different countries and this might be due to different countries’
characteristics such as different indigenous energy supplies, different political
and economic histories, different political arrangements, different institutional
arrangements, different cultures and different energy policies. Karanfil (2008)
also states that the problem of conflicting results is especially highlighted in
developing countries due to high levels of the so-called unrecorded economy

! According to Davis (2003), the non-farm enterprise (NFE) may be defined as comprising all
those activities associated with waged work or self-employment in income generating activities
(including income in-kind) that are not agricultural but which generate income (including remit-
tances etc.). Rao (2013) uses this indicator because NFE’s are a significant generator of income in
both rural and urban areas.
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which is why the official GDP deviates from its actual value making it harder to get
reliable results regarding causality analysis.

Taking into consideration the empirical research regarding electricity
generation-growth nexus, we found that 60 % of aforementioned studies use
bivariate framework. With the exception of studies such as Morimoto and Hope
(2004), Cheng et al. (2013), Rao (2013) and Zeshan (2013), other studies lack the
in-depth analysis regarding the impact (positive or negative) of electricity genera-
tion on economic growth (and vice versa), nor they analyze the intensity of the
causal relationship.

Therefore, the intention of this research paper is to fill the gap in the empirical
literature when it comes to the causal relationship between electricity generation
and economic growth in Croatia since this issue has not been systematically
explored and analyzed using Croatian economy as an example. An effort will be
made in terms of correcting the deficiencies of majority of the published studies.
This primarily relates to the use of multivariate framework and appropriate quan-
titative method when dealing with relatively small samples.

3 Data and the Model

All the data used in this paper consist of annual time series for the period
1966-2010. The variables for electricity generation-economic growth hypothesis
are real gross domestic product (GDP), capital stock (K), employment (L), techno-
logical progress (TP) and electricity generation (ELECGEN). The real GDP data
(in millions of US$ at 2000 constant prices) was originally obtained from Druzic
and Tica (2002) and Tica (2004). Figures covering real GDP were subsequently
expanded with the data on real GDP growth rates from the Croatian Bureau of
Statistics and the Croatian Chamber of Economy. Capital stock variable (K) was
generated using linear perpetual inventory method (PIM) since there is no readily
available data for Croatia’s capital stock.” Employment (L) data, due to methodo-
logical issues in the pre- and post-transition periods, present the number of
employed people (in thousands) without those employed in public administration,
police and defense as well as without insured private farmers performing agricul-
tural activity as the sole or main occupation. These figures were retrieved from the
Croatian Bureau of Statistics together with Raguz et al. (2011) as well as Druzic and
Sirotkovic (2002). We also included technological progress (TP) since this variable

2 For the initial capital stock, we divided real fixed investment in the first period (1966—the first
year of our analysis) with the sum of depreciation rate (5 %) and average growth rate of investment
(Kyriacou 1991; Hall and Jones 1999). In order to increase the realism of the estimates, we divided
the depreciation of new investment (namely, §) in the standard linear PIM equation by 2 since new
investment is assumed to be placed in service at midyear instead of at the end of the year.
According to Kamps (2004), investment typically occurs throughout the year, not only at the
end of the year.
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through its impact on energy efficiency (Smulders and de Nooij 2003) and energy
saving (Popp 2001) has an important role in electricity generation and consumption
and as such is important in explaining the causal relationship between the observed
variables. This variable was generated using the principal component analysis
(PCA).? Electricity generation data (ELECGEN, in GWh) was obtained from the
Energy Institute Hrvoje Pozar-EIHP (2009, 2011) and it includes total electricity
generated from domestic generating capacities.

For estimation purposes, all variables are transformed into natural logarithms to
reduce heteroscedasticity and to obtain the growth rate of the relevant variables by
their differenced logarithms (Chang et al. 2001; Fatai et al. 2004; Ozturk and
Acaravci 2010).

Given the political and economic turmoil in the late 1980s and early 1990s, it is
reasonable to expect that there would be a structural break in the data. In this
situation, one approach in further analysis would be to divide the time series into
two sub-samples with the aim of observing the causal relationship between GDP
and electricity generation before and after the structural break. This, in turn, would
result with two periods not long enough for a sound causality analysis. Technically
speaking, the analysis could be carried out but at the cost of inconsistent and
incorrect results, which would then result in erroneous conclusions and policy
implications. By using the Chow breakpoint test (Chow 1960) we recognize that
InGDP and INELECGEN are “broken” in the year 1990 at the 1 % and exactly 5 %
significance level, respectively.*

3 One of the main indicators of country’s commitment to technological progress are expenditures
for research and development (R&D). In addition, good output measures of R&D process (in terms
of legal protection of the innovation process) are registered and approved patents (OEDC 2010).
Accordingly, these indicators should be used as proxy variable for technological progress. Since
the data on patent activity and R&D expenditures in Croatia are available since 1990 and 1997
respectively, we have taken into account several other variables that approximately reflect
Croatia’s research and development capacity. As an input indicator of R&D activities, according
to OECD (2002), we used the figures on legal scientific and research entities and total research,
technical and other supporting staff as a convenient proxy for R&D personnel and R&D organi-
zations. Especially for R&D personnel since this indicator perfectly complements R&D expendi-
tures which are not available prior to 1997. In addition, we used the figures on published research
works as an output indicator of R&D process (a sort of proxy for patents). Furthermore, we used
the variables such as average years of schooling (as an aggregate measure of national economy’s
level of education) and public expenditure on education with an argument that (highly) educated
and skilled workforce is important in creating, acquiring, transferring and using relevant knowl-
edge (Sundac and Fatur Krmpotic 2009). These proxies had to be statistically processed using
several tests (Kolmogorov-Smirnov test for normality, linear regression and VIF (variance infla-
tion factor) test for multicolinearity) to determine whether indeed all the variables could be used in
the PCA analysis. In conclusion, a combination of PCA analysis and Cronbach alpha (c-alpha) test
of internal consistency (Nardo et al. 2005) resulted in a homogeneous construct comprised of
remaining two variables (total research, technical and other supporting staff and published
research works) and with 83.04 % of explained variance. Detailed results on PCA analysis are
available from the authors upon request.

“We use several test statistics and most of them, namely Log LR (likelihood ratio) and Wald
statistic, confirm the existence of a structural break in the year 1990. For InGDP, the results of the
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Several reasons can be attributed to this break in data. In 1990, Croatian economy
was faced with negative growth rate, hyperinflation and the collapse of the so-called
self-managing (market) socialism (or workers’ self-management) as the dominant
economic system in ex-Yugoslavia. GDP decreased as the result of the transition
depression and Croatian Homeland War that started in 1991 after Croatia terminated
all state and legal relations with the former Socialist Federal Republic of Yugosla-
via. Some estimates (Pasalic 1999) indicate that in the period from 1990 to 1993
indirect damage to the Croatian economy, due to the war, was equivalent to the loss
of 109 % of annual average GDP. The Homeland War inflicted huge direct and
indirect material damage estimated at 27 billion US$. Half of this amount, 13.8
billion US$ (or 51.34 %) refers to damage caused to the economy alone. Damage to
the economic infrastructure constitute around 34.3 % (or 4.74 billion US$) of the
total damage in the economy. Nearly half of that amount (47 % or 2.23 billion US$)
refers to the damage done on the energy infrastructure. Furthermore, the direct
damage to the Croatian national electricity company (Hrvatska Elektroprivreda-
HEP Group) was estimated at 519 million US$ (by the end of September 1992).
Electricity generation, transmission and distribution objects were destroyed and/or
damaged including 11 thermal and hydro power plants, 40 high-voltage transmis-
sion lines, about 50 % of key electrical substations and the Peruc¢a dam [for more
detailed overview see Moser (2003)]. Taking into account the value of lost/stolen
property in the republics of ex-Yugoslavia, the total damage to HEP Group was
estimated to 1.68 billion US$ (Pasalic 1999; Druzic and Sirotkovic 2002). By the
end of 1980’s and especially after 1990, primary energy production entered a
downward path until 1995 after which (with occasional variations) continued to
grow. Similar tendencies in the years before and after the structural break were also
observed in the case of electricity generation (EIHP 2009, 2011).

In order to account for the mentioned structural break, to keep the time series
intact and to make the results more robust, variable D90 (dummy variable equal to
0 for the period 1966—1989 and 1 for the period 1990-2010) is introduced in the
analysis.

In this study we employ the ARDL cointegration procedure introduced by
Pesaran et al. (2001) which has several advantages over Engle-Granger and
Johansen’s cointegration techniques: (a) it can be applied irrespective of whether
underlying regressors are 1(0), I(1) or a combination of both (with no need for unit
root pre-testing); (b) it allows the variables to have different optimal lags; (c) the
error correction model can be derived from ARDL through a simple linear trans-
formation which integrates short-run adjustments with long-run equilibrium with-
out losing long-run information; (d) the small sample properties are superior to
those of the Johansen cointegration technique; () endogeneity is less of a problem
in the ARDL technique because it is free of residual correlation; (f) the ARDL

test statistics are: F-statistic =1.657946; Log LR =79.59803; Wald statistic =29.84303. For
InELECGEN, the results of the test statistics are: F-statistic =1.707184; Log LR =80.62788;
Wald statistic = 30.72932.
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procedure employs a single reduced form equation while the conventional
cointegration procedures estimate the long-run relationship within a context of
system equations. The ARDL testing procedure consists of estimating an
unrestricted error correction model (ECM) with the following generic form in
which each variable comes in turn as a dependent variable:

AlnGDP = ajo+a11D90,+ > _apAInGDP,_;

i=1

+Za13A InKSM,_; + Z(MA InLSM,_; + Zal sAln ELECGEN,_;

i=1 =1 =1

+Za16ATP,,,-+5H InGDP, | +681, InKSM, | +813 InLSM,_,
i=1

+014 In ELECGEN,;_; +615TP;_1 +¢1; (1)

An F-test for the joint significance of the lagged level variables coefficients will be
conducted to examine whether a cointegrating relationship exists among the vari-
ables.” The F-test has a non-standard distribution and Pesaran et al. (2001) have
provided two sets of critical values. One set refers to I(1) series and the other to I
(0) series which are known as upper bounds and lower bounds critical values,
respectively. Given that Pesaran et al.’s (2001) critical values are computed for a
large sample (namely, 500—1000 observations), Narayan (2005) estimated a new set
of critical values for a small sample ranging from 30 to 80 observations. Since our
sample size is 45 observations, we use the critical values provided by
Narayan (2005).

A decision on whether cointegration indeed exists between the dependent
variable and its regressors is then made as follows: (a) if the computed F-statistic
is higher than the upper bound of the critical value, the null hypothesis of no
cointegration (Hy) is rejected; (b) if the computed F-statistic is lesser than the
lower level band, we fail to reject (Hg), which signifies the absence of cointegration;
(c) when the computed F-statistic falls inside the upper and lower bounds, a
conclusive inference cannot be made.

4 Empirical Results and Policy Implications

Since many macroeconomic series are non-stationary (Nelson and Plosser 1982),
unit root tests are important and useful in examining whether the variables in
question are stationary (or not). In other words, unit root tests are needed in order

5The null hypothesis of no cointegration (H) against the alternative (H,) for each equation is as
follows: Ho: 511 = 512 = 513 = 514 = OandHl : 511 75 512 75 613 55 514 7é 0.
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to investigate the order of integration of the variables. This is also important in
obtaining an unbiased estimation from the Granger causality tests. Because there is
no uniformly powerful test of the unit root hypothesis (Gujarati and Porter 2009),
and in order to determine the order of the series in more robust manner, we
conducted five different unit root tests. We used the Augmented Dickey-Fuller
(ADF) test (Dickey and Fuller 1979), Phillips-Perron (PP) test (Phillips and Perron
1988), Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test (Kwiatkowski et al. 1992),
Elliot-Rothenberg-Stock Dickey-Fuller GLS detrended (DF-GLS) test (Elliott
et al. 1996) and Ng-Perron MZt (NG-P (MZt) test (Ng and Perron 2001). Both
“intercept and trend” and “intercept” regressors were included in the test equation
in all five tests. All unit root tests have a null hypothesis (Hy) stating that the series
in question has a unit root against the alternative that it does not. The null
hypothesis (Hp) of KPSS, on the other hand, states that the variable is stationary.

The reason why five different tests are used is to establish, without any arbitrary
decisions, the order of integration bearing in mind the size (the level of signifi-
cance) and power (the probability of rejecting the null hypothesis (Hy) when it is
false) of these tests. We do not discuss the very details of the unit root tests here. See
Maddala and Kim (1998) for a review of ADF, PP, KPSS, DF-GLS and Ng and
Perron (2001) for more on NG-P test. The results of all five unit root tests are
summarized in Table 2.

According to the results presented in Table 2 there are some exceptions when it
comes to determining the order of integration. For example, variables InNELECGEN
and TP are stationary in levels (according to KPSS test) while other tests show that
these variables appear to be I(1) process. Since the ARDL approach allows vari-
ables to be I(0) and/or I(1), the variables INELECGEN and TP can be used in further
empirical analysis. However, potential problem arises with variables InK and InL.
These two variables, according to ADF and PP tests, remained non-stationary even
after first difference. Although most unit root test show that InK and InL are indeed
integrated of order 1 we have additionally smoothed these two variables using Holt-
Winters multiplicative model (Winters 1960) in order to set a clean and definite
conclusion regarding the overall order of integration. Exponential smoothing
resulted with the (new) variables, namely InKSM and InLSM. The variable
InKSM again remained non-stationary after first difference but this time according
to DF-GLS and NG-P (MZ,) tests. Since the DF-GLS test requires a sample size of
at least 50 observations, the results after exponential smoothing are therefore not
surprising. In the case of InLLSM all tests now show that the variable is I(1).

In conclusion, the combined results of all five unit root tests suggest that no
single variable, even after subsequently applied smoothing technique, does not have
the order of integration greater than I(1) which is extremely important for further
application of the ARDL approach and testing the existence of cointegration.®

$Most widely used methods to empirically analyze the long-run relationship and dynamic inter-
actions between two (or more) variables include Engle and Granger’s (1987) two-step procedure
and multivariate maximum likelihood based approach of Johansen (1988) and Johansen and
Juselius (1990). These procedures however have some limitations: (a) Engle-Granger’s procedure
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Table 2 Unit root test results

Variables ADF | PP | KPSS |DF-GLS  |NG-P(MZ,)

Panel A: Levels

Intercept and | InGDP —2.7983 (1) | —1.9983 (4) |0.1205°(5) | —2.3646 (1) | —2.332(1)

trend InK —3.4677° (1) | —1.9730 (5) |0.1619°(5) | —3.0057° (1) | —2.658"° (1)
InL —2.4088 (1) | —1.5311(4) |0.1652°(5) | —1.9833 (1) | —2.099 (1)
InNELECGEN | —2.3657 (0) | —2.3748 (3) |0.1087 (5) | —2.0805 (0) | —1.815 (0)
TP —1.6839 (0) | —1.9491 (4) |0.0975(5) | —1.7159 (0) | —1.621 (0)
InKSM —2.5054 (2) | —1.6835(4) |0.1598"(5) | —2.1081 (2) | —2.194 (2)
InLSM —1.6736 (1) —1.6051 (3) |0.1603" (5) | —1.4080 (1) —1.444 (1)

Critical p=1% —4.1864 —4.1809 0.2160 —3.7700 —3.420

values pP=5% —3.5180 —3.5155 0.1460 —3.1900 —2.910
p=10% —3.1897 —3.1882 0.1190 —2.8900 —2.620

Panel B: First differences

Intercept InGDP —2.6757° (0) | —2.8543°(2) |0.1793 (4) —2.6884 (0) —2312° 0)
InK —1.7942 (1) —1.5101 (1) | 0.2746 (5) —1.6588° (1) | —1.697° (1)
InL —2.3396 (0) —2.3396 (0) | 0.2510 (4) —2.2595° (0) —2.014° 0)
InELECGEN | —7.6040 (0) —17.5367 (3) | 0.1270 (3) —7.5266 (0) —3.196 (0)
TP —6.5956 (0) —6.6298 (3) | 0.0804 (3) —6.3891 (0) —3.241 (0)
InKSM —3.8721 (0) —4.1619 (3) | 0.2378 (4) —1.5717 (1) —1.183 (1)
InLSM —4.5025 (0) —4.5038 (2) |0.2358 (3) —4.5681 (0) —2.973 (0)

Critical p=1% —3.5924 —3.5924 0.7390 —2.6198 —2.580

values pP=5% —-2.9314 —2.9314 0.4630 —1.9486 —1.980
p=10% —2.6039 —2.6039 0.3470 —1.6120 —1.620

Optimal lag lengths are in parenthesis. The maximum lag length was automatically set at 9. The
superscript b and c indicates 5 % and 10 % significance level, respectively. For the purposes of
ADF, DF-GLS and NG-P unit root test, the Schwarz information criterion (SIC) is used to
determine the number of lags whereas Newey-West method is applied to choose the optimal lag
length (or bandwidth) for the purposes of PP and KPSS unit root test. The critical values for ADF
and PP test are taken from MacKinnon (1996). For KPSS, the critical values are from Kwiatkowski
et al. (1992). The critical values for DF-GLS are from Elliott et al. (1996) while NG-P (MZt)
critical values are taken from Ng and Perron (2001)

An important issue in applying the ARDL approach is the selection of the
optimal lag length. We set the maximum lag length at 3 years which is sufficiently
long enough for annual data to capture the dynamic relationship (Tang and Shahbaz
2011) and then the AIC statistic is used to choose a best ARDL model (Liitkepohl
2005). The results of the ARDL cointegration procedure are presented in Table 3.

According to the ARDL cointegration test results the null hypothesis of no
cointegration (Hg) can be rejected (at the 10 % level of significance) when InGDP
is treated as the dependent variable since the calculated F-statistic (4.1718) is higher
than the upper bound critical value (3.772) suggested by Narayan (2005). However,
if we consider electricity generation as the dependent variable, the calculated

is only appropriate when the analysis is carried out on two variables; (b) Johansen’s multivariate
approach has a problem with the degree of freedom when applied to a small sample (Toda 1994).
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Table 3 ARDL cointegration test results

Dependent variable InGDP InNELECGEN

Function Fingpp(InGDP|InKSM, InLSM, FiueLecgEn(INELECGEN|InGDP,
InELECGEN, TP) InKSM, InLSM, TP)

F-statistic 4.1718 2.0676

Decision Cointegration No cointegration

Critical values of the F-statistic for 45 observations are taken from Narayan (2005), case III:
intercept and no trend with k = 2 regressors

F-statistic (2.0676) is lower than the lower bound critical value (2.638) at 10 %
significance level. This indicates that there exists only one cointegration relation
between GDP and electricity generation (and other forcing variables).

Having found that there is a long-run relationship between the variables when
real GDP comes as dependent variable, the long-term and short-term coefficients
are estimated using the associated ARDL and ECM. According to AIC statistics,
the specification selected ARDL (2,0,1,0,0) as the best model. The research results
are presented in Table 4.

The short-term impact of electricity generation on real GDP is positive and
statistically significant at the 5 % level as indicated in Table 4 (Panel A). A 1 %
increase in the electricity generation leads to 0.11184 % increase in the real GDP.
The results of the long-term dynamic coefficients are presented in Panel B. Again,
the electricity generation is statistically significant at the 5 % level and is around
0.40274. According to the results presented in Table 4, electricity generation has a
greater impact on Croatian real GDP in the long-term. These results confirm the
importance of domestic electricity generation on long-term growth of the Croatian
economy. Findings in Table 4 also reveal that capital stock and technological
progress have a positive and statistically significant impact on the dependent
variable in both short- and long-term. The coefficient regarding dummy variable
has the expected negative sign and is statistically significant as well. The same
conclusion is also valid for the error correction term (ECT) which was found to be
negative and statistically significant. The ECT estimate of (—0.27771) implies that
27.77 % of the preceding period’s disequilibrium is eliminated in the current period.
The coefficient of determination (adjusted R?) shows that the electricity generation
(and other statistically significant variables included in the regression equation)
accounted for 75.81 % of the changes in the economic growth.

According to standard diagnostic test results (Panel C) and parameter stability
tests (see Fig. 1), the overall goodness of fit of the ARDL (2,0,1,0,0) model is
satisfactory with two minor exceptions. The selected model passed the residual
serial correlation test using only the F-test while CUSUMSQ test shows that the
cumulative sum of squares of recursive residuals lies exactly on the upper critical
threshold at a significance level of 5 %.
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Table 4 Long-term and short-term estimates (InGDP as dependent variable)

AIC (2,0,1,0,0)
Regressor Coef. ‘ SE ‘ T-ratio[Prob.]
Panel A: short-term results
Dependent variable: AlInGDP
AInGDP(—1) 0.36956 0.14321 2.5805[0.0141°
AlnKSM 0.18764 0.10195 1.8405[0.074]°
AInLSM 0.091570 0.15019 0.60971[0.546]
AInELECGEN 0.11184 0.050206 2.2277[0.0331°
ATP 0.025779 0.013381 1.9265[0.062]°
INPT 1.2867 0.62783 2.0494[0.048]
D90 —0.12626 0.022732 —5.5545[0.000]*
ECT,_, —0.27771 0.081823 —3.3940[0.002]*
Adj. R? 0.75814
F-statistic F(7,34) = 19.5029[0.000]"
DW-statistic 2.6314
RSS 0.030423

Panel B: long-term results
Dependent variable: InGDP

InKSM 0.67565 0.37754 1.7896[0.0831¢
InLSM —0.76852 0.53244 —1.4434[0.158]
INELECGEN 0.40274 0.18887 2.1323[0.041]°
TP 0.092825 0.051296 1.8096[0.0791°
INPT 4.6331 2.6135 1.7727[0.086]
D90 —0.45466 0.11813 —3.8489[.001]*
Panel C: Diagnostic test results
LM-test statistics Xzsc xzsc(l) =7.9133[0.005]

Yre ¥ re(1) = 0.34505[0.557]

N ¥*n(2) = 1.0187[0.601]

u ¥*u(1) = 0.25399[0.614]
F-test statistics Fsc Fsc(1,32) =7.4289[0.010]*

Fre Frc(1,32) = 0.26507[0.610]

Fx not applicable

Fy Fu(1,40) =0.24337[0.624]

The superscript a, b, ¢ indicates 1 %, 5 % and 10 % significance level, respectively. Coef.
Coefficient, SE Standard error, Prob. Probability, INPT Intercept, Adj R* Adjusted coefficient of
determination, DW-stat. Durbin-Watson statistic, RSS Residual sum of squares, LM-test statistic
Lagrange multiplier test statistic, SC Test of residual serial correlation, FC Ramsey’s RESET test
using square of the fitted values; N Normality test based on a test of skewness and kurtosis of
residuals, H Heteroscedasticity test based on the regression of squared residuals on squared fitted
values

When InELECGEN was considered as a dependent variable in the ARDL
cointegration procedure, we found no evidence of a long-run relationship. There-
fore, the Granger causality test in a vector autoregressive (VAR) framework was
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Fig. 1 CUSUM (left) and CUSUMSQ (right) test results. Note: CUSUM test Cumulative Sum of
Recursive Residuals, CUSUMSQ test Cumulative Sum of Squares of Recursive Residuals. Straight
lines indicate the critical threshold at a significance level of 5 %

conducted (see Table 5). The variables were transformed in first differences and an
optimal lag was set to 1.7

According to the multivariate VAR model results presented in Table 5 we found
that real GDP has a positive but statistically insignificant effect on electricity
generation in Croatia. Other regressors are also not statistically significant.
Although the VAR model passed all diagnostic tests (Panel B), the coefficient of
determination (adjusted R?) indicates that the analyzed VAR model explains only
5.44 % of the variation in the dependent variable.® Such result is somewhat
expected given the underinvestment of electricity generating capacities (namely,
obsolescence of existing power plants and infrastructure as well as lack of invest-
ment in new generating capacities) as a result of low electricity prices policy, which
led to high import dependence on electricity. In 23 years since Croatia’s indepen-
dence, only two new electricity-generating facilities were built: hydro power plant
Lesce and thermal power plant Plomin (Block B).

A systematic analysis and the combined results from Tables 4 and 5 therefore
indicate unidirectional causality from INnELECGEN to InGDP in both short- and
long-term. These results further confirm the fact of electricity as an integral part of
economic growth. Although electricity itself is not sufficient it is however an
essential production input which, as a complement to labor and capital, affects
Croatia’s economic growth. Additional confirmation of macroeconomic impor-
tance of electricity sector’s role in the Croatian economy, along with the results
of the causality analysis, can be found in the data on energy sector’s gross value
added. For instance, the total gross value added (GVA) of the energy sector in
Croatia in 2010 amounted to 13.8 billion kunas (HRK) and the energy sector’s share
in GDP was 4.27 %. Nearly half the amount of generated GVA (i.e. 6.2 billion
HRK) refers to electricity (gas, steam and air conditioning) supply.

"Detailed results regarding lag order selection criteria prior to multivariate VAR estimates are
available from the authors upon request.

8 The results remained unchanged when the analysis was repeated with the optimum lag set to
2. To conserve space we do not present these results but are available from the authors upon
request.
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Table 5 Results of the multivariate VAR estimates

Regressor Coef. SE | T-ratio[Prob.]

Panel A: short-term results
Dependent variable: AInNELECGEN

AINELECGEN(—1) —0.20812 0.16356 —1.2725[0.211]
AlnGDP(—1) 0.18591 0.27835 0.66792[0.508]
AlnKSM(—1) 0.38592 0.45473 0.84868[0.402]
AlInLSM(—1) 0.098528 0.33222 0.29658[0.768]
ATP(—1) —0.046573 0.057758 —0.80635[0.425]
INPT 0.022718 0.024006 0.94634[0.350]
D90 0.0051236 0.028793 0.17795[0.860]
Adj. R? —0.054443
F-statistic F(6,36) = 0.63857[0.699]
DW-statistic 1.9229
RSS 0.26333
Panel B: Diagnostic test results
LM-test statistics sc ¥ sc(1) =0.30586[0.580]

Yrc ¥re(1) =0.090121[0.764]

YN ¥*n(2) = 1.6828[0.431]

i ¥*u(1) =0.078778[0.779]
F-test statistics Fsc Fsc(1,35) = 0.25074[0.620]

Frc Frc(1,35) = 0.073509[0.788]

Fn not applicable

Fy Fu(1,41) = 0.075252[0.785]

Since no root lies outside the unit circle, the estimated VAR model satisfies the stability condition

Proper functioning of the electricity sector is responsible for creating large share
of GDP in other economic sectors. The importance of the electricity sector also
stems from its impact on the efficiency and competitiveness of most companies and
the economy as a whole through quality of supply and electricity price levels. The
obtained causality analysis results imply that electricity generation bears the burden
of the short-term adjustments to re-establish the long-term equilibrium. In other
words, high electricity generation tends to lead high economic growth, especially in
the long-term. Consequently, such a connection between electricity generation and
economic growth represents a significant challenge and has several important
implications for Croatian economic and energy policy.

According to the results presented in this paper, it is evident that the economic
growth of the Croatian economy is not neutral in relation to the dynamics of the
electricity sector, namely electricity generation. It is therefore necessary to imple-
ment development policies with a focus on: (a) providing stable and secure elec-
tricity supply as a stimulus to economic growth; (b) diversification of electricity
supply with an increased share of renewable energy resources (solar, wind, bio-
mass, small hydro power plants) in order to reduce import dependence. In other
words, increasing the stability and security of electricity supply is of great
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importance for the functioning of the Croatian economy. With its own electricity
generation, Croatia cannot fully meet its own consumption. The difference (approx-
imately 30 %) is covered through imports, which in turn makes Croatian electricity
sector and the economy itself vulnerable in terms of electricity supply. In the long-
term, stable and secure electricity supply can be compromised due to a further
increase in import dependence, geopolitical instability in region with energy
resources and electricity surpluses, reduced levels of reliability of existing systems
and the lack of investment in the generation-supply chain. Due to Croatia’s rela-
tively high dependence on electricity imports, there is a reasonable doubt that any
disturbances on the electricity markets in neighboring countries will negatively
affect the functioning of the Croatian electricity sector. Therefore, the degree of
vulnerability of the Croatian electricity sector” should be reduced by increasing
investments in the electricity infrastructure primarily through construction of new
and revitalization of existing electricity generating capacities. Unrealistic electric-
ity prices, which were administratively edited by the Croatian government up to the
adoption of the new Energy Act and the Act on the Regulation of Energy Activities,
could not encourage new investments. Through artificially low electricity prices,
the government led the social policy and protected the standard of living. This
hindered the arrival of competition but also created direct damage to HEP in terms
of reducing maintenance costs and the overall underinvestment that in turn resulted
in outdated power plants and infrastructure. Cost-reflective electricity prices are
therefore essential for sending positive signals to strategic private investors since
Croatia does not have sufficient capital accumulation. Private capital should be then
directed towards electricity generation (to influence the price stability through
increased competition) and supply (to enable the consumers to switch their elec-
tricity supplier). While doing so, Croatia’s economic, energy and environmental
interests must be clearly identified and truly advocated (Vlahinic-Dizdarevic 2011).

Necessary investments in the Croatian energy sector are estimated at 15 billion
euros (EUR), and according to the Energy Strategy (Official Gazette 130/2009) the
electricity sector alone will require 9 billion EUR (or 60 % of total investments).
Therefore, appropriate active strategic planning is a necessity bearing in mind these
facts: (a) that approximately 1100 MW of existing thermal power plants (30 % of
the installed capacity of the Croatian electricity sector and 65 % of installed
capacity in thermal power plants) will go out of operation by the year 2020;
(b) the construction of new electricity facilities lasts 4-5 years.

According to Boromisa (2011), investment opportunities in hydro power on
unused water resources (medium and larger water streams) are sufficient to build
62 hydro power plants and generate around 5.9 TWh of electricity. The Croatian
Government identified (only) 10 projects for the construction of hydro power plants

? According to the information given at the Energy Institute Hrvoje Pozar, last vulnerability
analysis of the entire Croatian energy sector was carried out at the end of 2008, it included the
time horizon from 1995 to 2006 and according to that analysis, the vulnerability indicator had an
increasing trend.
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(approximately 900 MW). Due to restrictions related with investments in hydro
power plants (i.e. duration of preparatory work, the uncertainty regarding the results
of environmental impact studies and unresolved property relations) the target set in
the Energy Strategy (300 MW) could be difficult to achieve. The adoption of the
Regulation on Ecological Network, enacting the Croatian ecological network and
also the Natura 2000 ecological network which covers 29 % of Croatian territory
(37 % of land and 16 % of coastal waters), will further hamper investment
possibilities especially in hydro power plants (Ombla, power plants on the Sava
river, Molve 1 and 2, Kosinj and Senj). Since the validation process of the
ecological network in the European Union (EU) takes 2-3 years, not a single
investment can be realized before 2016, except possibly the thermal power plant
Plomin (Block C).

Investments in thermal power plants on natural gas and coal are dependent on the
commercial risks and uncertainties associated with these fuels. In the case of natural
gas, commercial risks are related with the ability to supply sufficient quantities of
gas at reasonable prices. Croatia’s decisions concerning supply routes are incon-
sistent and changes in standpoint regarding international infrastructure projects
confirm the weakness of Croatia’s negotiating position and limited impact on
decisions regarding supply routes.'” In the case of coal, uncertainties are associated
with international obligations related to climate change, which in turn affect pro-
ject’s risk assessment and profitability. In this regard, the planned 500 MW coal-
fired thermal power plant Plomin (Block C) makes HEP’s largest investment
project rather controversial because of the choice of coal as a fuel. According to
the gas proponents, this power plant, under a very negative scenario, might incur a
total loss of 15.1 billion EUR (CO, emission quotas, inflation, fuel prices, technol-
ogy and credit costs included) (see Bioncina and Bohutinski 2014). According to
Sunic (2008), Croatia should build natural gas based power plants (cleaner and
more efficient energy resource and the potential construction of the LNG terminal
(but not before 2018 or 2019) would ensure a reliable gas supply). This is also
pronounced by the consensus about the forthcoming golden era of natural gas.

Recently, renewable energy resources have become the fastest growing segment
in energy production, especially electricity (Corum and Arsenyan 2014). However,
renewables are relatively unstable and expensive. They are considered additive
rather than alternative source of energy and are very dependent on the financial

19Both big projects, Russia’s South Stream and Nabucco (which had the support of both the EU
and USA but in the meantime will be replaced by the so-called Trans Adriatic Pipeline (TAP),
which will deliver gas from the Caspian basin using 500 km shorter route) were designed to pass
through Croatia. Participation in the South Stream was offered in 2007 but no answer was given to
the Russians. Subsequently an agreement was concluded on Croatia’s connection on South Stream
but outside the main route leaving Croatia without the income from gas transfer. Meanwhile, the
representatives of Azerbaijan, Albania, Bosnia and Herzegovina, Croatia and Montenegro at the
end of 2013 signed a Memorandum on cooperation regarding the realization of the Southern Gas
Corridor in southeastern Europe. They also committed to work on the realization of all the
preconditions necessary for the realization of the Adriatic-Ionic Pipeline (as a part of TAP).
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support (subsidies) that are given to renewable energy producers. Renewables can
have a positive, multiplicative economic impact on the country’s economy in the
case that domestic components, labor force and supporting services are used during
development and production of such equipment and construction of such facilities
(Granic 2010). Nevertheless, due to renewables’ volatile supply, lack of domestic
equipment production and the need to preserve the safety and resilience of the
electricity sector, a coordinated construction of power plants on both permanent and
non-permanent energy resources is required (HEP 2012).

In Croatia, renewables are not yet sufficiently exploited because it is a relatively
young sector. Financial support began in 2007 with the introduction of the so-called
feed-in tariff (FIT) model. The biggest interest was recorded for wind power (a total
of 3800 MW according to the Register of renewable energy resources) since Croatia
has significant wind potential and had (until recently) extremely high quota of
planned installed capacity (1200 MW) in wind power plants by 2020. In October
2013, the National Action Plan for renewable energy by 2020 was adopted. In that
Plan, the quota for wind power plants has been reduced to 400 MW since almost all
of the necessary equipment was imported (cables, transformers, steel reinforce-
ment, poles and cement blocks) and the domestic industry did not get a proper
boost. The Ministry of Economy point of view is that power plants on biomass and
biogas, cogeneration plants and small hydro power plants will give much greater
social and economic contribution.

5 Conclusion

This paper examines cointegration and the causal relationship between economic
growth and electricity generation in Croatia using annual data for the period
1966-2010 within a multivariate framework that includes capital stock and employ-
ment input together with a homogeneous construct representing technological
progress. Since we determined the existence of a structural break in 1990, a
dummy variable was introduced in the analysis in order to get results that are
more robust. The research results, according to the ARDL approach, fully support
the existence of a positive long-term relationship between the variables when real
GDP comes as dependent variable. We found a unidirectional causality running
from electricity generation to real GDP in both short- and long-term. These results
further confirm the important role of electricity generation in Croatia’s economic
growth. The obtained results imply that electricity generation bears the burden of
the short-term adjustments to re-establish the long-term equilibrium. In other
words, electricity generation (together with other statistically significant production
inputs) tends to trigger economic growth, especially in the long-term. The causality
analysis results indicate that a 1 % increase in the electricity generation leads to
0.112 % increase in the real GDP in the short-term while in the long-term a 1 %
increase in electricity generation leads to around 0.40 % increase in Croatia’s real
GDP. Consequently, such a connection between electricity generation and
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economic growth has several important implications for Croatian economic and
energy policy. It is necessary to implement development policies with a focus on:
(a) providing stable and secure electricity supply as a stimulus to economic growth;
(b) diversification of electricity supply with an increased share of affordable energy
resources (hydro power, gas and biomass) in order to reduce import dependence.
Increasing the stability and security of electricity supply, while keeping low costs,
is of great importance for the functioning of the Croatian economy. Therefore,
Croatia should adopt a more vigorous economic policy that should aim to increase
investments in the electricity infrastructure primarily through construction of new
and revitalization of existing electricity generating capacities.

This is, as far as is known, the first analysis on the causal relationship between
electricity generation and economic growth in Croatia. The obtained results have
important policy consequences for similar new EU Member States that are going
through a similar development path especially in the context of harmonization with
the EU electricity directives and regulations. In order for the results to be as robust
and as representative as possible (and to determine as precisely as possible the
causal relationship between electricity variables and GDP), additional research is
needed using longer time series and other control variables. In the future, it may be
interesting, depending on the data availability and reliability, to use data on
financial development, carbon dioxide (CO,) emissions and an additional dummy
variable as a reflection of the current economic crisis. In addition, other economet-
ric approaches (newer and more sophisticated) could be utilized such as the
leveraged bootstrap technique suggested by Hacker and Hatemi (2006, 2010)
especially when dealing with small samples. Until present and future researchers
get sound, robust, uniformed and non-conflicting empirical results, governments
have to be careful in implementing the appropriate policies.

Acknowledgements This article has been fully supported by the Croatian Science Foundation
under the project number IP-2013-11-2203. In addition, this work is the result of the scientific
project “Economic effects of electricity sector reforms on sustainable economic growth”
no. 13.02.1.3.05, financed by University of Rijeka.

References

Bayraktutan, Y., Yilgor, M., & Ucak, S. (2011). Renewable electricity generation and economic
growth: Panel-data analysis for OECD members. International Research Journal of Finance
and Economics, 66, 59—66.

Bioncina, M., & Bohutinski, J. (2014). Termoelektrana Plomin 3 imat ce gubitak od 1,15 milijardi
eura! [Thermal power plant Plomin 3 will have a loss in amount of 1,15 billion euros!].
Vecernji list [online]. Accessed October 24, 2014, from http://www.vecernji.hr/kompanije-i-
trzista/termoelektrana-plomin-3-imat-ce-gubitak-od- 1 15-milijardi-eura-424983

Boromisa, A.-M. (2011). Strateske odluke za energetsku buducnost Hrvatske [Strategic decisions
for Croatia’s energy future]. Zagreb: Institut za medunarodne odnose, Zaklada Friedrich Ebert,
PRINTERA GRUPA d.o.o.


http://www.vecernji.hr/kompanije-i-trzista/termoelektrana-plomin-3-imat-ce-gubitak-od-115-milijardi-eura-424983
http://www.vecernji.hr/kompanije-i-trzista/termoelektrana-plomin-3-imat-ce-gubitak-od-115-milijardi-eura-424983

228 P. Jakovac et al.

Chang, T., Fang, W., & Wen, L. F. (2001). Energy consumption, employment, output and
temporal causality: Evidence from Taiwan based on cointegration and error-correction model-
ing technique. Applied Economics, 33, 1045-1056.

Cheng, Y. S., Wong, W. K., & Woo, C. K. (2013). How much have electricity shortages hampered
China’s GDP growth? Energy Policy, 55, 369-373.

Chow, G. C. (1960). Tests of equality between sets of coefficients in two linear regressions.
Econometrica, 28(3), 591-605.

Corum, A., & Arsenyan, J. (2014). Feasibility of the wind farms: Case study in Turkey. Pro-
ceedings of the 12th EBES Conference, Singapore, January 9-11, 2014, Nanyang Technolog-
ical University, School of Humanities and Social Sciences [online]. Accessed June 21, 2015,
from http://ebesweb.org/pdf/12th%20EBES %20Conference%20Proceedings.pdf

Davis, J. R. (2003). The rural non-farm economy, livelihoods and their diversification: Issues and
options. Natural Resources Institute, Department for International Development, World Bank
[online]. Accessed October 10, 2014, from http://128.118.178.162/eps/dev/papers/0510/
0510016.pdf

Dickey, D. A., & Fuller, W. A. (1979). Distribution of the estimators for autoregressive time series
with a unit root. Journal of the American Statistical Society, 75, 427-431.

Druzic, 1., & Sirotkovic, J. (2002). Uvod u hrvatsko gospodarstvo [Introduction to Croatian
economy]. Zagreb: Ekonomski fakultet Sveucilista u Zagrebu, Politicka kultura.

Druzic, I., & Tica, J. (2002). Dinamika i kontroverze gospodarskog razvitka Hrvatske. In I. Druzic
(Ed.), Stabilizacija-participacija-razvoj [Stabilization-participation-development]. Zbornik
radova znanstvenog skupa povodom 80. obljetnice rodenja akademika Jakova Sirotkovica
(pp- 107-125). Ekonomski fakultet: Zagreb.

Elliott, G., Rothenberg, T. J., & Stock, J. H. (1996). Efficient tests for an autoregressive unit root.
Econometrica, 64, 813-836.

Energy Institute Hrvoje Pozar-EIHP. (2009). Energy in Croatia 1945-2007. Zagreb: Energy
Institute Hrvoje Pozar.

Energy Institute Hrvoje Pozar-EIHP. (2011). Energy in Croatia 2010. Zagreb: Energy Institute
Hrvoje Pozar.

Energy strategy of the Republic of Croatia 2009 (No. 130/2009). Zagreb: Official Gazette.

Engle, R., & Granger, C. (1987). Cointegration and error correction: Representation, estimation
and testing. Econometrica, 55, 251-276.

Fatai, k., Oxley, L., & Scrimgeour, F. (2004). Modeling the causal relationship between energy
consumption and GDP in New Zealand, Australia, India, Indonesia, the Philippines and
Thailand. Mathematics and Computer in Simulation, 64, 431-445.

Ghosh, S. (2009). Electricity supply, employment and real GDP in India: Evidence from
cointegration and Granger-causality test. Energy Policy, 37, 2926-2929.

Granic, G. (2010). Kako promisljati energetsku buducnost [How to rethink energy future]. Zagreb:
Poslovna biblioteka, Energy Institute Hrvoje Pozar.

Gujarati, D. N., & Porter, D. C. (2009). Basic econometrics (5th ed.). New York: McGraw-Hill
Companies Inc.

Hacker, R. S., & Hatemi, J. A. (2006). Tests for causality between integrated variables using
asymptotic and bootstrap distributions: Theory and application. Applied Economics, 38(13),
1489-1500.

Hacker, R. S., & Hatemi-J, A. (2010). A bootstrap test for causality with endogenous lag length
choice—Theory and application in finance. Working Paper Series in Economics and Institu-
tions of Innovation No. 223, The Royal Institute of Technology, Centre of Excellence for
Science and Innovation Studies (CESIS).

Halkos, G. E., & Tzeremes, N. G. (2009). Electricity generation and economic efficiency: Panel
data evidence from world and East Asian countries. Global Economic Review, 38(3), 251-263.

Hall, R. E., & Jones, C. I. (1999). Why do some countries produce so much more output per worker
than others? The Quarterly Journal of Economics, 114(1), 83-116.

HEP. (2012). Pametno sa suncem [Be smart with the sun]. Vjesnik No. 256/296. Zagreb: HEP.


http://128.118.178.162/eps/dev/papers/0510/0510016.pdf
http://128.118.178.162/eps/dev/papers/0510/0510016.pdf
http://ebesweb.org/pdf/12th%20EBES%20Conference%20Proceedings.pdf

Macroeconomic Impacts of Electricity Generation on Croatian Real GDP:. .. 229

Johansen, S. (1988). Statistical analysis of cointegration vectors. Journal of Economic Dynamics
and Control, 12, 231-254.

Johansen, S., & Juselius, K. (1990). Maximum likelihood estimation and inference on
cointegration—With application to the demand for money. Oxford Bulletin of Economics
and Statistics, 52, 211-244.

Kamps, C. (2004). New estimates of government net capital stocks for 22 OECD countries
1960-2001. IMF Working paper, 67 (WP/04/67).

Karanfil, F. (2008). Energy consumption and economic growth revisited: Does the size of the
unrecorded economy matter? Energy Policy, 36(8), 3029-3035.

Kwiatkowski, D., Phillips, P. C. B., Schmidt, P., & Shin, Y. (1992). Testing the null hypothesis of
stationary against the alternative of a unit root. Journal of Econometrics, 54, 159-178.

Kyriacou, G. A. (1991). Level and growth effects of human capital: a cross-country study of the
convergence hypothesis. Working papers 91-26, C.V. Starr Center for applied economics,
New York University.

Lean, H. H., & Smyth, R. (2010). Multivariate Granger causality between electricity generation,
exports, prices and GDP in Malaysia. Energy, 35, 3640-3648.

Liitkepohl, H. (2005). New introduction to multiple time series analysis. Berlin: Springer.

MacKinnon, J. G. (1996). Numerical distribution functions for unit root and cointegration tests.
Journal of Applied Econometrics, 11, 601-618.

Maddala, G. S., & Kim, I.-M. (1998). Unit roots, cointegration and structural change. Cambridge:
Cambridge University Press.

Mehrara, M. (2007). Energy consumption and economic growth: The case of oil exporting
countries. Energy Policy, 35, 2939-2945.

Morimoto, R., & Hope, C. (2004). The impact of electricity supply on economic growth in Sri
Lanka. Energy Economics, 26, 77-85.

Moser, J. (2003). Pregled razvoja elektroprivredne djelatnosti u Hrvatskoj 1875-2000 [Review of
electricity industry in Croatia 1875-2000]. Zagreb: Kigen.

Narayan, P. K. (2005). The saving and investment nexus for China: Evidence from cointegration
tests. Applied Economics, 37, 1979-1990.

Nardo, M., Saisana, M., Saltelli, A., Tarantola, S., Hoffmann, A., & Giovannini, E. (2005).
Handbook of constructing composite indicators: Methodology and user guide. Statistics
Working Paper No. 3, OECD.

Nelson, C. R., & Plosser, C. I. (1982). Trends and random walks in macroeconomic time series—
Some evidence and implications. Journal of Monetary Economics, 10, 139—162.

Ng, S., & Perron, P. (2001). Lag length selection and the construction of unit root tests with good
size and power. Econometrica, 69(6), 1519-1554.

OECD. (2002). Frascati manual. Proposed standard practice for surveys on research and
experimental development. Paris: OECD Publications.

OEDC. (2010). Main science and technology indicators. Paris: OECD Publications.

Ozturk, I. (2010). A literature survey on energy-growth nexus. Energy Policy, 38, 340-349.

Ozturk, I., & Acaravci, A. (2010). The causal relationship between energy consumption and GDP
in Albania, Bulgaria, Hungary and Romania: Evidence from ARDL bound testing approach.
Applied Energy, 87(6), 1938-1943.

Pasalic, Z. (1999). Osnove hrvatske gospodarstvene infrastructure. [Basics of Croatian economic
infrastructure]. Split: Sveuciliste u Splitu, Ekonomski fakultet.

Payne, J. E. (2010a). Survey of the international evidence on the causal relationship between
energy consumption and growth. Journal of Economic Studies, 37(1), 53-95.

Payne, J. E. (2010b). A survey of the electricity consumption-growth literature. Applied Energy,
87, 723-731.

Pesaran, M. H., Shin, Y., & Smith, R. J. (2001). Bounds testing approaches to the analysis of level
relationships. Journal of Applied Econometrics, 16(3), 289-326.

Phillips, P. C. B., & Perron, P. (1988). Testing for a unit root in time series regressions. Biometrica,
75, 335-346.



230 P. Jakovac et al.

Popp, D. C. (2001). The effect of new technology on energy consumption. Resource and Energy
Economics, 23, 215-239.

Raguz, L., Druzic, 1., & Tica, J. (2011). Human capital in growth accounting: The case of Croatia.
Journal of International Scientific Publications: Educational Alternatives, 9, 185-198.

Rao, N. D. (2013). Does (better) electricity supply increase household enterprise income in India?
Energy Policy, 57, 532-541.

Sarker, A. R., & Alam, K. (2010). Nexus between electricity generation and economic growth in
Bangladesh. Asian Social Science, 12(6), 16-22.

Smulders, S., & de Nooij, M. (2003). The impact of energy conservation on technology and
economic growth. Resource and Energy Economics, 25, 59-79.

Sundac, D., & Fatur Krmpotic, I. (2009). Human capital value in Croatia—Comparison with
selected European countries. Economic Review, 60(7-8), 315-331.

Sunic, M. (2008). Energetika i plin do 2030. godine—osvrt na prijedlog energetske strategije
Republike Hrvatske. Hrvatska strucna udruga za plin [online]. Accessed February 18, 2014,
from http://www.hsup.hr/upload_data/editor/files/DP_08_HSUP.pdf

Tang, C. F., & Shahbaz, M. (2011). Revisiting the electricity consumption-growth nexus for
Portugal: Evidence from a multivariate framework analysis. MPRA Paper, 28393.

Tica, J. (2004). The estimation of 1910-1989 per capita GDP in Croatia. Zagreb International
Review of Economics & Business, 7(1-2), 103-133.

Toda, H. Y. (1994). Finite sample properties of likelihood ratio tests for cointegration ranks when
linear trends are present. Review of Economics and Statistics, 76(1), 66-79.

Udovicic, B. (2004). Neodrzivost odrzivog razvoja: energetski resursi u globalizaciji i slobodnom
trzistu [Unsustainability of sustainable development: Energy resources in globalization and
[free market]. Zagreb: Kigen.

Vlahinic-Dizdarevic, N. (2011). Restrukturiranje i liberalizacija trzista elektricne energije: gdje je
Hrvatska? [Electricity market restructuring and liberalization: Where is Croatia?].
Racunovodstvo i financije, 7, 99—104.

Winters, P. R. (1960). Forecasting sales by exponentially weighted moving averages. Management
Science, 6(3), 324-342.

Yoo, S.-H., & Kim, Y. (2006). Electricity generation and economic growth in Indonesia. Energy,
31, 2890-2899.

Zeshan, M. (2013). Finding the cointegration and causal linkages between the electricity produc-
tion and economic growth in Pakistan. Economic Modelling, 31, 344-350.


http://www.hsup.hr/upload_data/editor/files/DP_08_HSUP.pdf

In Search of the New EU Energy Reforms:
Assessing the Financial Performance
of the EU Energy Companies

Djula Borozan and Dubravka Pekanov Starcevic

Abstract To unveil the challenges the European energy industry faces, this paper
looks at the financial performance of energy companies that are different in terms of
the energy generation mix in the period 2011-2013. Furthermore, the paper aims to
draw general conclusions on how the share of conventional power plants in the
companies’ generation mix has affected their operation as a whole. Finally, the
paper discusses the trends in the energy industry, in particular regarding gas-fired
power plants, as well the opportunities and threats facing them in the context of
achieving the EU strategic energy goals. The results show that companies with a
higher share of conventional thermal power plants in their energy mix operate with
a significant decrease in profit, and generally face a decrease in their asset value.
This is opposite to companies with large diversified portfolios and shares of
hydropower and new renewables. Since conventional power plants, especially
high-performing and flexible gas-fired cogeneration ones, may play a key role in
producing the peak load and even the base load power, as well as in maintaining
high quality in the electricity grid, this situation might jeopardize the achievement
of the EU strategic energy goals. Hence, it calls for new energy reforms.

Keywords Energy security ¢« Energy generation mix * Financial performance ¢
Energy companies

1 Introduction

The European energy industry, especially the one based on conventional, natural
gas-fired power plants, or even high-efficiency combined heat and power (CHP)
plants, has been facing many types of challenges (The Economist 2013a; Caldecott
and McDaniels 2014). Two trends contribute especially thereto: first, a decrease in
energy demand due to, on the one hand, unfavorable economic trends that have
started in the second half of 2007, and on the other hand, de-industrialization,
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modernization of industrial plants and fostering energy efficiency in all spheres of
business and public life that started much earlier; second, an excess in energy
supply because of overinvestment in generating capacities from fossil fuels in the
1980s and 1990s, and the growth of new renewable energy sources (e.g. wind and
solar power, biomass, geothermal energy) that has become highly subsidized and
got “grid priority”. Consequently, the wholesale prices of electricity in the
European electricity markets have dropped significantly, what together with an
increase in operating costs due to changing fuel prices (especially high and unstable
gas prices and lower prices for coal) and CO, emission rights as well as the
established merit order caused that electricity generation from conventional
power plants, including gas-fired thermal ones, has become financially unattractive
for investment, and their future financial outlook more uncertain and pessimistic.

The challenges the European energy industry faces, especially the ones based on
conventional, natural gas-fired thermal power plants, affect unfavorably not only its
operation and future, but also the European energy security, affordability and
competitiveness of electricity prices (Capgemini 2013; Auverlot et al. 2014).

The main aim of this paper is to assess the financial performance of three
European energy companies [Hrvatska Elektroprivreda Group (HEP), Verbund
Group and N.V. Nuon Energy] that are relatively similar either considering their
size in terms of employed persons or installed electricity capacity, but different in
terms of the energy generation mix in the period 2011-2013. The main criterion for
choosing these companies was the structure of their fuel energy production mix,
i.e., they should have a small, moderate and large share of conventional power
plants. Hence, the share of installed capacities of conventional power plants in the
HEP’s, the Verbund Group’s and the N.V. Nuon Energy’s energy mix accounts for
46.85 %, 25.56 % and 87.16 %, respectively.

The financial performance analysis derived from the companies’ financial state-
ments is conducted as the analysis of the main financial ratios: liquidity, debt,
operating performance and profitability. Furthermore, by comparing them, the
paper aims to draw more general conclusions on: (i) how the share of conventional
power plants of energy companies in their energy generation mix has affected their
operation as a whole, and (ii) what implications the financial performance may have
on the companies’ ability and willingness to invest in new thermal power plants.
Finally, the paper discusses the trends in the energy industry, in particular regarding
gas-fired power plants, as well the opportunities and threats facing them in the
context of achieving the EU strategic energy goals, mainly security of energy
supply, affordability and competitiveness.

The remainder of the paper is organized as follows. By outlining the recent
trends in the EU energy industry, Sect. 2 provides a snapshot of the situation facing
the European energy companies. Section 3 explains the methodologies used, while
Sect. 4 examines the financial performance of the selected companies. It also draws
on and discusses the main implications that affect the current and future position of
conventional thermal power plants with regard to the EU strategic energy goals.
The conclusions are given in Sect. 5.
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2 The Implications of the Recent Trends in the EU Energy
Industry

Faced with the energy policy and market failures, the EU energy industry has been
in the process of great transformations (see, e.g., The Economist 2013a; CEZ 2013;
de Clercq and Lewis 2013). As already mentioned in the introduction, as far as
electricity consumption is considered, two trends coming from both the supply and
the demand side contribute thereto.

The electricity demand reflects the level of economic development, as well as
the industrial, residential and services ones. The adverse trends from the demand
side have been accelerated not only by the financial and economic crisis in the EU
that started in the second half of 2007, but also by the processes of deindustriali-
zation, as well as modernization of the industry and increasing energy efficiency in
all spheres of business and private life that started much earlier. Due to these trends
described in detail in different reports (e.g., see Capgemini 2013; EEA 2013;
Auverlot et al. 2014; EC 2014a, c; Honore 2014), electricity consumption has
been decreasing continuously. Figure 1 indicates that electricity consumption in
the EU-28 did not manage to reach its level from 2007. According to data from the
Eurostat, the annual average growth rate accounted for 0.4 % in the period
2001-2012, meaning that final energy consumption decreases annually, on average
by 0.4 %.

Several processes caused significant changes on the supply side. Some of them
started in the 1980s, as overinvestment in generating capacities from fossil fuels,
and some of them are more recent, as the growth of new renewable energy
(especially due to increasing wind and solar capacity installations in the EU) that
has become highly subsidized and got “grid priority”. For example, according to
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Fig. 1 Final energy consumption in the EU-28 in the period 2001-2012 (in 1000 tons of oil
equivalent). Source: Eurostat
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Fig. 2 The share of primary production of renewable energy in total primary energy production
(in %). Source: Eurostat

The Economist (2013a), during the 2000s, European utilities overinvested in
generating capacity from fossil fuels, boosting it by 16 % in Europe as a whole
and by much more in some countries (up to 91 % in Spain, for example).

The share of primary production of renewable, low-carbon energy in total
primary production of energy (expressed in 1000 tons of oil equivalent) increases
continuously, as can be seen in Fig. 2; more precisely, from 10.62 % in 2001 to
22.23 % in 2012. According to Eurostat’s statistics, this is because total primary
energy production decreased in the same period by an average of 1.54 % per year,
while primary production of renewable energy increased by 5.33 %.

However, 14 % of final energy consumption over all sectors and 23.5 % of the
electricity produced in the EU comes from renewable energy sources (EC 2014c).
Although this is far from the EU target for 2020, the Commission set a new
renewable target for 2030 of at least 27 % of renewables (EC 2014a). Such present
and expected future movements of the share of renewable energy undoubtedly
represent a great success especially from the ecological point of view, and certainly
mean a step forward in achieving the EU energy strategic goals regarding the
increase in the share of renewable energy in the EU’s gross final energy consump-
tion (to 20 % by 2020) and the greenhouse gas emissions reduction (CO, emission
reduction by at least 20 %) set in the EC (2009, 2010, 2011) (to 80-95 % below
1990 level by 2050).

Thus, according to the EU Directive 2001/77/EC, in order to achieve the energy
policy goal of sustainability, the EU Member States are obligated to increase the
share of the renewable energy sector using national support mechanisms. Although
across Europe there exists “the variety of regimes and the different basis on which
they assess their respective levels of support” (CMS 2013), three main mechanisms
have prevailed: feed-in tariffs, tax incentives and tradable green certificates
(Abolhosseini and Heshmati 2014). As highlighted in the comparative study
“Renewables support mechanisms across Europe” (CMS 2013), the variety “has
led to arbitraging by investors between jurisdictions as they search for the most
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attractive return”. Certainly, some of them, like green certificates, enhanced com-
petition and economic efficiency (Herzeg 2012); however, they also contributed to
dropping the wholesale prices for electricity and led to the increase in retail energy
prices (EC 2014b) reducing the realization of the benefits for final consumers. For
instance, in the Verbund’s Annual Report (2013), it is stated that wholesale trading
prices for electricity were below the prices for the year 2012 by 11.3 % (to 37.8
euros/MWh) for the base load and 8.9 % (to 48.7 euros/MWh) for the peak load.

In a nutshell, from the producers’ point of view, the results of these trends on the
supply and the demand side are the decline of the wholesale prices of electricity in
the European electricity markets by 35-45 % from 2008 to 2012 (EC 2014b). This
sharp decline in prices to persistently low and even negative levels, together with
the changing fuel prices (lower prices for coal and CO, emission rights, and at the
same time high gas prices due to long-term purchase agreements linked to the oil
prices) and the established merit order that will be explained in Sect. 4, had to have
certain important short- and long-term consequences on the electricity generating
system of some country and the EU in general, financial performances of the
established and new energy companies, financiers’ decisions and supply-chain
providers. Moreover, the ten leading energy companies also stress the lack of a
clear, foreseeable and objective energy policy framework (CEZ 2013).

In the continuation of this paper, the consequences of these trends on the
financial performance of the selected EU energy companies are evaluated and
discussed.

3 Materials and Methods

3.1 Methodology

The paper employs financial statement analysis that is a technique of comparing
data from multiple financial statements and comparing them over time (data from
the same company) or space/geography (data from different companies in different
countries). This kind of analysis enables us to study the effects of a large share of
thermal power in the total energy generation mix on the business results and
company’s future outlook and strategic intention. Two financial statements, the
balance sheet and the income statement, were analyzed for the 3-year period of
interest (2011-2013) by calculating financial ratios clustered in four groups: liquid-
ity ratios, debt ratios, operating performance ratios, and profitability ratios. Table 2,
column 2 shows formulas for their calculation.

Liquidity ratios provide information about a company’s ability to pay off short-
term debt obligations as they fall due by cash or equivalent current assets. Gener-
ally, a higher value is desired as this indicates a greater company’s ability to meet
short-term debt obligations and therefore a lower financial risk. Debt ratios measure
the extent to which the company utilizes long-term debt to finance growth, i.e., its
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ability to raise capital and pay its obligation. Hence, they are an indication of the
company’s long-term solvency. The information on liquidity and debt ratios are of
particular interest to banks when they are asked to extend or approve a short- or
long-term loan to the company.

Operating performance ratios provide information about how efficient and well
run a company is, i.e., how efficient it is in using its resources. They measure the
ability of a company to convert various asset, liability and capital accounts into cash
or sales. Therefore, they indicate how well company’s management is running the
business, i.e., if it is doing well in generating revenues, cash and the like from its
resources. The higher the ratios, the better and more efficient the management is in
using inventory or assets to generate sales or income.

Profitability ratios provide information about a company’s performance and its
ability to generate profit from its operation. Hence, they indicate the overall
effectiveness of management with regard to returns generated on sales, equity or
assets. Since profits are important for funding new investment, business develop-
ment and paying dividends to shareholders, and they are also an indication of
management quality, information thereon are of particular interest to shareholders.

The financial statements used are reported in the annual reports of the HEP
Group, Verbund Group and N.V. Nuon Energy (hereinafter referred to as: HEP,
Verbund and Nuon) for 2012 and 2013, available online on their web sites. All
information and data about these companies used in this paper are published online,
on their respective web sites or in their annual reports and are therefore available to
the public. Besides them, the source for Verbund Group is also Verbund
A.G. (2014).

3.2 Energy Companies: Basic Information

Three European electricity companies in the focus of this paper differ in the energy
generation mix, what may be an important source of difference in profitability.
Table 1 shows their installed capacities and production per energy source. HEP and
Nuon are relatively similar in terms of installed capacity, while Verbund and Nuon
are relatively similar in terms of the total number of employees. Verbund and Nuon
Energy have the highest and the lowest share of installed capacities for hydropower
and new renewables, respectively. HEP produces approximately 44 % of electricity
from hydropower, and is positioned between Verbund and Nuon. The consequences
of such energy mix will be analyzed after an introduction to the companies.
Verbund is the Austria’s leading electricity company founded in 1947 with 51 %
of the share capital owned by the Republic of Austria. It is managed by a holding
company, Verbund AG, while operating activities are concentrated in subsidiaries
with different focuses and tasks. Verbund power plants cover more than 40 % of the
annual Austrian electricity requirements, what is approximately 70,000 mil-
lion kWh. Although its main markets are Austria and Germany, Verbund trades
electricity in 12 countries. In 2013, with approximately 3250 employees, Verbund
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achieved annual revenue of 3.2 billion euros, as well as a profit from continued
operation after tax of 996,979,000 euros. Over the period of interest, i.e.,
2011-2013, its asset value increased per year, on average by 3.93 %, from
11,859.3 million euros in 2011 to 12,808.6 million euros in 2013.

The energy generation mix of Verbund consists of hydropower, thermal power
and wind power. Hydropower is the most important source of electricity generation;
in the period 2011-2013, 85 % of electricity originated from this source. Verbund
has 127 hydropower plants with a combined maximum capacity of 7745 MW, and
an average annual production of 28,548 GWh in the same period. Most of the
hydropower plants are located in Austria (approximately 98 %), while the rest are
situated in Germany. It is the leading supplier of hydropower in Europe. The second
most important new renewable energy source for Verbund is wind. It has 154 wind
power stations, 37 of which are in Austria, 21 in Germany, one in Bulgaria and one
in Romania. Together with solar power, they have a maximum capacity of
380 MW, and record an average annual production of 311.3 GWh, what is 0.9 %
of total electricity generation.

The second most important energy source for Verbund is thermal power.
Verbund has eight thermal power plants, six of which are in Austria (two of them
have been shut down or leased out), and two in France, with a total capacity of
2790 MW. An average annual production in the period 2011-2013 amounts to
4647 GWh, i.e., 14.1 % of total electricity generation. Thermal power plants have
an important role in the energy generation mix since their generation compensates
for fluctuations in the production of new renewables. However, they are under
pressure from a financial point of view.

By comparing the year 2013 with the year 2011, an important trend can be
noticed in the operation of Verbund that is in line with its strategic intention, i.e., an
increase in hydropower and wind generation (it rose by 7165 GWh), while due to
market conditions thermal power generation decreased by 1379 GWh. The com-
pany intends to do business in the South Eastern European countries as well. As
stated in its Annual report (2013), by 2018, Verbund plans to invest 1.5 billion euros
in wind farms, grids and efficiency improvement of the existing hydropower plants.
The company will continue to invest in hydropower and wind in future, because it
finds that this is the most important and efficient source of renewable energy which
is economical even without funding.

HEP is a leading Croatian electricity company engaged in electricity production,
transmission and distribution for more than one century, and in heat supply and gas
distribution for the past few decades. HEP is in 100 % state ownership. It is
managed by a parent company, HEP d.d., that is the founder and only owner of
the dependent companies. The operating activities are concentrated in the divisions.
Some of them are regulated (transmission and distribution), but some are
non-regulated ones (generation and supply).

HEP Group has 4000 MW of installed capacity for electricity generation.
Considering its electricity generation source mix, almost half of it is related to
conventional power, while the second half refers to hydropower. In the period
20112013, its average production of electricity amounted to 13,139 GWh and
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covered approximately 82 % of the Croatian electricity market as its only market. In
2013, with approximately 11,840 employees, HEP achieved annual revenue of 1.9
billion euros, as well as a net profit of 171,205,000 euros. The asset value of the
HEP Group increased in the period 2011-2013 on average by 2.65 % per year, i.e.,
from 4440 million euros in 2011 to 4679 million euros in 2013. As far as electricity
production is considered, HEP owns 24 hydropower plants located in Croatia, and
one in Bosnia and Herzegovina. Although 53.15 % of HEP’s installed capacity is
related to hydropower, its average annual electricity production from this source
amounted to 43.5 % in the period 2011-2013. One should note significant oscilla-
tions from this source of electricity generation that is in line with electricity
generation from thermal power plants, but certainly in the opposite direction.

HEP is a 100 % owner of seven thermal power plants fired by oil, natural gas or
coal. Four of them are of condensing type, while three are cogeneration plants
which produce both electricity and heat in a combined cycle. They form the
backbone of the district heating system in the cities of Zagreb and Osijek. Apart
from HEP Production, electricity within HEP is produced by TE Plomin d.o.o., a
company co-owned by HEP d.d. and RWE Power which operates a 210 MW
thermal power plant. All thermal power plants are located in Croatia and make
HEP’s second important energy source. The average annual production from this
source is almost identical to the Verbund’s electricity generation (4641 GWh). HEP
d.d. is a co-owner (50 %) of Krsko Nuclear Power Plant in Slovenia. 50 % of
installed capacity (348 MW) and electricity production (on average, 2700 GWh
annually) from this power plant belongs to HEP.

HEP investment plans include a number of construction projects of hydro, solar,
biomass and conventional power plants in Croatia. It seems that this company
intends to keep its production mix almost unchanged.

N.V. Nuon Energy is part of the Swedish parent company Vattenfall AB, one of
the Europe’s largest generator of electricity and the largest producer of heat. It was
founded in 1994, although its roots date back to 1845. With 5833 MWe and
3167 MWth of installed production capacities, it is engaged not only in the
production and supply of electricity, gas, heat, and cooling in the Netherlands,
where it is based, but also it has activities in Germany and the United Kingdom. In
2013, with approximately 4800 employees serving 2.1 million customers, Nuon
achieved annual net sales (revenue) of 3.7 billion euros, and a loss of 419 million
euros, specifically on the value of its gas-fired production assets. Despite this, it
holds a top-three position in the Dutch energy market. In the period 2011-2013, its
asset value decreased on average by 3.65 % per year, i.e., from 6848 million euros
in 2011 to 6357 million euros in 2013.

The Nuon’s energy generation mix consists of thermal power, hydropower and
new renewable power (mainly wind, but also solar and biomass). Thermal power is
the most important source of electricity generation; in the period 2011-2013, 91 %
of electricity originated from this source. The majority of electricity is produced by
gas-fired power plants, what significantly affected its business financial results.

Hydropower makes only a modest contribution to the energy supply. Its share in
the Nuon’s energy generation mix amounts to only 0.4 %. The most important new
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renewable source is wind power. In 2013, the total installed wind power capacity,
including externally contracted wind farms, amounted to 716 MW, while the total
installed capacity for wind power, solar power and biomass together amounted to
725 MW. An average annual renewable electricity production (without hydro-
power) was 1469 GWh in the period 2011-2013. In the future, Nuon is oriented
towards cost efficiency and development of new and sustainable products and
services, including, for instance, investment in renewable energy.

4 Results and Discussion

4.1 The Financial Performance

Financial analysis performed through the analysis of financial indicators should
provide information on the financial performance of the companies over the period
of interest. Four groups of ratios are calculated and presented in Table 2 for the
selected European energy companies. Thereby, liquidity and debt ratios indicate the
level of estimated financial risks and to some extent financial stability of the
operating performance, while profitability ratios indicate the effectiveness of man-
agement and returns generated by sales, assets or capital. The reference values are
derived from the rule of thumb. The ratios used were chosen as they are considered
to be the most important and the most commonly used ones in financial analyses.

4.2 Discussion

A lot of thermal power plants operate dramatically less days in the year (especially
in the peak load time), and some of them have been prematurely closed down or
conserved in the EU, as noted by Caldecott and McDaniels (2014).

Although the results of the financial ratio analysis are limited to three compa-
nies, they provide a basis for drawing two indicative conclusions connected to the
EU energy strategic goals.

First, it seems that profitability of the EU companies is highly related with the
share of hydropower and new renewables in their energy generation mix. Compa-
nies with a higher share of hydropower and renewables operate profitably, while the
ones with a higher share of conventional or even the high-performing CHP plants
operate with reduced profitability, or even with losses. This is predominantly a
consequence of a drop in the wholesale price of electricity, the established merit
order and an increase in the prices of natural gas. A lot of thermal power plants
operate dramatically less days in the year (especially in the peak load time), and
some of them have been prematurely closed down in the EU, as noted by Caldecott
and McDaniels (2014). According to them, 60 % of the total gas-fired capacity in
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the EU is not recovering fixed costs and may face closure within the next 3 years.
Hence, many of them generate losses, and the whole industry is in an existential trap
(see The Economist 2013a). This situation raises a concern about the achievement
of the EU energy strategic goals, i.e., to ensure security of electricity supply,
affordability and competitiveness.

The wholesale electricity prices depend significantly on the capital and operating
expenditures, market structure characteristics and elasticity of electricity demand to
prices. The expenditures, especially the operating ones, are strongly connected to
the generation mix. Electricity can be produced from a number of different energy
sources (such as natural gas, oil, coal, nuclear, hydro, wind, sun and biomass) that
have numerous advantages and disadvantages in relation to security of electricity
supply, competitiveness, the impact on climate change and the environment. The
electricity generating system of some country is an ordered system composed in a
way that provides base load, regulating and peak load power (Vattenfall AB 2012).
Base load power (the minimum electricity demand for day-to-day operations) is
usually generated by nuclear, hydro or coal-fired power plants that generate elec-
tricity at low variable costs and can (generally) only be regulated with difficulty.
Peak load (that arises when the demand for electricity is especially high) and
regulating power supply extra electricity, and hence maintain a high standard of
power quality in the electricity grid. They are predominantly covered by hydro and
particularly gas-fired power plants. New renewable energy sources are intermittent
sources highly dependent on climate conditions.

The electricity generating system is usually organized according to the merit
order, i.e., in a way that power plants produce according to the marginal cost of
electricity, meaning that the electricity from the power plant with a lower marginal
cost will be given priority by the grid. The merit order of conventional base load
thermal power plants is nuclear, coal and lastly CHP plants in general. However,
recently renewables have been given grid priority. Certainly, one should bear in
mind that since the marginal cost of wind and solar power is zero, grids would take
their power first anyway (The Economist 2013a). Furthermore, considering the fact
that renewables are highly subsidized by different financial support schemes, their
production accounts for an ever-greater share. Consequently, the established con-
ventional utilities, especially gas-fired, are forced to reduce their annual production,
especially in the peak time, what altogether (a decline in wholesale prices and
running hours) leads to the decrease in profitability. The effects of the merit order
on profitability of base load power plants and the functioning of energy markets are
discussed in Nicolosi and Fursch (2009), Tveten et al. (2013), and Sensfuss
et al. (2008). Another fact additionally contributes to this decrease when the
high-performing CHP plants are in question—high, unstable and uncertain prices
of natural gas (e.g., see Honore 2014).

Caldecott and McDaniels (2014) additionally stress the importance of changes in
coal-gas fuel prices spreads that shifted the balance of profit towards coal plants at
the expense of CHP plants, and at the same time led to increasing emissions. They
also raise doubt that the gas-fired power plants will not be able to regain compet-
itiveness against coal power on the basis of fuel price changes alone if the gas prices
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remain high (see also The Economist 2013b). The ten leading energy companies
have therefore urged the EU to adopt reforms to prevent blackouts and help the
indebted sector adapt to future demand (de Clercq and Lewis 2013).

Second, companies with a higher share of conventional thermal power plants
have faced a significant decrease in asset value, what weakens their potential role as
investors in constructing new and more efficient and effective power plants (see
The Economist 2013a). Since their credit rating has also significantly deteriorated,
their ability and willingness to invest in new thermal power plants are additionally
depressed. Furthermore, decreasing profitability has the same adverse effect on new
investors, financiers and supply-chain providers (for exceptions, see Schaps 2013).
Capital expenses are huge, operation expenses are changeable, but the reward is
uncertain.

However, thermal power plants, especially CHP plants, are needed considering
their role in generating peak power and even base load, i.e., in ensuring grid
stability when wind and solar generators run out due to natural conditions. Addi-
tionally, the fact that the efficiency of electricity and heat production from conven-
tional thermal power plants in the EU-27 improved by 5.8 percentage points (from
45.4 % in 1990 to 51.2 % in 2010) in the period between 1990 and 2010, according
to the European Environment Agency (EEA 2013), strengthens their role in the
electricity generating system of each country. Furthermore, the same source states
that a CHP reduces the need for additional fuel combustion for the generation of
heat and provides a large potential for reduction of CO, emissions, what is also
important from the ecological point of view.

By further increasing the share of new renewables, disincentives for new invest-
ment in base load and regulating power will strengthen, and grid stability as well as
security of electricity supply, affordability of electricity and competitiveness of
prices will be additionally jeopardized. Certainly, as Caldecott and McDaniels
(2014) highlight, energy companies will significantly reorient their investment
strategies, cutting back on planned EU base-load capacity investments and
relocating new investments to developing markets.

To prevent that, more policy-coordination and new energy reforms are needed.
Implementation of a capacity remuneration mechanism aimed to ensure generation
system adequacy is only one mechanism that facilitates the operation of a high
efficiency CHP plant (see De Vries and Heijnen 2008; Battle and Rodilla 2010; IHS
CERA 2013); however, comprehensive, consistent and transparent energy policy
reforms from national to the EU level are still needed. This is important since the
EU evidence indicates that wholesale electricity markets have failed to provide
adequate incentives to develop the proper generation mix consistent with security
of supply criteria (Joskow 2006).
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5 Conclusion

This paper addresses two main issues conventional power plants have been fac-
ing—the reduction in profitability and asset value. These issues are noted from the
analysis of financial performances of three European energy companies (HEP
Group, Verbund Group and N.V. Nuon Energy), having some similarities, such
as the number of employed persons or installed electricity capacity, but also
dissimilarities, such as a different share of conventional power plants in their
energy generation mix.

The issues are a consequence of two trends that have been developing especially
from 2000s. One of them is attributable to the electricity demand side—a decrease
in electricity demand due to unfavorable economic trends, de-industrialization and
modernization of industrial plants as well as fostering energy efficiency, and the
other one is attributable to the electricity supply side—an excess of energy supply
because of overinvestment in generating capacities from fossil fuels, growth of
highly subsidized new renewable energy sources and the established merit order
according to renewables have “grid priority”. A consequence of these trends is a
decrease in the wholesale electricity prices, what together with the changing fuel
prices and especially high and unstable gas prices led to the decrease in profitabil-
ity, or even to losses, and to the decrease in the asset value of energy companies
with a high share of conventional power plants.

Since conventional power plants, especially high-performing and flexible CHP
plants, have a key role in producing base load, regulating and peak load power, as
well as in maintaining high quality in the electricity grid, these trends may jeopar-
dize not only their future, but also the EU security of electricity supply, affordabil-
ity and competitiveness. Namely, they have become unattractive compared to new
renewables whose share in the energy generation mix has started to grow, espe-
cially due to different and abundant financial support schemes. However, new
renewables are intermittent sources highly dependent on climate conditions, and
they cannot change the role of conventional power plants yet, i.e., CHP plants in
generating base load and regulating power.

This situation does not have only adverse consequences on the established
energy companies with a high share of conventional power plants and their invest-
ment potential, but also on the intentions of new potential energy companies,
investors, financiers and supply-chain providers. Hence, insufficient financial inter-
est in taking new investments may jeopardize security of energy supply in the short-
and long-run. The capacity remuneration mechanism is welcome; however, com-
prehensive, consistent and transparent energy policy reforms from national to the
EU level are still needed.
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Specific Risk Dimensions in the Wind Energy
Field: Case Study—Romania

Maria Alexandra Nichifor

Abstract The wind energy industry has represented one of the main focus points in
the case of business and political discussions in the last decade. The wind energy
has often been described as the most favorable type of renewable energy source
towards a sustainable future in the European Union due to its minimal impact on the
environment. However, the associated risks and risk strategies have scarcely been
mentioned in these discussions, remaining a subject worthy of attention for scien-
tific literature. The present study aims to research the hampering factors of the wind
energy business in Romania and the strategic methods of risk mitigation. The
threats of the wind energy sector have been a major concern of the last 2 years in
Romania, as the companies in the field have striven to overcome the green certif-
icates subsidy crisis from 2013. By using the Delphi method based on question-
naires and interviews with 26 experts in the field, the current paper offers an
overview of the most significant risks that have been associated with wind energy
and of the risk mitigation strategies. The study revealed major threats in the case of
political and regulatory risks and the risks associated with the authorization phase
of wind energy projects. The relevance of the study lies in the correlation of the
risks and risk mitigation strategies of the wind energy companies and the legal and
economic environment in Romania that has brought adverse shift in the develop-
ment of the wind energy field in the last year.

Keywords Wind energy ¢ Risk ¢ Risk mitigation « Renewable energy

1 Introduction

The renewable energy sector has become one of the main issues of a sustainable
energy development for the next decades to come. The renewable energy accounted
for 19 % of the global final energy consumption in 2012 (Renewable Energy Policy
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Network for the 21st Century 2014), but had encountered a declining shift in 2013
as many European support policies decreased simultaneously with the uncertainty
of the field. Simultaneously with the development of the wind energy field in the
European Union, certain risks for wind energy producers have emerged and have
become current issues of their business.

Several studies have investigated the threats wind energy companies have to face
in the current renewable energy market. While Agrawal (2012) distinguished nine
types of risks for wind energy, respectively: political risk, regulatory risk, credit
risk, market risk, construction risk, performance risk during operation, financial
risks, legal risks and the natural disasters risk, Michelez et al. (2011) divided the
risks associated to wind energy into on-shore and offshore wind energy risks. These
risks were also confirmed by other authors (Small 2012; Babu and Jithesh 2008;
Cleijne and Ruijgrok 2004). However, the mitigation solutions for these wind
energy risks have not gained generally efficient solutions and still represent a
subject to debate for experts in the field, as well as for the scientific research.

The main risks perceived as having the lowest chances of being controlled and
mitigated are the political and regulatory risks, which depend mainly on the
national government policies that can change over time (Agrawal 2012). Changes
in regulations in favour of the renewable energy producers can also contribute to
increasing a country’s attractiveness for investors in the field as negative changes
can contribute to the discouragement of investments in the sector (Liithi and
Préssler 2011). A suitable example of how legal changes can impact on the
development of a renewable energy sector is the wind energy landscape in Roma-
nia. The renewable energy field was altered into a business environment lacking
opportunities perspective due to the cuts in the subsidies system in July 2013,
especially in the case of the wind energy field, that was mostly affected (EY 2014).
This represented a strong motive for foreign investors to avoid the country due to its
high risk profile despite of the proper climate conditions. The risks in the wind
energy field have increased significantly ever since and some have become a
permanent threat for wind energy companies today.

The main objective of the present paper was to offer an overview of the specific
current risks perceived by companies in the wind energy field. The case study
focuses on Romania and emphasizes the consequences of the legal changes on July
1st, 2013, on the companies in the wind energy field that represented the main risk
factor for this sector. The second objective was to describe potential measures of
risk mitigation preferred by the investigated firms in the case of diverse risks,
depending on the external renewable energy environment of the analysed country.

The assumptions were made based on the unstable renewable energy environ-
ment in Romania in 2014 that affected the activity and the development of the wind
energy field in the last year and has led to the reluctance of financial institutions to
provide resources for new projects in the field.

The paper is structured as follows: the next part will present the main theoretical
perspectives on risks and risk mitigation measures in the wind energy field. The
study continues with the methods implemented and the main findings and analysis.
Finally, conclusions are presented.
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2 Risks and Risk Mitigation Methods in the Wind Energy
Field

Over the last decade, the wind energy sector encountered multiple risks that
originate from the internal and external business environment of the companies
active in the field. According to Ferraris et al. (2014), risk is associated with the
future, with possibilities, with events, that have not yet happened. Holton (2004)
mentions that risk entails two elements, exposure and uncertainty and is related to
objective probabilities, as opposed to the concept of uncertainty. Rivza and Rivza
(2011) emphasize the fact that modern society faces a higher risk than in previous
centuries and thus, points out the concept of risk society. Risk is a natural part of the
business field and can lead to damaging consequences, but it can be managed and
often even predicted through a good planning and proper risk management
strategies.

Many authors have identified multiple risks of the renewable energy field.
Rambo (2013) emphasizes the following risks that are associated with the renew-
able energy: market risk, technological risk, reputational risk, changing legislation,
financing and the high cost of lending. Furthermore, the author states that the heavy
risk profile of a country can be the first obstacle for renewable energy investors to
enter in the renewable energy market of a country. Michelez et al. (2011) divided
the wind energy risks into on-shore wind projects risks and offshore wind project
risks, whereas the permitting phase and the transport and logistics complexity of
blades are the two common threats in both on shore and off shore wind parks, as
shown in Table 1.

A complex overview of the wind energy risks was defined through a report of the
Economist Intelligence Unit (2011), respectively: political/regulatory risk, opera-
tional risk, weather-related risk, building and testing risk, strategic risk,

Table 1 Risks of on-shore and off-shore wind energy projects

Risks of off-shore wind energy projects Risks of on-shore wind energy projects
Permitting issues Transport and logistics complexity of blades
(in the phases of operation and maintenance and
transport)
Policy changes Permitting issues
High operation and maintenance costs Conflicts with interest groups

Difficulty of maintaining the wind parks in
windy areas offshore

Failure of grid connection

Transport and logistics complexity of
blades

Delay and higher costs in the installation
phase in case of bad weather conditions

Delay of production in case of missing or
unavailable construction vessels

Source: Michelez et al. (2011, pp. 44-45)
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environmental risk, financial risk. The study also indicated that the earlier phases of
the wind energy project development are considered riskier than the latter stages.

The regulatory risk are caused by changing government policies for supporting
the renewable energy (Cleijne and Ruijgrok 2004), while the financial risk usually
refers to difficulties in gaining access to capital, especially in developing countries.
The operational risk is defined by the risk of plant closure due to different causes,
such as plant damage or component failure (Economist Intelligence Unit 2011),
while the market risk refers to the increase in commodities price and other inputs or
the decrease of the price in the case of sold electricity. Weather related risks
originate in the speed of wind, which can fluctuate and reduce the productivity of
wind parks. Building and construction risks may occur if a project does not meet the
specifications, as well as cost and time overruns, according to Agrawal (2012).

Small (2012) and Babu and Jithesh (2008) also point out the high probability of
wind turbine components failure, such as cable or nacelles damage, that represent a
great risk to the business and can cause high costs to the company. Natural hazards,
such as lightning, tornadoes or ice are other factors that should be considered when
analyzing the possibilities of risk mitigation.

The mitigation solutions differ depending on the type of risks the wind energy
company has to meet. Some authors differentiate between the risks of producers
and suppliers and suggest specific methods of risk mitigation for each situation. As
Fig. 1 indicates, Cleijne and Ruijgrok (2004) suggest hedging and pricing policies
for lower demands in the case of a market risk, while the regulatory risk imposes
long term contracting and fixed pricing, such as in the feed in tariff policy, where
the same price is ensured for a period of 15-20 years. For the construction risk
mitigation, Agrawal (2012) indicates standard insurance covers and a good reputa-
tion of the construction contractor, which would minimize the risk of not meeting
the necessary steps for construction of the project or the delay and costs risks.

Further issues of wind energy projects are landscape damage, noise and bird or
bat killings, which are usually overcome or reduced mainly by bird detection radars
or studies of the fauna frequency in the region where the wind turbine is placed
(Smales 2014). These negative impacts of wind energy turbines have been a main
cause of resistance from interest groups or animal protection associations in the last
years and are an important part of risk analysis for wind energy projects.

3 Methodology

In order to ensure a practical approach of the present research, 26 experts active in
the wind energy field were selected to participate in our study. The participating
experts were interviewed in two phases through the Delphi method. The Delphi
process was based on a thorough structure of questioning preparation and imple-
mentation, starting from the recognition and definition of the inquired subject, the
preparation of the questionnaire with the support of wind energy experts and
University professors in the field, selection of the experts and the two phases of
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Fig. 1 Renewable energy risks. Source: Cleijne and Ruijgrok (2004, p. 14)

interviews and questionnaire filling followed each by the analysis of results and the
informing of the experts, according to the Delphi process scheme of Adler and
Ziglio (1996). The last phase of the Delphi method was the results report that was
also shared with the experts. The questionnaires were distributed to the participat-
ing wind energy experts online or personally during scheduled appointments, when
interviews were also conducted in order to detail the information for the present
study. During the interviews the main objective was to gain a complex overview of
the risk and risk mitigation methods used in companies in the wind energy field in
Romania depending on impact of the risks on companies’ business, as described by
the experts.

Regarding the size of the participating companies, the majority had a maximum
of 50 employees (46 %). 34 % of the firms were large scale companies with more
than 500 employees, of which 27 % had employed more than 1000 people. 12 % has
a number of 100-500 employees. The rest of the experts that contributed to the
research were working for firms with 500-1000 employees (8 %), while 7 % were
involved in projects with 50—100 employees. All companies were active in the wind
energy industry in Romania. The majority of the large companies, that were
interviewed, were also active in other countries, mostly in Germany and Austria.
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The research questionnaires were divided in two parts: the first part referred to
the risks associated with the wind energy field, while the second part inquired the
mitigation methods used to reduce or avoid the impact of these risks. The objective
of the second phase of questioning was to investigate the specific methods of risk
mitigation for the types of risks described in the first part of the questionnaires.

The present study was based on two hypotheses that were observed in the
Romanian environment in the wind energy industry, respectively:

H1: The highest ranked risks in the wind energy field in Romania in 2014 are the
political and regulatory risks. This hypothesis was based on the fact, that most
companies active on the wind energy market in Romania announced investment
minimization for the future period or orientation of the investments towards
other countries due to the green certificates cuts on July 1st, 2013.

H2: The wind energy management stage with the highest degree of risk is the
financing stage. This hypothesis was considered based on the fact that credit
institutions are reluctant on offering companies in the renewable energy field
financing because of the industry lack of security and predictability.

The research was conducted between 1st May-15th September 2014.

4 Findings and Analysis

The first part of the interviews inquired the risks in the wind energy field and the
degree of their influence on the participating wind energy companies according to
the selected experts.

The most important observation regarding the perception of the experts on high
risks associated with the business of the wind energy field was the political/
regulatory risk. The majority of the experts (96 %) described it as the highest risk
for their business, while the other 4 % ranked it as an average risk, as shown in
Fig. 2.

All the experts mentioned the radical impact the legal changes regarding cuts in
the green certificates subventions by 50 % from July 1st, 2013 had on their business.
The new regulations of the Romanian government reduced the number of green
certificated granted to the wind energy producers from two certificates for each
produced MW to only one certificate per produced MW (Emergency Ordinance
57/2013 regarding the modification and addition of the Law 220/2008 2013).
Furthermore, the new law has imposed a construction tax on all the constructions
of the wind energy projects, including wind turbines. The wind energy specialists
affirmed these two measures have led to the decline of the wind energy industry in
Romania and to an adverse shift that will reduce future investments dramatically
and orientate new projects to more stable countries, such as Bulgaria.

The lack of predictability of the political measures in order to sustain renewable
energy was defined as an obstacle for new entrepreneurs to invest in the wind
energy field in Romania, as they cannot do an efficient planning of costs and
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Fig. 2 The overall degree of risk associated with the responding wind energy companies

potential profits due to the introduction of new taxes and regulations and the cuts of
subsidies. The regulatory threat is a key factor in deciding whether to invest in a
country or not, as profits depend on the amount of support companies in the field
receive in terms of subsidies and price support. Many experts that participated in the
present study were active in other markets from Germany or Austria and have
emphasized the tendency of foreign investors in their country to avoid entering the
Romanian wind energy market or even of relocating existing projects to other
countries as to eliminate the threat of legal changes in terms of the support scheme.
They mentioned the impossibility of planning their business on a medium or long
term and the high risk of losses due to the lack of transparency and predictability of
the regulatory environment.

The second risk was related to the market, mentioned by 42 % of the experts. The
market risk usually refers to fluctuations in energy prices or increase in commodity
prices, but can also refer to increase in the competition of the companies in the field.
The lowest ranked risks were the people related risks (70 % of the respondents) and
the environmental risk (77 %). The people related risks referred to potential losses
or damages regarding the personnel, such as, personnel fluctuations and occupa-
tional injury, while the environmental risk regarded possible environmental dam-
ages, such as natural hazards and the liability of the company in that case.

Contrary to the anticipated expectations, the wind turbine risk was mostly
classified as a low risk by the wind energy specialists (54 %). Another 42 % of
the respondents defined it as an average risk, while only 4 % stated it represents a
high risk to the business. Besides the above mentioned wind energy threats, the
interviewed experts mentioned other risks, that have a significant impact on their
activity in Romania, such as the grid capacity limitation (TSO) of maximum
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Fig.3 The overall degree of risk associated with the development phases of a wind energy project

4000 MW or the lack of trust for the investments climate, that are obstacles for
starting new projects or even developing the production of the existing wind farms.

Although the wind turbines risks have been generally ranked as low risks for the
business many experts take precaution measures against them. Regarding the stages
of the wind energy projects administration, the authorization stage or the permitting
stage was defined as a high risk stage by half of the responding experts, which
classifies it as the stage with the highest risk, as shown in Fig. 3. On the opposite
side, the least risky phase was the plant design stage that was chosen by 62 % of the
experts. Operating and maintenance was the second less risky phase in the case of
54 % of the companies. The financing stage was regarded as a stage with an average
risk and was classified as a normal risk by the majority of the experts (46 %). The
second part of the research referred to the risk mitigation measures experts use in
order to reduce or avoid the described risks. For almost all risks, experts mentioned
multiple strategies in order to minimize threats.

In the case of operational and construction risks 96 % of the specialists use at
least two methods of risk mitigation and only one expert used insurance as the only
barrier against this type of threat. 58 % of the experts mentioned they used
simultaneously three methods of risk mitigation for operational and construction
risks, respectively: using only proven technology in construction, regular mainte-
nance of plant and equipment and training employees and testing the recovery
plants. Another alternative was the improvement of the supply chain management
(in the case of 54 % of the experts), while an equal percentage improve the analysis
of weather data at the location ahead of the investment decision. Other options
included: improvement of the analysis in market data, improvement of monitoring
methods of industry and market trends, improving scenario planning. Insurers have
been the most frequently involved actors for risk mitigation in the case of 65 % of
the respondents, while lawyers and litigation experts were the second alternative
(62 %), as shown in Fig. 4.
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Fig. 4 Implementation frequency of company resources for risk mitigation

Although the wind turbine risks have been mostly classified as low impact risks,
the majority of the companies (77 %) use certain mitigation methods against these
threats, as well. Wind turbine risks have been classified as: noise, bird or bat killings
and landscape damage. The experts mentioned blade aerodynamics and noise
investigation as the main strategies against the noise risks, while for the protection
of birds and bat killings companies used the following methods:

+ Environmental studies,
» Bat friendly radars for diminishing the number of killed bats,
* Improving monitoring methods.

The experts pointed out the significant number of bats killed in comparison to
that of birds and stated that the measures taken for the protection of bat killing is
also efficient in the case of birds. In order to avoid landscape damage the wind
energy companies develop projects far from residential districts or use geotechnical
studies in order to find a proper location for their projects. The experts mentioned
they had had no resistance from interest groups or locals regarding noise or
landscape damage, as most of the projects are situated in isolated areas, far away
from the residential locations. The wind energy parks in Romania are generally
located in regions with few if any inhabitants.

Another part of the second phase of the interviews inquired the company
resources that are used to minimize risk and the frequency of their implementation.
The experts further detailed the risk mitigation strategies in case of financial and
market threats, the majority of them opting for hedging against the fall in the price
of power.

Other methods of risk minimization included:

e Access to capital at a reasonable cost (42 %),
» Continued access to financing (42 %),
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» Improving corporate governance practices and policies to ensure continued
access to financing (31 %),

* Hedging against weather conditions and the resulting fall in the volume of
electricity (23 %),

» Hedging against the rise in the price of inputs (19 %).

If there is a lower demand on wind energy, companies can also use pricing
policies to balance their revenues.

In order to avoid weather risk, specialists use weather forecast to foresee
potential natural hazards or climate conditions that can cause damages to wind
turbine systems. Another method is the scenario planning, while others contract a
specific insurance for the weather risk.

The interviews and questionings revealed that experts mostly focus on taking
measures against the political and regulatory risks, the financial and market risks
and the operational and construction risks. The experts were not significantly
concerned with the wind turbine or weather risks that were generally perceived as
less threatening for the business as the other risks. Some experts stated they do not
take any measures against these types of risks, as they encountered no such
obstacles in their activity.

5 Conclusion

As a conclusion, the first assumption of the study regarding the high impact of the
political and regulatory threat on wind energy companies has been confirmed by the
participating experts, who have ranked it as the highest risk for their business. The
decreasing trend of new wind energy turbines installations in Romania, as well as
the focus on other countries, was the two main tendencies mentioned by the
specialists as consequences of the green certificates cuts. Experts indicated the
lack of predictability and transparency of the Romanian governments regulations
for renewable energy producers, that contribute to the orientation of foreign inves-
tors on other countries, that offer more stable support schemes for renewable
energy.

Thus, the wind energy field finds itself at a critical point of discouraging new
investments and is facing a major risk of downfall, as well as the issue of not
fulfilling the 2020 obligation of the European Union member states of ensuring a
certain energy quota from green energy sources. The second assumption of the
study regarding financing as the phase of a wind energy project that is most risky,
was not confirmed by the experts. The interviews revealed, that the permitting or
authorization phase is considered as the most risky phase, while financing occupied
the second position. The wind energy specialists indicated that the highest chal-
lenge for new wind energy projects are the authorizations required for the installa-
tion and functioning of the wind energy projects. The delays and costs associated



Specific Risk Dimensions in the Wind Energy Field: Case Study—Romania 257

with this phase are major reasons of uncertainty for potential wind energy entre-
preneurs to enter the market besides the unpredictable legal subsidies system.

The expected trends for 2014, as well as for the next year are lagging projects in
the field and the diminishing number of wind energy parks, as many producers in
the field from Romania have already announced their withdrawal. The lack of
stability of the legal support system appears to represent the major threat of
developing the renewable energy system on a national level, especially in the
case of wind and solar energy that outpaces all other explored risks in the study.
The responding companies have mentioned efficient methods of risk mitigation in
the case of all type of risks, except the political and regulatory risk, which can be
minimally controlled through internal company strategies and is perceived mostly
as a least controllable influence factor on the wind energy business. These two risks
represent the main threats in the current business environment of the wind energy
field in Romania.

The present study provides an overview of the specific wind energy risks and
possible solutions to risk mitigation in the field, which can be used by experts active
in the sector, as well as in the scientific literature. Furthermore, the paper can be
used by European government institutions as a documentation of political and
regulatory risks, caused by legal changes without considering the perspectives of
wind energy experts. Thus, the present research can support future improvements in
legal changes in Romania and in other member states of the European Union for
encouraging future investments in the sector and the development of wind energy.
The results obtained in this paper suggest that the direction for future research
might be the observation of the political and regulatory development in the field for
other member states of the European Union, as well as the evolution of the
associated risks. Another significant direction would be the observation of wind
energy technology and activities that will bring new types of risks in the field
depending on external and internal factors of influence for the business.

The wind energy sector finds itself on a growth path that is likely to bring new
challenges for the producers in the field, as technology, market competition and
regulatory standards evolve. Romania has followed the growth tendency of the
European member states until 2013, but is exposed today towards an adverse shift
of decline in the wind energy field, having numerous consequences for wind energy
companies, a subject worth analyzing for the years to follow.
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Is There a Necessity for an Alternative
Energy Source Instead of Natural Gas
in the Industrial Sector of Turkey?

Mehmet Samet Erdem, Mustafa Kemal Beser, and Hakan Acaroglu

Abstract This paper examines the causality relationship between natural gas
consumption in industry sector and industrial growth within Granger causality
technique and ARDL (autoregressive distributed lagged) model, testing for the
period of 1976-2013 in Turkey. We have three main factors to choose this subject
as a study. First of all, energy is a vital production factor related to economic
growth. Secondly, because of industrial sector is one of the main sector in devel-
oping countries and Turkey is one of the developing countries in the world, industry
takes the priority in our research. Lastly, natural gas is the most used primary
energy source at industry. During analyzing these three factors, we tried to find the
answer of necessity of an alternative energy sources at industry in Turkey.
According to results, it is found that there is no causality relationship between
natural gas consumption in industry sector and economic growth. As a conclusion,
we offer an economic policy that, Turkey should find an alternative energy sources
to continuing its growth.

Keywords Economic growth « Energy « Natural gas ¢ Industry sector « ARDL

1 Introduction

Associated with industrialization, countries energy dependence are on the increase.
Countries are bound for alternative energy sources due to shortage of energy
sources and increasing demand. 1973 oil shock, pushed countries to awareness of
energy and obligate them to develop policies and reconfigure their establishment.
At the implemented study for some developing countries period for 1981-2000 by
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International Energy Agent, which is founded 1973/4, energy has been added to the
production function because of its huge effects on economic growth and deduced
the energy has an important role at the countries where the intermediate stage of
economic development (Ertugrul 2011).

Energy, which is the main factor of development of society, everyday life and
production, bring responsibility to the countries and officials for the management of
the energy sector to serve the required energy sufficient, quality, sustained, afford-
able and environment-friendly (Guner and Albostan 2007). This responsibility
requires picking and choosing the pursue policies. In this sense, due to extremely
important the planning of energy and management, especially energy or energy
feedstocks crisis, which is frequently become a current issue in the World, head
towards to countries edit their energy policies considering these factors, careful
sourcing and take measures of increase the energy dependence of economy. In this
frame, effective and rational uses of national resources are very important for
countries energy managements (Torun and Tamzok 2005).

2 An Overview of the Possible Relationships Between
National Gas Consumption and Industrial Growth

There are many studies which search for a proper causal relationship between
energy consumption and economic growth. A huge amount of empirical investi-
gations within these studies are synthesized into four testable hypotheses which
point out some different macroeconomic energy policies among each other.
From the point of view of national gas consumption the four hypotheses could be
concerned as the same.

If there is causality running from national gas consumption to industrial growth
then we can say “growth hypothesis” is valid. It says that, national gas consumption
constitutes a key position, both as a direct input the production process and as a
complement to labor and capital inflows indirectly. According to this hypothesis, an
increase in national gas consumption causes an increase in industrial GDP. If the
direction of causality relationship from national gas consumption to industrial
growth, it is reached the industry is national gas energy dependent. Apergis and
Payne (2009), argues this idea from point of view under general energy consump-
tion and economic growth variables.

It should be considered that a decrease in the price of national gas affect
negatively to industrial growth and employment level as well. Policies should not
be aimed to reduce national gas consumption or increasing national gas prices and
due to cheap energy resources is one of the main factor of economic growth,
economic policies needs to be run to cheap energy resources or keep prices low
at determined policies. A brief result of this hypothesis is that the energy saver
policies have a negative effect on economic growth.
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Although the causality runs from national gas consumption to industrial growth
supports the growth hypothesis, the adverse unidirectional causality supports “con-
servation hypothesis” oppositely. According to it, national gas conservation poli-
cies have no opposite effects on industrial growth. In other words, conservation
hypothesis is valid if a reverse direction of causality can be found in the energy
consumption function which points out industrial growth is not dependent on
national gas consumption. Thus, restrictions on energy consumption or energy
conservation policies have no adverse effect on economic growth (Yoo 2006).

If energy consumption is ineffective on economic growth and vice versa,
“neutrality hypothesis” is valid. This hypothesis points out no any causal relation
between national gas consumption and industrial growth. Any policy to change
national gas consumption does not take importance for industrial growth.

Therefore, it would be reasonable for policy makers to adopt conservative and
more environment friendly policies. Energy conservation policies such as taxes on
national gas can be aimed to limit national gas consumption without any negative
effect on industrial growth. Governments may also encourage industries to use
more technological methods that reduce pollution and environment-friendly pro-
duction techniques. This situation could be originate from energy costs in GNP
which is too small to affect economic growth or the economy is dominant at less
energy using sectors such as service sector (Ozturk 2010).

If the direction of causality relationship is bidirectional between national gas
consumption and economic growth “feedback hypothesis” is valid. In this case, an
energy policy aiming to improve national gas consumption efficiency will not
adversely affect industrial growth. Besides, policy makers should take into account
the feedback effect of real industrial GDP on national gas consumption by
implementing rules to reduce energy use. In addition, industrial growth needs to
be differing from the point of energy consumption in order to avoid a negative
impact on industrial growth due to reduce of energy consumption. A shift from less
efficient energy sources to more efficient while preferring less polluting options
may generate a stimulus effect on economic growth (Belke et al. 2011). Overcom-
ing the energy needs with different energy generations come into prominence in
countries which has that kind of relationship. In feedback hypothesis, it can be
reached that the sector is energy dependent in order to grow and besides, growing
economy in industry sector induce energy consumption increment.

The four hypotheses discussed above which mention possible causal relation-
ships among energy consumption and growth are described in brief in Fig. 1 below.
Moreover, the appropriate policies underlying the associated hypothesis are also
figured.

A huge number of studies have been done for examine the relationship between
energy consumption and economic growth. Among these studies; Kraft and Kraft
(1978), Rasche and Tatom (1977), Akarca and Long (1980), Berndt (1978), Proops
(1984) and Yu and Hwang (1984) are the first relevant studies. Oh and Lee (2004)
examined the relationship between electricity consumption and GNP of Korea by
using Granger causality and error correction model from the period 1970-1999.
According to their findings, there is bidirectional causality in long term and
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Fig. 1 The possible relationships among energy consumption and growth variables and the
underlying policies according to the associated hypothesis

electricity consumption cause GNP increase in short term. Jumbe (2004) found that
there is bidirectional causality relationship between electricity consumption and
economic growth existed in Malawi. Altinay and Karagol (2005) revealed the
causal relationship between electricity consumption and economic growth for
Turkey. They found that there existed a unidirectional causality from electricity
consumption to real GDP. In addition to this, while Jobert and Karanfil (2007)
examined sectoral energy consumption by source and economic growth in Turkey,
Morimoto and Hope (2004) examined the impact of electricity supply on
economic growth in Sri Lanka.

It is known that the main purpose of the development is transition to the industry
and service sector rather than the agricultural sector. While developed countries are
more intensely in transition to the service sector rather than industry sector,
developing countries are less frequently in this transition. As far as industrial sector
is one of the main sector in developing countries and Turkey is one of the
developing countries in the world, industry takes the priority for our research. In
terms of energy consumption, the distribution of primary energy consumption by
sector at 2012, industry sector takes the first rank by 27 %, residential sector comes
second by 26 %, and then network sector 24 %, transportation sector 14 % and
agriculture 5 % and other sectors 4 % (PPC 2013). The main causes of examination
has been through the industrial sector are; industry become prominent because of
the energy is most consumed in industry sector and the expectation of the more
accurate results can be achieved when this sector examined.

When examined the overall energy balance report, which is published by The
Ministry of Energy and Natural Resources, natural gas takes the first rank by
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8,122,000 toe, electric energy comes second by 8,013,000 toe. It shows that natural
gas is the most consumed energy source in industry. When examined the Turkey’s
natural gas consumption by the period of August 2014, industry sector takes the first
rank by 48 %, power plant consumptions 46 %, city consumption 6 % comes then
(Turkey Energy Statistics Report, August 2014).

When examined the 2007 data, electricity consumption takes the first rank by
56 % and industry sector and residential sector shares second by 22 % (DEKTMK
2008). The data shows us that industry share of natural gas consumption increased
sevenfold compared to others. This increase shows us the natural gas consumption
in industry increasing day by day and become one of the reasons of selecting
natural gas for examined energy sources than the others.

Natural gas, which is located in primary energy sources, is one of today’s most
popular energy source due to economic, transport and installation ease, low risk and
environmental causes. Whereas these specifications, it is preferred because of
lowering the production cost as well as adapt environmental policy. Natural gas
consumption starts at 1976 and become the most commonly used energy source in
Turkey.

There is also studies are implemented for examine the relationship between
natural gas consumption and economic growth. Shahbaz et al. (2013) examined the
relationship between natural gas consumption and economic growth of Pakistan by
ARDL testing approach. They emphasized that natural gas consumption, capital,
labor force and export has a positive effect on economic growth and deduced
natural gas saving policies slow down the economic growth. Kum et al. (2012)
tested the relationship between natural gas, energy consumption, capital and eco-
nomic growth for G-7 countries by bootstrapped simulation techniques and found
different results for different countries. Apergis and Payne (2010) analyzed rela-
tionship between natural gas consumption and economic growth of 67 countries by
panel data analysis. Their results showed there is a positive relationship between
GDP, natural gas consumption, real gross domestic capital formation and labour in
long term.

This paper analyzed the relationship between natural gas consumption in indus-
try and economic growth over the period from 1976 to 2013 in Turkey. This study
can be defined as complementary to the previous empirical papers. It differs from
the existing literature, which is examined the relationship between energy con-
sumption and economic growth, because it attempts to discover the relationship
between natural gas consumption in industry and economic growth for Turkey.
Previous studies analyzed the relation in general energy consumption not in specific
sector. It is thought that industry sector has a direct effect on economic growth by
production and usage. In this frame, the relationship between natural gas consump-
tion in industry sector and real economic growth rates are examined in period of
stated years.

Natural gas consumption rates in industry and real economic growth rates are
used as data in period of 1976-2013. In other studies, real GDP is commonly used
in comparison rather than real economic growth rate. It is observed that in response
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to the differ in emerging numbers due to flat rates vary from years to years, when it
comes to economic growth rate this alteration is very little or not. Therefore, it is
preferred that using real economic growth rates.

3 Data, Methods and Results

The relationship between NGC and the growth variables which are the general
economic growth and the industrial growth have been much debated in energy
economics literature. The four hypothesis based under this relationship which are
mentioned above are generally analyzed by causal techniques depended on
restricted models or traditional time series models. In this section we examine the
causal implication based on the methodologies Granger causality technique and
ARDL (autoregressive distributed lagged) model. In this study, natural gas con-
sumption is abbreviated as NGC, the growth variable is abbreviated as GRW while
the industrial growth variable is abbreviated as IGRW.

The hypotheses are tested using annual Turkish data on energy consumption and
economic growth. The annual data are obtained from Republic of Turkey Ministry
of Energy and Natural Resources, Republic of Turkey Energy Market Regulatory
Authority, Republic of Turkey Ministry of Development, Turkish Statistical Insti-
tute, Petroleum Pipeline Corporation and Word Bank cover the period 1976-2013.

The direction of the relations state the condition one of the relevant hypothesis is
significant where the others are not. These controversies for Turkish energy data are
best settled by examining the available empirical evidence. This investigation is
based on causality approach which supports ARDL model findings. Causality
analysis was introduced by Wiener (1956), Granger (1969), Sims (1972) and others.
Granger’s definition of causality states that X, is causing Y,, if we are better able to
predict Y,, using all available information than if the information apart from X
had been used.

o=f (3 > X)) (1)
X :f<ZYt7i9 ZXz—i) (2)

If the prediction improves by incorporating the past values of X, that is, var(eylXy)
from Eq. (1) is statistically smaller than var(ey), then we say that X, has a causal
influence on Y,. Similarly, we may consider and say that Y, has a causal influence
on X, if var(ex|Y,) from Eq. (2) is smaller than var(ex). Moreover, if the variances
are equal, then X,/Y, is said to be noncausal for Y/X; respectively.

ARDL model is another approach to search the cointegration between variables.
An advantage of this method which gives its popularity is the condition that
all variables should not be integrated in order one. Without having any prior



Is There a Necessity for an Alternative Energy Source Instead of Natural Gas. . . 265

Table 1 Granger causality and block exogeneity Wald test results

Granger causalities Block exogeneity
Causality For 1 lag For 2 lags For 3 lags Wald test
Direction F-stat Prob | F-stat Prob | F-stat Prob | Chi-sq Prob

GRW to NGC 1.01250 |0.32 |0.46611 |0.63 |0.40086 |0.75 |0.16546 0.68
NGC to GRW  |0.04446 |0.83 |0.10237 |0.90 |[0.12085 |0.95 |0.13913 0.71
IGRW to NGC |1.61005 |0.21 |0.72964 |0.49 |0.54901 |0.65 |0.73057 0.39
NGC to IGRW |0.08713 |0.77 |0.47601 |0.63 |0.32108 |0.81 |0.11126 0.74

information about the integration orders' or direction of the long run relationship
between energy consumption and growth, following regressions can be constructed
in the first step. Thus,

P q
AY, = ap +ayt + Za2iAYz—i + Za3iAXt—i +agY +asXo +u (3)
=1 =0

= =

where Y, represents the energy variable, and X; denotes growth. The parameters o,
and o3 in Eq. (3) are the short run coefficients and o4 and a5 are the corresponding
long run multipliers of the underlying ARDL model. UnderHy : o4 = a5 = Oof “no
cointegration” in Eq. (3) “cointegration” is tested by the alternative hypothesis by
computing the general F-statistics and comparing them with critical values in
Pesaran and Pesaran (1997) and Pesaran et al. (2001).

Having rejected the null, the second step is to estimate the coefficients of the
cointegration relationships identified in the first step which can be represented in
Eq. (4). The long run relationship coefficients can estimated using the following
ARDL(p,q) models.? Taking into consideration the limited number of observations,
a maximum of five lags was used.

p q
Yo=bo+ Y b i+ Y buXii+uxy (4)
i=1 =0

The ordinary Granger causality test and the block exogeneity Wald test results
among GRW and NGC variables are represented in Table 1. The findings according
to two similar models indicate that there is no evidence of a causal relationship
running from GRW to NGC and vice versa consistent among the two test results
from Table 1. This situation as absence of evidence of causal relationship among
national gas consumption and industrial growth supports neutrality hypothesis.

"To conserve space, we do not discuss the details of the unit root tests here. National gas
consumption variable is found to be integrated in order one while the growth variables are
found to be stationary. The results of these unit root test statistics are available from the authors
upon request.

2 According to Pesaran and Pesaran’s (1997) suggestion, the lag lengths p and g are determined by
Schwartz Bayesian Criteria (SBC).
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Table 2 Bounds test F statistics

Dependent variable Independent variable(s) F; F,
NGC GRW and IGRW 0.94143
GRW NGC 20.22597

IGRW NGC 15.61746

Note: The critical lower and upper bounds for unrestricted intercept without trend and restricted
trend with unrestricted intercept are (3.23;4.35) and (3.88;4.61) respectively

Table 3 Long term coefficients from ARDL model

Indep. Var. Coefficient Std. error t-Statistic Prob
Dependent LNGC —0.15476 0.395605 —0.39121 0.6979
Var. (IGRW) C 6.01076 2.699726 2.226434 0.0323
Dependent LNGC 0.055785 0.305603 0.18254 0.8562
Var. (GRW) C 3.838101 2.085525 1.840352 0.074

However possible causal relations can also be searched by cointegration model
in order to support the finding of neutrality hypothesis. A cointegration relationship
with significant slope coefficients also shows a causal relationship running from
exogen variables to the endogen variable. However the theory requires all the
variables should be integrated in order one which can be denote as I(1). The
departure from the cointegration theory with the consideration of the I(1) and I
(0) variables together, conducts the empirical part to bounds testing procedure
within the ARDL model. Findings of bounds tests and the long term coefficients
among NGC, GRW and IGRW variables under the evidence of cointegration
conditions are represented in Tables 2 and 3 respectively.

According to the bounds test results, the null hypothesis of “no cointegration”
through the relationship running from growth variables to national gas consumption
could not be rejected. The result is consistent with the former finding. Although the
bounds F; test statistics are higher than the upper bound 4.61 which mentions that
the null is rejected in a higher probability, before checking the significance of the
long term slope coefficients the findings point out the validation of growth hypo-
thesis. However the tail probabilities of slope coefficients clear off the discussion
about the causal relationship running from national gas consumption to either
industrial growth or economic growth. The long term coefficients are represented
in Table 3.

According to Table 3 there is no significant coefficient running from national gas
consumption to neither industrial growth nor economic growth. Although, the
Turkish data for national gas consumption and industrial growth catch cointegration
relationships running from national gas consumption, the t-statistics are below the
t-distribution critical values that points out the slope parameter estimations are
insignificant. All the findings together support the neutrality hypothesis in the
industrial sector for the energy source of national gas.
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Although the results appear to offer evidence that, growth has a cointegration
relationship with energy consumption without any significant coefficients, final
findings consistent with the former causality results do not support to the view
that national gas consumption as an energy source does not have influence on
neither industrial growth nor macroeconomic growth and vice versa as suggested
in the neutrality hypothesis.

4 Discussion of Results

According to Republic of Turkey Ministry of Energy and Natural Sources, Industry
is the main consumer in primary energy sources by 27 %. As the biggest energy
consumer sector, industry causes much more environmental impact than the others.
Natural gas is also the main energy source in primary energy source consumption
by 41.1 %. This rate is shared out by industry consumption by 48 %, power plant by
46 % and city consumption by 6 %. The 47.82 % of energy consumption in power
plant is supplied by natural gas (ETKB 2014). As it seems in the ratios, natural gas
is the main energy sources both directly and indirectly usage. Therefore, industry
sector and natural gas have been chosen the main sector and main energy source for
the study.

The results show us the causality relationship between natural gas consumption
in industry and economic growth in compliance with neutrality hypothesis. On this
basis, these variables are independent of each other. The cost of industry natural gas
consumption in GNP is too small to affect the economic growth or economic
structure is mainly the agriculture or services sector, which is use less energy,
may cause this result.

Sectorial distribution of GDP in Turkey realized as agriculture 8.9 %, industry
27.3 %, services 63.8 %. Hence, Turkey’s services sector dominated economic
structure corroborates these arguments. On the other hand, having lower possibility
to access the advanced technologies, which needs more energy, can be cause this
result too. According to Turkish Statistical Institute, Turkey’s industrial structure
mainly consists of low-tech by 68.7 % and lowly consists of medium-tech based by
22.7 %. High-tech based production number at marginal level by 8.6 %. Therefore,
it can be support that the cause of industry natural gas consumption affectless on
economic growth in Turkey model.

5 Conclusions

This study examines between natural gas consumption in industry and economic
growth within the context of ARDL model over the period from 1976 to 2013 in
Turkey. The bounds test findings from ARDL model indicates there is no long-run
equilibrium relationship between, natural gas consumption in industry sector,
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growth rate and industry growth rate. The results imply that natural gas consump-
tion in industry sector, economic growth and economic growth in industry are
neutral with respect to each other.

According to the neutrality hypothesis, energy saving programs can be followed
at the industrial sector without harming economic growth in long run. Moreover,
that would be a chance to decrease the energy dependence and improving environ-
mental energy policies. The results may help to improve Turkey’s EU negotiation
process as a future member. According to The 2020 climate and energy package
(European Commission 2014), EU target is reduction in EU greenhouse gas
emissions from 1990 levels, raising the share of EU energy consumption produced
from renewable resources, improvement in the EU’s energy efficiency by 20 %.
These targets are also known as the “20-20-20" targets. Based on our results, direct
measures at reducing energy consumptions in industry may also be taken into
account without effect economic growth in long term. By this way, it could be
possible to reach the EU goals about energy.

Turkey government announced a plan to boost Turkey’s economy through wide-
ranging structural reforms in various sectors, including energy. “Improving energy
efficiency” and “Energy production based on domestic resources” are the main
energy titles. In this frame, reduction of foreign dependence in energy production
and focuses more on domestic resources and to reduce Turkey’s energy density
from $0.26 to $0.24, which means consumed amount of energy to create one unit of
the GDP and reduce government building energy consumption to 10 % until 2018
by increasing productivity are the main target of the structural reforms. By increas-
ing the energy taxes or following energy efficiency programs in the industry sector
may help to apply these reforms without effect economic growth.

After 1973 oil shock, energy conservation policies become much more impor-
tant for the countries. Turkey is highly dependent on external energy resources by
72 % in primary energy sources. Therefore, rapidly rising energy prices have been
an important factor at current accounts deficit. Due to high prices, energy imports,
increases exchange need of Turkey and approximately 30 % of export revenues are
losing. Increasing industry energy taxes, may help to decrease the dependent on
external energy resources and decrease the exchange need without effect economic
growth. Rising taxes force to capital owners to use energy more efficient. There-
fore, due to the dependent on external energy resources fall, energy cost will fall
and the competitive capacity will improve. Thus, it is avowable that energy saving
induce a cost-reducing effect in long term. If this policy is supported by using
Turkey’s own eco-friendly alternative energy sources, this effect can be out both
faster and ecologist.

Due to energy, economic growth has a huge effect on environmental pollution.
Fossil fuels, which is the most consumed energy type, is the main cause of
pollution. Turkey has rich disused renewable energy sources to solve this problem.
Turkey’s geothermal energy, biomass energy, wind energy and solar energy sources
may be opened for use in production. By diversifying its energy consumption with
eco-friendly renewable resources, Turkey may decrease external energy resources
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dependent, reduce cost by producing cheaper energy, carry out national and inter-
national environmental protocols.

In addition to them, Turkey is 98.5 % dependent on external natural gas and
Word’s natural gas reserve life is 55.7 years (Turkiye Petrolleri 2014). In the frame
of these results, when it is thought that there is no causality between natural gas
consumption in industry and economic growth, it is clear that Turkey may use
cheap and local alternative energy sources instead of natural gas in industry. If the
alternative energy is supplied by renewable energy resources, it may also help to
improve other economic and environment indicators. By using alternative energy
sources, Turkey may also improve its energy supply security policies in long term
without effect economic growth. In this paper, we only emphasize on natural gas
and industry relationship. It may be useful for future work to take other sectors
usage and its effects into account as well.
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Non-Keynesian Effects of Fiscal
Consolidations in Central Europe
in the Years 2000-2013

Adam P. Balcerzak and Elzbieta Rogalska

Abstract Last two decades were a period of significant discussion concerning
determinants of effectiveness of fiscal policy. After some cases of expansionary
episodes of fiscal consolidations in eighties of XX century, an intensive interna-
tional research on the possibility of non-Keynesian effects of fiscal contractions in
highly developed countries has started. The aim of the article is to analyze the
possibility of obtaining non-Keynesian effects of fiscal consolidations in post-
transformation countries of Central Europe. An important aim of macroeconomic
policy in the analyzed economies is to benefit the advantages of convergence
process. Thus, the empirical analysis is made within conditional B-convergence
framework. The verification of hypothesis of -convergence enables to identify the
long term tendency of output per capita, in the same time it enables to identify
non-Keynesian effects of fiscal prudence and to assess their role in the process of
reducing GDP gap between the analyzed economies. Then the potential transmis-
sion channels for non-Keynesian effects of fiscal policy were analyzed. In the
research the data from FEurostat and European Commission for the years
2000-2013 was used. The paper provides arguments in favor of the existence of
non-Keynesian effects of fiscal consolidations in Central Europe that support the
process of conditional convergence.
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1 Introduction

Utilizing potential of convergence process is one of the most important economic
long term problem of post-communist countries. In the same time, after global
financial crises that started in the year 2008 almost all Central European economies
face the problem of high government debt (see: Balcerzak 2009, 2013). As a result,
these countries must prepare middle and long term strategies for fiscal deleverage
process. Based on the traditional Keynesian approach, it is commonly believed that
fiscal consolidations, which lead to significant macroeconomic deleverage, usually
result in high short term cost in term of current product growth. However, some
episodes of expansionary fiscal consolidations in Denmark and Ireland in eighties
of XX century have started vigorous research on the possibility of obtaining
non-Keynesian effects of fiscal negative adjustments. Thus, the question on the
possibility and conditions of implementing fiscal consolidations, which do not
result in negative influence on current product, should be considered as one of the
most important macroeconomic policy problems for Central Europe. Successful
application of fiscal austerity plans, which in the same time does not harm signif-
icantly short term GDP growth, would have important positive consequences for
the convergence process in the region. As a result, the main aim of the article is to
analyze the possibility of obtaining non-Keynesian effects of fiscal contractions in
case of ten countries of Central Europe that joined European Union in 2004 and
2007. Thus, the following countries were analyzed: Bulgaria, Czech Republic,
Estonia, Hungary, Latvia, Lithuania, Poland, Romania, Slovakia, and Slovenia.

In this context the most important novelty of the research presented in this work,
which also distinguish the paper from previous articles on non-Keynesian effects in
new European Union members states (Rzonca and Cizkowicz 2005; Borys
et al. 2014), is the analysis of the possibility of non-standard effects of fiscal
consolidations within theoretical and empirical convergence framework.

The article consists of two parts. In the first one the theoretical background
concerning non-Keynesian models and its potential common ground with the long
term models of endogenous growth is discussed. In this part also the potential
channels for transmission of fiscal shocks are pointed. The aim of this part is to find
potential linkages between short term fiscal shocks resulted from consolidations
and their potential influence on convergence process. The second part of the article
is strictly empirical with econometric panel analysis. The analysis consists of two
steps. First of all, the influence of fiscal austerity on current growth within condi-
tional PB-convergence framework is analyzed. Then the potential channels for
transmission of the fiscal shocks and their role in creating non-Keynesian effects
of fiscal policy is verified.

The empirical econometric analysis was done for the years 2000-2013. In spite
of relatively short time series, the year 2000 was chosen deliberately as the starting
point of the analysis. The nineties of XX century in case of Central and Eastern
European countries made a period of fundamental institutional changes resulted
from the process of transformation from communism to market economy. It is very
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difficult to point the exact year when these countries finished the transformation
process. However, it is commonly stated that the transformation from communism
to market economy was successfully finished in the end of nineties when the
countries started negotiations with European Union on its enlargement. The data
from Eurostat, European Commission Rapports and World Bank was used.

The research is a continuation of the analysis concentrating on the
non-Keynesian cases of fiscal consolidations within conditional p-convergence
framework for the first eleven Eurozone countries (Balcerzak et al. 2014a, b, ¢).

2 The Theoretical Common Ground for Non-Keynesian
Models of Fiscal Consolidations and Convergence
Process

The question concerning the influence of fiscal policy on the short and long term
growth belongs to the core of contemporary macroeconomics from its very begin-
ning. Based on the traditional dichotomy in macroeconomics it can be said that
responsible (usually understood as restrictive) fiscal policy from the long term
perspective tend to provide fundaments for long term growth, whereas in short
term fiscal consolidations rather decrease aggregate demand and result in lower
GDP growth (see more Balcerzak and Rogalska 2014). However, the experiences of
Denmark and Ireland in the eighties of XX century have brought new insight on the
possibilities of unconventional effects of fiscal contractions, where fiscal austerity
under some circumstances even in the short term can result in increase of aggregate
demand. As a result in the last decade of XX century intensive research on the
possibilities of expansionary—non-Keynesian—effects of fiscal consolidations was
started (Giavazzi and Pagano 1990, 1995).

The research that has been done for last two decades resulted in two comple-
mentary groups of models providing theoretical explanation for stimulating results
of fiscal contractions. The demand side models concentrate on the expectations of
private agents concerning the positive influence of fiscal consolidations on their
future tax burden. The second group demand side models attribute the
non-Keynesian effects of fiscal policy to the influence of possible lower fiscal
burden, which is the result of fiscal consolidation, on cost level of enterprises and
thus their competitiveness (Rzonca and Cizkowicz 2005; Rogalska 2012).

In case of demand side models the transmission mechanism depends on the
possible wealth effects of households. The households expecting that their future
tax burden can be lower, in order to smooth their consumption during the lifespan,
can increase current consumption, which under some positive circumstances can
offset the negative impulse resulting from lower government expenditures. Both the
theoretical and empirical literature provide three groups of factors that may be
necessary for obtaining the positive wealth effects of fiscal contractions. These are
scale of consolidations, credibility of authorities and budget situation before the
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consolidation episode. The scale of consolidations must be significant enough,
which is crucial for convincing the households that the fiscal austerity will result
in lower taxes in the future. In case of the credibility of government, the household
must be sure that the government will not change discretionary its fiscal policy in
case of some political factors. The difficult situation of the government budget can
be a factor supporting the credibility of plans of fiscal consolidation. With
unsustainable level of public debt the private agents expect the inevitable increase
of fiscal burden. In that case significant and strict fiscal consolidations can convince
the households to change their negative expectations (Alesina and Ardagna 1998,
2009; Perotti 1999).

On the other hand, the demand side models concentrate on the composition of
fiscal adjustments. In that cases, the consolidations that are mostly the result of
increase of government budged revenues through tax increases can lead to increas-
ing wage pressure in enterprises, which depending on the situation on labor
markets, can result in higher labour costs of enterprises. Thus, it can decrease
their international price competitiveness. The negative influence of adjustment on
enterprises can be the source of negative supply shock decreasing the chances for
successful fiscal consolidation. However, in case of consolidations that are mainly
the result of budged expenditure cuts obtained through lower expenditures on
wages in public sector can additionally lead to lower wage pressure in private
sector. This can increase the cost effectiveness of enterprises, support their invest-
ment capabilities and international competitiveness, which in some circumstances
can be the source of positive supply shock leading to non-Keynesian effects of fiscal
austerity (Alesina et al. 1999; Lane and Perotti 2001; Alesina and Ardagna 2009;
Alesina and Perotti 1997).

To sum up, based on these two groups of models explaining non-Keynesian
effects of fiscal consolidations one can point two transmission channels for
not-standard fiscal impulses: (a) the domestic channel with the reaction of private
investment and private consumption; (b) the external channel with reaction of
export (see also Rzonca and Cizkowicz 2005; Borys et al. 2014).

The models of non-Keynesian effects of fiscal contractions have some important
common ground with the theoretical literature on convergence process. The possi-
ble positive influence of fiscal consolidations, which are based on effective change
of structure of public expenditures, on the long term convergence process is deeply
rooted in the models of endogenous growth (see more Barro and Sala-I-Martin
1991). In these models it is commonly assumed that the government revenues and
expenditures can be classified to opposite categories: (a) distortionary taxation and
non-distortionary taxation; (b) productive and non-productive expenditures. The
distortionary taxation negatively influences middle and long term steady state rate
of growth as they can discourage private agents from saving and investing both in
physical and human capital. Thus, distortionary taxation decreases the speed of
convergence process. On the other hand, the productive expenditures are usually
defined as the once that can be included as arguments in the private production
function. Thus, they can positively influence of steady state rate of growth (Kneller
et al. 1999). As a result, the models of endogenous growth theory support the
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argumentation for the change of structure of government expenditure form
non-productive to productive expenditures and avoiding the distortionary taxation,
which can be obtained during fiscal consolidation actions. This is especially
important in case of countries that face the problem of closing the development
gap and using the potential of convergence process such as Central European
economies. From that perspective one can talk about the common theoretical
ground for concept of long-term conditional convergence and the short-term
models of non-Keynesian fiscal consolidations (see also Balcerzak et al. 2014c).

3 The Econometric Estimation of Conditional
p-Convergence with Fiscal Policy and Transmission
Channels of Fiscal Consolidations

The aim of the econometric analysis is the evaluation of influence of fiscal adjust-
ment on GDP and the verification of basic transmission channels of fiscal impulses.
Based on the theoretical models of non-Keynesian effects discussed in previous
section, the following potential transmission channels were pointed: the domestic
channel with the reaction of private investment and private consumption; the
external channel with reaction of export. The econometric procedure of estimation
consists of two steps. In the first stage, the influence of fiscal adjustment on GDP
with special concentration on non-Keynesian effects of fiscal consolidations and its
potential influence on convergence process was tested. To fulfill this aim, condi-
tional f-convergence framework was applied (Sala-I-Martin 1996; Pietrzak 2012)"
In the second stage the pointed potential channels for fiscal non-Keynesian
impulses with panel models were evaluated.

The phenomena of -convergence means that the analyzed countries in the long
term converge in terms of income per capita within the long term steady state. In
case of conditional #-convergence one assumes that every country tends to reach
his own steady state, which is determined by economic processes that characterize
the fundamental conditions of economy. Among these fundamental conditions one
can find for example the investment rate, the depreciation, the population rate of
growth, the quality of human capital, and the technology (Mankiw et al. 1992;
Levine and Renelt 1992). In case of conditional -convergence the countries can
reach the same income level but only provided that they are similar in terms of
economic variables that determine the output in the steady state (Balcerzak
et al. 2014a, b).

The hypothesis of conditional f-convergence was tested by estimation of param-
eters of dynamic panel model that is described with the Eq. (3). As dependent

! Similar empirical approach was used for estimation of non-Keynesian effects of fiscal consoli-
dations in case of first 11 members of Euro Zone in the years 1995-2013 (Balcerzak et al. 2014a, b,
c).
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variable GDP per capita in purchasing power standards was used. As independent
variable one could find primary balance defined as government net lending or net
borrowing excluding interest. The primary balance makes the variable that charac-
terizes the fiscal policy approach. The positive value of the variable is equivalent to
government surplus whereas negative means the government deficit. In the context
of the theoretical background described in Sect. 2 of the paper the parameter o
should be positive and statistically significant.

GDP;, = y — p\InGDP;,_| + a,DEF;, +n; + &; (1)
GDP;, = In(GDP,;,/GDP;,_,) (2)

InGDP;; = By + yInGDP;,_; + a;DEF;, + m; + & 3)
r=~1-5) (4)

where:

GDP;—the vector of GDP per capita,

GDP;—the vector of the rate of growth of GDP per capita,
DEF—the vector of primary balance describing fiscal prudence,
Pos P1, a1, y—the structural parameters of the model,

n—the vector of individual effects of a panel model,

g;—the vector of disturbances.

All the variables are determined for i-country in the period t. Variables DEF is
the potential variable that determine the output in the steady state.

Obtaining statistically significant value of parameter y and its estimation at the
level y < 1, which is equivalent to positive value of parameter f;, verifies the
hypothesis of conditional p-convergence for the analyzed countries. The conver-
gence process occurs provided that all the countries are characterized with similar
level of variables that determine the output in the steady state. In this case it is fiscal
policy variable. The lower value of y (higher positive value of parameter f3;) the
faster convergence process occur (Pietrzak 2012).

In the model of convergence described with the Eq. (1) the growth rate of GDP
per capita depends on the fiscal policy prudence which is understood as restrictive
fiscal policy approach. The positive estimate of the parameter @; means that there is
a positive influence of fiscal consolidations in a given period t on the rate of growth
of GDP per capita during all the period of analysis. It can be interpreted as the
occurrence of non-Keynesian effects of fiscal policy for analyzed countries.

To estimate the parameters of model (3) the system GMM estimator was used
(Blundell and Bond 1998), which is a development of first-difference GMM
estimator (Holtz-Eakin et al. 1988; Arellano and Bond 1991). The idea of system
GMM estimator is the estimation of both equations in first differences and equa-
tions in levels. The results of two-step estimation with asymptotic standard errors
are presented in the Table 1.
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Tal:;et.l ?}; estimated Parameter Parameters estimation p-Value
i?(?d e1110na convergence 0.997506 ~0.000
a 0.00946393 ~0.000
Statistical tests
Sargan test 9.24463 1
AR(1) —2.6036 0.0092
AR(2) —1.20526 0.2281

The Sargan test enables testing of over-identifying restrictions (Blundell
et al. 2000). The obtained statistic of the test was equal to 9.2, which means that
the null hypothesis is rejected. All instruments were proper. Autocorrelation of the
first-differenced of disturbances was tested too. The statistic of the test for first-
order serial correlation was equal to —2.6, which means that the null hypothesis that
there is no first-order serial correlation is rejected. The statistic of the test for
second-order serial correlation was equal to —1.20526, which means that the null
hypothesis of no second-order serial correlation is not rejected (Baltagi 1995;
Arellano and Bond 1991). It means that the system GMM estimator is consistent
and efficient.

The parameter y is statistically significant. The estimate of the parameter y which
is below 1 verifies the hypothesis of convergence. The parameter «; is statistically
significant. It means that variable DEF significantly determine the convergence
process for central European countries. The positive estimate of the parameter o
suggests positive influence of restrictive fiscal policy on the convergence process
and it can be interpreted as a confirmation of non-Keynesian effects of fiscal
consolidations.

In the second stage of the econometric analysis the verification of the transmis-
sion channels of fiscal impulses was done. The estimation procedure was close to
the approach applied by Rzorica and Cizkowicz (2005) who were researching the
possibilities of non-Keynesian effects of fiscal policy in case on new European
Union members for the years 1993-2002. As a result three simple panel models
were estimated: the Eq. (5) for the domestic channel with the reaction of private
investment, the Eq. (6) the domestic channel with the reaction of private consump-
tion, the Eq. (7) the external channel with reaction of export. In case of Egs. (4) and
(6) for controlling the most important determinants of private consumption and
private investments beside the fiscal variable the GDP per capita and real interest
rate were used. In case of Eq. (7) and determinants of export for the same purpose
real effective exchange rate and the value of import in so called “old” European
Union (UE-15) were used. The condition for positive verification of potential
influence of every channel is obtaining positive and statistically significant value
of estimation of parameter a,. All three models were estimated with pooled
ordinary least squares (OLS) and fixed effects (FE) estimators. The models for all
channels were estimated with the data from Eurostat and the data for real interest
rate from World Bank.
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The domestic channel—reaction of consumption
ACON;; = ay + a;AGDP;; + a,DEF; + o3RIR;+; + €, (5)
The domestic channel—reaction of investments
AINV;, = ap + o AGDP;;, + a;DEF;; + o3RIR;+; + €, (6)
The external channel with reaction of export
AEXP; = ap + a1 AGDP;; + a;DEF;, + azAIMP;, + a4REER;+; + €, (7)

where:

ACON;—vector of the first difference of private consumption per capita estimated
with purchasing power standard in the i-country in the period t.

AGDP;—vector of the first difference of GDP per capita estimated with purchas-
ing power standard in the i-country in the period t.

DEF ;—vector annual change of primary balance in the i-country in the period t.

RIR;—vector of real interest rate in the i-country in the period t.

AINV;—vector of the first difference of investments per capita estimated with
purchasing power standard in the i-country in the period t,

AEXP;—vector of the first difference of export per capita estimated with purchas-
ing power standard in the i-country in the period t,

AIMP;—vector of the first difference of import in European Union countries
(EU-15) per capita estimated with purchasing power standard in the i-country
in the period t,

REER;—annual change of real effective exchange rage (deflator: CPI) in the
i-country in the period t,

n—the vector of individual effects of a panel model,

&;—the vector of disturbances.

Tables 2, 3 and 4 presents the results of estimations for Egs. (5), (6) and (7)
respectively. It can be seen that in case of both estimators the differences in results

Table 2 The estimated model for the domestic channel—reaction of consumption

OLS FE estimator
Parameter Parameters estimation | p-Value | Parameters estimation p-Value
ay 50.8022 0.1022 | 50.7724 32.0888
aj 0.601220 ~0000 |0.601275 0.0338885
a —37.6493 ~0.000 |—-37.9617 0.0011
Statistical tests | Breusch-Pagan test F-test for the null hypothesis that the
cross-sectional units all have a common
intercept
Test statistics p-Value | Test statistics p-Value
3.94 0.05 0.15 0.99
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Table 3 The estimated model for the domestic channel—reaction of investments
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OLS FE estimator
Parameter Parameters estimation | p-Value | Parameters estimation p-Value
ap —431.408 ~0.000 | —439.956 ~0.000
a; 0.803640 ~0.000 |0.816544 ~0.000
a 24.1210 0.0506 | 24.6501 ~0.000
Statistical tests | Breusch-Pagan test F-test for the null hypothesis that the
cross-sectional units all have a common
intercept
Test statistics p-Value | Test statistics p-Value
0.02 0.9 1.05 0.41
Table 4 The estimated model for the external channel with reaction of export
OLS FE estimator
Parameter Parameters estimation | p-Value | Parameters estimation p-Value
ao 98.8554 ~0.000 |94.1441 0.2857
a; 0.817676 ~0.000 |0.824875 ~0.000
a 113.328 ~0.000 |111.047 ~0.000
Statistical tests | Breusch-Pagan test F-test for the null hypothesis that the
cross-sectional units all have a common
intercept
Test statistics p-Value | Test statistics p-Value
0.28 0.6 0.83 0.59

of estimates of parameters are minor. In order to use the proper estimator Breusch-
Pagan Test was used. It enables to verify the hypothesis on the existence of
individual effects, which can point whether the pooled ordinary least square or
estimator for individual effects should be used. In case of all the three models based
on the results of Breusch-Pagan test it can be concluded that the implementation of
individual effects is not necessary. Thus, simple pooled model with OLS estimator
is adequate. This conclusion is confirmed with the results of F-test for the null
hypothesis that the cross-sectional units all have a common intercept.

The results of estimation presented in Table 2 with statistically significant but
negative estimate of the parameter @, does not confirm the influence of domestic
channel with the reaction of consumption in case of Central European countries in
the year 2000-2010. It can be said that in the analyzed period the negative fiscal
impulse was resulting in typical Keynesian reaction of private consumption. In case
of domestic channel with the reaction of private investments the situation was
different. The results of estimation in Table 3 with statistically significant (but in
case of OLS estimator only with 10 % level of significance) and positive estimate of
the parameter a, can be considered as confirmation of the influence of domestic
channel with reaction of investment. Also in case of external channel with reaction
of export in Table 4 one can find statistically significant and positive estimate of the
parameter a,, which can be considered as an argument in favour of the influence of
export channel.
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4 Conclusions

The conducted research on the influence of fiscal austerity on convergence process
shows that in case of Central European countries in the years 2000—2013 restrictive
fiscal policy was a significant factor of conditional -convergence. From the policy
point of view, it can be said that necessity for more restrictive middle term fiscal
policy, under some circumstances, can become not an obstacle for current product
growth, but it can be considered as a chance and possible factor supporting growth.

The obtained results in the sphere of potential transmission channels of
non-Keynesian fiscal impulses are coherent with the analysis of Rzonca and
Cizkowicz (2005) for Central European countries for the years 1993-2002. They
also identified unambiguously only one of the channels for non-Keynesian effects
of fiscal adjustments, which was the external export channel. Contrary to the results
in this paper they found some evidence confirming the existence of domestic
consumption channel, but no evidence for influence of the domestic investment
channel. On the other hand, the results obtained in this paper are very close to the
estimation of Borys et al. (2014) for the same group of countries for the period
1995-2011. These researchers also found that investment and export were increas-
ing after fiscal consolidation, whereas private consumption was not responding to
the fiscal negative impulse in non-Keynesian way.

The empirical part of the article does not cover the problem of episodes of
consolidations and strategies for their implementation. However, in case of future
deleverage plans for Central European economies the verification of influence of
both investment and export channels in the context of theoretical models, which
were discussed in the first part of the article, can be considered as an argument for
strategies of consolidations that focus on government expenditure cuts instead of
increasing the budget revenues. This conclusion is also coherent with the results of
analysis of strategies of consolidations with non-Keynesian effects in case of the
first euro zone countries in the years 1995-2013 (Balcerzak et al. 2014a, b).
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Tax Burden and Economic Development:
The Case of the European Union Countries

Lina Sineviciené

Abstract The paper presents the research results on the relationship between the
tax burden and economic development. The research methods: systemic, logical
and comparative analysis of scientific literature, and statistical methods: descriptive
statistics analysis, hierarchical cluster analysis, correlation analysis. Empirical
analysis of this study focuses on the data of the European Union countries. Implicit
tax rates are used to measure the tax burden. The study covers the period from 2003
to 2012 using annual data. The results of this study show that there are large
differences in the tax burden in the European Union countries. The tax burden on
capital and consumption is higher in the very high economic development coun-
tries; but implicit tax rate on capital is higher in the case of countries with lower
GDP growth, high government sector and high government debt. Joining the EU in
2004 or 2007 did not have a strong effect on the change in the joined countries
tax burden. However, the tax burden on labor has declined, and the tax burden on
consumption has increased or remained in the similar level in the majority of
countries.

Keywords Economic development » Tax burden « The European Union

1 Introduction

A high tax burden and an inadequate tax structure may cause weak growth of
investment and consumption, decrease foreign direct investment inflows, and
determine lower growth of country’s economic development. In recent years,
arising problems of public finances and low economic growth in the majority of
the European Union countries motivate scientific and policy debates on the tax
burden and taxation structure, raise questions about the impact of the tax burden on
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economic development. The taxation system should fulfill not only government’s
demand, but it should also meet the changing needs of society and business.

Arnold (2008) argues that the differences in distortions created by different taxes
may be substantial, and the negative effect of taxes may depend on what exactly is
taxed. It is very important for the state to have well designed, growth-oriented tax
system. According to Kremmidas (2010), properly used tax policies could create
the conditions for stronger economic growth, higher incomes for citizens and higher
returns for businesses. Therefore, it is very important to assess how the changes of
the tax burden are related to economic development, and whether these changes of
the tax system are growth-oriented.

The objective of the study is to assess a link between the tax burden and
economic development. The research object: the link between the tax burden and
economic development. The research methods: systemic, logical and comparative
analysis of scientific literature, and statistical methods: descriptive statistics ana-
lysis, hierarchical cluster analysis, correlation analysis. Empirical analysis of this
study focuses on the data of the European Union countries. Implicit tax rates are
used as a measure of the tax burden. The study covers 2003-2012 years using
annual data.

2 The Tax Burden and Economic Development: Literature
Review

The modern state could not exist without taxes. Therefore, an inevitability of
taxation is something that does not need to be argued in society (Abuselidze
2012). According to Silberztein (2004), taxation is essential to sustainable devel-
opment because it provides governments with the necessary finance to effectively
implement development policies.

The tax burden has a direct as well as an indirect impact on the economic activity
and production capacity. The impact of taxation on the economy is bidirectional.
The tax burden influences production technologies, effective usage of resources and
production capacity. However, the change in the tax burden influences government
tax revenue that could be used to stimulate economic activity (Abuselidze 2012).

According to the aggregate demand and aggregate supply model (AD-AS), a
reduction of the tax burden could stimulate economic growth through multiplier
effect. According to Laffer model, excessive tax burden decreases government
revenue from taxes and has a negative effect on economic activity. Krumplyté
(2010) argues that excessive tax burden may cause an increase of a shadow
economy and determine decrease of government revenue from taxes, especially
in the case of lower economic development countries.

Negative effects of higher public spending and higher taxes on economic growth
can be explained by a number of considerations. Barrios and Schaechter (2008)
point out that, when the public sector is very small, higher economic growth in the
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long-run can be achieved through the provision of public goods that increases the
marginal productivity of the capital and labor. But, when the public sector has
reached a level where the additional taxes needed to finance the growing public
sector causes distortions in the market, labor and capital marginal productivity
decreases determining the decline of economic growth. Nuta (2008) argues that
when the state tax increases, it not only reduces the private sector funds for
productive activities, but the redistribution of funds reduces the incentives to
work, save and invest. The aim of the government intervention in the economy
through public spending or taxation is greater economic stability. However, the
overall impact on economic growth depends on the productivity of public expen-
diture and distortionary tax effect (Soli et al. 2008).

Classification of taxes in growth models to distortionary and non-distortionary
allows predicting the impact of government expenditure and its financing methods
on economic growth. According to Barro (1990), Barro and Sala-i-Martin (1992),
Soli et al. (2008), Ferreiro et al. (2008):

< distortionary taxes are taxes which reduce the incentives to invest in physical/
human capital, thereby reducing economic growth.

» non-distortionary taxes are taxes which do not affect the investment incentives,
and, therefore, economic growth.

Arnold (2008) points out two reasons of tax systems’ distortive impact on the
economy:

e the tax level—a tax system withdraws more or less resources from the
private agents;

e the tax structure—a given amount of revenue is raised in more or less
distortive ways.

In recent years, researchers have paid a lot of attention to the tax structure and its
impact on the economic growth. This issue was very important in the context of
economic recovery after the financial crisis. However the research results are
ambiguous. For example, Kremmidas (2010) made conclusion that the most eco-
nomic growth damaging taxes are taxes on income and profit. The author noticed
that it should be ensured that taxes mix and structure should be efficient as possible.
Zipfel and Heinrichs (2012) state that raising consumption taxes while at the same
time lowering taxes on labor and capital can stimulate economic growth because
taxes on labor may distort the decision to participate in the labor market, and may
lead to less entrepreneurial activity. Taxes on capital influence household decisions
on investment and savings, and decisions on the part of companies leading to
pronounced capital outflows from individual countries. However, Deskins and
Hill (2010) argue that there is evidence that the distortions of a state and local tax
policy have diminished during past years due to better-designed tax policies. Recent
empirical research results on the impact of various taxes on economic development
are presented in Table 1.

After summarization of various empirical research results, it may be concluded
that the corporate taxes and personal income taxes have a negative effect on the
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Table 1 Empirical research results on the impact of taxes on economic development

Authors

Research sample

Research method

Non-
distortionary
taxes

Distortionary taxes

Arnold
(2008)

21 OECD coun-
tries, 1971-2004

Panel regressions

Taxes on prop-
erty and
consumption

Income taxes (cor-
porate income taxes
have the most nega-
tive effect). Negative
relationship exists
between the progres-
sivity of personal
income taxes and
growth

Tlzetzki
(2011)

28 countries, till
2009Q3

Panel data
methods

Personal income
taxes (cuts in per-
sonal income taxes
are more effective in
stimulating growth
than cuts in corpo-
rate or value added
tax rates)

Arnold
etal. (2011)

21 OECD coun-
tries, 1971-2004

Panel regressions

Consumption
and property
taxes

Corporate taxes and
personal income tax

Muinelo- 43 upper-middle | Panel data Indirect taxes Direct taxes

Gallo and and high income | methods

Roca- countries,

Sagales 1972-2006

(2011)

Acosta- 21 high income, | Pooled Mean Consumption Income taxes (social

Ormaechea |23 middle- Group (PMG) and property security contribu-

and Yoo income and 25 - | estimation taxes tions and personal

(2012) low-income approach income taxes have a

countries, stronger negative
1970-2009 association with

growth than corpo-
rate income taxes)

Stoilova the EU countries | Regression Direct taxes

and Patonov | (27), 1995-2010 | analysis

(2012)

Ferede and | Canadian prov- Panel data Value-added Corporate tax

Dahlby inces, 1977-2006 | estimators sales tax

(2012)

Canicio and | Zimbabwe, Granger Causality | There was no There was no causal

Zachary 1980-2012 test, Johansen’s causal relation- | relationship between

(2014) cointegration test | ship between taxes and economic

and vector error
correction

taxes and eco-
nomic growth

growth




Tax Burden and Economic Development: The Case of the European Union Countries 287

economic growth while the taxes on property and consumption are more growth-
friendly. Despite these results, there is still a lack of empirical research on the
relationship between the tax burden and economic development. The tax burden in
majority of empirical studies is measured as government revenue from taxes as a
percentage of GDP. But such measurement is inaccurate and may cause incorrect
results.

3 Research Methodology

The link between the tax burden and economic development is investigated in this
paper. It was mentioned that the tax burden in majority of empirical studies is
measured as the revenue from taxes as a percentage of GDP; and that such
measurement is inaccurate. According to European Commission (2010), the con-
sideration of tax revenue as a proportion of GDP provides limited information as no
insight is given as to whether, for example, a high share of capital taxes in GDP is a
result of high tax rates or a large capital tax base. In this paper, implicit tax rates,
which do not suffer from this shortcoming, are used as a measure of the tax burden.

This study is carried out using annual data of the EU countries (except Croatia)
ranging from 2003 to 2012. The cross—sectional data is used. Arithmetic average is
used for calculation of the cross—sectional data. In order to evaluate the link
between the tax burden and economic development, following indicators are
used: real GDP per capita, implicit tax rates, government debt and government
revenue. The description of indicators used in this research is presented in Table 2.
The source of the data is the European Commission’s Eurostat database.

In order to assess the link between the tax burden and economic development,
following statistical methods are used: hierarchical cluster analysis, descriptive
statistics, correlation analysis (Spearman’s rho correlation). Microsoft Excel and
IBM SPSS Statistics 17.0 software packages are used.

There are three stages in the empirical analysis. In the first stage, classification of
the EU countries using cluster analysis is performed. A grouping variable is GDP
per capita. Analysis of descriptive statistics is performed in the clusters and in all
countries’ sample. In the second stage, investigation of the link between the tax
burden and country’s economic development is performed. Analysis of spearman’s
correlations between indicators is performed in the clusters and in all countries’
sample. In the third stage, investigation of the tax burden changes in the case of
countries, which joined the EU in 2004 or 2007, is performed. In order to evaluate
whether the tax burden has changed in particular country after the joining the EU,
the tax burden in 2004 or 2007 (for Hungary, Bulgaria and Romania) is compared
with the tax burden in 2012.
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Table 2 Description of indicators

Indicator Notation Definition

Implicit tax rate on ITR_Con All consumption taxes divided by the final consumption

consumption (%) expenditure of private households on the economic
territory

Implicit tax rate on ITR_L The sum of all direct and indirect taxes and employees’

labor (%) and employers’ social contributions levied on employed

labor income divided by the total compensation of
employees working in the economic territory

Implicit tax rate on ITR_Cap The sum of revenue from all capital taxes divided by the
capital (%) all potentially taxable capital and business income in
the economy

Government debt (% | Government | The total consolidated gross debt at nominal value at the
of GDP) debt end of the year (in the following categories of govern-
ment liabilities: currency and deposits, debt securities,
and loans) divided by the GDP

Government revenue | Government | The sum of all general government revenue divided by

(% of GDP) revenue the GDP
GDP per capita (con- | GDP per Real GDP per capita divided by the average population
stant 2005 EUR) capita of a specific year

Growth rate of real GDP growth | The GDP at current prices are valued in prices of the
GDP (%) previous year and the thus computed volume changes
are imposed on the level of a reference year

Source: European Commission (2010) and Eurostat

4 Research Results

The descriptive statistics of the EU countries data (see Table 3) shows that there are
large differences between the EU countries economic development, the tax burden,
and government finance indicators. The very high dispersion of the data shows the
need for clustering all sample in smaller groups.

The cluster analysis was used in order to assess the link between the tax burden
and country’s economic development. Three clusters were obtained using the
hierarchical cluster analysis (see Table 4).

The first cluster is characterized as high economic development cluster where
GDP per capita ratio is significantly higher than in the case of the second cluster.
The second cluster is described as lower economic development cluster. The third
cluster consists only of one country—Luxembourg, which GDP per capita is very
high. Despite the fact that Luxembourg’s GDP per capita is very high and govern-
ment debt is very small, the indicator of government sector size (government
revenue to GDP indicator) and the tax burden are very similar to all sample’s
mean values.

In the case of the second cluster, countries’ economic growth is more volatile but
higher, government sector size and government debt are smaller on average com-
pared with the other clusters (except the case of Greece, Portugal, Italy) (see
Appendix, Table 8). The tax burden of the second cluster countries is lower on
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Table 3 Descriptive Indicator N [MIN  [MAX Mean

zt;‘;llf:r‘f;‘g;ge EU ITR_Con 27 150 | 326 213
ITR_L 27 221 |48 33.9
ITR_Cap 22 9.2 43.7 24.7
Government debt 26 7.4 131.0 53.3
Government revenue 27 332 55.8 42.3
GDP per capita 27 3310 [64990 |21,209
GDP growth 27 —0.7 5.7 1.7

Table 4 Descriptive statistics of the clusters

Cluster First cluster Second cluster Third cluster

Countries Finland, United Kingdom, Bel- | Czech Republic, Portugal, Luxembourg
gium, Germany, Denmark, | Malta, Greece, Slovenia,
Sweden, Austria, Netherlands, | Cyprus, Bulgaria, Romania,

Ireland, Spain, Italy, France | Estonia, Hungary, Slovakia,
Latvia, Poland, Lithuania,
Spain, Italy

Indicator N MIN MAX | Mean | N |MIN | MAX | Mean | N | Value
ITR_Con 10 | 18.1 32.6 23.6 16 | 15.0 |26.6 19.6 1 26.8
ITR_L 10 | 25.5 42.8 36.5 16 |22.1 |42.1 32.5 1 31.0
ITR_Cap 10 | 164 43.7 29.1 12 |93 32.0 21.1 0
Government debt 10 [39.5 96.8 60.1 15 |74 131.0 |51.5 1 12.3
Government 10 [35.2 55.8 47.6 16 (332 |455 39.0 1 42.1
revenue

GDP per capita 10 27,470 |38,000 |31,984 |16 |3310 |24,100 |11,738 |1 64,990
GDP growth 10 0.2 1.6 0.8 16 | —-0.7 |5.7 24 1 0.4

average compared with the first cluster: the tax burden on consumption is the
lowest; the tax burden on capital is also relatively low.

It is very interesting fact that implicit tax rates on consumption are relatively
small in the case of the second cluster’s highly indebted countries (Greece, Portu-
gal, Italy) compared with the other countries of this cluster (see Appendix, Table 8).

The results of Spearman’s correlations (see Table 5) confirm the results of the
cluster analysis.

The results of Spearman’s correlations in the case of all sample show that
economic growth is lower in the high developed countries. In these countries,
government sector is larger. The results show that there is a negative statistically
significant relationship between government debt and GDP growth, and high
government debt is related to high tax burden on capital. There is a positive
statistically significant relationship between the size of the government sector
(government revenue to GDP ratio) and the tax burden (in the case of all taxes).
In the case of higher economic development countries, the tax burden on consump-
tion and capital is higher compared with lower GDP per capita countries. The
results also show that a negative relationship between the tax burden on capital and
GDP growth exists.
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The results of Spearman’s correlations in the case of the first and second clusters
are presented in Table 6.

The results of Spearman’s correlations in the case of the first cluster confirm
conclusion that higher tax burden on consumption is related to higher country’s
economic development and lower government debt. Therefore, the results show
that higher tax burden is related to higher government sector. However, the
relationship between tax burden on consumptions and government debt is negative.
The results of Spearman’s correlations in the case of the second cluster show that
there is strong negative relationship between GDP per capita and economic growth.
Higher developed countries, in which economic growth is slower, have larger
government sector and higher government debt, and the tax burden on capital is
higher in these countries.

The results of cluster and correlation analysis have shown that the tax burden is
lower in the lower economic development countries. Therefore, it is important to
assess whether the tax burden has changed after the countries joining the EU in the
case of countries that joined the EU in 2004 and 2007. The comparison of the tax
burden is presented in Table 7.

There is a tendency that, in higher developed countries, the tax burden on capital
is higher, but the joining the EU did not has a strong effect on change in the tax
burden on capital. There is the tendency that the tax burden on labor has declined or
remained at the similar level in the majority of countries (in the case of Poland and
Malta was observed about 1-2 percentage points increase in the tax burden on labor
in 2011-2012). There is the tendency that the tax burden on consumption has
increased or remained at the similar level in the majority of countries. In the case
of Slovakia, overall tax burden decline was observed (including the tax burden on
consumption). The decline of the tax burden in Slovakia is proved by decreased size
of government. The unique situation was in the case of Cyprus: it was observed
sharp increase in the tax burden on labor; the tax burden on capital also increased,
but the tax burden on consumption decreased. According to economic literature,
these changes are negative because it distorts incentives to work and invest.

5 Conclusion

The results of this study show that there are large differences in the tax burden in the
European Union countries. The tax burden on capital and consumption is higher in
the high economic development countries compared to the lower economic devel-
opment countries. Implicit tax rate on capital is higher in the case of low GDP
growth, high government sector and debt countries. The higher tax burden on
consumption is related to the higher economic development in the case of
very high economic development countries’ group.

The joining the EU did not have a strong effect on the change in the countries’
tax burden. There is a tendency that the tax burden on labor has declined in the
majority of countries (except Cyprus), and the tax burden on consumption has
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increased or remain at the similar level. The tax burden on capital has not changed
significantly and remained at the low level.

The conducted analysis allows making conclusion that the tax burden on con-
sumption is relatively small in the case of highly indebted countries. Therefore,
governments of high indebted countries could raise taxes on consumption in order
to stabilize the growth of government debt.
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Current Account Dynamics
and Determinants in the European Union

Maria-Isadora Lazar and Ramona-Mihaela Paun

Abstract European Union economies are facing important internal and external
imbalances, as highlighted by the recent crises. Although progress has been made in
order to reduce the gaps, the situation is still worrying. In this paper we aim at
identifying the main determinants of current account balance in the European
Union, as competitiveness is one of the major issues that need to be resolved
regarding the European economies, aside with fiscal sustainability. We analyze
the dynamics of current account balance in the European Union and test the effects
of some economic imbalances, as highlighted by the current crises, considering data
for the European Union member states covering years 2000-2013. Based on the
results of panel data analysis we make considerations on future dynamics of the
European Union economies.

Keywords Competitiveness ¢ Current account balance ¢ Macroeconomic
imbalances

1 Introduction

European sovereign debt crisis has drawn attention on the sustainability of public
finances and external debts. However, analyzing the causes that led to accumulation
of debt without real coverage in terms of sustainability, a number of key factors are
outlined. Competitiveness issues are highlighted as the main cause of such unfa-
vorable dynamics in many European countries, especially those located at the
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periphery of the euro zone (Spahn 2013). Although during the last years important
progress has been made in order to reduce the gaps, the situation is still worrying.

In this paper we aim at identifying the main determinants of current account
balance in the European Union, as competitiveness is one of the major issues that
need to be resolved regarding the European economies, aside with fiscal sustain-
ability. Taking into consideration data for the European Union (EU) member states,
during 2000-2013, we analyze the dynamics of current account balance in the
European Union and test the effects of some economic imbalances, as highlighted
by the current crises. Based on the results of panel data analysis we make consid-
erations on future dynamics of the European Union economies.

2 Literature Review

Current account imbalances were highlighted as one of the main causes of the Euro
Area sovereign debt crisis, along with the competitiveness gaps between some Euro
Area member states and the need to cover private sector debt (Lazar and Andreica
2013).

Gros (2012) identified macroeconomic imbalances focusing on intra-euro area
current account disequilibria and the role of competitiveness. It is concluded that
the major imbalance within the euro area is the one arising between the group of
countries with a current account surplus, mostly North of the Alps and rated AAA
by the rating agencies, and the countries with current account deficits, except for
Ireland. The situation in Ireland in slightly different, as a significant role was played
by the financial sector that accumulated large shares of liabilities (Lazar and
Andreica 2013).

Current account development were previously analyzed by Jaumotte and
Sodsriwiboon (2010), that focused on the causes, the effects, but also on possible
solutions for improving current account balances. They found that current account
deficits were mostly driven by a decline in private saving rates. But it was the
European Monetary Union and the Euro, which enabled these countries to maintain
investment rates, and thus run larger current account deficits, by improving their
access to the international pool of saving.

Rahman (2008) analyzed current account (CA) developments in ten EU mem-
bers states: Czech Republic, Bulgaria, Estonia, Hungary, Latvia, Lithuania, Poland,
Romania, Slovakia and Slovenia and highlighted the fact that during the last
15 years, these countries, on average, have run current account deficits that are
considerably higher than the average current account deficit of other developing
countries. However, more recently, a diverging pattern has emerged among these
countries with one group, consisting of the Baltic countries, Bulgaria and Romania,
experiencing rapid widening, while the others seeing a stabilization in their current
account balances. Also, a fundamental, comprehensive paper on current account
sustainability was prepared by Milesi-Ferretti and Razin (1996).
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Jorda et al. (2011) studied the involvement of external balanced on financial
crises. They showed that recessions associated with crises lead to deeper recessions
and stronger turnarounds in imbalances than during normal recessions but also
highlighted the fact that external imbalances help predict financial crises. More-
over, their analysis showed the fact that credit growth emerges as the single best
predictor of financial instability, but the correlation between lending booms and
current account imbalances has grown much tighter in recent decades.

Due to the influence of both internal and external imbalances on the economic
outputs of the last years, the new European governance includes a procedure of
macroeconomic surveillance regarding such imbalances (European Commission
2014) that takes into consideration, among others, the real effective exchange rate,
financial sector liabilities, house price index, nominal unit labor costs and private
sector debt (European Commission 2012). Holinski et al. (2012) provide a system-
atic review of internal and external imbalances in the Euro area. They argued that
the importance of monitoring external imbalances and of implementing better
coordinated policies to prevent the emergence of unsustainably large imbalances,
due to the potential adverse effects that may occur.

3 Comparative Analysis of Current Account Dynamics
in the European Union

Economic developments registered during the last 2 years highlight the significant
results generated by the efforts conducted in order to reduce current account
deficits. The results are however outside the limits imposed through the Macroeco-
nomic Imbalance Scoreboard. In order to analyze the evolution of competitiveness
in the European Union in terms of this indicator, we studied the dynamics of the
current account balance for the period 2000-2013. For a better understanding of the
dynamics of this macroeconomic indicator, we divided the European Union mem-
ber states into two categories, depending on their membership status in the mone-
tary union for the year 2014.

The comparative analysis of the dynamics of the current account balance in Euro
Area member states reveals important differences among the countries participating
in monetary union and highlights increasing gaps during the period prior to
the economic crisis, but also during the acute period of the crisis (see Fig. 1). The
period before the economic crisis was a time of increasing competitiveness gaps
between the northern Euro Area member states and those of the periphery (Gros
2012). The peaks of these differences, as well as the increasing in current account
deficits were registered in 2008.

This is the year in which the effects of the crisis were felt most profoundly, both
in terms of competitiveness and soundness of public finances. All EU member
states have suffered a deterioration of current account balances, but for countries in
southern euro zone the situation was even more problematic. In 2008, in Cyprus
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Fig.1 Current account dynamics in Euro Area countries. Source: EUROSTAT. Note: CY Cyprus,
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(15.6 % GDP), Greece (14.9 % GDP), Latvia (13.1 % GDP) and Portugal (12.6 %
GDP) current account deficit has exceeded 10 % of GDP.

Euro Area member states registered in 2008 trade deficits over the target of 4 %
of GDP, set by the standards of the Macroeconomic Imbalance Scoreboard, as
follows: Spain (9.6 % GDP), Estonia (9.2 % GDP), Slovakia (6.2 % GDP), Ireland
(5.6 % GDP), Slovenia (5 % GDP) and Malta (4.8 % GDP). These major external
imbalances that were registered in countries like Portugal, Spain, Greece and
Cyprus were the main cause of increasing public debts to unsustainable levels,
leading to adverse developments highlighted by the European sovereign debt crisis
(Gros 2012). The period 2008-2013 was a period of recovery in terms of trade,
common to all Euro Area member states. In 2008, only five countries registered
current account surplus. However, in 2013 the situation was completely different
and most countries recorded current account surpluses. Remarkable results were
registered by Greece, Portugal and Spain, that during the economic crisis recorded
the most unfavorable developments, and whose exports in 2013, exceeded the
imports of goods and services.

Considering the fact that during the economic crisis the competitiveness gap
could be explained by a transfer of competitiveness between north and south
(Holinski et al. 2012), taking into account recent macroeconomic developments,
can be concluded on a balance between the northern countries and the periphery in
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Fig.2 Current account dynamics in the European Union member states (non-Euro Area). Source:
EUROSTAT. Note: BG Bulgaria, CZ Czech Republic, DK Denmark, CR Croatia, LT Lithuania,
HU Hungary, PL Poland, RO Romania, SE Sweden, UK United Kingdom

terms of competitiveness. The comparative analysis of the current account balance
in the European Union member states that are not part of the Euro Area highlights
significant differences between these countries, and also from one year to another
(Fig. 2).

The general trend is similar to Euro Area member states, as, from this perspec-
tive, the period 2007-2008 was represented by widening trade deficits, while
subsequent period, 2010-2013 constitute a period of recovery; all countries
recorded positive developments compared with the previous period. Bulgaria,
Lithuania and Romania had the most negative developments regarding the current
account balance, as the deficit exceeded 10 % of GDP in 2008. These three
countries were also most vulnerable to global macroeconomic conditions, as the
gap was much higher than the one registered by other European Union, non-Euro
Area member states. Hungary, the Czech Republic and the United Kingdom are
member states that managed to register an improvement in the current account
balance during the financial and economic crisis, compared to the first year of
analysis, year 2000. However, in the case of the United Kingdom the situation
worsened afterwards.



304 M.-I. Lazar and R.-M. Paun
4 Econometric Results and Discussions

Based on panel data analysis we tested the influence of some macroeconomic
imbalance indicators on current account balance. We have taken into consideration
both internal and external imbalance indicators, as highlighted to being important
by the economic crisis and as considered through the Macroeconomic Imbalance
Procedure.

We conducted panel data on data provided by EUROSTAT. We used data
covering years 2001-2013, and applied a fixed effects regression, as it was more
suitable for our model.

The results of the panel data analysis evidenced the fact that current account
dynamics can be explained through the variation of the variables that we have taken
into consideration, as per the following equation (see Eq. 1):

CCj = 5.49 — 0.11*FINS;, — 0.15*HPR;, — 0.04*NULC;, — 0.19*REER;,
— 0.03*PRDT;, (1)

where, for each 28 E.U member states:

— FINS;, represents total financial sector liabilities, y-o-y change (%);

— CCy is the 3 year average of current account balance as % of GDP;

— HPR;; is the house price index relative to a Eurostat consumption deflator, year-
on-year changes;

— NULC;, represents the nominal unit labour cost, 3 year percentage change;

— REER;, refers to the three-year percentage change of the real effective exchange
rates based on, and

— PRDTj; stands for the private sector debt in percent of GDP.

The output of the panel data analysis highlights the influence of total financial
sector liabilities, private sector debt, real effective exchange rate, nominal unit
labor cost and house price index on the current account balance in the European
Union. All indicators had been highlighted by the recent crises as playing an
important role. The results show their dynamics are still important, having a
significant influence on current account balance for the European Union economies.
The results of the analysis also demonstrate that all indicators taken into consider-
ation have had a significant, negative influence on the current account balance.

Total financial sector liabilities drawn attention during the last years, especially
due to the fact that in some countries, as Ireland, such liabilities increased the level
of government debts to unsustainable levels, as national authorities decided to help
the financial sector recover, in an attempt of avoiding unbalancing of the entire
economy. A one percent increase in financial sector liabilities would lead to a
decrease of 0.11 percentage points in the current account balance, if all the other
variables remain constant. The situation is similar for private sector debt that also
has a negative influence on current account balance, a one percent increase of
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private sector debt leading to a decrease with 0.03 percentage points of exports
relative to imports of goods and services.

The rationale for including an indicator on housing price developments is that
large movements in real asset markets have been traditionally associated with a
number of economic crises and have also figured prominently in the recent financial
crisis (European Commission 2012). The still recent case of real estate market and
financial crisis is a very clear proof in this respect. The panel analysis evidenced a
negative influence of house price index on the current account, as an increase with
one percent of HPR would result in a decrease of 0.15 percentage points in the
current account balance.

We have included the nominal unit labor costs in our analysis, due to the fact that
it played an important role in some countries, as Greece, in which increasing
nominal unit labor costs (that had a higher growth rate than productivity), resulted
in losses of competitiveness. The regression output evidenced the negative influ-
ence of nominal unit labor costs on the current account balance.

5 Conclusion

The external imbalances registered during the last years highlighted the increased
vulnerability of many European Union member states during the financial and
economic crisis, being also one of the main causes of worsening macroeconomic
indicators during 2007-2009. The general trend in the European Union is of
deepening current account deficits during 2000-2008 and their subsequent reduc-
tion as a result of significant efforts made by the member states. The economic
recession represents a reference period for the study of competitiveness gaps, as it
highlighted the transfer of competitiveness between the northern Euro Area coun-
tries and the periphery. Statistical analysis reveals, however, a general trend of
reducing these gaps and balancing trade relations between the participating states.

The output of the fixed effects regression model highlights the influence of total
financial sector liabilities, private sector debt, real effective exchange rate, nominal
unit labor cost and house price index on the current account balance in the European
Union and evidences the fact that current account dynamics can be explained
through the variation of the variables that we have taken into consideration.
Therefore, due to the negative influence of the variables on the current account
balance, as evidenced through our analysis, in order to reduce current account
deficits and rebalance trade relations within the European Union, additional efforts
should be made in order to reduce both internal and external imbalances.
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Prediction Models for High Versus Less
Performant Economies in the European
Union

Madalina Ecaterina Popescu and Ramona-Mihaela Paun

Abstract In the current unstable economic environment the European Union
countries seem to be facing real challenges that distinctly affect their economic
performances. Although there are several attempts in the international literature in
building efficient macroeconomic prediction models, the subject still remains of
great relevance and it is mostly believed that automated correction in any decision
process should be based on proper prediction models.

Therefore, we draw on the main macroeconomic performance indicators, such as
economic growth, current account balance and labour market indicators, such as
labour productivity, employment and average net earnings for the year 2013 to
propose several prediction models for the European Union countries. Thus, by
applying both econometric analysis and classification trees methodology we will
attempt to extend the empirical research in the field. A distinction between high
performant and less performant European Union economies will be highlighted,
and several CHAID classification trees will be elaborated, followed by a sensitivity
analysis. The main findings of the study will consist of several efficient prediction
models for which the prediction ability will be tested and compared.
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1 Introduction

In this unstable economic environment the European Union countries are currently
facing real challenges that may affect their economic performances. Although there
are several attempts in the international literature in building efficient macroeco-
nomic prediction models, the subject still remains of great relevance and it is mostly
believed that automated correction in any decision process should be based on
proper prediction models.

Therefore, we draw on the main macroeconomic performance indicators, such as
economic growth, current account balance and labour market indicators, such as
labour productivity, employment and average net earnings for the year 2013 to
propose several prediction models for the European Union countries. Thus, by
applying both econometric analysis and classification tree methodology we will
attempt to extend the empirical research in the field.

The choice of the macroeconomic indicators that were used in this study was
made under the consideration of the main findings of previous empirical studies
upon competitiveness, macroeconomic risk management and real convergence
within the European Union (see Rahman 2008; Spahn 2013; Orszaghova
et al. 2013; Gros 2012; Holinski et al. 2012; Lazar 2010 and Lazar et al. 2012).

A distinction between high versus less performant European Union economies
will be highlighted with the help of a Hierarchical Cluster Analysis that will allow
checking for the major differences registered in 2013 between the 28 E.U. member
states. After classifying the 28 E.U. member states into two main country clusters,
one corresponding to high economic performance countries and the second one to
the E.U. countries with lower economic performances, a binary variable will then
be built, by associating 1 for each high performant country and O for all the less
performant ones. The binary variable will then be used in elaborating prediction
models based on decision tree models.

The choice for using decision tree models was grounded on several previous
empirical findings in the field of efficient classification. According to Zheng and
Yanhui (2007) and also to Koyuncugil and Ozgulbas (2007), who used decision tree
methodologies for corporate financial distress prediction, the classification tree model
is more suitable in comparison to a neural network model (Tam and Kiang 1992; Jain
and Nag 1998; Yim and Mitchell 2005), or to a statistic model such as logistic
regression (Ohlson 1980; Shumway 2001) and multivariate discriminate regression
(Altman 1968), where the patterns need to be linearly separable and samples are
assumed to follow a multivariate normal distribution. The main disadvantage of neural
network models consists in the difficulty of building up a neural network model, the
required time to accomplish iterative process and the difficulty of model interpretation.

Moreover, compared to neural networks, decision trees are actually non-linear
architectures able to discriminate patterns that are not linearly separable by
allowing data to follow any specific probability distribution. They also require little
preparation of the initial data and perform well with large data in a short time.

Based on these arguments, we decided to use decision tree models in our study
and to test for their prediction ability in order to determine the most efficient model
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that can correctly classify the 28 E.U. countries into high and low performant
economies. After a sensitivity analysis of the prediction ability of several classifi-
cation trees, the main findings of the study will be drawn, consisting of the most
efficient prediction model with the highest prediction ability.

The paper is structured as follows: Sect. 2 is dedicated to the data description,
Sect. 3 presents the prediction models for high versus less performant economies
based on decision tree models, while in Sect. 4 we summarize the econometric
results. The conclusions are presented in the last section.

2 High Versus Less Performant Economies Classification

In order to measure the economic performances of the 28 European Union countries
for the year 2013, we drew on the following macroeconomic variables: economic
growth (GDPgr), current account balance (CA) and labour market indicators, such
as labour productivity (W), employment (EMPLOY) and average net earnings
(EARN). The main data source was the Eurostat databases.

We started the analysis of the competitiveness gaps between the 28 European
Union member states, by applying a Hierarchical Cluster Analysis. For that we used
an unsupervised learning method that assigns a set of observations into subsets
based on their similarities. The cluster technique was built on the Ward’s method,
whereas the intervals were calculated using the squared Euclidean distance. Based
on labour productivity, current account balance and GDP growth rate levels, we
were able to classify the 28 E.U. member states into two main country clusters, one
corresponding to high economic performance countries and the second one to the
E.U. countries with lower economic performances, as presented below in Table 1.

Based on this classification, a binary variable was then built, by associating 1 for
each high performant country and O for all less performant ones. We then used it in
elaborating prediction models based on decision trees.

3 Prediction Models for High Versus Less Performant
Economies

A decision tree represents a prediction model built in the process of learning from
instances where each branch of the tree is actually a classification question and each
leaf of the tree becomes a partition of the dataset. Because of their tree structure and

Table 1 The classification of the 28 E.U. member states

High performant economies Less performant economies
Denmark, Sweden, Ireland, Spain, United Bulgaria, Romania, Latvia, Lithuania,
Kingdom, Germany, Netherlands, Belgium, Hungary, Poland, Croatia, Slovakia, Czech

France, Austria, Finland, Italy and Luxembourg | Republic, Estonia, Cyprus, Portugal, Greece,
Slovenia and Malta
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their ability to easily generate consistent rules for segmentation of the initial
dataset, decision trees can become an efficient method for classification and are
highly used as prediction models (Andreica and Tapus 2008; Andreica 2013).

In general, there are several useful decision tree algorithms, out of which the
Chi-square Automatic Interaction Detector (CHAID) has the advantage of gener-
ating non-binary trees. As a rule, CHAID model finds the pair of values that is least
significantly different with respect to the target attribute. The significant difference
is then measured by the p-value resulted from a Pearson chi-square test., Next,
CHAID checks for each selected pair if the p-value obtained is greater than a certain
merge threshold. If the answer is positive, it merges the values and searches for an
additional potential (Andreica 2009). In our case, the two alpha levels: tyerge and
agplic Values were set at a 5 % level.

In this study, two CHAID models were built. The first one was based on
macroeconomic indicators, while the second one was built based on the first
principal components of the initial data set. For that, a Principal Component
Analysis (PCA) was performed in order to cumulate the relevance of all of the
initially considered explanatory variables: GDP growth rate, current account,
labour productivity, employment rate and real average net earnings, based on a
reduced dimensionality of the original data space with minimum loss of informa-
tion. The eigenvalues obtained from the PCA are shown in Table 2.

The first two principal components that have values higher than 1 are the
following: A; =2.46 and A, = 1.18, with a minimum loss of information of approx-
imately 27.14 %. According to the Rotated Component Matrix based on the
Varimax with Kaiser Normalization the first principal component is highly corre-
lated to the current account balance, the labour productivity, the employment rate
and the average net earnings, being a trade and productivity indicator, while the
second principal component is correlated to the GDP growth rate offering infor-
mation about economic growth.

After applying the principal component analysis we noticed that the 28 E.-
U. countries tend to form two distinct groups. The PCA allowed us to reduce the
dimensionality of the initial data space with minimum loss of information so that
the two types of E.U. member states could be easily identified. With this in mind,
we built the second CHAID model based on the principal components. The two
CHAID models (see Figs. 1 and 2) tend to have similar characteristics. More
precisely, both CHAID models have two layers and have split just one time,
indicating that there is only one variable that is relevant to classify the 28 E.-
U. countries into high and less performant economies.

The first CHAID model is presented in Fig. 1 and was built assuming GDP
growth rate to be the best predictor of economic performances between the
E.U. member states. The fact that the CHAID model does not have more layers
can be justified by the low number of observations that were used in order to build
the decision tree.

The second CHAID model, presented in Fig. 2, was based on principal compo-
nents and has also split just one time, indicating that there is only one variable
relevant to classify the 28 E.U. countries into high and low performant economies.
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Fig. 1 The CHAID Perform
prediction model using

GDPgr predictor

Node 0

Mean 0.464
Std. Dev. 0.508
n 28
% 100
Predicted 0.464

I
GDPy,
Adj. P-value=0.987, F=2.744
dfl=1, df2=26

<=OI.80 >0.80
|
Node 1 Node 2

Mean 0.588 Mean 0.273
Std. Dev. 0.507 Std. Dev. 0.467
n 17 n 11

% 60.7 % 39.3
Predicted 0.588 Predicted 0.273

As expected, the first principal component turned out to be the best predictor of
economic performance for the 28 E.U. countries. This decision tree model has
however the particularity that in comparison to the previous decision tree model it
has 5 terminal nodes, indicating that the classification rules are more rigorous and
sensitive.

More precisely, the decision tree assigns an E.U. member state to the high
economic performance group in case the first principal component is higher than
—0.37. In the other case, the country is considered to have low economic perfor-
mances. However, the presence of three more terminal nodes of the decision tree
indicates that the 14 countries considered to have low economic performances can
be classified into four subgroups based on their similarities (see Fig. 2). This
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Perform

Node 0

Mean 0.464
Std. Dev. 0.508
n 28

% 100
Predicted 0.464

|
REGR factor score 1 for

analysis 3
Adj. P-value=0.000, F=37.375
df1=4, df2=23
<=A1_G|108 (-1.0108, -0.7716) (-0.7716, -0.6307) (-0.6307, -0.3675) >-0.3675
| | | |
Node 1 Node 2 Node 3 Node 4 Node 5

Mean 0.000 Mean 0.000 || Mean 0.000 || Mean 0.000 || Mean 0.929
Std. Dev. 0.000 Std. Dev. 0.000 || Std. Dev. 0.000 || Std. Dev. 0.000 || Std. Dev. 0.267
n 5 n 3 n 3 n 3 n 14
% 17.9 % 10.7 % 10.7 % 10.7 % 50
Predicted 0.000 Predicted 0.000 Predicted 0.000 Predicted 0.000 Predicted 0.929

Fig. 2 The CHAID prediction model using principal components

information can be of real use when determining the prediction ability of the
decision tree, since in general prediction errors are to be expected for these precise
cases, where the classification is less obvious. It is however also obvious that these
rules are very sensitive to the initial data set.

In order to measure the decision tree models’ efficiency, the prediction values for
each country were calculated and then compared to the original ones. We counted
the number of correct and incorrect matches separately for both the high and low
performance country clusters, and determined the general prediction ability of the
two decision tree models, as presented in Table 3.

The decision tree model based on GDP growth rate was less efficient, with a
prediction ability of only 64.3 % after having incorrectly predicted 35.7 % of the
initial sample. On the contrary, the CHAID model based on the first principal
component has incorrectly predicted only 6.7 % of the lower performant countries.

Therefore we can conclude that when replacing the macroeconomic indicators of
the prediction model with the first principal component of the initial data matrix, the
prediction performance of the new CHAID model improved and reached an accu-
racy of prediction of 96.4 %.
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Table 3 Results of CHAID models performances

CHAID model based on principal

CHAID model based on GDPgr components

High Lower High Lower

performance performance Total | performance performance Total
Total 13 15 28 13 15 28
Incorrect |3 7 10 0 1 1
Correct 10 8 18 13 14 27
% 23.1 46.7 357 0.0 6.7 3.6
Incorrect
% 76.9 53.3 64.3 | 100.0 93.3 96.4
Correct

4 Econometric Results

Further on we continued the study with an econometric analysis. Based on the two
E.U. country groups that were previously determined in Sect. 2, we decided to
extend the period of analysis and to build two distinct equations that could explain
the economic growth variations for both the case of highly performing and less
performing E.U. countries.

For that we drew on the same macroeconomic data set extended for the period
2000-2013 and also on panel data methodology in order to model the robust
dependencies between economic growth and competitiveness between the
28 E.U. countries.

According to Baum (2001) and to Wooldridge (2002), a Hausman test allows us
to check whether we are dealing with a fixed-effects model (FE) or a random-
effects model (RE), where the individual effects are assumed to be no longer
correlated with the explanatory variables as compared to the FE. In our case, the
results of the Hausman tests confirmed in both cases of highly performing and less
performing E.U. country clusters that the FE model is more appropriate than a
random-effects model.

Moreover, we checked the validity of the two panel data models, by controlling
if the standard errors are independent and identically distributed (Cameron and
Trivedi 2009), homoskedastic and not autocorrelated. The following tests were
used in order to check these assumptions: a modified Wald test, implemented in
STATA by Baum (2001) used for group wise heteroskedasticity in the FE model
and a serial correlation test proposed by Drukker (2003) in order to check the
autocorrelation hypothesis.

The results of both tests were similar for the cases of high performant and less
performant economies and indicated, however, that the errors were both
autocorrelated and heteroskedastic. In order to overcome these problems, the
regression models were then re-estimated based on robust fixed-effects (within)
technique, using Driscoll and Kraay standard errors (Hoechle 2007).
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Table 4 Results of the robust estimation for high versus less performant E.U. countries

Highly performant economies Less performant economies
Explanatory Driscoll and Kraay Driscoll and Kraay
variables Coefficients | std. errors Coefficients | std. errors
Constant —26.79 9207 205.455 56.599%%*
Current account | 0.246 0.095%*
(t=1)
Employment 0.239 0.084%#%* 0.353 0.115%%*
rate (t)
Labour produc- | 0.159 0.085* 1.269 0.404%%%*
tivity (t)
logEarnings (t) —29.91 8.205%*%*
N 169 181
F statistic 10.07%%* 8.5 H*
Within R 0.146 0.340
squared

Notes: where *** ** and * stand for a 1 %, 5 % or a 10 % significance level

The results of the robust fixed-effects estimation describing the GDP growth rate
equations for the two E.U. country groups are presented in Table 4. The compar-
ative econometric analysis of the two cluster equations indicates that the main
similarities between the two country clusters consist in the positive impacts of both
the employment rate and the labour productivity. These findings are consistent with
the economic theory, since an increase in productivity naturally stimulates eco-
nomic growth, by inducing a growth in the autonomous supply of goods and
services at an either unchanged or even lower level of inputs, such as capital,
time and human resources. Moreover, an increase of the employment rate should
normally improve the labour market equilibrium by stimulating the production of
goods and by contributing therefore to the economic growth.

When considering the relationship between labour productivity and economic
growth it seems the effect to be more pronounced for the case of the less performant
economies, were also the real net earnings fluctuations play a disincentive role, as
an increase in earnings that is not properly correlated to the labour productivity
could lead to negative effects on the economic growth. The relation between the
two indicators can easily by explained by the situation of some European Union
member states, such as Greece, in which although the productivity increased, the
pace was surpassed by the higher increase in labour costs, that eventually resulted in
low competitiveness and lower economic growth.

Another conclusion that can be drawn from the econometric results consists in
the fact that the current account balance has a positive influence upon economic
growth, with a 1 year delay and only for the case of the highly performing
E.U. country cluster. According to the statistical significant coefficient for the
first cluster equation, we can state that the GDP growth rate will be expected to
rise with 2.46 percentages points in case the current account balance increases with
10 % in the previous year, while keeping all the other variables constant.
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5 Conclusions

In the current unstable economic environment the European Union countries seem
to be facing real challenges that distinctly affect their economic performances.
Therefore it becomes an urgent necessity to build efficient macroeconomic predic-
tion models, since it is mostly believed that automated correction in any decision
process should be based on proper prediction models.

Therefore, we draw on the main macroeconomic performance indicators, such as
economic growth, current account balance and labour market indicators, such as
labour productivity, employment and average net earnings for the year 2013 to
propose several prediction models for the European Union countries.

Thus, by applying both econometric analysis and classification trees methodol-
ogy we tried to extend the empirical research in the field. A distinction between
high performant and less performant European Union economies was highlighted
and several CHAID classification trees were elaborated, followed by a sensitivity
analysis.

The main findings of the study consisted in the fact that the prediction ability of
the decision tree model based on GDP growth rate improved considerably when
replacing the macroeconomic indicators of the prediction model with the first
principal component of the initial data matrix, in which case the prediction ability
reached 96 %.

Moreover, the econometric analysis consisting in building two panel data equa-
tions allowed us to model the robust dependencies between economic growth and
competitiveness between the 28 E.U. countries and to explain the economic growth
variations for both the case of highly performing and less performing
E.U. countries. The main findings suggest a positive impact of both the employment
rate and the labour productivity for both country clusters, although the relationship
between labour productivity and economic growth seems to be more pronounced in
the case of the less performant economies.

Secondly, the current account balance has a positive influence upon economic
growth with a one year delay for the case of the highly performing E.U. country
cluster, but turned out to be statistically insignificant for the case of the less
performing countries.

Our study could further on be extended by considering other aspects related to
economic performance as well and the econometric models could further on be used
in order to formulate scenarios regarding the future evolution of the
E.U. economies.
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Correlating Local Recreation Specialization
to Prosperity: Study on European Union
Countries

Sava Ana-Maria

Abstract The purpose of the present study is to assess, contrast and compare the
degree of specialization of local recreation industries and to determine whether it
exists a correlation between local recreation specialization and prosperity. To this
end, the paper proposes an index for calculating the level of specialization of local
recreation industries. This formula aggregates the influence of three major factors,
namely the local recreation sector’s contribution in GDP, the share of employment
in the local recreation sector, and the share of government spending allocated to
recreation within total government expenditure. The index was calculated for 11 -
European Union member states for the year 2011. Results showed that, within the
sample, the most specialized countries in terms of local recreation services provi-
sion are the Czech Republic and Netherlands, whereas the lowest degree of
specialization is registered in Romania and France. The regression analysis
performed on the given sample showed a moderate correlation between local
recreation specialization and prosperity. Notwithstanding the limitations imposed
by the rather small sample on which this study was conducted, the findings open up
new research avenues concerning the macroeconomics of recreation industries.

Keywords Local recreation specialization ¢ Specialization index ¢ Prosperity
index ¢ Local recreation industries « European Union

1 Introduction

Sectoral specialization generally refers to the degree to which economic sectors
attract larger shares of output or employment in one country relative to another
(European Central Bank 2004). A country can be considered specialized in an
activity if the corresponding economic sector accounts for a relatively large share
of the country’s GDP, employment, or exports as compared to other countries.
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Over the years, researchers have constructed numerous instruments for measur-
ing sectoral specialization. The Organization for Economic Co-operation and
Development uses the Hannah-Kay index to capture a country’s sectoral composi-
tion calculated on 20 industrial aggregates (OECD 2013). The Central European
Bank measures sectoral specialization by the Krugman index that portrays the
structure of a country’s economy in relation to the structure in the European
Union (European Central Bank 2004). The National Bank of Slovakia uses, aside
from the Krugman Specialization Index, the Concentration index that reflects for a
given country the sector’s share in the European Union sector’s output, in relation to
the share of its whole economy in the output of the European Union, and the Lilien
indicator that measures the speed of structural changes in employment (Cutkova
and Donoval 2004).

Sectoral specialization studies mostly focus on key economic sectors such as the
manufacturing industry, banking, or tourism. This paper has as primary objective to
assess a sector generally overlooked in research studies concerning sectoral speciali-
zation—the local recreation sector. This sector is depicted in the Statistical classifica-
tion of economic activities in the European Community under Section R—Aurts,
entertainment and recreation (Eurostat 2008). It comprises a rather heterogeneous
group of activities, such as arts, culture, sports and entertainment, which have two
common characteristics: partaking during the daily leisure time (i.e., local) and the
restoration outcome (i.e., recreation), therefore excluding tourism and hospitality
related activities. Commercial recreation activities are considered part of the
so-called upstream creative industries (Volintiru and Miron 2015). As creative ser-
vices, commercial recreation shares more common characteristics: input of human
creativity, symbolic messages drivers and potential intellectual property (UNDP 2010)

The second section of this paper will study in more detail sectoral specialization,
and more specifically tertiary specialization and, will finally focus on proposing an
index for measuring local recreation specialization. Based on the proposed formula,
specialization scores for 11 countries from the European Union will be calculated to
facilitate cross-country comparisons. The values obtained by calculating the Local
Recreation Specialization Index are then going to be plotted against retrieved values
of the countries’ prosperity indices in order to determine whether a correlation
between the two variables exists. Results of this analysis will be presented in Sect. 3.

Prosperity used to be associated strictly to superior economic performances,
therefore making countries to concentrate all of their efforts into achieving eco-
nomic growth. For 2 years, researchers of the Sustainable Development Commis-
sion’s project Redefining Prosperity have looked into the connections and conflicts
between sustainability, wellbeing and growth. Jackson (2009) proposed
reconsidering what prosperity means and shed some light into what adds to people’s
wellbeing. Three different conceptions of prosperity were therein presented—
prosperity as opulence, as utility, and as capabilities of flourishing. Prior to the
report’s publication, in 2007, the Legatum Institute developed an instrument for
assessing wealth and wellbeing—the Legatum Prosperity Index™. This index uses
a holistic definition of prosperity to include both material wealth and quality of life.
Instead of replicating measurements that rank countries by their actual levels of
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wealth, life satisfaction, or development, the Prosperity Index™ creates rankings
based on the prosperity fundamentals (Legatum Institute 2009).

The secondary objective of the present paper is to determine whether there exists
a correlation between the degree of specialization of the local recreation sectors
across EU countries and their level of prosperity (that aggregates as stated previ-
ously measures of wellbeing and wealth). Wellbeing is considered to depend on
various subjective aspects of life (Rojas 2009) one of which being leisure (along
with education, community and consumer skills). The idea of correlating local
recreation to prosperity is based on the assumption that prosperous countries should
be more likely to have flourishing recreation sectors, while common sense also
dictates that high development of the local recreation sector should result in an
increased wellbeing of the population, which can also result in increased work
productivity, and in the end in a higher level of prosperity.

2 Proposing an Index Suited for Calculating Local
Recreation Sector Specialization

Sectoral specialization is closely linked to the sector’s level of development. Usual
indicators concerning the development of an economic sector comprise the sector’s
contribution to the GDP expressed through gross production, the number and
concentration degree of enterprises operating in the sector, the employment across
the sector, the sector’s share of exports, the government expenditure allocated to the
sector, the amount of private investments in the sector, or the expenditure with
research and development activities within the sector. The most relevant assess-
ments regarding sectoral specialization aggregate as many aspects that influence an
economic sector’ level of development as possible. A simple and useful approach
for aggregating multiple factors’ weight is by means of an index. Ioncica
et al. (2010) proposed an index for calculating the degree of specialization regard-
ing services sectors. Their tertiary specialization index takes into account the share
of services in GDP, in employment and in exports. As it is constructed, it can be
applied for determining how specialized is a country’s entire tertiary sector, or one
of its key services industries.

Although the tertiary specialization index can be calculated for the local recre-
ation sector, due to the fact that the sector’s exports amount to zero, its outputs
become less prevailing than in the case of other service sectors. For this reason, in
order to determine the specialization degree of a country’s local recreation sector,
the tertiary specialization index developed by loncica et al. (2010) will be adapted
by substituting from the formula the factor exports with government expenditure, a
more noteworthy aspect in this situation.

Therefore, the Local Recreation Specialization Index (Sp,,.) proposed herein
accounts for a compound assessment of the following three factors:
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« gross output of the local recreation sector in GDP (%1;";;');

» number of occupied persons in the local recreation sector within total employ-
ment (Eg");

» share of government expenditure on recreation within total government spend-

ing (G
ing G-

Gross output measures a sector’s sales; it is calculated as the sum of the
enterprises’ turnover, which includes sales to final consumers as well as interme-
diate inputs. Gross output is considered a suitable measure of an individual sector’s
output, while gross output at the level of an entire economy is unreliable for
evaluating business growth due to the fact that it double-counts sales between
industries. In contrast to gross output, the gross domestic product measures the
sum of all industries’ value added, which is a non-duplicative aggregation measure,
therefore representing a trustworthy instrument of analyzing economic growth
(United States Department of Commerce 2014).

Human resources can be considered one of the most important elements of
competitiveness in the tertiary sectors. Wright et al. (1993) stated that human
resources always represent a potential source of sustained competitive advantage.
A high occupation rate is considered a reliable indicator concerning the health of an
economy or of an economic sector.

Government expenditure primarily comprises the intermediate consumption,
gross capital formation, compensations of employees, subsidies, interests and
adjustments, social payments, capital transfers and investments and taxes on pro-
duction, income and wealth (Eurostat 2014). Government expenditure is calculated
as percentage of GDP allocated per function, such as social protection, health,
education, economic affairs, recreation etc. Even though relevant comparisons
between countries could be made directly by comparing government spending by
function (as percentage of GDP), in the present analysis, comparing the share of
government expenditure by function (in this case, recreation activities) within total
government expenditure ought to give more meaningful results.

The formula (1) proposed for calculating the Local Recreation Specialization
Index is:

GPre | Ere | GEro
_Gor T tGE
S (1)

P rec — 3

where Sp,.. is the Local Recreation Specialization Index;

%ﬂ is the normalized value of the gross output of the local recreation sector in

GDP factor;
Epec
E

is the normalized value of the number of occupied persons in the local
recreation sector within total employment factor;
n. . . .
GGE—E is the normalized value of the share of government expenditure on recreation

activities in total government spending factor.
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The factors’ normalized values can be calculated by employing formula (2):

no_ Xl' — mm(X,)
¢ max(X;) — min(X;)

)

GPrec Erec

GErecy.
GDP* E ° );

GE

where X is the normalised value for the factor (

rec

or

X, is the factor’s value at time i;
min(X;) is the factor’s minimum value at time / within the compared countries;
max(X;) is the factor’s maximum value at time i within the compared countries.

The Local Recreation Specialization Index (Sp,,.) takes values between 0 and
1. According to Ioncica et al. (2010), the specialization intervals are the following:

e [0, 0.1) specialization values indicating its absence;
¢ [0.1, 0.5) average specialization level;

e [0.5, 0.9) high specialization level;

« [0.9, 1] intense specialization.

The next section will present details regarding the computation of the Local
Recreation Specialization Index by applying it for calculating specialization scores
for 11 European Union member states for the year 2011.

The first step involves data collection and homogenization. Macroeconomic
indicators regarding whole economies such as GDP, total employment or total
government expenditure are usually easy to retrieve from online global databases.
On the other hand, the process of collecting sectoral data—especially data
concerning often disregarded sectors such as the local recreation sector—can be
rather disheartening.

Table 1 presents the sources from which data was collected for computing the
Local Recreation Specialization Index. It should be noted that at this stage, for some
indicators, data is still inhomogeneous and further processing is generally necessary
before calculating the index. Due to the fact that data has been collected from
multiple sources, it required undergoing a homogenization process to standardize
measurement units. Table 2 shows the homogenized values of the six indicators
necessary for computing the Local Recreation Specialization Index.

The next stage in computing the Local Recreation Specialization Index supposes
calculating the real values of the following three factors: the gross output of the
local recreation sector in GDP, the number of occupied persons in the local
recreation sector within total employment, and the share of government expenditure
allocated to recreation within total government spending for each country.

Once all values are known, the subsequent step consists of calculating the each
factor’s normalized values based on formula (2) previously presented in this
section. Finally, each country’s local recreation sector specialization index can be
computed by averaging the three factors’ normalized values, as indicated by
formula (1). Table 3 shows the intermediate results, as well as the final output.

The factors’ real values (Table 3, columns 2-4), as well as their normalized
values (Table 3, columns 5-7) show that no country outranks the others in all
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Table 1 Data sources for computation of the Local Recreation Specialization Index

Indicators Sources Comments
GDP * Eurostat—GDP and main components (Gross * For all
domestic product at market prices) countries

Gross output of the local
recreation sector

« Institut National de la Statistique et des Etudes
Economiques

Le Portail des Statistiques du Grand-Duché de
Luxembourg

Instituto Nacional de Estatistica de Portugal
Institutul National de Statisticd din Romania

» For France

¢ For Luxem-

bourg

For Portugal
» For Romania
« For all other

* Knoema—STAN Database for Structural countries

Analysis ISIC Rev. 4 (Arts, entertainment and

recreation)
Total employment * Eurostat—National Accounts by 64 branches— |+ For all

employment data (Total) countries
Employment in the local |+ Eurostat—National Accounts by 64 branches— |+ For all
recreation sector employment data (as sum of Creative, arts and countries

entertainment activities; libraries, archives,

museums and other cultural activities; gam-

bling and betting activities; Sports activities

and amusement and recreation activities)
Total government  Eurostat—General government expenditure by |« For all
spending function (Total) countries

Government expenditure
on recreation activities

« Institutul National de Statisticd din Romania
Eurostat—General government expenditure by
function (as sum of Recreational and sporting
services; Cultural services; R&D Recreation,
culture and religion; and Recreation, culture
and religion n.e.c.)

» For Romania
« For all other
countries

Sources: Eurostat (http://ec.europa.eu/eurostat), Institut National de la Statistique et des Etudes
Economiques (http://www.insee.fr/en/), Instituto Nacional de Estatistica de Portugal (https://
www.ine.pt/xportal/xmain?xpgid=ine_main&xpid=INE), Institutul National de Statistica
(http://www.insse.ro/cms/), Knoema (http://knoema.com/), Le Portail des Statistiques du Grand-
Duché de Luxembourg (http://www.statistiques.public.lu/fr/index.html)

aspects, nor exists a country that is outranked in all aspects. Also, there are quite
large disparities between a given country’s indicators. For instance, Luxembourg
registers the highest share government expenses allocated recreation activities,
while being at the very bottom of the ranking concerning the local recreation
sector’s contribution to GDP and employment share. Other similar situations, but
not as extreme, are encountered in the case of Portugal or the Czech Republic. In a
completely different position is Austria, which shows the most balanced values
regarding the three analyzed aspects.

The usefulness of the Local Recreation Specialization Index lies in the fact that it
performs a compound assessment of the three factors’ influences. The final output
(Table 3, column 8) shows that there is only one country that can be undoubtedly
considered highly specialized in local recreation—the Czech Republic, and that
there is no country registers an intense specialization in this field. Borderline
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Table 2 Homogenized data necessary for computing the Local Recreation Specialization Index

(year 2011)

GP,.. GDP

(millions (millions E .. GE, .. (% GE (%
Country EUR) EUR) (persons) | E (persons) | of GDP) of GDP)
Austria 5142.7 308,675.0 60,500 4,144,200 |0.9 50.8
Czech 3916.6* 163,579.1 67,600 5,057,200 | 1.2 43.2
Republic
Denmark 5432.4* 245,988.1 46,000 2,776,000 | 1.1 57.7
Finland 4081.0 196,869.0 47,900 2,519,600 | 1.1 55.1
France 2090.0 133,305.9 72,000 9,082,000 | 0.7 394
Germany 52,510.0 2,699,100.0 |649,000 | 41,152,000 |0.7 45.2
Italy 31,670.3 1,638,857.0 | 301,200 | 24,739,100 |0.5 49.8
Luxembourg 506.9 42,4104 3800 369,800 | 1.5 42.6
Netherlands | 11,445.0 642,929.0 | 151,200 8,698,600 | 1.4 499
Portugal 2602.7 176,166.6 | 188,300 4,861,200 |0.8 49.3
Romania 2090.0* 133,305.9 71,900 9,082,200 | 0.7 394

“For the non-eurozone member states (for which the gross production was expressed in national
currency), the conversion was made based on the average annual euro foreign exchange reference

rates

Table 3 Computation of the Local Recreation Specialization Index (year 2011)

1 ) 3 ) ) 6) 0 ®)

Country AR ORI e it ORI L S b S i A
Austria 1.67 1.46 1.77 0.393 0.217 0.305 0.305
Czech Republic 2.39m 1.34 2.78 1.000 0.177 0.705 0.627
Denmark 2.21 1.66 1.91 0.845 0.281 0.359 0.495
Finland 2.07 1.90 2.00 0.732 0.360 0.394 0.495
France 1.57 0.79™in 1.78 0.311 0.000 0.307 0.206
Germany 1.95 1.58 1.55 0.626 0.255 0.216 0.366
Italy 1.93 1.22 1.00™in 0.615 0.138 0.000 0.251
Luxembourg 1.20™n 1.03 3.52m 0.000 0.077 1.000 0.359
Netherlands 1.78 1.74 2.81 0.488 0.307 0.716 0.504
Portugal 1.48 3.87M% 1.62 0.235 1.000 0.246 0.494
Romania 1.57 0.79™in 1.78 0.311 0.000 0.307 0.206

Note: min marks the minimum value within the sample for that factor, max marks the maximum
value within the sample for that factor, bold highlights values that indicate the highest degree of

specialization, italic highlights values that indicate the lowest degree of specialization

between being considered highly or moderately specialized are Netherlands, Den-
mark, Finland and Portugal.

The analysis also showed that within the sample there is no country that lacks
specialization in local recreation. Nevertheless, some countries register rather low
specialization scores, namely France, Romania and Italy, which indicate poor
development of the local recreation sector.



326 S. Ana-Maria

3 Correlating Local Recreation Specialization
to Prosperity

Correlation assesses the degree of association between variables by measuring the
extent to which two or more variables vary together (Quality Research International
2013). This section focuses on testing whether it exists a correlation between local
recreation specialization and prosperity.

The measure of prosperity employed in this analysis is the Legatum Prosperity
Index™—more exactly the normalized values of the overall country rankings. The
Local Recreation Specialization Index proposed in the previous section will be used
to quantify local recreation specialization.

It ought to be noted that whereas a high Local Recreation Specialization Index
score denotes a high degree of specialization (it can range between 0 and 1), a large
value for the Legatum Prosperity Index™ means a low level of prosperity (it can
range between 0 and 80).

Plotting Legatum Prosperity Index™ normalized values against Local Recrea-
tion Specialization Index scores in Microsoft Excel creates the following
representation:

The first thing to be observed from the scatter plot is the fact that almost all
points are situated in the two upper quadrants, as shown in Fig. 1. This suggests the
fact that the analysis has been made on countries that have above average
(or borderline average in the case of Romania) prosperity levels.

The trend line associated to the scatter plot seems to indicate an inverse
relationship between the two variables, meaning that countries more specialized

00 Denmark
Finland| " Nethe

10 France Austrig

Czech Republic
20
Italy
30 T

40 ¢ i
Romania

50 T
60 T

y =-35.986x + 28.667
R?=0.2222

80 -+
0.0 0.2 0.4 0.6 0.8 1.0

Fig. 1 Scatter plot of Legatum Prosperity Index™ normalized values against Local Recreation
Specialization Index scores with fitted trend line
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in local recreation (that have higher Local Recreation Specialization Index scores)
also appear to be more prosperous (register lower Legatum Prosperity Index™
values).

However, the graphical output only provides a first insight towards validating the
hypothesis. Further analysis performed in SPSS shows that the Pearson coefficient
(—0.472) reveals a moderate and negative correlation between the Local Recreation
Specialization Index scores and the Legatum Prosperity Index™ values for the
given sample. However, the significance level of the correlation (0.086) indicates
that there is not strong evidence that local recreation has an effect on prosperity, but
nor does it rule out.

A non-conclusive significance level could be due to the small size of the sample
on which the analysis has been performed. For this reason, the assumption that local
recreation specialization is correlated to prosperity should not be rejected at this
point. In order to more accurately test the hypothesis, research should be continued
and performed on a larger and more varied sample.

Being aware and accepting the limitations of this research, a linear regression
analysis performed has been, however, performed. The R-squared value (0.22)
reveals that the Local Recreation Specialization Index accounts for more than one
fifth of the Legatum Prosperity Index™ variability.

In order to assess the appropriateness of the regression model employed, three
residual plots have been examined. Figures 2, 3 and 4 show the results of plotting
residuals in SPSS. Figure 2 shows that residuals are normally distributed.

Fig. 2 Histogram of
residuals

Frequency

0 1
Regression Standardised Residual
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Fig. 3 Normal P-P plot of residuals
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Fig. 4 Scatter plot of residuals against predicted values

The normal PP plot in Fig. 3 shows values that are roughly hovering across the
regression line. The scatter plot of residuals against predicted values in Fig. 4 shows
a fairly random pattern. All three graphical representations are good evidence that
the linear model provides a decent fit to the data.
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4 Discussion

This paper’s principal aim is to develop an instrument suited for assessing special-
ization in the local recreation sector. Thus, after reviewing more indexes advanced
in the economic literature, the Local Recreation Specialization Index was created
by adapting Ioncica et al. (2010) tertiary specialization index.

The Local Recreation Specialization Index assigns the same weight to three
factors: the gross output of the local recreation sector in GDP, the number of
occupied persons in the local recreation sector within total employment, and the
share of government expenditure allocated to recreation within total government
spending. Further regression analysis could be performed in order to determine
whether variables should be assigned different weights. Also, the index could
become even more powerful in determining local recreation specialization if it
were to aggregate the influence of more factors, such as the number and concen-
tration degree of enterprises operating in the sector, the amount of private invest-
ments in the sector, or the expenditure with research and development activities
within the sector.

The index is very useful for comparing and ranking countries based on sectoral
specialization. Although it is created to measure specialization in the local recre-
ation sector, it can be applied for other economic sectors, thus transforming it into
an instrument of cross-sectoral comparisons.

Equal specialization scores obtained by two countries—or two sectors—does
not necessarily mean equal specialization levels. This situation can occur on
account of performing the analysis on a small sample. In such cases, however,
detailed cross-country—or cross-sectoral—comparisons could be made in order to
establish the final hierarchy.

Regarding the correlation between the Local Recreation Specialization Index
and the Legatum Prosperity Index™, this study represents merely a starting point
for further analysis. The number of countries on which this sort of analysis is
performed remains a crucial aspect—the higher the number of countries, the
more statistically significant the results.

The implications of increasing the sample size are not limited to getting more
significant results. Increasing the number of analyzed countries automatically leads
to modifications of index scores because the index does not measure an absolute
degree of specialization, but a relative degree of specialization compared to other
countries.

Despite the study’s limitations, research has shown that there seems to exist a
correlation between local recreation specialization and prosperity. A country’s level
of specialization regarding local recreation can therefore be considered a fairly
meaningful indicator of a country’s prosperity level, accounting to more than one
fifth of its variance. These results open up new avenues for investigation for
research scholars interested in the field of macroeconomics, services economy, or
even leisure studies.
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Supply-Demand Equilibrium for the Goods
and Services Market: A Dynamic Model
on Romania’s National Economy

Bianca Ioana Popescu and Emil Scarlat

Abstract The present paper proposes a cybernetic approach to the national econ-
omy system of Romania in order to give the basis for identifying, describing and
modeling of the main feedback mechanisms of regulation that appear at macroeco-
nomic level. We have built in STELLA—Modeling and Simulation Software a
dynamic feedback model for the demand—supply equilibrium. The stock-flow
dynamic model allows empirical analysis of the system’s states offering insight on
its endogenous characteristics and behavior over time. The model also permits
sensitivity analysis to exogenous stimuli. The data used for initialing the state vari-
ables of the model and parameters were taken from the official stats of Romania
between 2007 and 2011, just before the economic crisis and the years of economic
recovery. The results of the model simulations on extreme conditions, such as in
which the scales of production do not change significantly in relation to profitability,
have revealed that the model outlines a predictive reaction of the system, entering in
decline—the national output having a descending trend. The structure of the model
and its simulations sustain the rationality and validity of the purpose and we can
conclude that it may become a useful instrument in macroeconomic governance.

Keywords Dynamic model « AD AS equilibrium ¢ Feedback processes ¢
Macroeconomic modeling ¢ Simulation

1 Introduction

Taking into consideration limits on neoclassic theory, markets in or close to stable
equilibrium, perfect liquidity, total clearance of markets or the idealistic assump-
tion that there aren’t important differences between markets comprising few indi-
viduals and the reality in which markets are formed by millions of individuals
(Smolin et al. 2008) and in the context of the global economic crisis felt in Romania
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beginning with 2008, it has been highlighted more and more the need of introducing
into the macroeconomic analysis a new method of modeling capable of explaining
systemic problems. We feel the need for a new theoretic framework and thus new
instruments (models) that will emphasize the role of auto-adjusting mechanisms of
national economies in order to study the chain reaction effects that are transmitted
into the interior of the cybernetics system of the national economy.

The cybernetic approach for the system of the national economy has the objec-
tive of identifying and describing the fundamental feedback processes of regulation
that appear at macroeconomic level. The reason behind such an approach of the
national economy and the study of these feedback processes lays in the need of
setting a theoretical base for the design of performance methods and instruments to
be used in the development of preventive and corrective e mechanisms and policies
in order to create the means by which macroeconomic governance can intervene
and prevent with enough time before internal imbalances and external divergences
can pose systemic threats.

The novelty of the paper consists in the new approach of the structure of the
economy as a system and the design of the presented dynamic model beginning
with the need of introducing the properties of the economy as a complex adaptive
system, the description of the way in which the economy is redesigned in specific
subsystems that allow the identification of fundamental adjustment processes and
the descriptive analysis of the way these adjustment processes work.

2 The National Economy as Complex Adaptive System

Handling economic crisis or striving for economic growth, both of these aims are
essential for the governments of national economies and for the welfare of each
individual or nation that are functioning and developing in a continuous process of
economic and social globalisation. In everyday life, dynamic management prob-
lems are in general feedback problems, governments take action, observe the
results, evaluate, take new actions looking for new results and further actions
emerge and so on and that is a “feedback loop” (Barlas 2002). Nevertheless
feedback is found not only in action taking or external impulses on the system in
focus, but it is formed also between elements of the system causing problems or
features that are of systemic nature. “The main purpose of system dynamics
methodology is to understand the causes of undesirable dynamics and design new
policies to ameliorate/eliminate them” (Barlas 2002).

Into any given national economy a series of material, financial and informational
flows are generated between the principal components of the economy. These
components can be classified as we already know them into economic sectors that
interact on aggregated markets or we can classify a new set of subsystems taking
into account their functionality in relation with the fundamental feedback processes
that occur at macroeconomic level. Later, in the present paper we will present the
redesign of the national economy elements as we see fit for the purpose of
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describing the functioning of the fundamental feedback process and also for
modeling purposes.

As a complex adaptive system the economy has a set of properties that permit
such a classification. The economic system is characterized by networks of con-
nections and interdependencies generated by material flows, information, exchange
of goods, services and resources, including work and capital; complex networks of
worldwide transactions. These interdependencies are easily confirmed if we assume
examples such as the way in which a slight modification on the aggregated market
of inputs generates modifications on the market for goods and services.

Being an open system, any national economy evolves consistently with other
economies with which it has established links. The context of globalization,
outsourcing and online transactions have made co-evolution possible and an impor-
tant feature of the cybernetic system of the national economy.

When rhythms of consumption and production on hierarchically organized
markets accumulate systemic coherence the economy can grow on a coordinated
and balanced route but a perfect equilibrium state with perfect liquidity will never
be achieved as the system of the national economy functions far from equilibrium.

Even in the in the absence of a centralized mechanism for emptying the markets,
the economy has the tendency of self-organization to a spontaneously order which
is characterized depending on the market and the time horizon of persistent
unemployment, unsold production or an excess in demand.

The behavior of complex adaptive systems is determined in time of the structure
of feedback mechanism within the system which are activated both on external
impulses at on endogenous changes and a series of fundamental feedback processes
can be thus identified.

In a national economy, the real economy is dominant and the intensity with
which the exchange of material flows in the economy are essential for growth and
financial flows are determined by the real economy. This is why we will approach
the subsystems of the real economy, leaving the two subsystems of the monetary
economy for an ulterior analysis.

3 The Feedback Adjustment Process of the Aggregated
Demand: Aggregated Supply Ratio on the Market
for Goods and Services

The redesign of structure of the Cybernetic System of the National Economy
(Scarlat and Chirita 2003) includes seven cybernetic subsystems, each realizing a
series of functions in the national economy. These subsystems have been defined as
follows:

¢ Sl1—the production subsystem
e S2—the aggregated supply—aggregated demand ratio subsystem
e S3—the market of scarce resources subsystem
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* S4—the profitability subsystem

e S5—the subsystem of income formation and distribution
e S6—the subsystem of the financial market

e S7—the subsystem of the capital market.

3.1 The Production Subsystem of the Cybernetic System
of the Real Economy

The production subsystem, S1, is the nucleus for the other subsystems of the real
economy. As we have mentioned before, in the economic system there are a
multitude of production processes (companies, industries and technologies), each
one of them using various work units and various intermediate products. The output
of these production processes can be used further as intermediate products (they
reenter intro the production process) or they will be destined to final consumption
for the economic sectors—households, public consumption and export.

Thus, we will have a diversity of production processes which at unit scale they
will use different quantities and types of inputs (different types of work force,
different units of materials and intermediate products). On a given period, the
different production processes will function at different scales, and the sum of
these scales satisfy the closing conditions representing practically the share of a
production process in the total national production.

More, any production process it will be influenced in time by innovation, or what
we will denote from now on as technical/technological progress. Technological
progress can be represented on one hand by the introduction of a new production
process or by the efficiency of an existing one represented by the usage of reduced
quantities of work force or intermediary products.

The new production processes can by introduces by the hypothesis that these
production processes already exist but their share is equal to zero. As these new
production processes are introduced into the subsystem, technological changes
occur in other scales associated with the production processes. The producing
processes that incorporate technological progress will increase as share into
national production while the production processes that have on output of outdated
goods will gradually reduce their share until total elimination.

The production subsystem highlights the central role of the production scales
which determine on one hand the total output of different products and services
from the economy and on the other hand the way by which the inputs of interme-
diary products are obtained. Thus, the outputs at the end of the period, will represent
both products for final consumption and also products destined for intermediary
consumption.
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3.2 The Subsystem of the Aggregated Supply: Aggregated
Demand Ratio

Largely, the dynamics of the real economy is determined by the ratio between the
aggregated demand and supply of goods and services. This ratios is formed and in
direct connection with the market for goods and services. In this case we refer to the
aggregated supply as being the total potential supply of products and services while
the aggregated demand is the effective demand of products and services.

If the aggregated supply is different of the aggregated demand, even for a single
product, this is transposed into two immediate consequences. On one hand the stock
for this product will change and on the other hand it will produce a disequilibrium in
the supply—demand ratio for this product. Adjustment by stocks (quantities) is one
of the most important ways in which the markets adjust to equilibrium. Conse-
quently, in the first situation, the stock of the earlier mentioned product will
increase or decrease depending on the supply—demand ratio in the limit of the
existing stock on the market of this good or service. In the situation in which the
supply—demand disequilibrium is too large to be covered by stocks then it may
appear on one hand an excess of demand or supply or on the other hand an deficit of
demand or supply. The recognition of this disequilibrium will be realized by a
comparison mechanism between real stocks and wanted stocks. The wanted stocks
will be those that can cover the current disequilibrium between aggregated demand
and aggregated supply.

The excess of demand appears when the different between wanted stocks and
current stocks is positive, this being the signal for the production subsystem to raise
the intensity of the production processes. The deficit of demand appears when the
difference between the wanted stock and the current stock is negative, which will
represent the signal for the production subsystem for reducing the intensity of the
production processes for those products associated with the negative difference of
stocks. By the influence that the adjustment mechanism exercises on the intensity of
the production processes, it is determined this way the permanent search for an
equilibrium ratio between the aggregated demand and aggregated supply on the
market of goods and services.

The Feedback Adjustment Process of the aggregated demand—aggregated sup-
ply ratio on the market for goods and services is formed by a series of feedback
mechanisms that have main objective the achievement of a relatively stable ratio
between the aggregated supply and demand of goods and services from an econ-
omy. The feedback process proposed is formed between S1, S2, S4 and S5 defined
earlier. The first negative feedback loop that represents the formation of the
aggregated supply is formed between S1, S2 and S4 while the second negative
feedback loop, representing the formation of aggregated demand is formed between
S2, S4 and S5.
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4 A Dynamic Model for the Supply-Demand Equilibrium
on the Goods and Services Market

The model was designed using STELLA 9.0 and the data used for initialing the state
variables of the model and parameters were taken from the official stats of Romania
between 2007 and 2011.

4.1 Model Hypothesis and Functioning

Taking into consideration the theoretical framework described earlier in the present
paper, a series of assumptions were made in order to design the model and capture
the transmission effects of the feedback loops forming the adjustment process in
focus:

The aggregated supply depends, as size, on the scales of the production pro-
cesses, S, Sp, ...

While the scales of the production processes are influenced by the net profit-
ability associated with each production process and by technical progress, denoted
by T".

The price is formed depending on the excess of wanted stocks (.7 —-J ) Ifata
moment in time there will be registered an excess of wanted stock then the prices
will increase, the equation for prices being:

P(t+1)=P(t) + BT (t) — J (1)) (1)

The excess of wanted stocks is depended on one hand of the size of the aggregated
supply, Y, realized in the current and previous years and on the other hand by the
size of the aggregated demand.

The first feedback loop, denoted with I in Fig. 1, is associated with the formation
of aggregated supply and has a principal resulting variable, Y, the total output in the
economy.

The total output of the economy is represented here as being a measure or value
of all the current activities of the economy as a whole—a measure of “a multitude of
fluxes of products” (Pokrovskii 2012). Let us say it is a measure of the multitude of
production processes taking place into the economy and the method for calculating
the total output has been designed giving an aggregated interpretation for the
production processes, thus using the “value of created products” (Pokrovskii
2012) classifying them into seven categories: agriculture, construction, industry,
trade, financial services, services and net taxes, as it can be seen later in the paper in
Eq. (6).

The transmission effect associated with the Feedback Loop I is:
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Fig. 1 The functioning i* ¢
diagram of the model.
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The second feedback loop, denoted with II in Fig. 1, corresponds with the formation
of the aggregate demand of products and services and has as resulting variable,
D. The transmission effect associated with Feedback Loop II is:

Di=J1=(J-J)1=P1=Cl=D|.

The size of the aggregated demand, D, is formed by the demand for final consump-
tion of households, the demand for public consumption and the demand for
intermediate consumption, X, which is determined also by the production scales
(intensities) at which the production processes unfold. The size of the aggregated
demand structured this way determines the size of the wanted stocks, J, and also the
size of the real products and services stocks by equation:

J(t+1)=J(0) — [Y(t — 1) - D(r)). )

To stock formation, producers will compare the current demand with the output
realized in the previous period.

4.2 Dynamical Equations and Implementation

The elements of system dynamic diagrams are feedback loops, accumulation of
flows into state variables and delays. As shown in Fig. 2, the states variables of the
model are the total output Y, Real Stock, Price, the aggregated demand, D, Final
Consumption and Intermediate Consumption. The state variables will describe the
systems state at each point in time and will give the general overview on the
behavior over time.
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Fig. 2 Stock—flow diagram generated in STELLA 9.0 for the model

Dynamical Equations transformed by STELLA 9.0 are as follows:

D(t) = D(t — dr) + (Aggregated Supply Formation)*dt (3)

Aggregated Supply Formation = Final Consumption
+ Intermediate Consumption
+ Public Consumption 4)
Y(¢) = Y(t — dt) + (Output Formation — Stock Formation)*dt (3)
Output Formation
= (Production Scales|Agriculture]*Y + ProductionScales|Industry|*Y
+ProductionScales[Construction|*Y + ProductionScales|[Trade|*Y
+ Production Scales|Financial Activities)*Y
+ Production Scales|Services|*Y + ProductionScales[Net Taxes|*Y)
x /100 (6)

Final Consumption(t) = Final Consumption(t — dt)
+ (Consumption Formation)*dt (7)
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Consumption Formation = Co + f*Price, f <0 (8)

Intermediate Consumption(t) = Intermediate Consumption(t — dt)
+ (Intermediate Consumption Formation)*dt

©)

Intermediate Consumption Formation = 0.4*Y (10)
Price(t) = Price(t — dt) + (Price Formation)*dt (11)
Price Formation = DELAY (Price, 1) + Beta*DELAY (Stock Excess, 1), (12)
Beta > 0
Real Stock(t) = Real Stock(t — dt) + (Stock Formation)*dt (13)
Stock Formation = DELAY (Real Stock, 1)
— (DELAY(Y,2) — DELAY (D, 1)) (14)
Net Profitability = Price*Y — (1 + i)*DELAY (Price, 1) (15)
*DELAY (Intermediate Consumption, 1)
Stock Excess = Real Stock — Wanted Stock (16)
Wanted Stock = IFD > Y THEN Alfa*DELSE0,0 < Alfa <1 (17)
ProductionScales(Industrii)| = Net_Profitability (18)

4.3 Model Simulations and Sensitivity Analysis

We have run several simulations of the model over the period of 5 years,
2007-2011, with a dt step of 0.1 and the initial values of the state variables being
the 2007’s stats of Romania as published by the National Institute of Statistics. For
the production scales we have used the standard classification of Romania GDP and
we have calculated weights of each category (Agriculture, Industry, Constructions,
Trade, Financial Activities, Services and Net Taxes) in the total GDP for every year
of the simulation, i.e., 2007-2011.

Having in mind that the objective that stays at the core of the present study is to
build an useful instrument in macroeconomic governance, we feel the need to take
special consideration for a certain standard for verification, validation and accred-
itation, VV&A (Pace 2004), of the models used to build such an instrument. In
regard with verification, the design and implementation of the model will always be
put under careful review, and it can suffer slight modifications as no solely
academic feedback may appear. Although, we are not in the phase of trying to
acquire some sort of accreditation, the present form of the model permits one aspect
of validation, that is conceptual validation—"“when the anticipated fidelity of the
model or simulation conceptual model is assessed” (Pace 2004).
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The structure of the model is comprised by a number of system components
translated to different state variables that capture the behavior over time in response
to the system’s structure. This way the system modeled here becomes rather closed
than open as it is in reality, as we are unable to simulate some of the infrequent or
dramatic changes in its environment. Thus it is unlikely for a model to produce
results close to those produced by the real system. It is fair to assume that there may
be environmental situations that led the real system of the national economy to
behave in a different manner than the proposed model.

Even with a correct structure of the model, the type of circumstances that may be
omitted can appear continuously as models are built in an objective-based manner,
trying to capture some of the characteristics of the system in focus. This being the
case, the conceptual validation of the model has been done in regard to the
consistency or logical accuracy, of its internal structure (Matthias and Hannon
2013). For this matter, we have run several simulations on extreme situations in
order to see if the results display a predictive reaction.

As seen in the Fig. 3, the results of the model simulations on extreme situations,
such as in which the scales of production do not change significantly in relation to
profitability have revealed that the model outlines a predictive reaction of the
system, entering in decline—the total output having a descending trend as seen in
Fig. 4.
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Fig. 3 Graphical functions for scales of production versus net profitability
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Fig. 4 Results on production scales associated with low productivity

5 Conclusion

The empirical data has shown that because of the introduction of a one-step delay
into Price Formation, the system needs a longer period for the price to adjust to
stocks. Even in cases of the perception of quality, it has been argued that trough
incomplete knowledge a gap will be created, that can grow or shrink depending on
the system’s resistance and in conclusion a delay will take place between taking
action and the adjustment of the system to these actions (Caulfield and Maj 2002).

Because of the way Real Stock is dependent by total output and total demand and,
as seen in Eq. (14), the Stock Formation is formed taking into account previous
periods, two dt steps for the total output, Y, and one df step for aggregated demand,
D, a cascade delay takes place into the system. These type of delays cannot be easily
perceived by an economic authority but only can be estimated for example by
simulation of proper models that can give insight on the magnitude of the systemic
delays that will influence a timely or not reaction of certain elements of the system
to diverse actions took by the economic authority, i.e., government or the autho-
rized body. The data will show that even if the Stock Excess is decreasing, the Price
will continue to increase until a certain level, for about 5—7 dt steps.

The simulations of the model have revealed until now predictive behavior in the
case of high productivity associated with high scales of production, total output
having an ascending trend. The empirical data and the simulations of the model
sustain the rationality of a cybernetic approach in dynamic modeling and sustain its
usefulness in building governance policies.

For further work we are considering to add to the model the formation of
Intermediate Consumption by the balance connections between technological
branches and to develop models for the other three adjustment processes found at
macroeconomic level—the allocation of disposable income, allocation of scarce
resources and profitability.
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The Determinants of Foreign Direct
Investment Under Climate Change

Piyaphan Changwatchai

Abstract Foreign direct investment is very important for the economy of both host
countries and home countries, especially for host countries in terms of employment
and technology transfer. Many previous researches focused on economic determi-
nants, both micro and macro level, rather on climate-related determinants which
become important currently. As a result, this research analyzes the determinants of
foreign direct investment under climate change using secondary panel data and
fixed effect model. The results show that, real GDP of home countries, real GDP of
host countries, and the degree of trade openness of host countries are positively
related to foreign direct investment. Conversely, CO2 emissions per capita of home
countries and wage rate of host countries are negatively related to foreign direct
investment

Keywords Foreign direct investment ¢ Climate change « CO2 emission

1 Introduction

Foreign direct investment plays an extraordinary and growing role in global economy.
In 1990, total FDI inflows and total FDI outflows accounted for 207 and 241 billion
US dollars, respectively, and then both FDI inflows and FDI outflows increased
dramatically to 1452 and 1411 billion US dollars in 2013. In 2013, the foreign
affiliates of MNEs had sales of 34,508 billion US dollars, accounting for 46.4 % of
world GDP, while their value of exports was 7721 billion US dollars, accounting for
33.34 % of total value of world exports. Transition countries and developing countries
have been important host countries of foreign direct investment. Namely, in 2012, FDI
inflows to transition countries and developing countries accounted for 6.5 and 52.0 %
of total FDI inflows, respectively (UNCTAD 2013, 2014).

Foreign direct investment is very important for the economy of both host
countries and home countries, especially for host countries in terms of employment
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and technology transfer. Most developing countries implement the FDI attracting
policies. As a result, to analyze the determinants of foreign direct investment is very
important issue. However, many previous researches focused on economic deter-
minants, both micro and macro level, while only few researches included climate-
related determinants which become important currently. Climate change is already
having significant and costly effects on worldwide economy. Many countries have
engaged in climate change adaptation and mitigation measure. In 1997, The Kyoto
Protocol, which is an international agreement linked to the United Nations Frame-
work Convention on Climate Change, was created. Under the Kyoto Protocol in
1997, most developed nations agreed to cut their greenhouse gas emissions to a
certain percentage below 1990 levels. The commitment to comply with the Kyoto
protocol of developed countries, which are the major source of foreign direct
investment, may results in carbon leakage to developing countries through foreign
direct investment. As a result, climate-related determinants of foreign direct invest-
ment should be one of important factors affecting foreign direct investment.

This research aims to (1) examine the trend of foreign direct investment outflow
of OECD countries and global CO2 emission by descriptive analysis using second-
ary data and to (2) analyze the determinants of foreign direct investment under
climate change using secondary panel data and fixed effect model.

2 Literature Review

2.1 Eclectic Paradigm or OLI Paradigm

The eclectic paradigm of Dunning (1980) is an important framework for analyzing
the determinants of foreign direct investment. The eclectic paradigm contends that
in order for the enterprise to engage direct investment in a foreign country, three
advantages must be present. The first advantage is ownership-specific advantages
(O). An enterprise that can possess or acquire certain assets, which their compet-
itors cannot possess, will have capability producing abroad. These assets include
both tangible assets and intangible assets such as natural resources, capital, man-
power, and proximity to markets, information and technology, marketing and
entrepreneurial skills, managerial skills, organizational skills, proprietary rights of
use, an exclusive control over specific market outlets, and favored market access for
intermediate or final goods. Secondly, location-specific advantages (L) explain the
enterprise’s decision on where foreign direct investment occurs. The location-
specific advantages are related to the host countries’ endowment such as availabil-
ity of natural resources, skilled workers, unskilled workers, or technology as well as
market access. Lastly, internalization advantages (I) provide firms an option to
exploit ownership endowments and location endowments by producing in foreign
locations. The enterprise can avoid the risk and disadvantage arising from imper-
fection of market and price system or the fiat of public authority.
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3 Incentives for Foreign Production (Dunning 1993)

Considering motives for foreign production, the foreign direct investment can be
categorized into four groups as follows: (1) Resource-seeking FDI, (2) Market-
seeking FDI, (3) Efficiency-seeking FDI, and (4) Strategic Asset or Capability-
seeking FDI.

The motive of resource-seeking FDI is to acquire certain resources abroad with
lower prices. There are three main types of resource-seeking FDI: FDI seeking for
physical resources that the MNEs need, such as fuel, mineral, and agricultural
commodities; FDI seeking for unskilled labor or semi-skilled labor; and FDI
seeking for technological capability or other skills such as management, marketing,
or organizational skills.

Some MNEs engage market-seeking FDI in the host countries that are their main
existing markets or new target markets. There are four main reasons for engaging
Market-seeking FDI as follows: to retain business relationships with their suppliers
and customers; to reduce disadvantages to local competitors; to exploit lower
production and transaction costs; and to serve as counter move in oligopoly market.
Market-seeking FDI is usually the horizontal integration.

The MNEs engage in efficiency-seeking FDI in order to raise cost efficiency
through economies of scale, economies of scope, and risk diversification. As a
result, the MNEs can enhance their competitiveness in the market. Efficiency-
seeking FDI allows the MNE:s to take advantage of difference in factor endowment,
consumer taste, culture, economic policies, and market structure.

The motives of strategic asset or capability-seeking FDI are to acquire the assets
of foreign corporations and to sustain their international competitiveness in the long
run. The MNEs may purchase foreign companies with high performance, which
allows the MNEs to create new markets, to synthesize R&D, to create market
power, to reduce transaction cost and operational expenses, as well as, to get access
to certain materials.

3.1 Related Studies

There are many studies examining the determinants of foreign direct investment
inflows. To begin with, Krifa-Schneider (2010) explores the effect of political risk
and business climate on foreign direct investment inflows for 33 developing and
transition countries during the period of 1996-2008. The study exploits a fixed
effect model and a dynamic panel model and finds that FDI inflows are negatively
related to political risk, while they are positively related to favorable business
climate. Moreover, Talamo (2003) employs gravity equation to estimate the deter-
minants of direct foreign investment flow from 29 source countries to 60 host
countries during the period of 1980-2001. The results show that FDI flows are
positively related to population, development, openness to foreign investors,
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common language, and shareholder protection. Conversely, FDI flows are nega-
tively related with distance and corporate tax.

Some studies include environmental issues as one of determinants of foreign
direct investment. List et al. (2004) examine the location decisions of domestic and
foreign firms in New York State from 1980 to 1990 and estimate the influence of
environmental standard on capital flows by using fixed effect model. The study
finds that the environmental standards do influence domestic firms while they do
not influence foreign firms. Conversely, Xing and Kolstad (2002) estimate the
effect of the laxity of environmental regulations on the capital flows of polluting
industries from the US. The results show that the laxity of environmental regula-
tions in a host country is a significant determinant for highly polluting industries,
while it is insignificant for less polluting industries. Furthermore, List and Co
(2000) estimate the effects of state environmental regulations on foreign multina-
tional corporations’ new plant location decisions in the US from 1986 to 1993 by
using a conditional logit model. The results show that there is a negative relation
concerning environmental stringency and attractiveness of a location and foreign
firms are more sensitive to environmental regulations than domestic firms.

4 Research Methodology

4.1 Data

Data used in the model are secondary panel data collected from the World Bank, the
Organization for Economic Co-operation and Development (OECD), KPMG Inter-
national Cooperative, and Foreign Affairs, trade and development Canada
(DFATD). The research includes data of foreign direct investment from 21 home
countries in 26 host countries from the period 2005-2012 (post-Kyoto Protocol).
These 21 home countries are countries in the Annex of the Kyoto Protocol in 1997,
while these 26 host countries are transition or developing countries (see Table 3 in
Annex for list of home and host countries).

4.2 Variables Definitions and Model Specification

The following model specification is used for investigating the determinants of
foreign direct investment under the concern of climate change:

InFDL j = B + B;InMGDP; ; + f,InGDP; ; + p;InWage; , + p,Open; ,
+ ﬁSTaxj,t + ﬁ61nMC02i,l + ﬁ71nHC02j,[ + BSTrej,t + Eijt (1)
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whereli, j, and t represent home country, host country, and year, respectively. InFDI;
i, Tefers to net foreign direct investment form home country i to host country j at
period t in logarithmic form. InMGDP; refers to real GDP of home country i at
period t in logarithmic form, which is used as an proxy of capacity of home country
to invest abroad and its sign is expected to be positive. InGDP; refers to real GDP
of host country j at period t in logarithmic form, which reflect market size of host
country and its sign is expected to be positive. InWage; ; refers to wage rate in host
country j at period t in logarithmic form, which reflect cost of labor factor in host
country and its sign is expected to be negative. Labor productivity is used as proxy
of wage rate. Open; refers to degree of trade openness of host country j at period t,
which is measured by the sum of exports and imports as a percentage of GDP and its
sign is expected to be positive. Trade openness could facilitate MNEs’ international
business, especially for the case of that the host countries are MNESs’ production
base or that affiliates need to import some materials or machine from their parent
companies. Tax; refers to corporate tax of host country j at period t, whose sign is
expected to be negative. InMCO2; ; and InMCO2;;; refers to CO, emission per capita
in home country i and in host country j, respectively, at period t in logarithmic form.
Their expected signs are ambiguous. Tre;, is index of environmental treaty partic-
ipation of host country j, (Kheder 2005). This index ranges between 0 and 7 and its
sign is expected to be negative. There are seven environmental treaties that are
taken into account in this research, which are the United Nations Framework
Convention on Climate Change UNFCCC, the Kyoto Protocol in 1997, the Vienna
Convention, the Stockholm Convention on Persistent Organic Pollutants (POPs),
the United Nations Convention on Biological Diversity CBD, the Cartagena Pro-
tocol on Biosafety, and the Convention on International Trade in Endangered
Species of Wild Fauna and Flora: CITES. By—fpg are coefficients and € is an error
term. The descriptive statistics of all variables used in the model are reported in
Table 1.

Table 1 Descriptive statistics for dependent and independent variables

Variables Mean Minimum Maximum S.D. Obs.
InFDI 4.99 —4.27 9.97 2.33 2678
InMGDP 13.41 10.54 16.47 1.30 4368
InGDP 12.44 10.70 15.32 1.05 4368
InWage 9.77 8.48 11.08 0.59 4368
Open 88.32 17.70 397.93 80.46 4368
Tax 26.35 3.00 55.00 8.79 4347
InMCO2 2.23 1.53 321 0.41 4368
InHCO2 1.57 —-0.78 4.15 0.98 4158
Tre 5.67 4.00 7.00 0.71 4368
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5 Empirical Fidings
5.1 Trend of Foreign Direct Investment of OECD Countries

Total net FDI outflows of OECD countries during period of 1995-2004, or before
the Kyoto Protocol in 1997 was implemented, accounted for 661,697 million US
dollars on yearly average. The US is the largest investor, whose net FDI outflows
were 158,482 million US dollars on yearly average. After the Kyoto Protocol in
1997 was implemented, during period of 2005-2012, total FDI outflows of OECD
countries increased to 1220.934 million US dollars on yearly average. The US was
still the largest investor, whose net FDI outflows accounted for 304,130 million US
dollars on yearly average.

Considering the net FDI outflows of 21 OECD countries by industry, the data
show that, during pre-Kyoto protocol (2005-2012), net FDI outflows were highest
in manufacturing sector, accounting for 133,871.15 million US dollars on yearly
average, or 22.08 % of total net FDI outflows. On the other hand, net FDI outflows
were lowest in agriculture and fishing, which accounted for —53.86 million US
dollars on yearly average, which implied that, on average, at least one of the
components of FDI is negative and not offset by positive amounts of the remaining
components. Post-Kyoto protocol (2005-2012), net FDI outflows in financial
services were highest, account for 370,729.01 million US dollars on yearly average,
or 29.20 % of total net FDI outflows.

Among 26 host countries, the major recipients of 21 OECD countries during
pre-Kyoto Protocol (2002-2004) were Mexico, Singapore, and Brazil whose net
FDI inflows were 16,860.93 (15.86 %), 12,345.41 (11.61 %), and 10,551.91
(9.93 %) million US dollars on yearly average, respectively. During post-Kyoto
Protocol (2005-2012), Brazil became the biggest recipient, whose net FDI inflows
were 38,043.66 million US dollars on yearly average, accounting for 14.53 % of net
FDI flows from 21 OECD countries to 26 host countries. The second and third
recipients of FDI inflow were China and Singapore, whose net FDI inflows were
27,282.87 (10.42 %) and 24,382.02 (9.31 %) million US dollars on yearly average,
respectively. The study also find that been CO2 emission has been increasing for
non-Annex I countries such as China and India, while CO2 emission have been
decreasing for Annex countries such as USA and European Union.

5.2 Trend of CO2 Emission

Global CO2 emission has been increasing from 23,485.04 million metric tons in
1995 to 34,464.65 million metric tons in 2012. The largest source of CO2 emission
is Asia Pacific that emitted CO2 about 36 % and 46 % of global CO2 emission in
1995 and 2012, respectively. Comparing CO2 emission of OECD countries to
non-OECD countries, the proportion of CO2 emission of non-OECD countries



The Determinants of Foreign Direct Investment Under Climate Change 351

has been increased during the enforcement of Kyoto Protocol; namely, it increased
from 49 % in 1995 to 60 % in 2012. In 1995, the US was the largest source of CO2
emission, accounting for 5791.90 million metric tons or 24.66 %. However, in
2012, China has become the largest source of CO2 emission, accounting for
9,165.98 million metric tons or 26.60 %, while the proportion of CO2 emission
of China was only 13.44 % in 1995.

5.3 The Determinant of Foreign Direct Investment

The results of test for multicollinearity are shown in Table 4 and show that there is
no multicollinearity among explanatory variables. Hausman test is used to deter-
mine the efficient model. The results in Table 5 show that fixed effect model is
suitable for the model.

Table 2 summarizes the results of the model estimations. Real GDP of home
countries has a significantly positive impact on FDI inflow to the host countries;
namely, richer countries tend to engage more in FDI. Home countries’ real GDP
increase of 1 % will result in an increase in FDI flow of 2.86 %. Real GDP and
degree of openness of host countries are positively related to FDI inflows. If host
countries’ real GDP or the degree of openness of host countries increase by 1 %,
FDI inflows will increase by 2.98 % or 0.0066 %, respectively. As a result, the
government in the host countries should enhance market factor such as developing
market system and encouraging competitive and fair environments. Also, the
government in the host countries should promote international trade through

Table 2 FDI determinants Variables Coefficient Probability
analysis constant —58.35879 0.0000°
InMGDP; , 2.856364 0.0009*
InGDP; 2.978818 0.0000*
InWage;, —0.971912 0.0286°
Open; 0.006593 0.0012*
Tax;, 0.00798 0.2292
InMCO2; —1.917282 0.0000*
InHCO2;, 0.074857 0.6622
TRE;, —0.073527 0.2308
R-squared 0.828860
Adjusted R-squared 0.788991
F-statistic 20.78946
Prob (F-statistic) 0.000000
Observation 2111

*Refers to significance level of 0.01
PRefers to significance level of 0.05
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international trade negotiations and trade facilities such as trade solution center and
amendment of related laws.

Conversely, wage rate of host countries has negative effect on FDI inflows;
namely, a wage increase of 1 % will result in a decrease of FDI inflows by 0.97 %.
This implies that if the government wants to implement any policies to raise wage
rate in the countries, the wage raise should reflect labor productivity. As for
climate-related determinants, only CO2 emission per capita of home countries is
a significant determinant. CO2 emission per capita of home countries is negatively
related to FDI outflows to foreign locations. Namely, low CO2 emission can reflect
strictness of environmental regulations in home countries. Home countries with low
CO2 emission per capita tend to engage more in FDI. As a result, host countries
should concern that there may be CO2 leakage through FDI inflows and should
have any measures for restricting high carbon FDI.

However, corporate tax, CO2 emission per capita and participation in interna-
tional environmental treaties of host countries are insignificant determinants of FDI
inflows. Despite most host countries participate in many international environmen-
tal treaties, an insignificant of treaty participation can reflect low enforcement of
these treaties. As a result, they should be strengthened in terms of compliance
enforcement.

6 Conclusion

Foreign direct investment is very important for the economy of both host countries
and home countries, especially for host countries in terms of employment and
technology transfer. Most developing countries implement the FDI attracting pol-
icies. Previous researches focused on economic determinants, both micro and
macro level, rather on climate-related determinants. As a result, this research
aims to analyze the determinants of foreign direct investment by including
climate-related determinants such as CO2 emission and treaty participation.

The results show that, for foreign direct investment from 21 OECD countries in
2012, USA was the largest investor; foreign direct investment was highest in
financial service sector; and Brazil was the largest receiver. As for CO2 emission
in 2012, the proportion of CO2 emission was highest in Asia-Pacific region. After
the enforcement of Kyoto Protocol, the proportion of CO2 emission of non-OECD
countries became higher. Furthermore, the volume and the proportion of CO2
emission have been increasing for non-Annex I countries such as China and
India, while those of CO2 emission have been decreasing for Annex I countries
such as USA and European Union. As for determinant analysis, real GDP of home
countries, real GDP of host countries, and the degree of trade openness of host
countries have positive relation with foreign direct investment. On the other hand,
CO2 emissions per capita of home countries and wage rate of host countries have
negative relation with foreign direct investment. Corporate tax rate, CO2 emissions
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per capita, and treaty participation of host countries do not affect foreign direct
investment.

The recommendations of this research are that host countries should promote
trade openness and market factor. If it is necessary to raise wage rate, the adjust-
ment should be consistent with labor productivity. Furthermore, host countries
should have measure for restricting high carbon FDI. Finally, international agree-
ment of environment issue should be strengthened in terms of compliance
enforcement.

Annex
Table 3 Lists of home Home country Host country
countries and host countries ; -
Australia Argentina
Austria Brazil
Belgium Chile
Canada China
Denmark Hong Kong
Finland Colombia
France Croatia
Germany Egypt
Greece India
Ireland Indonesia
Italy Kazakhstan
Japan Republic of Korea
Luxembourg Malaysia
Netherlands Mexico
Norway Nigeria
Portugal Peru
Spain Qatar
Sweden Russia
Switzerland Saudi Arabia
United States Singapore
United Kingdom South Africa
Thailand
Turkey
Ukraine
United Arab Emirates
Vietnam
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Eable 5 Result of Test summary Chi-Sq. statistic Probability
ausman test Cross-section random 144.122891 0.0000
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The Evolution of School Textbook Supply
Systems: Cost, Supply Procedures
and State Policies

Christos Manolopoulos, Celia Roniotes, Rozina Eustathiadou,
and Dimitrios Sofotassios

Abstract School textbooks have been significant components of educational sys-
tems since the nineteenth century. Traditionally, in most countries the supply of
school textbooks has been funded by the state. However, in recent years the role of
publishers has become dominant within this area and this has affected the level of
prices, often leading to the formation of worldwide oligopoly dynamics. In turn,
school textbook supply costs are born either by the state or citizens directly or
indirectly. In this paper we explore the evolution of the production and distribution
system of school textbooks in several European countries and briefly compare
dynamics and outcomes generated by different educational systems. We parti-
cularly explore the case of the Greek system based on collected data and we
estimate/compare cost results under the general assumption of adopting mainstream
European school textbook supply models. To this purpose we outline and use an
abstract model relying on simulation methods.

Keywords Public finance » Education * Schoolbooks * Microeconomics

1 Introduction

“Why do textbooks cost so much?” In recent years textbooks have become more
and more expensive. Most countries operate free market systems with regard to
textbook production and supply. On the other hand, textbooks are produced by the
state in Greece and Cyprus, some schoolbooks in Japan, in Korea, Singapore,
New Zealand and by the Cantons in Switzerland.

According to International Review of Curriculum and Assessment Frameworks,
prescribed textbooks are a means of controlling curriculum and structure in Japan.
Textbooks are not intended to replace official guidelines on teaching style,
according to the French educational system, while they have no considerable
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influence on the breakdown of subject matter and course sequencing within the
German educational system. According to the same report the large number of
students in California, Florida and Texas in combination with the specific require-
ments of these states, exercise a considerable influence on the content of textbooks
throughout the USA, entailing that commercial considerations may have an
unintentional impact at the level of textbook production.

In Japan books to be used in individual schools are prescribed by local school
boards. In France, Germany, Hungary, Singapore, Switzerland, and other countries,
books are chosen from official lists by teachers. Under other selection schemes
books are chosen without restrictions, e.g., in Italy, the Netherlands, New Zealand,
Sweden, Switzerland and elsewhere.

As regards supply schemes, books are provided at the expense of the state, free
of charge on a loan basis by central or local authorities, e.g., in France, Germany,
the Netherlands, New Zealand, Sweden and Switzerland. School books are also
provided free of charge in Japan for students at the compulsory level of education.
In Greece and Cyprus students receive their books free of charge for all levels of
primary and secondary education.

Since the 1990s the most significant trends in national learning and teaching
material policies have been (a) the development of public private partnerships to
replace state textbook provision systems, (b) the transition from state to textbook
provision systems utilizing private sector involvement, (c) the introduction of
competing alternative textbooks to replace monopoly textbook provision, (d) the
decentralization of textbook selection based on choices made at the level of
individual schools, (e) a significant improvement in the quality of textbooks and
teachers’ guides resulting from competitive pressures, (f) reduced prices and/or
increased value for money as a result of competitive price pressures and extended
book life, through the widespread use of minimum production specifications as a
condition of approval for sale to schools, and finally (g) the rapid development of
national authorship and publishing capacity.

2 Transformation in Educational Systems

The terms of production and provision of textbooks belong to the broader context of
the operation and funding of the educational system of each country. After the 1970s
the operational and funding model of educational systems changed drastically.

The policy issues abovementioned reflect and refer to the current official theo-
retical and political background that developed throughout the 1970s. Until then,
the prevailing model was based on the prosperous welfare state that was established
after the end of World War II. This model suffered much criticism. Various surveys
criticized the low level of public social services, demonstrating that in critical areas
of the welfare state the middle classes enjoy the same or more benefits than the
poor, both in terms of quantity and in terms of the quality of the social services
provided (Le Grand 1982).
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During the 1960s and 1970s education systems were developed within frame-
works that aimed towards the generalized creation of a welfare state. These two
decades are distinguished firstly by the accessibility to secondary education that
was now open to the middle classes and to the broader lower social classes and
secondly by extending compulsory school attendance up to the first cycle of
secondary education, until approximately the age of 16.

The fundamental proclamation of social educational policies was founded on the
equality of educational opportunities by means of the public provision and control
of educational goods and the assurance of a minimum of educational standards.

In accordance to the prevalent theoretical approach and policy during that time
period, the social provision of educational goods refers to the resolution of
instances of inequitable distribution of resources and hence the practice of policies
for redistribution, under the term “compulsory education”. Thus the approaches
rooted in social welfare and the consequent policies at the time, acknowledged
education as a matter of public interest that ensured the elemental conditions of a
social consensus for the smooth replication of the political system and thus they
justified state intervention. Whether directly or indirectly, these approaches transfer
to the state the obligation to cover the costs and to a certain degree they validate the
public and free provision of educational needs to all citizens.

Specifically for the educational system, the consensus supporting a general and
“one for all” education began to fail. The argument against the authority of the
teachers, against the centralized design of teaching material and in favor of the
ability to choose knowledge domains as school subjects, in favor of conventional
teaching methods, and in favor of stressing students’ high academic achievements
constantly gained ground (Timmins 1995).

Many analysts and politicians became skeptical, and viewed with a certain
amount of distrust whether the bureaucrats, the public servants and the profes-
sionals of the public sector services were actually working for the common good
and if in fact they were interested exclusively in the collective welfare of the public
(Glennerster 1995).

During the same period the arguments put forward by the economists in support
of public choice increasingly gained ground. Public choice advocated that the
public sector officials and professionals function in a way which serves their
personal interests and not the collective interests of the public (Mueller 1989).
What is systematically obscured by the theory of public choice are the outbreaks of
fiscal and economic crises that arose during the 1970s, which also affected the
private sector market that by this time had already been organized in large-scale
businesses which nevertheless began to experience profit losses and in many cases
viability difficulties.

Consequently, the neoliberal approaches that emerge during the 1970s express
harsh criticism of the social welfare educational model and challenge its proclaimed
goals and its anticipated results.

These approaches ideologically modify education as an individual right in
contrast to the social welfare model which recognizes education as a collective
interest. Hayek, the chief instigator of the neoliberal approach, by introducing the
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theoretical concept of the individual right to educational goods, considers as
acceptable an elementary measure of state intervention towards the fulfilment of
individual needs that concern public goods as an inferior and deficient institution
(he defines the education system as such), in the event and to the degree that these
needs cannot be satisfied by the more effective methods of the market (Hayek
1998). In analyzing education in economic terms he considers it as an external
effect, from which the individual benefits. Thus in a vague manner he accepts a
minimum level of state intervention, exactly because of his position regarding this
external effect. At the same time he questions the value of the public educational
system, which he describes as a state monopoly and he proposes types of educa-
tional policies that enhance the practice of individual freedom and choice. Other
neoliberal approaches claim that public education is organized according to bureau-
cratic principles that deliver ineffective and inefficient services and that it does not
allow the control of educational institutions nor does it enable accountability to the
real users and consumers of the educational services. They also consider that the
social welfare policies are a waste of valuable resources towards non-productive
targets, which did not even manage to achieve the goal of equal opportunities
(Denison 1984; West 1970).

These approaches consequently support that the rationalization of the educa-
tional institutions will be achieved with the introduction of institutions that will
derive from the market and by conceding educational authority to the parents
(parental choice). From the 1980s and onwards the neoliberal policies that incor-
porate fundamental doctrine of the neoliberal theoretical approaches have been
making headway. These policies initially emerged in England and the US, but they
have been progressively surfacing in other western countries.

These policies aim at the deregulation of the public aspect of education through
the acceptance of neoliberal arguments such as “accountability to the parents”,
“parental choice” and the circumvention of “state bureaucracy”. In various ways
and by ever intensive degrees the following are being pushed forward: privatization
in education policies, reduction of public expenditure and the introduction of
different forms of competition within the framework of the public education
system.

Two main elements for the structural transformation of the character of educa-
tion with respect to its public character and state interventionism are the doctrine for
the provision of educational goods via the market mechanism on the one hand and
on the other, the implementation of a flexible redistribution policy via the mecha-
nism of the voucher scheme.

In 1979 the election of the neoliberal conservative government of Margaret
Thatcher marked a change in course. The public sector was confronted with great
suspicion and it was considered that its employees remained in their positions in
order to serve their own personal interests.

These changes regarding the theoretical conception, the convictions and the
practice of policy in the end resulted in the prevalence of the quasi market
mechanism, by which the state maintains the control of funding the services, but
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it does not directly provide the services to the beneficiaries, assigning the provision
of services to independent producers—procurers, who compete with each other.
Studies concerning quasi market operation in education systems illustrate the
possible occurrence of a downward spiral effect. Accelerated competition between
schools under certain management procedures cause increasing difficulty in
attracting students with high educational performance which in turn causes diffi-
culties in attracting highly qualified teachers. Finally, this effect causes social
segmentation and therefore produces social exclusion effects (Ball et al. 2004).

3 The Demand Side and the Selection Mechanism
of Schoolbooks

The textbook market does not operate in exactly the same way as most consumer
markets. Firstly, the end consumers (students) do not select the product and the
product is not purchased by faculty or professors. Therefore, the price issue is
removed from the purchasing decision, giving the producer (publishers) dispropor-
tionate market power to set high prices. Similarities are found in the pharmaceutical
industry, which sells its wares to doctors, rather than the ultimate end-user
(patients). What is mentioned here relates mainly to the pricing circumstances in
tertiary education, but they also apply respectively to primary and secondary
education.

Textbooks in today’s world are produced and promoted mainly by private
publishing companies under the predominant assumption that the way the market
operates ensures better results in the quality of educational material, in full and
efficient supply and in price control. In many cases, the state undertakes to fund the
supply of textbooks but without a centralized provision of textbooks.

The schools possess a measure of self-governance that allows them to choose the
textbooks that they will obtain and in the event that they receive funding, to provide
the books free of charge to their student body in total or in part (in the cases where
certain criteria apply for the support of financially disadvantaged students). More-
over, the schools that receive funding are subject to a budget ceiling in their
subsidy, which implies that their overall operational costs must not exceed a fixed
budget limit. The schools or the teachers also choose the books in education
systems where the parents directly bear the cost of buying the textbooks.

In almost all European countries where the production and distribution of
textbooks is predominantly undertaken by private publishers, the teachers are
responsible for choosing the textbooks each year. This selection approach follows
two basic types of procedures:

(a) The teacher freely chooses the textbooks that are made available by the
publishers on the commercial market.

(b) The teacher chooses textbooks listed in catalogues of approved books that are
published by a competent official state authority.
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In both cases diverse processes apply, where: each teacher has the individual
right to her/his final selection of the textbooks; the selection of books is carried out
by of the school council or the school principal; a group of principals from different
schools cooperate and undertake to select textbooks, ensuring a high level of
uniformity and consistency in the content and quality of the educational material
over a wider geographical administrative or educational area (region, district,
county, municipality, etc.); the final choice is made by a local authority, based on
recommendations by a school or a group of schools.

The teachers are thus the intermediate links who by various ways and methods
decide which textbooks will be bought and therefore they indirectly determine the
consequent cost of purchase of the books.

It is typical that in Ireland the cost of a textbook as a selection criterion is ranked
by teachers as low as seventh or eighth on their list of selection criteria. In a School
Books report in Ireland (Cooney/Carey 2006) it is observed that in theory teachers
decide what texts to use. In practice, they are subject to a variety of parental, school
and marketing pressures which are all designed to influence them towards different
directions.

Throughout Great Britain teachers choose textbooks after they have reviewed
the free samples of textbooks that publishers mail them, or after examining the
textbook samples online, uploaded on the publishers’ websites.

In France, according to the web site of the French education publishers’ associ-
ation Savoir Livre, the following conclusions are cited from the survey conducted
for the association by Louis Harris with respect to the selection of textbooks in
primary education (Harris 2004): 89 % of teachers consult with their colleagues,
69 % of teachers consult with the principal of their school, 40 % consult with the
school council, 9 % consult with the State Education school inspector, 1 % seek
help and advice at the university education faculties, 72 % express the need for
better training and support in order to choose their teaching aids.

In Germany, depending on the particular policy implemented by each state
(Land) of the federal union of states comprising Germany, the choice of books
made by the teachers is endorsed by the educational inspectorate, the members of
the parents’ association and the student representatives.

The textbook selection system that relies on the choice of the teacher can
function well on the condition that many different books are in circulation on the
commercial market for the same school subject. If this is the case, the teacher can
theoretically act as a selection specialist, a fact that equates the teacher with the
rational agent within a typical model of rational behavior. The factors that can be
used in order to accredit the teacher with the authority to select the textbooks are:

1. The educational benefit maximization which is entailed by the teacher’s choice.
2. The consideration of the educational benefit in conjunction with the cost of
purchase of the textbook.

The first factor implies that the teacher is suitably trained and able to select
among a number of candidate books that are available for purchase those books that
lead to the maximization of the educational result and thus ensuring the benefit of
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the specific selection. Moreover, according to this hypothesis the teacher is con-
sidered to be unencumbered by parental pressures or the influence of marketing that
might lead her/him to an inappropriate selection. Finally, by using this factor the
cost of each textbook purchased is no longer a selection criterion. And in fact
studies show that teachers usually do not take into account the cost of purchase of a
book when they select the textbooks they wish to use in their classrooms. These and
other studies also show that in reality teachers are constantly subjected to pressures
mainly by the marketing practices of the publishers, but also by the parents who in
the end influence their selections, whereas the teachers complain that they have
neither the appropriate tools, nor potentially the full capacity to choose books based
on an entirely rational choice with respect to their suitability. This usually happens
in situations where many modifications occur in the available textbooks or in cases
where an exceedingly large number of books for a specific knowledge domain are
offered. It also appears in cases where the composition of the student body in the
classroom in terms of performance, potential and financial situation are such, that
parents with a higher income and a high educational profile impose books which
they consider suitable for their children, but which cannot be adapted to the needs of
the class.

As a result of the second factor the teacher acts as the key component that will
determine the cost that will be borne by either the parent or the state and by
extension the tax payer.

In the event that the final purchaser bearing the cost is the parent, then the teacher
acts as an intermediary distorting the conditions that would otherwise exist in a
financial model replicating market operation. Then again, if the final purchaser is
the state then the teacher acts as a public functionary thus assuming a role that we
could liken to a public procurement service. In this case as well, there are no
application factors to ensure that the teacher’s choice determines the best possible
value for money for the purchase of textbooks with the minimum possible cost and
the greatest educational benefit.

4 The Supply Side

In almost every country within Europe (with the exception of the educational
systems of Greece, Cyprus and certain Swiss Cantons), as well as the US and
other developed Asian countries, schoolbooks are provided by the private publish-
ing industry.

Principally, in the free market model publishers face no limitations or barriers in
preparing, producing and selling schoolbooks even if these books are subject to
evaluation by educational authorities. Schoolbooks are sold through a network of
retailers either directly to parents or indirectly to schools which then in accordance
to established policies provide them to students without charge or on a loan basis.

Accordingly, it is theoretically and politically foreseen that free market pro-
cesses deliver value for money products and lower prices because of the effects of
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market competition. Especially in Europe, the tradition of private publishers goes
back to the sixteenth century. The role of publishers in the formation of capitalism
is considered crucial. Anderson (2006) proposed the term “print capitalism” to
emphasize the process. Anderson has also shown that books and newspapers where
crucial factors that decisively enhanced the formation of both national and nation-
alist concepts, in a premature publishing industry. Pioneering publishers established
branches throughout Europe.

There is a long tradition concerning active publishing businesses in the area of
school books in Europe. In France for instance the Belin publishing house was
founded in 1777 and has printed schoolbooks since 1850. Hachette was founded in
1826 and ever since, it has been active in printing schoolbooks and educational
prints for both primary and secondary levels of education. Several other publishers
were founded during the nineteenth century.

For almost all European educational systems, therefore, the free market opera-
tion comprises a long tradition accompanied with the confidence that it entails the
supply of educational systems with suitable learning materials under competitive
processes.

But, a central question is whether the assumption or confidence in the perfor-
mance of the free market is validated and in particular, the extent to which free
market performance involves price control. As a rule, with respect to the quality
level of the educational and printing aspects it is a given that publishers apply high
standards. It has been verified that the implementation of high standards have
promoted content and printing quality. On the other hand, evidence ensuing from
selected data shows that schoolbook prices are continuously increasing.

We selected data concerning price lists of schoolbooks in most developed
European countries and in turn we compared selected prices with the total cost of
each schoolbook title provided to Greek and Cypriot students gratis. It should be
noted that in Greece and Cyprus the state is obliged to finance, produce and provide
students free of charge with all necessary schoolbooks at the beginning of each
school year. Production and distribution are undertaken by private sector enter-
prises under public procurement procedures. On the other hand, in other European
educational systems publishers determine and set prices and either parents or
schools buy the necessary schoolbooks.

Median total cost per title in Greece and Cyprus corresponds to 25-30 % of the
median price of a similar book title in most other countries in Western Europe. It
should be noted that per unit, schoolbook cost in Greece and Cyprus do not involve
marketing—promotion expenses and gross profit, while royalty fees are paid
directly to qualified authors under contractual and public procurement procedures.

Content and printing quality of schoolbooks are considered as high. Print runs
usually concern a 4-6 year time cycle. In Greece and Cyprus printing infrastructure
and know—how of the private sector follows high standards.

Concerning schoolbook prices and the amount spent by parents in Ireland, the
Cooney/Carey report (Cooney/Carey 2006, p. 6) mentions:
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... the cost of a schoolbook is determined by the number of copies printed, use of color,
binding, whether it is being reprinted and the price of competing books. The following
chart indicates the allocation of the average pound spent by Irish parents on schoolbooks.

Cost allocation

authors royalties

10% S d olanni
20% originations and planning

11%

39% M typeseting/pre press
M printing
H binding

m marketing/sample copies

distribution

A national survey of textbook prices in USA (The State PIRGs 2005) refers that
textbook prices are increasing at more than four times the inflation rate for all
finished goods. The report analyses the continuing upsurge in textbook prices and
includes recommended actions for students, faculty, state legislatures and
publishers.

A 2005 report (GAO Report 2005) shows that the average rise in college
textbook prices was 6 % per year since the 1987-1988 academic year and that
prices in December of 2004 were 186 % higher than they were in December
of 1986.

The above studies as well as others have illustrated that textbook publishers
drive up the cost of textbooks by “bundling” texts with materials that are seldom
used, such as CDs and DVDs. They also forced cheaper used books off the market
by publishing revised editions with little enhanced content, or by modifying the
format and page numbers to render older editions obsolete. In general, price
inflation in schoolbook and textbook prices common to all educational levels
took place in recent years.

These trends forced most national governments to introduce new legislation acts,
in order to set barriers against price inflation such as:

— Revised versions are allowed after the completion of a 4 year time span. Such a
policy facilitates reusability but also tries to avoid the introduction of unneces-
sary content revisions and heightened prices.

— The German Government introduced acts facilitating compulsory rating in
schoolbook prices.

— Under law, publishers are obliged to publish price lists.

Finally, in order to legally protect small sized retailers, governments usually do
not allow discounts under a certain percentage with the exception of direct sales to
schools. In this case discounts can be higher. But all these anticipated legal actions
and rules to date have no effective impact on price control. Hence, what must be
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explored are the determinants for this price inflation trend. Three main determinants
are detected: (a) the publisher’s cost, (b) the distortion of supply—demand operation
and price equilibrium because of the intervening role of the teacher, in the sense that
the teacher and not the end consumer decides on the purchase, (c) the monopolistic
and or oligopolistic competition circumstances which dominate the schoolbook
publishing industry. All these factors interact and dynamically generate recurrent
price growth outputs.

As concerns the key factors that determine the publisher’s cost the following
apply: (a) print run size which defines the printing and material cost level. In
general, low level print run size entails higher costs, (b) the number of print runs
of each particular title and edition. It is noted that usually publishers do not provide
for profit until the second or third run, (c) total market share for each particular
publisher, the number of different titles they print, capital sufficiency, hired tech-
nology and the depreciation rate concerned determine unit and total cost,
(d) successful sales are determined by the amounts paid for marketing purposes.
Therefore marketing expenses should be added to the total cost, but in general they
form lower total cost percentages to the extent that marketing contributes to attain
sales plans, and finally, (e) royalties paid to authors, as well as retailing discounts
add indirect costs.

In general, one could conclude that the enterprise’s size and the operational
efficiency of each particular publisher are the means to control and achieve the
reduction of productive costs in the long run. Besides, marketing expenses deter-
mine sales levels. Concerning schoolbook sales, publishers’ unions influence the
state authority’s decisions about budget levels. On the other hand, marketing
determines or influences individual teachers, or semi-collective board decisions at
school, college or university level.

Since teachers are not equipped with effective support mechanisms or proce-
dures for schoolbook decisions, marketing exerts pressure on teachers and parents
towards book selection directly or indirectly.

It is noted that because of the transformation of educational systems into quasi
market forms, centralized state procedures for book selection are no longer avail-
able and therefore schools have become quasi customers. In terms of the theory of
economics this emerged market operates under imperfect competition
circumstances.

In general, it takes the form of monopolistic competition which in many cases is
transformed to oligopolistic competition. Oligopolistic forms could operate even if
certain oligopolies coexist with a series of small sized publishers. In such a case
small publishers follow product differentiation strategies to survive.

Main factors for the existence of monopolistic and oligopolistic competition are
arelatively large number of competitors, differentiated products, and free entrance/
withdrawal to the market in the long run. Such conditions seem to be often found in
the publishing industry and particularly in the schoolbook and textbook supply
system. Concerning product differentiation we subsequently cite some examples.

In Denmark ForlagMalling Beck, a respected Danish publisher specializes in
printed and digital school material for primary and secondary educational levels
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respectively. The company particularly specializes in the field of mathematics and
exact sciences.

Gyldendal specializes in native language printed material, as well as literature
and cultural education. DELC and MikroVaerkstedet mainly produce digital con-
tent. Alinea is the leading schoolbook Danish publisher. The company is a subsid-
iary of the Lindhardt and Ringhof group which in turn is a subsidiary of the Egmont
Publishing Group.

In France publishers specializing in schoolbook production comprise two trade
unions, namely the Syndicat National de 1’ Edition (SNE) with 20 members and the
association Savoir Livre with six members. These publishers hold 80 % market
share in schoolbook sales.

Concerning for instance the Austrian publishing market Fig. 1 shows the market
breakdown:

In principle, under monopolistic competition circumstances producers sell their
products at higher prices compared to those operating under perfect competition
conditions. In fact, under monopolistic competition conditions the selected price
Pmc for the quantity Qmc that maximizes profit is in principle higher than the
marginal production cost MCmc as shown in Fig. 2. On the contrary, under perfect
competition conditions price Ppc, corresponding to quantity Qpc which maximizes
profit, is equal to marginal cost (Krugman and Wells 2009).

Product differentiation is a strategy assisting market influence through advertis-
ing and marketing in general. According to Krugman and Wells the appropriate
answer to the question “‘Why consumers are affected by marketing?’ is maybe
because consumers are not as rational as economists assume”. On the other hand,
another appropriate reply is that consumer response to marketing does not imply
irrational behavior since advertising and marketing serve as special signals to
certain conditions of imperfect information (Krugman and Wells 2009).
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Equilibrium in Monopolistic Competition

Price, cost

marginal returns
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Fig. 2 Equilibrium in monopolistic competition

In the case of schoolbooks this remark is more obvious since the school textbook
market is extraordinary because the primary individuals who choose textbooks,
teachers and professors accordingly, are not the people who pay for these textbooks.
In fact it is the students or state authorities who purchase them. Attempting
marketing focus on teachers and faculty, publishers promote titles by sending the
faculty free copies. It is worth noting that the students’ demand for textbooks is
what economists label as price inelastic.

In most cases where the state is the final purchaser or provides financial aid to
financially needy students, budget formulas usually include textbook costs. When
textbook prices increase, the financial budget also increases (Koch 2006). Since the
state is no longer a large scale purchaser (in the sense that each school or university
faculty makes individual choices) then it no longer has the capacity to control price
increases.

The dynamics which then transform the publisher’s competition into oligo-
polistic forms rely on the ever increasing concentration of the textbook publishing
industry through hundreds of acquisitions resulting in the relaxing or elimination of
price competition.

One common strategy that appears in both the abovementioned forms of the
publishing industry within the ever changing nature of the textbook product is to
keep producing new editions of successful textbooks rendering inexpensive used
books obsolete, thus promoting sales of new books. Changes are so significant that
price comparison over the years is of small relevance. For example, today we have
the practice of bundling textbooks with other items such as CDs, DVDs, manuals,
etc. (Koch 2006).
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5 The Greek Schoolbook Supply System and a Simulation
Experiment

In Greece the established policy concerning the provision of schoolbooks to
students distinguishes between a single book for some subjects (mathematics,
physics, Greek language, etc.) and the teacher’s option for certain other subjects.
Production and distribution processes take place under a public procurement
system. Median per title cost in Greece is about 0.5 euro, which is very low
compared with median prices in other European countries.

The whole supply process is facilitated by state of the art technological and
operational methods. A large scale central web portal is available for each school to
order schoolbooks each year. Logistics and transportation facilities through
outsourcing services guarantee “on time” delivery to schools at the beginning of
each school year. Delivery is confirmed through web services. The print run of each
particular title is based on total student population estimation. Book quality is high.

The digital school web portal’ contains a series of digital books, guides and
supporting material for teachers, applets, videos and other digital educational
content. So, one could infer that the Greek schoolbook supply system differs
from those previously outlined in that it is state based.

In order to test possible outcomes under the assumption of privatization (free
market operation) we ran a series of simulation experiments based on a simulation
model developed. The analysis was focused on primary level education. Parameters
for the experiment were set as follows:

— Eleven publishers were responsible for the supply of schoolbooks.

— Cost included direct production cost, as well as indirect expenses (royalties,
retailing discounts, marketing costs, etc.).

— Prices were set equal (or higher) to marginal costs.

— Print runs sizes were reduced due to the involvement of several publishers.

— In case of sale and profit fail a publisher will withdraw from the market and
therefore this niche will be covered by titles offered by the remaining publishers.

— The total number of candidate titles was set to 400 (while under the present
system it concerns 160 titles).

— Initial demand was set as equal for every title and publisher.

Figure 3 illustrates the outcome of the simulation process.

The simulation outcomes illustrate the gradual transformation towards a mono-
polistic competition form. While at the initial step all publishers experience equal
market shares in the third step of the simulation experiment four publishers
represent a total 72.87 %, while the remaining seven publishers 21.64 % in total.
Besides, due to raised costs, prices were also raised accordingly.

!http://dschool.edu.gr
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Fig. 3 Outcome of the simulation process

It is true that a simulation analysis concerns progression derived from assumed
(hypothetical) conditions. But on the other hand, one can conclude that dominant
market dynamics force such markets towards monopolistic competition forms. The
authors of this paper do not of course imply that the market in general takes these
forms and that the free market does not exist. Price competition takes place even in
oligopolistic market forms.

On the contrary this is the case for the provision of social goods and in particular
when selection mechanisms other than final consumers intervene in supply-demand
processes. In such cases, efficiency of public finance, as well as effective educa-
tional systems are the main issues for discussion. Ball and Youdell (2008) show that
not only schoolbooks but diverse secret forms of privatization follow accelerated
trajectories of substitution in public educational systems. Some of them are the
particular outcome of certain policies, which are usually labeled as “educational
reform”. Many others are introduced in the absence of previous social discussions,
mainly concerning school management outlined as a necessary adaptation to
modern social needs, but in fact they reflect the political orientation towards the
purely marketable and consumer based practices of our modern societies. These
reforms are strongly correlated to the general context of structural state reform
(roles, forms, outcomes). Education services are theorized as an evolving new
market which attracts direct foreign investments. The Emmet report (Emmet
2006) shows that 18-20 counties receiving loans from the World Bank consented
to the obligation to privatize social or state operations.
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6 Conclusion

The main issue then is the optimum allocation of resources, effectiveness and
efficiency levels of an education system which formerly operated under the princi-
ple of the welfare state while today it is forced toward quasi market alternatives.

In truth, this transformation, as is always the case, has caused a number of
positive and negative effects. In part, it enhanced student achievement as PISA
results illustrate and besides, it improved the accountability of teachers and schools.

Meanwhile, it has created conditions for the increase of costs for the parents and
the state. There is no certainty that it is moving toward the provision of equal
opportunities and as long as this does not happen, it generates social inequality and
it impairs the fundamental mandates of the state. Gibbons and Silva (2006) argue
that while the quasi market in education is continuously growing we observe a
certain cost and no obvious benefits.

Concerning in particular schoolbooks, a structural market transformation is
observed towards monopolistic and oligopolistic competition. This transformation
affects price leveling. And in no way can it be considered as free competition.

The theoretical perception of the quasi market, as well as its practical application
did not manage to avoid placing the teachers in the position of the intermediary for
the selection of schoolbooks and thus rendering them vulnerable to parental and
marketing pressures.

At the same time, the physical aspect of educational material is changing by the
socialization of innovation. Innovation can in principle bring about crucial
improvements, while reducing the social cost.

Finally, with respect to the schoolbook, one must be aware that the dominant
technological transformation observed in recent years, is drastically changing the
landscape and it foreshadows the demise of the printed book.
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Empirical Verification of the Scale
Measuring Patient Service Quality
in Integrated Health Care in Poland

Iga Rudawska

Abstract The aim of the paper is to discuss the psychometric propertiesof a new
instrument that assesses the patient service quality in Polish integrated healthcare.
In the study the scale was composed of 32 statements. The examination of its
validity was carried out on a sample of 320 patients. To measure the homogeneity
of the scale a-Cronbach was applied. Next, the confirmation factor analysis was
conducted based on PCA. In the study a-Cronbach coefficient for the entire scale
amounted to 0.891, which is a very good result according to Nunnaly criterion.
Moreover, individual items of the scale featured a high degree of validity. The
confirmation factor analysis of 32 items demonstrated that the values of factor
loading for nearly all test items are high. The study demonstrated that the developed
instrument for measuring quality of care, comprised of nine areas and 29 test items,
and it has a one-dimensional structure. The set of factor variables used allows to
“aggregate” the seven initially distinguished dimensions and two new ones of the
analysed quality of care.

Validity and reliability tests of the scale demonstrated that the instrument allows
an accurate diagnosis of the quality of care perceived by chronically ill patients.

Keywords Integrated health care ¢ Perceived quality e« Patient service
Assessment ¢ Principal component analysis

1 Introduction

The idea of integrated healthcare is associated with the provision of healthcare
services through the co-ordination of different activities (diagnostics, therapy,
rehabilitation, health promotion), with the patient being the final beneficiary
(Stranberg-Larsen and Krasnik 2009). A coherent set of services is planned,
managed and delivered to individual service users across a range of healthcare
organizations and by a range of co-operating professionals.
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The quality of healthcare, also within integrated health care models, has become
a priority on the agenda to improve the healthcare systems. Evaluating quality is the
first step towards improving quality and thus value in healthcare. Health care is
becoming more patient-centered and, as a result, the experience of users of care and
evaluation of their experience is taken more seriously (Vrijhoef et al. 2009).

The need for a brief, validated patient self-report instrument to assess the extent
to which patients with chronic illness receive high quality care has been expressed
by many researchers (Schmidt et al. 2008; Naithani et al. 2006; Clark et al. 2008).
The most common instrument to assess patient service quality in integrated health
care settings has been developed by Glasgow et al. (2005b). It is called Patient
Assessment of Chronic Illness Care (PACIC) and is widely used to among diabetic
patients (Glasgow et al. 2005a) and other chronic patients in the United States. This
instrument has been adjusted to the American and Canadian health systems and
does not suites the Polish one. Therefore, in order to measure the perceived quality
of care in integrated health care settings in Poland, a new instrument has been
developed.

Determining the usefulness of a measurement instrument in new conditions
requires that its validity and accuracy is examined. Validity constitutes a measure
of the degree to which a test result reflects the real value of an analysed property and
to what extent this measure is affected by a measurement error coming from various
sources (Sagan 2004). Validity informs a researcher about the extent to which the
items comprised in a given scale are similar to one another, whether they measure
the same construct. Operationally, validity is defined as repeatability of results. The
higher the validity of a test measurement is, the closer the results of two measure-
ments taken with it. It means there is a high correlation between them. Therefore,
the validity of a given scale is understood as the accuracy of its measurement. Since
repetition of tests on the same sample of respondents is problematic, typically
validity measures are based on a single test conducted on a given group of
individuals.

2 Purpose, Materials and Methods

In the study the scale measuring the patient service quality was composed of
32 statements. It was worked out using Q-sort procedure that enabled recreating
the dimensions of care quality over chronically ill patients. Consequently, the
indicators defining the quality of care of this segment of patients with the use of
associations of the target group have been isolated. As a result, it enabled the author
to develop a research instrument in the form of a survey questionnaire, in which
seven central categories (dimensions) were assigned with individual statements.
Their division on the grounds of Q-sort is presented in Table 1.

The above list of seven groups of indicators was translated into a final scale and
it was used to develop a research instrument for the evaluation of the quality of care
over chronically ill patients from the demand side (patients’ side). 5-point Likert
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Table 1 Division of indicators into dimensions (central categories) based on Q-sort

Central category and its description

Indicator of the quality of care over
chronically ill patients

A. Patient activation—patient’s conscious,
active participation in the treatment process
(six statements)

la. My attending physician takes into consid-
eration my opinion on the treatment applied,
its course and effects

2a. My attending physician has enough time to
hear me out and answer my questions

3a. My attending physician discusses with me
subsequent stages of treating my disease

4a. My attending physician gives me a possi-
bility of choosing the method of treatment, if
there are different methods of therapy (treat-
ment) of my disease

5a. My attending physician wants me to tell
him/her about various matters related to the
condition of my health, such as side effects of
the medication taken, course of other diseases
6a. My attending physician, or another person
of medical personnel (nurse) encourages me to
participate in prophylactic programmes

B. Support given to patients in decision-mak-
ing—support to the patient provided by medi-
cal personnel in making decisions regarding
patient’s own health (five statements)

7b. My attending physician informs me of
additional tests and consultations
recommended in case of my chronic disease
8b. My attending physician or another person
of medical personnel helps me to define what
needs to be changed in my lifestyle in order to
better deal with my chronic disease

9b. My attending physician or another person
of medical personnel gives me informational
material (brochures, leaflets) explaining how
to proceed in the case of my disease

10b. I have access to psychological support in
the disease, the possibility of contacting a
clinical psychologist, therapist and/or organi-
zations of patients suffering from the same
diseases

11b. I have free access to my medical
documentation

C. Continuity—continuity of contacts with the
same attending physician, the awareness of the
attending physician as to the advice given and
medication prescribed by other physicians
(four statements)

12c. I have one permanent attending physician
13c. I have the ability to continue specialist
treatment without the need for repeated visits
in order to obtain a referral from a general
practitioner

14c. My attending physician has got informa-
tion on the advice given to me by other phy-
sicians, what medication they prescribe me,
what procedures were performed on me at
other medical facilities

15c. I have regular diagnostic tests performed
and systematic follow-up visits resulting from
my chronic disease.

(continued)
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Central category and its description

Indicator of the quality of care over
chronically ill patients

D. Coordination of actions—coordination of
care over patient with different physicians and
various medical facilities (four statements)

16d. I have a designated person from medical
personnel (a physician, a nurse), who orga-
nizes for me the entire care within the health
care system

17d. The physicians who treat me do not con-
tradict one another; I receive consistent/the
same medical recommendations from differ-
ent medical professionals

18d. My attending physician consults with
other physicians with regard to the condition
of my health

19d. I received comprehensive health care
related to my chronic disease—I have the
ability to have many, different consultations at
the same medical facility (e.g., with a dieti-
cian, physical therapist)

E. Solving patient’s problems—solving
patient’s health and organizational problems by
medical personnel, building the feeling of
safety (five statements)

20e. My attending physician explains to me
the objectives of my treatment, the process of
treatment and its expected results

21e. My attending physician or another person
of medical personnel explains to me what will
happen next in my treatment, where to go,
what to do, who to contact, etc

22e. My attending physician or another person
of medical personnel gives me instructions on
how to proceed in case the condition of my
health rapidly deteriorates, there is an exacer-
bation of disease symptoms

23e. I can order a home visit of a physician or
a nurse

24e. I can contact the person responsible for
the care over me (community nurse, attending
physician) by phone or e-mail

F. Flexibility and availability—direct access to
medical services, ability to choose a service
provider (four statements)

25f. I can choose my attending physician

26f. I can select a suitable date for a visit
27f. I have access to the information regarding
the services offered and the time I need to wait
for them (e.g., by phone, at the facility’s web
site)

28f. The results of my laboratory tests are
available on time, i.e., before my next
appointment with the attending physician

G. Orientation on the patient—taking into
consideration patients’ opinions and sugges-
tions, reacting to them; respecting patient’s
rights, sensitivity to patients’ needs (four
statements)

29¢g. The facility’s personnel reacts quickly to
my needs; I can feel that the personnel is
interested in me

30g. At the medical facility there is access to
information on patient’s rights, including the
possibility and the procedure in case I want to
file a complaint, or contact superiors (e.g., the

(continued)
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Table 1 (continued)

Indicator of the quality of care over
Central category and its description chronically ill patients

outpatient clinic manager)

31g. The facility in which I am treated is
interested in what patients think of it; it con-
ducts satisfaction assessments

32g. The facility in which I am treated intro-
duces changes, which in my view will improve
patient care

scale was applied for that purpose, which defined the frequency of the occurrence of
individual phenomena, described with 32 indicators, where: 1—never, 2—in rare
cases, 3—sometimes, 4—in a majority of cases, 5—always. The devised question-
naire underwent a pilot study in the field in order to develop its final version.

The examination of its validity was carried out on a sample group of 320 chron-
ically ill patients. The sample selection for the study was made on a quota-stratum
basis. A stratum-based selection was made in cross-sections of the number of
chronic conditions (one chronic condition, two or three chronic conditions, more
than three chronic conditions). Within the framework of strata control variables of
patient’s gender and age were introduced. The selection of quotas for the research
sample concerning the value of demographic distributions in the West Pomeranian
District was conducted on the basis of the reports prepared by the Main Statistical
Office (2011, 2012). The choice of sample size was decided on the grounds of a
formula for a minimum size for stratum weight sample (Mynarski 1990), assuming
a confidentiality coefficient of 0.95 and a maximum admissible error of estimation
of 0.05. The study was conducted at out-patient healthcare clinics located in the
territory of the West Pomeranian District.

53.13 % female patients and 46.87 % male patients participated in the study.
More than 45 % of the surveyed patients meeting the preliminary criterion of
suffering from at least one chronic disease are seniors (65+). 43.75 % of the
respondents suffer from one chronic condition, 34.06 % from two or three such
conditions, while 21.56 % are patients suffering from three chronic diseases. The
greatest number of patients in the analysed sample have secondary school education
(44.06 %), next was the group of patients with vocational school educations
(23.75 %). A little more than 1/3 of the respondents subjectively assessed their
health as being average (36.75 %), 38.13 % claimed being in good health, 10.63 %
in very good health, and 13.13 % in poor or very poor health (1.55 %). Detailed
characteristics of the analysed patient population are presented in Table 2.

The aim of the study was to measure the homogeneity (internal coherence) of the
scale. The method used is one of the most popular ones and at the same time a
method recognized as the best way of validity estimation (Sagan 2004) namely
a-Cronbach method. The formula for calculating the coefficient is as follows:
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Table 2 Characteristics of the research sample

Characteristics Divisions Value (in%)
Age Up to 35 years old 10.31
36-50 years old 11.56
51-65 years old 32.50
Over 65 years old 45.63
Gender Female 53.13
Male 46.87
Education Primary 15.63
Vocational 23.75
Secondary 44.06
Higher 16.56
Number of chronic conditions One chronic condition 43.75
2-3 chronic conditions 34.06
Over 3 chronic conditions 21.56
Subjective health condition in a patient’s view Very good 10.63
Rather good 38.13
Average 36.56
Poor 13.13
Very poor 1.56

o= (r27) -2 ()] m

Where:

k—number of test (scale) items

siz—variance k of individual items of the scale

52, —Vvariance of the sum of all items of the scale

3 Results and Discussion

In accordance with Nunnaly criterion properly constructed scales feature the value
of a-Cronbach coefficient of over 0.7. The coefficient assumes the values from 0 to
1 (Nunnaly 1978). Internal consistency demonstrates the degree to which a given
test (scale) is uniform, that is to which extent all the items in a test refer to the same
factor (property).

In the conducted study a-Cronbach coefficient for the entire scale amounted to
0.891, which needs to be recognized as a very good result in light of Nunnaly
criterion. Moreover, individual items of the scale (32 statements) featured a high
degree of validity. a-Cronbach coefficients for individual items ranged from 0.884
to 0.896 (Table 3). Furthermore, it was analysed whether a removal of any of the
32 items of the proposed scale results in reducing its validity. After a withdrawal of
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Table 3 Analysis of the scale validity
No. Average Variance Standard Correlation (the a-Cronbach
According (with a (with a deviation (with | entire value to the | (with a
to the statement statement a statement value of a statement
survey removed) removed) removed) statement) removed)
la 122.0503 287.3748 16.95213 0.559847 0.886998
2a 122.1195 287.8348 16.96569 0.507087 0.887527
3a 122.1667 284.0257 16.85306 0.590452 0.886025
4a 122.7076 282.9491 16.82109 0.460461 0.887705
S5a 122.217 286.5473 16.92771 0.514822 0.887232
6a 123.0849 278.4865 16.68791 0.481752 0.887315
7b 122.4214 278.5583 16.69007 0.599647 0.884997
8b 122.4371 281.6611 16.78276 0.518418 0.886597
9b 123.5 280.0865 16.73578 0.427957 0.888679
10b 124.6698 293.2778 17.12535 0.174155% 0.894023
11b 122.522 278.1048 16.67648 0.512304 0.886581
12¢ 121.7013 299.8573 17.31639 0.277546%* 0.891281
13c 124.1415 295.0523 17.17709 0.113717* 0.896292
l4c 122.5786 281.074 16.76526 0.529793 0.886362
15¢ 122.2862 283.569 16.83951 0.572503 0.886118
16d 123.9528 282.5041 16.80786 0.322578%* 0.892066
17d 122.695 288.1428 16.97477 0.401374 0.888847
18d 123.4497 289.889 17.02613 0.240255%* 0.892774
19d 122.9025 280.415 16.7456 0.409875 0.889199
20e 122.1352 284.7207 16.87367 0.524527 0.886845
21e 122.1447 284.7212 16.87368 0.569124 0.886366
22e 122.3176 282.1161 16.79631 0.561745 0.886012
23e 122.2799 289.5915 17.01739 0.305179%* 0.890712
24e 122.6069 281.0939 16.76586 0.488989 0.887109
25f 121.8019 297.2344 17.24049 0.237273%* 0.891169
26f 122.4937 278.772 16.69647 0.539415 0.886032
27t 122.8962 281.9609 16.79169 0.466372 0.887582
28f 121.8962 295.4389 17.18834 0.338845%* 0.89014
29¢ 122.5535 277.6056 16.6615 0.658512 0.884045
30g 122.2327 286.2855 16.91997 0.476981 0.887632
31g 123.3994 286.2399 16.91862 0.43304 0.888273
32¢g 123.2327 287.0716 16.94319 0.423348 0.888461

Notes: The values that do not satisfy Kline criterion were marked with “asterisk”

individual items,a-Cronbach coefficients remain high. It means that none of the
32 statements decreases the validity coefficient of the entire scale.

Eight items of the scale (the values marked with “*” in the table below) failed to
satisfy Kline criterion [i.e., correlations of particular variables between the total
result of the scale ought to be higher than 0.4 (Kline 1986)], but they met Nunnaly
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criterion (analysed scales should feature a-Cronbach coefficient value of over 0.7).
The indicated items of the scale will be subjected to further evaluation.

In order to complete the description of the psychometric properties of the scale,
further study of the scale accuracy was conducted. The accuracy of a given scale
(a given test. a given measure) is the most important characteristics in psychomet-
rics. It provides information on whether a given scale indeed does measure an
assumed variable and not a different one, a similar one. Therefore, accuracy
concerns the extent to which a given empirical measuring instrument adequately
reflects the true significance of a given concept (Babbie 2009). A scale is accurate if
it measures what it is designed to measure, irrespectively of the accuracy—since it
is known as the validity of scale.

A set of coefficient variables can be interpreted in terms of an analysed con-
struct, if they identify one common phenomenon (Nowak 1985). Therefore, a
confirmation factor analysis was used to verify whether the coefficient variables
can be “aggregated” in one coefficient, in line with the adopted methodology
(Sztemberg 2000). This analysis permits to assess the quality of a proposed
measurement model for a phenomenon directly non-observable. Thus, it concerned
an evaluation of the theoretical accuracy of the applied set of coefficient variables
for individual items of the scale in seven different dimensions (areas A., B., C., D.,
E., F., G., according to the designations from Table 4).

The confirmation factor analysis was conducted on the data set acquired by way
of a quantitative study (N = 320) based on the method of principal components. It
was assumed that the variables constituting the scale will correlate at the level of at
least 0.6 (in respect of the absolute value) with the first main component,
representing an assumed, theoretical property of the dimension (area) measured
by the scale.

The analysis of items demonstrated that the values of factor loading
(a correlation between a questionnaire item (statement) and a factor) for nearly
all test items are high. They exceed the assumed threshold of 0.6 in respect of the
absolute value (Table 4). The items of higher factor loading are the best indicators
of such factors. Only in the case of three of the items on the scale (6a, 10b and 25f)
were the factor loading values lower than 0.6. This result suggests that the above-
listed statements need to be rejected from the final version of the scale in order to
improve the its accuracy. It is worth mentioning that two of the enumerated items of
the scale (10b and 25f) additionally did not meet Kline criterion (validity analysis),
which confirms the decision to withdraw them. In turn, in case of five of 32 initial
items of the scale the factor loading values exceeded 0.8 in terms of the absolute
value. Hence, it must be recognized as a satisfactory result.

All of the isolated factors satisfy Kaiser criterion, according to which the
characteristic values of factors (clarified variance) ought to be higher than
1. Thus, each factor distinguishes as much as one original variable does.

On the grounds of the conducted factor analysis it can be concluded that in the
first dimension (sub-scale A) one factor was isolated. Five first statements describe
it perfectly, while statement 6a fails to fulfil the assumed criterion. The same is true
with regard to the second area, i.e., B (statement 10b was rejected), the fourth one,
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Table 4 Analysis of theoretical (factor) accuracy of the scale
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Items of the

Variance
clarified for
factor 1 (%

Variance
clarified for
factor 2 (%

Analysed scale (statements acc. share was share was
areas to questionnaire given in given in
(sub-scales) numbers) Factor 1 Factor 2 | brackets) brackets)
A. Patient’s la —0.706 - 2.874 -
active partici- | 2, —0.691 _ (47.90 %)
pation in 3a —0812 |-
reatmen
;f(f‘ctesz t 4a 0677 |-
Sa —0.715 -
6a —0.514* |-

B. Supportto | 7b —0.758 - 2.040 -
the patient in 8b —0.736 _ (40.81 %)
decision- 9% —0.646 _
making 10b —0364% |-

11b —0.610 -
C. Continu- 12¢ 0.456* |0.642 1.584 1.039
ity of care 13¢ 0.232% | —0.790 (39.60 %) (26.98 %)

l4c 0.835 —0.045*

15¢ 0.839 —0.009*
D. Coordina- | 16d —0.677 - 1.711 -
tion of care 17d —0612 _ (42.78 %)

18d —0.618 -

19d —0.702 -
E. Solving 20e —0.754 0.469* 2.463 1.030
patient’s 21e —0.851 0.209%* (49.27 %) (20.61 %)
problems 22e —0.779 | 0.145*

23e —0.527* | —0.630

24e —0.531* | —0.689
F. Flexibility | 25f —0.491* |- 1.745 -
and 26f -0.758 |- (43.64 %)
availability 27f 0682 _

28f —0.680 -
G. Patient- 29¢g —0.812 - 2.139 -
oriented care | 30g —0.740 _ (53.47 %)

3l1g —0.664 -

32¢g —0.699 -

Notes: The factor loading values that do not meet

“asterisk”

the assumption of >0.6 are marked with

i.e., D (all the statements ideally define factor 1), the sixth one, i.e., F (statement 25f
was rejected) and the seventh one, i.e., G, but in areas D and G all the items of those
sub-scales describe them very accurately (both dimensions are characterised by one

factor).
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A second, hidden factor appeared in the third (C) and the faith (E) dimension. It
demonstrates that sub-scale C is ideally described by only two statements (14c and
15¢). While the two remaining items (12¢ and 13c) form a new dimension. It shows
that area C (Continuity of care) needs to be described by two factors and not by one,
as was originally assumed. Factor 1 explains over 39 % of the entire variance, while
factor 2—over 26 % of the entire variance. A similar situation applies to area E
(Solving patient’s problems). Factor 1 explains over 49 % of the entire variance (the
first three statements). Factor 2 appears here as well (statements 23e and 24e),
clarifying over 20 % of the entire variance.

On account of the above it was decided that dimension C should be defined by
two factors, i.e., C1 (statements 12c and 13c)—relational continuity and C2 (state-
ments 14c and 15c)—informational continuity. Dimension E was divided into El
(items 20e, 21e and 22e)—solving patients’ health and organizational problems and
into E2 (items 23e and 24e)—building patient’s sense of safety.

4 Conclusions

The above empirical findings permit one to conclude that the proposed scale of
evaluating patient service quality—after rejection of the items not satisfying the
assumed criteria—constitutes a uniform (homogeneous) set of statements highly
correlated to one another. Therefore, the proposed scale feats high internal com-
patibility (coherence). It may thus be deemed as an instrument enabling a reliable
measurement of the quality of care over chronically ill patients in terms of demand.

The study further demonstrated that the devised instrument for measuring
quality of care over patients, comprised of nine areas (two additional ones were
supplemented in relation to the original assumption) and 29 test items (three items
were removed), and it has a one-dimensional structure. The set of factor variables
used allows to “aggregate” the seven initially distinguished dimensions and two
new ones (in areas C and E) of the analysed latent phenomena (here: quality of care
over chronically ill patients).

Recapitulating, validity and accuracy tests of the scale demonstrated that the
instrument allows an accurate diagnosis of the quality of care perceived by chron-
ically ill patients.
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Project Orientation in Institutions
of the Public Sector: Key Methodological
Assumptions

Jacek Strojny

Abstract Project Management Method (PM) is a holistic approach, defining con-
textual, procedural and behavioral aspects of project performance. Its genesis could
be associated with the Manhattan Project (construction of the atomic bomb), and
thus the time of World War II. In the 1960s PM was spreading in business ventures,
especially in the developed countries of Western Europe and the USA. In today’s
world, the following approaches are popular—Ilinear: IPMA, PMI and PRINCE2
and light, based on the AGILE manifesto (e.g., Scrum). The aim of this paper is, to
present chosen methodological assumptions of the implementation of project orien-
tation in institutions of public administration. It focuses on the model of the project
life cycle, confronting the assumptions of the method (mainly the requirements for
the techniques of initiation, planning and controlling) with the conditions of the
implementation, in terms of the Polish public administration. In the article a case
study method of research was employed, referring to certain aspects of the imple-
mentation of the pilot project orientation, in one of the localities in southern Poland.
Acceptance of the project orientation of public administration institutions should be
treated as an innovation process, which is a response to the current challenges of the
environment. It means often introducing a specific solution in many areas of the
organization. In local government, this type of solution allows for the imple-
mentation of effective planning and controlling, at both the strategic and oper-
ational levels. Additionally, it promotes financial management through the
judicious use of so-called task budgeting.
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1 Introduction

In the literature, there is disagreement as to the definition of public administration
(Aderibigbe and Olla 2014). In this work, this term is understood as institutions
established for the implementation of processes for the community of the country,
region or other territorial structures (United Nations (UN) 2006). In Poland, it can
be divided into the central, regional and local governments. Decentralization of the
nation began after the end of 1989. During the times of a centrally planned economy
(the period of communism), territorial structure was included in the central govern-
ment. On the basis of the regulations from 1990 (Municipality Act 1990), local
municipalities were introduced. In the subsequent years, the autonomy of these
municipalities increased. In 1999 a further reform was conducted, introducing
regions (voivodship) and districts (District Act 1998; Voivodship Act 1998).
Operating in conjunction to the local government, at the regional level, operates
the central administration, subordinate to the Prime Minister. Its mandate has been
gradually reduced to the responsibilities of upholding the quality of local law,
public security, crisis management, etc. Increasing competencies of local govern-
ment, accompanied by changes in their financial activities (Szewczuk et al. 2011)
progressively increased their income, by increasing the amount of income taxes.
Within the structure of local government, 16 regions, 380 districts and nearly 2.5
thousand municipalities can be found in Poland.

Polish accession to the European Union in 2004 opened a new chapter in the
development of both local and regional government in Poland. Pre-accession
funds and structural funds forced the local government to significantly redefine
the principles of the operation and management of socioeconomic development.
An influx of significant resources facilitated many infrastructure and social pro-
jects. Institutions learned to carry out their projects, while they were preparing
proposals and applying for the financing. Simultaneously, in order to seize the
opportunity of development, many governments applied for various external
sources, without examining the validity and effectiveness of the projects. There-
fore, many current researchers refer to the dysfunction of the absorption of EU
funds in financing, during the period 2007-2013 (Bober et al. 2013). This has led
to over-investment, which has caused two serious consequences for development
in the future. Firstly, the objects built with EU support are covered only by the
project life-span, which limits and hinders their use. In addition to this, institutions
are burdened with the substantial costs of maintaining the infrastructure (Misiag
et al. 2013). The second issue is the incurrment of critical levels of debt, which
blocks the possibility of greater involvement in the co-financing of projects in the
new term of funding in 2014-2020 (Suréwka 2014). It is, therefore needed, a
significant qualitative change in the way of strategic management and project
management. It is in this area where action needs to be taken, which will have a
strong impact on the process of management and improve their rationality (effi-
ciency and effectiveness).
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One of the answers to these problems can be found in the field of management
science. It is in the project management. According to studies, the adoption of the
project orientation increases the probability of achieving a positive result of the
project (Fuessinger 2006). This concept, in the literature, is treated as a process to
ensure the achievement of the objectives of the project (Munns and Bjeirmi 1996).
It is also an approach that defines the principles of project management in the
organization (Rodney and Muller 2003). The origins of it can be generally associ-
ated with the Manhattan Project (Seymour and Hussein 2014), that is with the
period of World War II. The aim of the aforementioned project was to be the first to
create the atomic bomb. Due to its vast scale, inter-discipline, complexity and time
pressure, many innovative organizational solutions and techniques were applied to
see the project to fruition. In business practice, this approach began to be
implemented in the 1960s (Kwak 2003). As evidenced by the establishment of
organizations such as the International Project Management (IPMA) and Project
Management Institute (PMI) (Kwak 2003). The effectiveness of the method also
justified its implementation in the public sector. This is reflected, among others, in
management standards commissioned by the government in the United Kingdom. It
was the foundation of one of the world’s most popular methodologies—PRINCE2
(Kwak 2003). Within the framework of these standards, new concepts of project-
oriented organizations are being created. They can be used to evaluate the level of
project orientation and to implement the principles of project management. In the
literature they are often called, “project maturity models” (e.g., Gareis 2005;
Lianyinga et al. 2012; Andersen and Jessen 2003; Kerzner 2011). Optimizations
of the course of a project are also attempted by the defining of phase models (life-
cycle models) (IPMA 2013). This is the aspect which will be most broadly
discussed in this article.

This article presents the assumptions of the phase model of the project,
implemented in one of the districts in Southern Poland'. The primary research
method used here, was the case study. It was the most suitable, from the standpoint
of the described issues (Yin 2013). The study included the institution, in which the
design approach has been implemented; that being the District Office. The main
source of data was the documentation of the implementation, which was established
during the introduction of the project orientation. The article brought closer the
specificity of the project management, and then incorporated descriptions of the
Project Phase Model, implemented in the surveyed institution. On this basis, and
based on the observations in the course of implementing the theoretical and
practical aspects, conclusions were reached and prepared.

! The author was the project manager on the contractor site. He was responsible, among others, for
the preparation and implementation of the objectives of project orientation, including the models
of both the program and project phases.



388 J. Strojny
2 Project Management: A Short Review of the Method

Project management describes both, the manner of managing projects as well as the
conditions in which the organization must maintain to ensure that the process runs
smoothly (Kerzner 2013). According to the Organization of Government Com-
merce (OGC) project management can be described as planning, delegating, mon-
itoring and control of all aspects of the project and the motivation of those involved,
to achieve the project objectives within the expected performance targets for time,
cost, quality, scope, benefits and risk (OGC 2009). According to the PMI analyzed
term, is understood as the application of knowledge, skills, tools, and techniques to
the activities in project to meet the project requirements (PMI 2013). However, in
the IPMA approach, project management is defined as the application of methods,
tools, techniques and competencies to a project, including the integration of the
various phases of the project life cycle (IPMA 2013). These approaches represent a
very similar interpretation of this concept. Based on these, it is possible to define the
two main dimensions of project management: (a) functional (course design) and
(b) context (environment project), which provide for the achievement of the pro-
ject’s success. The article focuses on the first of these dimensions.

Explaining the functional aspect, should provide some definition of the project.
The methodology PRINCE 2 defines a project as a temporary organization that is
created for the purpose of delivering one or more business products according to an
agreed business case (OGC 2009). Very similar interpretation of this term can be
found in the PMI approach. Project is defined as temporary endeavor undertaken to
create a unique product, service, or result (PMI 2013). Similarly, the IPMA defines
project as a time and cost constrained operation to realize a set of defined deliver-
ables (the scope to fulfil the project’s objectives) up to quality standards and
requirements (IPMA 2013). In the literature, can also be found other definitions
of the term project. It is emphasized the fact that the project is a demanding and
unique undertaken, requiring special responsibility. In practice, separation of the
projects from the field of normal activity often requires some assumptions and
definitions, characteristic of a particular organization.

Introduction of project management should result in an increase of the proba-
bility of success of the projects. According to the PMI, project success is measured
by product and project quality, timeliness, budget compliance, and degree of
customer satisfaction (PMI 2013). In other approaches, it is defined in the following
dimensions: (a) the success of the product, (b) the success of the project (Baccarini
1999) or (a) customer satisfaction, (b) the budget and schedule, (3) the success of
the business, (4) future prospects (Shenhar et al. 1997). The success of the project,
therefore, can be divided into two areas. The first is associated with the proper
carrying out of the operation (passing through the phase). While the second area of
success, that are the effects that the project brought to the company and to the
customer. The presented analysis assumes that the conditions to achieve success of
the project also affect the success in the dimension of its effects. This approach is
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presented often in literature (Jugdev and Muller 2005). Providing quality for the
customer and benefits for the company is therefore possible if the project is carried
out properly in terms of budget, time, and scope (Baccarini 1999).

Success in project management depends on the quality of the management of the
project course. The model describing this is usually called Project Phase Model or
Project Life-Cycle Model. It could be defined as a series of phases that a project
passes through from its initiation to its closure (PMI 2013). There are commonly
distinguished by several phases: conceptual, planning, execution and final, related
to the creation of value to the project (Pinto and Prescott 1990). The PRINCE2
comprises the following element of such a model: starting up a project, directing a
project, initiating a project, controlling a stage, managing product delivery, man-
aging and stage boundary, closing a project (OGC 2009). According to the PMI,
phase model includes: starting the project, organizing and preparing, carrying out
the project work, and closing the project (PMI 2013). There is also a similar
classification of IPM. Four-phase model, comprising: initiation, planning, imple-
mentation, closing, used in the approach presented in the research section of the
paper.

Management of the project course is obviously only one of the dimensions of
project orientation. A full analysis of the conditions of the implementation of such
projects therefore requires a comprehensive view. Project-based organizations
stand out from others in many ways (Brookes and Clark 2009). They have a specific
organizational culture, structure, and use a variety of techniques for planning,
controlling and control. According to one approach, referred to as the Maturity
Model of the Project-Oriented Company, eight dimensions are remarkable: project
management, program management, the assurance of the management quality in a
project or program, assignment of a project or program, the project portfolio
coordination and networking between projects, the organizational design of the
project-oriented company, management staff in the project-oriented company and
finally business process management in the project-oriented company (Gareis
2005). Of course, the literature mentions a number of other proposals, describing
project orientation. It may also be mentioned that these concepts were aided in their
creation by PMI model OPM3® (PMI 2003) or model Kerzner (Kerzner 2011). In
assessing the course of the project, a comprehensive approach to the organization
should be considered. This makes it possible to identify any inter-organizational
factors that can significantly determine the course of the project. In particular, when
creating detailed procedures for the phases of the project, it should be taken into
account the specifics of the solutions in the organization, which are to be
implemented in connection with project orientation.



390 J. Strojny

3 Optimization of the Performance of a Project: Case
Study in Polish Local Government

3.1 Basic Information

An example of the implementation of the project management method, in public
administration, references one of the Polish local governments at the district level.
It is located in Southern Poland, in the Malopolska region. Implementation was the
result of actions taken by the authorities of the district, with a view to improving the
quality of management. They were especially required to raise standards in the
management of the district budget, and the quality of public services. Changes were
complex, and meant adopting a project-orientation approach. It included the fol-
lowing elements: matrix structure, schemes of phase models of program and
project, defining, planning and controlling techniques, principles of coordination
of the project portfolio, templates of documents (Strojny 2012).

The starting point was the preparation of a definition of the project. It was
assumed that the project is a one-off undertaking with determined time, scope
and budget (Strojny 2011). Also distinguished were three types of projects: reor-
ganizational, infrastructure and social. It was assumed that, regardless of the type of
project, it will be carried out according to a standardized, general phase model,
including the phases: initiation, planning, realization and closure (Strojny 2011).

The first of these stages—initiation phase serves to create and establish the
concrete concept of the project. So this is the initial stage of planning activities.
Information collected is used to assess the suitability of the project for the organi-
zation, and to decide whether to get involved in the project, both in terms of
organization, as well as in cost. The planning phase is the main stage of planning.
Its start is possible when the concept of the project was assessed positively. This
stage is used to prepare the complex project plans (base plan). This entails, of
course, the costs associated with the work of employees, but also oftentimes
includes the costs of certain external services (e.g., the preparation of technical
documents). The realization phase is the basic phase of the project life cycle, during
which work is performed related to project management and other works (substan-
tive), appropriate for the type of project. During this phase, it is necessary to
provide continuous control, in order to determine the effect of deviations in the
course of the project, and to put the changes into operation. Closure phase is the last
phase of the project life cycle. It consists of the summary of the project and an
assessment of how much the outputs have met its parameters.

3.2 Optimization of Project Initiation

In the studied organization, it was assumed that the start of the project occurs at the
emergence of the idea of the project. In practice, this can be e.g., a preliminary idea
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of making an application to a competition or problem observed, that will require the
introduction of a solution. It was considered that this very initial stage of work on
the project is important to the organization, and can provide useful information to
management. Therefore a software was introduced that allows for the registration of
projects in the early stages of agreements. The first group activity that appears here
is Registering a design concept. It should be known that in public institutions, as in
many other modern organizations, knowledge management is an important success
factor. Although a large part of the ideas in this phase do not continue, managers
should monitor emerging ideas and come back to them in due time.

It is worth noting that the rest of the work on the project requires a certain
amount of work that needs to charge a certain unit of the organization. If the idea
seems interesting, line managers may authorize the preparation of the so-called
“Card of project concept”. Such a decision, however, means that the line unit (e.g.,
office or division) will pay the costs of hours that an employee will spend only to
prepare the project, not to do tasks (processes). They may be reclassified to a
temporary unit (project team), only when the operation approves such a unit, and
thus there occurs a transition to the planning phase.

An important innovation was the introduction of the obligation to assess the
objectives of the project, including an assessment of compliance with the strategy.
In Polish realities of public administration, both at the central and local government
levels, there does not appear to be consistent use of strategic tools. Many projects
are undertaken under the influence of lobby groups or political motives, without any
consideration for the strategic objectives.

Positive evaluation of the project, both in the strategic area, as well as in terms of
implications for institutions (financial, organizational, etc.) gives the rise to the start
of the project. Here follows a series of technical activities related to its registration.
At the same time it is worth noting that the matrix structure has been used. It
includes a hierarchical organization and temporary project teams. In the majority of
local governments, even if project teams were created, they are placed in the
hierarchical structure of the institution. Moreover, introduced regulations allowed
for a role reversal situation to occur. Subordinate in hierarchical system, can be the
project manager and a line manager as a project team member. The introduction of
such an approach, in the institutions with traditions of hierarchical culture, is very
difficult. However, it creates significant potential for the advent of creative change
and flexible action. The pattern of the initiation phase is shown in Table 1.

3.3 Optimization of Project Planning

The second phase of the project life cycle is also significantly changed in relation to
the practice of public administration. In most of these types of institutions the basic
planning process was based on the activities related to creation applications in the
context of competition from EU programs. Local governments do not use conven-
tional techniques of planning, developed under the project management methods.
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Table 1 Optimal scheme of project initiation phase in implemented life-cycle model
Ph.1 Tasks in project initiation phase Task type
Ph.1.1 | Idea of the project Milestone
Ph.1.2 | The registration of the project concept Task

(1) giving a working name and code of the project, (2) identification of | Actions

the unit substantive of the project concept, (3) identifying the person

responsible for formulating the concept, (4) preparation of the project

description, (5) estimating the cost of concept preparation, (6) giving the

project status “Concept”, (7) authorization to prepare a Project Concept

Card®
Ph.1.3 | Registered Project Concept Milestone
Ph.1.4 | Preparation of the Project Concept Card® Task

(1) description of the project (description needs, general description of | Actions

the scope of the project, preliminary analysis of the stakeholders, the

initial project risk analysis), (2) initial project plan (schedule, budget)
Ph.1.5 | Completed Project Concept Card® Milestone
Ph.1.6 | Internal evaluation of the concept Task
Ph.1.8 | Evaluation of the project assumptions Task

(1) assessment the compatibility of the project with the strategy Actions

(assigning the project to the strategic goal and development program),

(2) preliminary assessment of the impact of the project on the portfolio

(on portfolio schedule, resource allocation, budget and liquidity)
Ph.1.9 | Completed Project Initial Assessment Card® Milestone
Ph.1.10 | Reconciliation candidate for Project Manager Task
Ph.1.11 | Registration of the project Task

(1) giving a name to the project, (2) indication of the type of project, Actions

(3) assigning the code of the project, (3) obtaining the project manager,

(4) indication of the merits unit for the project, (5) allocation of the

planning budget of the project, (6) giving the project status “In prepara-

tion”, (7) agreement for the registration of the project
Ph.1.12 | Project registered Milestone
Ph.1.13 | Launching of the project Task

(1) preparation of the “Ordinance on the project start”, (2) appointment of | Actions

the Project Manager, (3) reconciliation of the Project Team, (4) estab-

lishment of the Project Team, (5) appointment of the Project Steering

Committee, (6) settlement of the initiation phase
Ph.1.14 | Project started Milestone

Source: Own work based on Strojny (2011, pp. 12-15)
4Systemic document

Described organizational innovations embrace implementation methods, including
Work Breakdown Structure, network diagrams, Gantt charts, histograms of
resource allocation, and budgets in various spreadsheets. A very important part of
the planning process is also a risk analysis. It has been implemented in both the
initiation phase (initial risk analysis), as well as in the planning phase.

The basic document used during the planning phase is the studied institution
“Project card”. On the basis of the information gathered in the “base plan” a
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Table 2 Optimal scheme of project planning phase in implemented life-cycle model

Ph.2 Tasks in project planning phase Task type
Ph.2.1 | Planning kick-off meeting Task
Ph.2.2 | Preparation of substantive documentation of the project Task
Ph.2.3 | Ready substantive documentation Milestone
Ph.2.4 | Obtaining funding Task

(1) preparation of the application, (2) application, (3) gaining a formal Actions
and substantive assessment, (4) signing of the contract

Ph.2.5 | Funding obtained Milestone
Ph.2.6 | Preparation of the baseline plan Task

(1) stakeholders analysis, (2) risk analysis, (3) project objectives assum- | Actions
ing, (4) preparation of the WBS, (5) development of the project schedule,
(6) preparation of the planned resources allocation, (7) preparation of the
project budget (8) preparation liquidity plan of the project, (9) prepara-
tion effectiveness plan of the project, (10) setting the baseline plan

Ph.2.7 | Saved baseline plan (Ready Baseline Report®) Milestone
Ph.2.8 | Preparation of Project Card® Task
(1) inclusion of baseline plan to Project Card®, (2) preparation of the Actions

organizational structure of the project, (3) preparation of the Responsi-
bility Matrix, (4) preparation of Communication Plan®, (5) preparation of
the Project Effects Card®, (6) transfer Project Card® for consultation
Ph.2.11 |Evaluation of the Project Card* Task
(1) assessment of the impact on the portfolio of projects, (2) assessment | Actions
of the impact on the program, (3) assessment of the overall impact on the
organization of work in the District Office, (4) assessment of the overall
impact on the finances of the District

Ph.2.12 |Ready Project Card" before the Realization Phase Milestone
Ph.2.13 | Approval of the project for realization Task

(1) transfer Project Card® for approval, (2) approval of the Project Card®, | Actions
(3) issuance of the Order of the Starost to Start the Project®, (4) change in
the status of the project to “Implemented”

Ph.2.14 | Settlement of the Planning Phase Task
(1) the approval of the Work Time Cards®, (2) preparation of the Project | Actions
Realization Report®, (3) verification of the on Project Realization Report®,
(4) preparation of the Project Controlling Report*

Ph.2.15 | Project realization started Milestone

Source: Own work based on Strojny (2011, pp. 12—-15)
4Systemic document

decision is made to continue the project (start), to halt, or to enact a complete
cessation of activities. Full scheme of tasks within the discussed phases is shown in
Table 2.
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3.4 Optimization of Project Realization

The realization phase often in practice depends not only on the approval, but
especially on the funding to begin launching. Here again reported implementation
significantly changed the philosophy of the approach to the project. The local Polish
governments processes of operational controlling, are significantly reduced. It often
comes down to an assessment of the level of work realization and product quality
during the calculation of partial receipts. Standards for controlling also are deter-
mined by the institution providing a source of financing for the project.

In the described district, a controlling system was implemented. It has been
standardized and is independent on the sources of funding used. An organizational
approach was introduced here as the PMO (Project Management Office), which was
placed in the Treasurer Department. Thanks to the controlling techniques used
(including EVT) authorities have the ability to continuously track the progress of
the project. Within this system can be used any reporting period (e.g., week,
month), which they consider appropriate from the point of view of the quality of
managerial information.

In addition to this, the PMO also introduced a temporary unit, the Project
Steering