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Preface

This is the fourth issue of the Springer’s series Eurasian Studies in Business and
Economics, which is the official book series of the Eurasia Business
and Economics Society (EBES, www.ebesweb.org). This issue includes selected
papers presented at the 16th EBES Conference that was held on held on May
27-29, 2015, at Bahcesehir University in Istanbul, Turkey, with the support of
the Central Bank of the Republic of Turkey and Istanbul Economic Research
Association. All accepted papers for the issue went through peer-review
process and benefited from the comments made during the conference as well.

During the conference, participants had many productive discussions and
exchanges that contributed to the success of the conference where 273 papers by
478 colleagues from 56 countries were presented. In addition to publication oppor-
tunities in EBES journals (Eurasian Business Review and Eurasian Economic
Review, which are also published by Springer), conference participants were given
opportunity to submit their full papers to this Issue. We regret that we could accept
only a small portion of those papers.

Theoretical and empirical papers in the series cover diverse areas of business,
economics, and finance from many different countries, providing a valuable oppor-
tunity to researchers, professionals, and students to catch up with the most recent
studies in a diverse set of fields across many countries and regions.

The aim of the EBES conferences is to bring together scientists from business,
finance, and economics fields, attract original research papers, and provide them
publication opportunities. Each issue of the Eurasian Studies in Business and
Economics covers a wide variety of topics from business and economics and
provides empirical results from many different countries and regions that are
less investigated in the existing literature. The current issue covers the following
fields:


http://www.ebesweb.org/
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. Banking and Finance

. Economics

. Management

. Entrepreneurship and Small And Medium-Sized Enterprises

AWM —

Although the papers in this issue may provide empirical results for a specific
county or regions, we believe that the readers would have an opportunity to catch up
with the most recent studies in a diverse set of fields across many countries and
regions and empirical support for the existing literature. In addition, the findings
from these papers could be valid for similar economies or regions.

On behalf of the Volume Editors and EBES officers, I would like to thank the
host institution Bahcesehir University, our sponsors the Central Bank of the
Republic of Turkey and Istanbul Economic Research Association, all presenters,
participants, board members, and keynote speakers and are looking forward to
seeing you at the upcoming EBES conferences.

Istanbul, Turkey Mehmet Huseyin Bilgin



Eurasia Business and Economics Society

Eurasia Business and Economics Society (EBES) is a scholarly association for
scholars involved in the practice and study of economics, finance, and business
worldwide. EBES was founded in 2008 with the purpose of not only promoting
academic research in the field of business and economics but also encouraging the
intellectual development of scholars. In spite of the term “Eurasia”, the scope
should be understood in its broadest term as having a global emphasis.

EBES aims to bring worldwide researchers and professionals together through
organizing conferences and publishing academic journals and increase economics,
finance, and business knowledge through academic discussions. To reach its goal,
EBES benefits from its executive and advisory boards which consist of well-known
academicians from all around the world. Every year, with the inclusion of new
members, our executive and advisory boards became more diverse and influential. I
would like to thank them for their support.

EBES conferences and journals are open to all economics, finance, and business
scholars and professionals around the world. Any scholar or professional interested
in economics, finance, and business around the world is welcome to attend EBES
conferences. Since 2012, EBES has been organizing three conferences every year:
one in Istanbul (usually in late May or early June) and two in Europe or Asia
(usually in January and October). Since our first conference, 3931 academic papers
have been presented, and also, in a very short period of time, EBES has reached
1460 members from 82 countries.

Since 2011, EBES has been publishing two academic journals. One of those
journals, Eurasian Business Review—FEBR, is in the fields of industry and business,
and the other one, Eurasian Economic Review—EER), is in the fields of economics
and finance. Both journals are published biannually, and we are committed to
having both journals included in SSCI as soon as possible. Both journals have
been published by Springer since 2014 and are currently indexed in Thomson
Reuters Emerging Sources Citation Index, EconLit, Google Scholar, EBSCO,
ProQuest, ABI/INFORM, Business Source, International Bibliography of the Social

vii



viii Eurasia Business and Economics Society

Sciences (IBSS), OCLC, Research Papers in Economics (RePEc), Summon by
ProQuest, and TOC Premier.

Furthermore, since 2014, Springer has been publishing a new conference pro-
ceedings series (Eurasian Studies in Business and Economics) which includes
selected papers from the EBES conferences. The 10th, 11th, and 12th and 13th
EBES Conference Proceedings have already been accepted for inclusion in the
Thompson Reuters’ Conference Proceedings Citation Index, and subsequent con-
ference proceedings are in progress.

On behalf of the EBES officers and Board, I sincerely thank you for your
participation and look forward to seeing you at our future conferences.

With my very best wishes,

Jonathan Batten, PhD
President
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Part I
Banking and Finance



Estimation of Efficiency Change in the Czech
Banking Sector Employing the Window
Malmquist Approach

Iveta Paleckova

Abstract The aim of this chapter is to examine efficiency change in the Czech
banking sector using the Window Malmquist approach within the period
2004-2013. We use the Window Malmquist model to estimate efficiency change
of commercial banks in the Czech Republic. The Window Malmquist index is
determined in order to investigate the levels of and the changes in the efficiency of
the Czech commercial banks over the analysed period. By this approach, the
technical efficiency is examined sequentially with a certain window width
(i.e. the number of years in a window) using a panel data of the Czech commercial
banks. The Window Malmquist index is based on Data Envelopment Analysis
(DEA) models. We found that the average Window Malmquist index reaches the
annual average growth of 5% in CCR and 3 % in BCC models. This positive
efficiency change was caused by average annual growth of technological change.
In the period 2010-2013, the positive value of Window Malmquist index was as a
result of positive value of efficiency change (catch-up effect).

Keywords Banking sector ¢ Czech Republic ¢« Data Envelopment Analysis ¢
Window Malmquist index

1 Introduction

The aim of this chapter is to examine efficiency change in the Czech banking sector
using the Window Malmquist approach within the period 2004-2013. For the
empirical estimation, we applied Window Malmquist index (WMI) on the data of
commercial banks in the Czech Republic. The Window Malmquist index is
constructed as a combination of Window Data Envelopment Analysis and the
Malmquist index approach. The Window Malmquist index is determined in order
to analyse the changes in the efficiency of the Czech commercial banks over the
analysed period. By this approach, the technical efficiency is analysed sequentially

1. Paleckova (B<)

Department of Finance and Accounting, Silesian University, School of Business
Administration, Opava, Czech Republic

e-mail: paleckova@opf.slu.cz
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with a certain window width using a panel data of the Czech commercial banks. The
Window Malmquist index is based on Data Envelopment Analysis (DEA) models.
The DEA measures efficiency of a homogeneous set of decision-making units
(DMUs) in their use of inputs to produce outputs. We use two models of DEA
approach, especially CCR model and BCC model that differ in returns to scale
assumption.

In empirical analysis, there is a lack of studies in banking sectors examining
efficiency change, which creates an opportunity for this research. According to the
author’s awareness, in empirical literature only a few studies exist, which estimated
efficiency change in banking sectors of V4. lviepkové (2012) estimated efficiency
change in the Czech banking sector using Malmquist index. Hanclova and
Stanickova (2012) and Paleckova (2015) measured the efficiency change in
Visegrad countries and Lyroudi and Angelidis (2006) estimated efficiency change
of selected countries of the European Union.

According to the author’s awareness, in empirical literature, any study which
applied the Window Malmquist on the Czech banking sector does not exist. The
Window Malmquist index was used by Rezitis (2010) who applied this model to
measure changes in agricultural Total Factor Productivity in the USA and nine
European countries.

The structure of the chapter is as follows. Second section describes empirical
analysis about efficiency of the Czech banking industry. Next section presents
methodology and data, the Data Envelopment Analysis, the Window Malmquist
index and selection of variables. Section 4 reveals empirical analysis and results
and section five concludes the chapter with summary of key findings.

2 Literature Review

Several empirical studies of the efficiency of the Czech banking sector exist and we
refer to some of them. Stavarek and Poloucek (2004) found that the Czech banking
sector was on average marked as the most efficient. Stavarek (2005) examined
efficiency of commercial banks in the group of Visegrad countries before joining
the EU. His conclusion was that the Czech banking sector was the most efficient.
Melecky and Stani¢kova (2012) also estimated banking efficiency of Visegrad
countries and evaluated the Czech banking sector as highly efficient.

Stanc¢k (2010) found that the efficiency of the banking sector in the Czech
Republic has improved in the last 10 years. Also, Stavarek and Repkova (2012)
confirmed that banking efficiency increased in the Czech Republic during the
period 2000-2010.

Andries and Cocris (2010) concluded that the Czech banks were inefficient from
the perspective of costs. Anayiotos et al. (2010) claimed that the efficiency in
banking sectors decreased during the pre-crisis boom and also during the crisis.
ﬁepkové (2014) used the DEA window analysis approach and found that Czech
commercial banks were efficient. Also, ﬁepkové (2013) estimated the Czech
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banking sector using the Dynamic DEA and she examined that banking efficiency
slightly increased within the period 2001-2011.

The empirical literature review concluded that most of the empirical studies
estimated banking efficiency. Conclusion of the literature review is that the Czech
banking efficiency increased during last years. But only a few studies examined the
efficiency change in the Czech banking sector. The contribution of this chapter is
the fact that the Window Malmquist will be applied on the data of the commercial
banks in the Czech banking industry.

3 Methodology and Data

This study employed two approaches, namely the Data Envelopment Analysis
window approach and the Malmquist index measurement. This combined method
is referred to as the Window Malmquist Index.

3.1 Data Envelopment Analysis

Cooper et al. (2007) described the Data Envelopment Analysis (DEA) as the
mathematical programming techniques which can handle large numbers of vari-
ables and relations, and this relaxes the requirements that are often encountered
when one is limited to choosing only a few inputs and outputs because the
techniques employed will otherwise encounter difficulties. DEA was developed
by Charnes et al. (1978) to evaluate the relative efficiency of a group of decision-
making units (DMUs). Seiford and Thrall (1990) stated that the DEA measures the
efficiency of a DMU relative to other similar DMUs with the simple restriction that
all DMUs lie on or below the efficiency frontier. Charnes et al. (1995) described
that the main advantage of Data Envelopment Analysis is that this approach
identifies, for inefficient DMUs, the sources and level of inefficiency for each of
the inputs and outputs.

The CCR (Charnes et al. 1978) method is a model with assumption of constant
returns to scale (CRS) and it delivers the overall technical efficiency. Banker
et al. (1984) extended the CCR model with assumption of variable return to scale
(VRS) and the resulting model is called BCC (Banker, Charnes and Cooper) model.

DEA begins with a fractional programing formulation as summarized by
Stavarek and Iviepkové (2012). We assume that there are n DMUSs to be evaluated.
DMU; consumes x;; amounts of input to produce y,; amounts of output. We assume
that these inputs, x;;, and outputs, y,;, are non-negative and each DMU has at least
one positive input and output value. The productivity of a DMU can be formulated
as:
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In the equation (1), # and v are the weights classified to each input and output. By
using mathematical programming techniques, DEA optimally assigns the weights
subject to the following restrictions. The weights for each DMU are assigned
subject to the constraint that any other DMU has no efficiency higher than 1 if it
uses the same weights, suggesting that efficient DMUs will be equal to 1. We can
write the function of DMU as the ratio of the total weighted output divided by the
total weighted input:

N
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i=1
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subject to ! <Lj=1,2.. g ....n, (3)
> ViXij
i=1
u->0,r=1,2,...,s, (4)
vi>0,i=1,2,...,m, (5)

where / indicates the estimated technical efficiency of DMUy, u, and v; denote
weights to be optimized, y,; is the amount of output of the rth type for the jth DMU,
Xx;jis the amount of input of the ith type for the jth DMU, r is the s different outputs,
i is the m different inputs and j denotes the n different DMUj, (Stavarek and
Repkovd 2012).

3.2 Window Malmquist Index

The Window Malmquist index estimates efficiency change of a DMU between two
time periods. The Malmquist index is based on DEA model. Malmquist index
breaks down into various components. The index provides a useful method of
distinguishing between changes in technical efficiency, pure technical efficiency,
scale, total factor productivity (TFPC) and shifts in the efficiency frontier (techno-
logical change) over time. WMI could be presented as the product of catch-up and
frontier-shift terms. The catch-up (or recovery) term shows the degree to which a
DMU improves or worsens its efficiency. The frontier-shift (or innovation) term
characterized the change in the efficiency during the two periods (Cooper
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et al. 2007). This WMI is the geometric mean of two indices, one evaluated with
respect to the technology (efficiency frontier) in the current period ¢ and the other
with respect to the technology in the base period s (Coelli et al. 1998).

The original idea of the Malmquist index was presented by Malmquist (1953).
Malmquist indices were introduced by Caves et al. (1982). Fare et al. (1992)
showed that the MI can be calculated using a non-parametric DEA approach,
given that suitable panel data are available and they applied DEA for determining
the Malmquist index. They assumed constant returns to scale. Next, Fare
et al. (1994) reflected variable return to scale and presented an extended decompo-
sition of the MI with another important factor capturing change in scale efficiency.

Following Fare et al. (1994), we used Data Envelopment Analysis approach to
construct an input-based Malmquist index between period ¢ (the base period) and
period s:

1

DI(y*,x) Dy, x%)]?
MI(ys7xs’yt’xt): It(y[a ,) X Is(yfa f) ,

Di(y',x") = Di(y',x")

(6)

where M;( ) is the input-oriented MI, D (y*, x*) is the distance function presenting a
maximal proportional reduction of the period s inputs under the period ¢ technology.
The distance function is written as follows:

D{(y*,") = min, (7)
subjecttoy,, < AY', (8)

Ox;s > X', 9)
4>0,i=1,...n, (10)

where 6 is a scalar and A is a constant vector. The value of € obtained is the
component score of the ith firm. X and Y denote vectors of input and output, and the
volumes of the ith input consumed and output generated by the DMU,, are denoted
by x and y, respectively.

The above measure actually is the geometric mean of two Malmquist produc-
tivity indexes. Fare et al. (1992) define that M; > 1 means productivity gain, M
< 1 denotes productivity loss and M; = 1 shows no change in efficiency from time
tto s. Relaxing Caves et al.’s (1982) assumption that D{ (y’, x") and D} (¥, x") should
equal to 1, and allowing for technical inefficiency, Fare et al. (1992) decomposed
their MI into two components:
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Table 1 Descriptive Variable Deposits | Labour Loans NII
statistics of inputs and outputs “Gy - 156845.1 | 2070.701 | 108460.7 | 5970.851
Median | 523647 | 735 39059 1508.6
Maximum | 636662 | 8525 472886 | 29460
Minimum 111.5 20.5 0 2
St. Dev. | 192395.1 |2518.894 | 1282132 | 7735.203
D (y' x*)

The first component EC = presents the technical efficiency change. The

PHCED)

1

1 1 7

second component TCC = [ZKE}J ) X ‘\ f)) ’
1 I

shows the technological change

between time period ¢ and s.

Fare et al. (1992, 1994) described that a value of TCC > 1 shows a positive shift
or technical progress, a value of TCC < 1 indicates a technical regress and value of
TCC =1 indicates no shift in technology frontier. This chapter used the decom-
position of WMI into technological change and efficiency change.

Window analysis is one of the several methods used to verify efficiency change
over time. The Window Data Envelopment Analysis approach was developed by
Charnes et al. (1985). Each DMU (in this chapter DMU is bank) in a different
period is treated as if it were a different DMU (independent) but remain comparable
in the same window.

3.3 Data and Selection of Variables

The data set used in the study was collected from the annual reports of the Czech
commercial banks within the years 2004-2013. All data are reported on unconsol-
idated basis. Only commercial banks were analysed. As we have reliable data
extracted directly from annual reports, we eliminated the risk that incomplete or
biased data may distort the estimation results.

We start estimation with definition of inputs and outputs. Several main
approaches that exist for definition of the input—output relationship in financial
institution behaviour are described in the empirical literature. We used intermedi-
ation approach which assumes that the banks collect deposits and transform them
into loans. Consistently with this approach, we used two inputs (we used labour and
deposits) and two outputs (we used loans and net interest income). Descriptive
statistics of individual variables is presented in Table 1.
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4 Empirical Analysis and Findings

Econometrics software MaxDEA was used for empirical analysis. We estimated the
efficiency of commercial banks using the DEA models, namely, input-oriented
model with constant and variable returns to scale. We used unbalanced panel data
from 13 Czech commercial banks.

Table 2 records average efficiency score in the Czech banking sector estimated
in CCR and BCC models. The average efficiency calculated in CCR model reached
the value 55-84 %. On the other hand, average efficiency with variable return to
scale was between 70 and 95 %. Efficiency in BCC model attained the higher value
than the efficiency in CCR model. The values of efficiency calculated in the BCC
model reached higher values of efficiency than the value in the CCR model. This
situation may occur when a bank, which has been marked as ineffective in the CCR
model due to its inaccurate size, will be marked as efficient in the BCC model. The
average efficiency was increasing during the period 2005-2008. During the period
2009-2011, the average efficiency was decreasing. It was probably caused as a
result of a financial crisis. In 2012 and 2013, the average efficiency increased.

Because of the large volume of information derived from DEA, it may be
difficult to summarize and evaluate. Therefore, it is often helpful to break down
the information using the Window Malmquist index. We calculate Window
Malmquist index from the DEA scores between adjacent periods. The application
of the Window Malmquist index is also conducted in MaxDEA software. The
Window Malmquist change indices are computed using DEA. The indices measure
TFPC for sampled banks in adjacent year during the period from 2004/2005 to
2012/2013. It is decomposed into technological change (TCC) and efficiency
change (EC). Table 3 presents the results of the average Window Malmquist indices
of the banking sector in CCR model during the analysed period.

The average Window Malmquist index reaches the annual average growth of
5 % in CCR model. This positive efficiency change could be divided into its catch-
up and frontier-shift components. The catch-up below 1.00 shows the negative
efficiency change. The mean value of EC (catch-up factor) recorded 1.00 or above
1.00 indicates progress or positive efficiency change. The catch-up effect is covered
by changes in pure and scale efficiency. Pure efficiency change characterizes core
efficiency due to improving of operations and management. Scale efficiency change
is related to returns to scale effects. In the Czech banking sector, the average annual
efficiency change (catch-up) was 1.01 in CCR which indicates positive efficiency
change. When we calculated a year-by-year score, we can see that the efficiency

Table 2 Average efficiency score estimated in CCR and BCC models
2004 |2005 |2006 |2007 |2008 |2009 |2010 |2011 |2012 |2013 |Mean

CCR 0.80 |0.70 [0.74 |0.74 |0.84 [0.84 |0.74 |0.55 [0.68 |0.76 |0.73
model
BCC 0.85 |0.82 [0.82 |0.85 |095 (092 |0.81 |0.70 [0.77 |0.86 |0.83

model
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Table 3 Average Malmquist pgriod EC TCC WMI

indices in banking sectors

e b R ] 2004-2005 0.88 1.20 1.06
2005-2006 1.05 1.05 1.10
20062007 0.99 1.11 1.10
2007-2008 1.00 1.04 1.04
2008-2009 1.00 1.01 1.01
2009-2010 0.87 1.02 0.89
2010-2011 1.01 0.96 0.98
2011-2012 1.25 1.00 1.25
2012-2013 1.11 0.93 1.04
Mean 1.01 1.03 1.05

Table 4 Average Malmquist pgriod EC TCC WMI

indices in banking sectors

e b B 2004-2005 0.96 1.10 1.06
2005-2006 1.01 1.11 1.12
20062007 1.02 1.09 1.11
2007-2008 0.98 1.08 1.05
2008-2009 0.97 1.02 1.00
2009-2010 0.88 1.07 0.95
2010-2011 0.98 1.00 0.98
2011-2012 1.10 0.91 1.01
2012-2013 1.11 0.93 1.04
Mean 1.00 1.03 1.03

change was below 1.00 in period 2004-2005, 2006-2007 and then 2009-2010. In
other periods, the average annual efficiency change was above 1.00.

Technological change characterizes the innovation in the banking industry that
could have been developed by the players. Technological change reached average
value of 1.03 in CCR model. It indicated the positive average annual growth of 3 %.
The technological change was decreasing during the period 2009-2013.

In the Czech banking sector, average Window Malmquist index ranges 1.05 in
CCR model. It shows the positive efficiency change. Average positive value of
window Malmquist index is caused by average annual growth of technological
change. In the period 2010-2013, the positive value of WMI is as a result of
positive value of efficiency change (catch-up effect).

The results of the average Window Malmquist indices of the banking sector in
model with variable return to scale are presented in Table 4. The average
Malmquist index reaches the annual average growth of 3 % in BCC model. In the
Czech banking sector, the average annual efficiency change (catch-up) was 1.00 in
BCC which indicates stagnation in efficiency change. A year-by-year score shows
that the efficiency change was above 1.00 in the period 2005-2007 and then
2011-2013. In other periods, the average annual efficiency change was below
1.00. Technological change reached average value of 1.03 in BCC model. It
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indicated the positive average annual growth of 3 %. The technological change was
decreasing during the period 2011-2013.

In the Czech banking sector, average Window Malmquist index ranges 1.03 in
BCC model. Thus, it shows the positive efficiency change. Average positive value
of Window Malmquist index is caused by average annual growth of technological
change. In the period 2011-2013, the positive value of WMI is as a result of
positive value of efficiency change (catch-up effect).

We decomposed the efficiency change into the catch-up and frontier-shift effects
and found that the frontier-shift effect was primarily accountable for the efficiency
growth rather than the catch-up effect, suggesting that the industry has a few
innovation or technological progress in the past 10 years. Technological efficiency
change is registered above 1.00 in the most analysed periods. It means that
technology has a positive effect on the total efficiency change.

5 Conclusion and Discussion

The aim of this chapter is to estimate efficiency change in the Czech banking sector
using the Window Malmquist approach within the period 2004-2013. For the
estimation, we applied Window Malmquist index on the data of the Czech com-
mercial banks. We estimated banking efficiency applying input-oriented model
under the assumptions of constant and variable returns to scale. We used unbal-
anced panel data from 13 Czech commercial banks.

The results show that average efficiency was slightly increasing within the
period 2004-2009. In 2011, average efficiency decreased in the Czech banking
sector. This decrease was probably as a result of financial crisis. Average efficiency
again increased in 2013. Our finding confirms the study of Anayiotos et al. (2010)
who concluded that the banking efficiency decreased during the period of financial
crisis. Also, this result is consistent with the results of Stavarek and ﬁepkové (2012)
who found that average efficiency was increasing during the period 2001-2010.

The average Window Malmquist index reaches the annual average growth of
5 % in CCR and 3 % in BCC models. This positive efficiency change can be divided
into its catch-up and frontier-shift components. The average annual efficiency
change (catch-up) was 1.01 in CCR and 1.00 in BCC models. When we calculated
a year-by-year score, we can see that the efficiency change was below 1.00 in period
2004-2005, 2006-2007 and then 2009-2010. In other periods, the average annual
efficiency change was above 1.00. Technological change (frontier-shift) reached
average value of 1.03 in CCR model as well as in BCC model. It indicated the
positive average annual growth of 3 %. The technological change was decreasing
during the period 2010-2013.

The average Window Malmquist index ranges 1.05 in CCR and 1.03 in BCC
models. It shows the positive efficiency change. Average positive value of window
Malmgquist index is caused by average annual growth of technological change. In
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the period 2010-2013, the positive value of Window Malmquist index was as a
result of positive value of catch-up effect.

We found that the frontier-shift effect was primarily accountable for the effi-
ciency growth rather than the catch-up effect, suggesting that the industry has a few
innovation or technological progress. Repkova (2012) concluded that Malmquist
index reached an annual average negative growth of —4.7 % during the period
2001-2010. She found that the catch-up effect was primarily accountable for the
productivity growth rather than the frontier-shift effect, suggesting that the industry
has lacked innovation in this period. These different results are probably caused due
to the different analysed periods and using different approaches.

Acknowledgements Research behind this chapter was supported by the Internal Grant System of
the Silesian University under the project 1GS/6/2015 “Application of Window Malmquist
approach for estimation of the Czech banking sector”.
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An Assessment of the Paper Industry
Firms Listed in Borsa Istanbul Using
Entropy-Based MAUT Method

Mehmet Apan, Ahmet Oztel, and Mehmet Islamoglu

Abstract The aim of this study is to measure the market and financial performance of
the paper industry firms listed in Borsa Istanbul by adopting multiple attribute utility
theory (MAUT) which is one of the most widely used multi-criterion decision-making
(MCDM) methods. The performance of the firms is assessed for the period between
2011 and 2013. The weights of evaluation criteria are determined by applying entropy,
which is an objective weighting method. In the analysis, the firms are ranked by
integrating entropy-based MAUT method. According to the analysis results,
Kartonsan has the highest performance rate for all the years, whereas Viking has
shown the poorest performance except for the year 2011. During the period, Mondi
and Olmuksan, which are acquired by foreign investors, have shown relatively stable
performance; however, the performance rate of Kaplamin is unstable. The only firm
that has a rising performance trend during the period is Alkim. On the other hand, the
sample is also analyzed by using equal weighted MAUT.

Keywords MCDM « MAUT -« Entropy  Paper industry « Market performance ¢
Financial performance

1 Introduction

Paper is mainly a forest-based material that can be utilized for many different
purposes. However, early paper was made from rags, e.g., of linen, rather than
wood pulp and that it became popular as a writing material only around the twelfth
century (Elliott 2012). Nowadays, it is not only used as a writing material but also
consumed as cleaning and packing agents. Moreover, technology has experienced
change under the influence of digital media, and this leads to a substantial decrease
in paper consumption as writing material.
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Previous researches examining the paper and paper products industry have
shown that per capita paper consumption is closely associated with country’s
development indicators. Paper consumption is linked to a country’s GDP, and
high per capita paper consumption is accepted as a major indicator of national
civilization and modernization (Ozarslan et al. 2011). The research study conducted
by Sandalcilar (2012) revealed that there was a strong bidirectional causality
between paper consumption and economic growth.

In Table 1 below, USA is the leading country in per capita paper consumption,
which is far more greater than the average of developed countries for all the periods
given. Likewise, Canada occupies the second place in per capita paper consumption
being over the average consumption of developing countries during the period.

In Turkey, even there has been gradually increasing trend in per capita paper
consumption since 1970; generally, it is slightly over the average per capita
consumption level of developing countries. In the last decades, Turkey with its
emerging economy attracted foreign capital for several industrial branches. In
parallel with rising foreign capital inflow, capacity utilization ratio and production
of the industry have increased. Some domestic enterprises were acquired by foreign
investors such as Olmuksan International Paper and Mondi Tire Kutsan. By the
evolution of the paper and paper products firms, the foreign trade deficit in the
industry substantially decreased. According to the end of 2014 figures, the export
import ratio appeared to be 51 % (Islamoglu and Celik 2015). In 2009, regarding the
industry, capacity utilization rate announced by TURKSTAT was 70.8 %. In
parallel with the import of foreign capital and recovery in the economy, the
competitive power of the firms showed an improvement till 2013 and the capacity
utilization rate of the industry reached 79 %. Consequently, the experienced con-
juncture stimulated the efficiency and productivity of the industry, which is a major
concern in terms of economic growth.

Survival and sustainability of firms depend on measurement of their perfor-
mance using objective and reliable data. To verify whether the managing body of a
firm is successful in his decisions, performance analysis must be implemented, and
in accordance with evaluation of analysis results, all necessary improvements
should be made. In other words to ensure sustainability, performance analysis is
vital (Islamoglu and Celik 2015). The purpose of the study was to determine if
paper and paper products firms quoted on Borsa Istanbul (Istanbul Stock Exchange)
are efficient and productive according to the multiple criteria. Therefore, first of all,
the criteria (stock price, asset size, total sales, Ebitda/Equity, Ebitda/Assets, Profit
Margin) used in assessing efficiency and productivity are adapted using MAUT,
which is a mathematical based, nonparametric, multi-criteria decision-making
method. The firms which perform badly or well will be recognized considering
the results related to efficiency and productivity measures. As of 31.12.2014, the
number of paper and paper products firms quoted on Borsa Istanbul were seven
within the period of 2011Q4, 2012Q4, and 2013Q4.

This chapter proceeds as follows. The next section gives the summary of the
related literature. The third section is about the data specification and methodology.
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In Sect. 4, the empirical findings are given. Finally, the concluding remarks are
presented in Sect. 5.

2 Literature Review

There is a plenty of academic studies performed using MCDM methods. However,
there are a limited number of studies examining the financial performance of paper
and paper products firms using this method in particular. As MCDM method, the
use of multiple attribute utility theory essentially provides a formal mechanism with
which a decision maker can “cost out” performance in one criteria for performance
in another. Thus, the approach provides a formal procedure for an intuitive strategy
(Butler et al. 2001).

Suslick and Furtado (2001) proposed a model to improve the quality of invest-
ment decisions in petroleum exploration using MAUT methodology. They deter-
mined three key objectives when evaluating new petroleum ventures—financial,
environmental, and technological gain. They found that in some mature areas, the
advantages of exploration are restricted only to financial gain. According to the
empirical results, the incorporation of the key functions in the process of capital
allocation can increase the management’s awareness of risk and provides the
company with a risk E&P (Exploration and Production) decision model with
more options.

Lagoudis et al. (2006) examined the economic and strategic value-adding
attributes for various sectors of the ocean transportation by applying MAUT
methodology. They adopted Johansson et al.’s (1993) four value metrics—service,
quality, cost, and time. Results showed that the most important attribute that ocean
transportation companies regard in common is quality and there is differentiating
importance put in service and cost by different sectors. Time is regarded as the most
trivial attribute among surveyed companies.

Konuskan and Uygun (2014) performed entropy-based MAUT method in selec-
tion of smart phones using quantitative (price, size, distance) and qualitative
specials (smartness, excellence) by taking opinions of seven experts. According
to empirical findings, through 10 contemporary smartphones, Nokia Lumia 1020
was selected as the most efficient.

Turkoglu and Uygun (2014) discussed Cukurova regional airport site selection
as a multi-criteria decision-making problem. They proposed VIKOR and MAUT as
an effective approach to problem solving. And according to the outcome of these
two methods, Mersin-Kargili Region was identified as the best place through the
alternatives.

In the study conducted by Islamoglu et al. (2015) using the entropy-based
TOPSIS method, the financial performance of REITs quoted on Borsa Istanbul
was examined between 2011Q1 and 2014Q3. In the research, the financial suc-
cesses of REITs were assessed through ratios under capital structure, turnover,
liquidity, and profitability topics. We ignored nonfinancial criteria. For the
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15 quarterly REIT data sets, the TOPSIS calculation results and rankings were
provided using the entropy weightings, and for all the periods, ranking of the
TOPSIS scores is made in descending order starting from the best performing
firm. The results showed that the best performance belonged to Avrasya REIT.

3 Data and Methodology

3.1 Criteria Weighting

The preferred level of criteria may be not equal in MCDM problems. Weighting of
criteria is useful to determine the superiority of criteria. A weight of criterion is
assigned to the 7 that attribute as a measure of its relative importance for a given
decision problem (Zeleny 1974). Quite a few methods for determining attribute
weights have been proposed. However, no single method can guarantee a more
accurate result, and the same DMs may obtain different weights using different
methods (Weber and Borcherding 1993; Chen et al. 1992). In this study, entropy is
preferred to calculate the weights of criteria. Entropy method is very smart for
determining a weight to each criterion because of the fact that (Erol et al. 2011;
Chen et al. 1992; Hwang and Yoon 1981; Zeleny and Cochrane 1973; Xu
et al. 2004; Zou et al. 2006; Sopadang et al. 2002) (1) it does not require any
decision maker’s judgment to rank the criteria and (2) very ease of calculation of
weight values of criteria.

3.1.1 Entropy Method

Many objective weighting methods have been proposed by researchers. The most
prominent of these is the entropy method. This method was built on the concept of
entropy, which proposed by Shannon and Weaver (1949) is defined as a measure of

uncertainty.
The entropy method can be summarized as follows (Wang et al. 2004; Islamoglu
et al. 2015):
Decision matrix D of m alternatives and m criteria:
X1 X ... X .. X,
A1 X1 X2 ... Xjoo... Xip
Az X?l X.zg e X'Zj e x?n
b : : : : X
A,' Xil Xi2 cee X oo Xin ( )

Ap [ Xm1 Xm2 oo Xmj o o X
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Where

A; is the ith alternative considered.
x;j is the performance value of ith alternative for jth criterion.
i=1,2,....mandj=1,2,...,n

Step 1

Tij =

> X
p=1

The normalized decision matrix, R = ["’:f]mxn’ is obtained from Eq. (2)

Step 2

m
ej=—k» rylnrg,j=1,2,...,n. 3)
=1
1

For each criteria, the entropy values, ¢;, are obtained from Eq. (3), where k = . is

a constant that guarantees 0 < e¢; < 1 and m is the number of alternatives.

Step 3

1—e
Wyo=———9  i=1,2,....n (4)

PXZ:I (1 - e,,)

Finally, the weight of criteria, W;, are assigned by Eq. (4), in which the degree of
n
divergence (1 — e;) of the average information contained by each criterion. > W;
J=1
= 1 can be seen easily.

3.2 MAUT Method

The basic concept of MAUT (multiple attribute utility theory) is that in any MCDM
problem, there exists a real-valued function U defined on the set of feasible
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alternatives which the decision maker wishes, consciously or not, to maximize
(Olson 1995; Keeney and Raiffa 1976; Ishizaka and Nemery 2013). Each alterna-
tive obtains in an outcome, which may have a value on a number of different
dimensions. MAUT seeks to measure these values, one dimension at a time,
followed by an aggregation of these values across the dimensions through a
weighting procedure (Zietsman et al. 2006).

The MAUT approach can be summarized into the following steps (Zietsman
et al. 2006; Erol et al. 2011):

Step 1 To acquire the utility values for the benefit criteria, the normalized value,
1, is obtained from Eq. (5):

x,-j — I~

. J - T = minx:

T = e whereu;” = max X, = min.x; (5)
i

In the same way, the normalized value, r;;, for the cost criterion is obtained from
Eq. (6)

+
u — xj
| Y + _ T — min x-
rp = whereu;” = max X, I = min x;; (6)
T

Step 2 The final utility value of each alternatives calculated by adding the utilities
of alternatives on different attributes as follows:

n
Ui= wiry (7)
J=1

Step 3 Rank the preference order. Select an alternative with maximum utility value
i is the best rank value.

4 Results

In this context, the financial performance ratios for the periods 2011Q4, 2012Q4,
and 2013Q4 were computed individually and used to evaluate the firm’s financial
achievement. Furthermore, the main financial performance scores were
transformed into a unique score by the entropy-based MAUT process. In this
framework, following the ranking of the paper and paper products firms in
descending order, starting from best performing firm, the empirical results were
revealed.
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4.1 The Setting of the Decision Matrix

The paper and paper products firms listed in Borsa Istanbul that have alternatives,
the supremacy of which has to be recognized through the formed decision matrix
rows, while in the columns the financial performance ratios which are the assess-
ment criteria appear. Six alternatives (the firms) and six assessment criteria (finan-
cial performance ratios) were adapted in the sample. First, the decision matrix was
set with the dimensions (6 x 6) for the MAUT technique acquired from the firms.
The decision matrices for the periods 2011Q4, 2012Q4, and 2013Q4 related to the
firms’ subjects of the study are, respectively, shown in Table 2.
The decision hierarchy for the selected problem is given in Fig. 1.

4.2 Weighting of Criteria via the Entropy

Weights of criteria are assigned by the entropy method and are given in Table 3. In
the table, weights of criteria show differences throughout the periods. For example,
while the weights of Asset Size and Total Sales realized notably high as of 2011Q4,
conversely the same figures were low in 2012Q4. However, the year after, the
weights were at average levels in 2013Q4. For all the periods, the weights of Profit
Margin compared to the other criteria occurred high. Weights related to EBITDA/
Equity and EBITDA/Equity took the lowest values for all the periods.

4.3 The Organizing of the Normalized Decision Matrix

The normalized decision matrix calculated by Egs. (5) and (6) is illustrated in
Table 3. The paper industry normalized decision matrix structure for the periods is
shown in Table 4.

4.4 The Final Utility Values and Rankings (201104, 201204,
and 201304)

The MAUT final utility values were obtained by Eq. (7) for the three quarterly data
sets of paper industry firms. The final utility values are presented in Table 5. As
seen in the table, KARTONSAN has exhibited the best performance for all the
periods. During the analysis period, OLMUKSAN and MONDI were the firms
keeping their stable performance, but KAPLAMIN had an unstable performance.
ALKIM has shown gradually increasing financial performance; however, VIKING
has shown the worst performance except for 2011Q4 period.
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Table 3 Criteria weights for the periods

Selection of the best financial
erformance for paper firms

& @& & i

B B m

Fig. 1 The decision hierarchy of the firms

M. Apan et al.

PR Sp AS TS EE EA
2011Q4 0.04700 0.33310 0.25560 0.08850 0.03050 0.24520
2012Q4 0.24942 0.09765 0.06708 0.07569 0.03529 0.47486
2013Q4 0.00106 0.18946 0.18875 0.17943 0.02682 0.41449

PR periods, SP stock price, AS asset size, TS total sales, EE EBITDA/equity, EA EBITDA/asset,
PM profit margin, 04 cumulative quarter for year

Table 4 Normalized decision matrix for periods

Firms

PR

Sp

AS

TS

EE

EA

PM

ALKIM

2011Q4

1.00000

0.40140

0.00000

0.00000

0.00000

0.66950

2012Q4

0.23609

1.00000

0.00000

0.43811

1.00000

0.69497

2013Q4

0.89143

1.00000

0.48529

0.16909

1.00000

0.68123

MONDI

2011Q4

0.49510

0.38290

0.74870

0.76590

1.00000

0.49050

2012Q4

0.19803

0.76768

0.98006

0.28274

0.18698

0.69661

2013Q4

0.75263

0.15668

0.70084

0.22204

0.55128

0.68794

KAPLAMIN

2011Q4

0.00000

0.00000

0.29150

0.35250

0.26850

0.00000

2012Q4

0.88231

0.21691

0.53713

0.43851

0.36039

0.67095

2013Q4

0.00000

0.00000

0.59192

0.16237

0.00000

0.50734

KARTONSAN

2011Q4

0.72870

0.45600

1.00000

0.15550

0.51480

1.00000

2012Q4

0.17902

0.67059

1.00000

0.00000

0.00000

1.00000

2013Q4

0.86257

0.85997

1.00000

0.00000

0.21868

1.00000

OLMUKSAN

2011Q4

0.28530

0.38530

0.78770

0.31620

0.56580

0.55910

2012Q4

1.00000

0.00000

0.62013

0.22499

0.42480

0.68916

2013Q4

1.00000

0.40696

0.77906

0.14028

0.94776

0.75112

VIKING

2011Q4

0.61190

1.00000

0.63050

1.00000

0.38040

0.30870

2012Q4

0.00000

0.46181

0.97302

1.00000

0.09129

0.00000

2013Q4

0.50291

0.36856

0.00000

1.00000

0.01260

0.00000

PR periods, SP stock price, AS asset size, TS total sales, EE EBITDA/equity, EA EBITDA/asset,
PM profit margin, 04 cumulative quarter for year
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Talble i/{ :{1}6} final utﬂitfy . Firms 2011Q4 |2012Q4 [2013Q4 | Total
value (A scores) of each  — iy 0.3449  0.55501 |0.62152 |1.52143
alternative for the periods

MONDI 0.5608 | 0.5489 | 0.50253 | 1.61223

KAPLAMIN 0.1139 0.6418 0.35114 | 1.10684
KARTONSAN | 0.7165 0.65208 | 0.77294 | 2.14152
OLMUKSAN 0.5255 0.6503 0.58712 | 1.76292

VIKING 0.6989 [0.18928 |0.25013 | 1.13831
Table 6 The MAUT ratings iy 2011Q4 [2012Q4 [2013Q4 | Total
for the periods ALKIM 5 1 > 1
MONDI 3 5 4 12
KAPLAMIN 6 3 5 14
KARTONSAN | 1 1 1 3
OLMUKSAN |4 2 3 9
VIKING 2 6 6 14
7
6 o o
5
4
3
2
1
0
2011Q4 2012Q4 2013Q4
== ALKIM == MONDI == KAPLAMIN

== KARTONSAN === OLMUKSAN =@- VIKING

Fig. 2 The ratings of the firms

The MAUT rankings are obtained from final utility values and are shown in
Table 6. As seen in Tables 6 and 5, KARTONSAN has the best financial perfor-
mance and occupies the first place; on the contrary, VIKING showed the worst
financial performance for all the periods and ranks the last. At the same time, as can
be seen in Tables 5 and 6, the total final utility value and the total ratings showed
that KARTONSAN has had the highest level of financial success, and VIKING and
KAPLAMIN have had the lowest successful financial performance.

In the performance analysis, rankings and the final utility values based on
MAUT, covering all the period scores are demonstrated in Figs. 2 and 3, respec-
tively. According to the figures, the KARTONSAN Company occupies the first
place and drastically decreasing financial performance of the VIKING is also
recognized.
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024 / Y:

2011Q4 2012Q4 2013Q4
—o— ALKIM ~#— MONDI A= KAPLAMIN
3= KARTONSAN == OLMUKSAN VIKING

Fig. 3 The final utility value of the firms

5 Conclusions

The purpose of this study is to analyze the financial performance of the paper
industry firms listed in Borsa Istanbul during the 2011-2013 period using the
entropy-based MAUT method. Paper consumption constitutes an important part
of people’s daily life. The aim of paper consumption has changed due to techno-
logical developments. The traditional usage on the one hand, the paper consump-
tion is increasing to new ones in Turkey. For instance, the consumption of paper for
cleaning purposes. Between Turkey and other countries in the world, there are
significant differences per capita of paper consumption. Per capita consumption of
paper in our country from this perspective is far behind the developed countries. In
this study, using the MAUT methodology, performance scores of the companies
operating in the paper industry were identified. According to the MAUT scores, it
was found that Kartonson showed the best performance and considered to be the
most stable company. On the other hand, Olmuksan has taken second place. The
third is Alkim company; the Mondi has received the fourth and, in the same period,
the Kaplamin and Viking have taken the last place in the ranking.

Financial performance analysis with the MCDM methods are rather rare in the
literature. In this respect, we hope that this study will make a significant contribu-
tion to the literature and it will also help scholars for further research.
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Impact of Integrated Communication
on Entrepreneurial Companies’ Financial
Performance: A Developing Economy

Tamara Jovanov Marjanova, Elenica Sofijanova, Ljupco Davcev,
and Riste Temjanovski

Abstract Entrepreneurial companies as the basis for economic growth should be
aware of the factors of influence on their financial success, so they can achieve
proper allocation of scarce resources. This chapter presents the state of the art in the
communication processes of entrepreneurial companies within an emerging econ-
omy and the impact of integrated communications on profitability. The research is a
part of a project “Strengthening the business capacity of women entrepreneurs in
Republic of Macedonia, as a developing country.” This chapter argues that usage of
integrated communication leads to increased profitability. The method of quantita-
tive and qualitative research is used through questionnaires and personal interviews
with managers in the food industry. The data are processed with IBM SPSS19.
Conclusions are based on descriptive and deductive statistics. The results show that
the companies, regardless of the size, give priority to economic propaganda and
sales promotion; they mostly use nonpersonal, mass media, mainly television;
combination of several elements of the promotional mix, i.e., integrated commu-
nications affect profitability; and combination of media for promotion has impact
on profitability. The conclusion suggests that implementation of integrated com-
munication results in positive effect on the financial performance and increases the
chances of investment in further development.

Keywords Integrated communication < Entrepreneurship ¢ Financial
performance ¢ Developing economy ¢ Food industry

1 Introduction

One of the main elements of the marketing mix is marketing communication,
known more as promotion. Marketing communication is defined as “a process
that includes all the information that is transferred between parties who want to
engage in mutually advantageous exchange or transaction/relationship” (Yudelson
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1999, p. 66). Today, we are talking more about integrated marketing communica-
tions—a combination of elements that create a complete picture of a product/
company through transfer of the promotional message. The promotional message
as the source of information is directed from the sender (company) to the recipient
(consumers and other stakeholders), designed according to the objective that the
company is pursuing. In fact, the promotional strategy is affected by numerous
factors related to consumers (Hawkins and Mothersbaugh 2010), and the promotion
of the product/company should support primarily the marketing purposes specified
in advance.

The achievement of the objectives can be completed through the right mix of
elements of promotion/marketing communication, such as (Keller 2001) and
(Grewal and Levy 2008) economic propaganda (mass media, interactive advertis-
ing, outdoor advertising, advertising in the store), sales promotion (to consumers
and retailers), personal selling, direct marketing, and publicity and public relations
(marketing events and sponsorships).

During the communication process, many obstacles that reduce the effectiveness
of the message can occur. Some of them are: wrong encoding or encryption of the
message from the sender (design and content expressed through words or symbols
that do not make sense or have a completely different meaning within certain
cultural groups), misrepresentation by the recipient, failure in the choice of media
(not in touch with the target consumers or inappropriate message—with too little
information, too fast, etc.), and the environmental impact of receiving the message
and others. Due to the negative impact of these barriers in communication, the
companies should include and analyze several different aspects of the promotional
strategy or promotional message: goals to support, the budget for the communica-
tion process, the target audience for which the message is intended, design and
content of the message, promotional mix, media and time of broadcast, and control
of the campaign.

It should be emphasized that the message can have many different, but also
complementary goals (Kotler and Keller 2009). That means, the communication
mix should (Fill 2009, pp. 9-10) differentiate the product, remind and reassure
consumers about the product and the experience of the brand (new reliable evidence
relating to the product), inform or educate (place and price of purchase, ethics,
social responsibility, etc.), and encourage consumers and distributors to purchase
the product, etc.

2 Literature Review

Many studies prove the connection of promotion with rising sales and its relevance
to business performance. The positive long-term effect of promotion on different
indicators of performance of companies is confirmed by many authors. Srinivasan
et al. (2000) state that the promotion has positive influence on increasing market
share in long-term period. Promotion is associated with the increased sale of
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product category (Nijs et al. 2001). The promotion affects the choice, frequency,
and quantity of supply of products (Pauwels et al. 2002). According to Srinivasan
et al. (2004), there is a direct relation between the level of promotion and level of
profit margins and revenues. The size of the perceived value and the sale of the
brand are in a positive and direct correlation with, and it depends on promotion
(Sriram et al. 2007). The promotion has positive influence on higher perceived
value of the brand and reduces the price elasticity of demand in the long term
(Ataman et al. 2009).

Studies show that in the process of supply of consumer goods, consumers rely
more on publicity associated with the product and the company, rather than
advertising and also consider that activities related with publicity have more
credibility (Celebi 2007). It was also determined that the economic propaganda,
i.e., targeted advertising of the brand has a positive relationship with sales and the
value of the brand (Keller 1993). The literature also states that sales promotion and
economic propaganda should be directed to two target segments (Keller 2010), to
the final consumer (pull strategy) and to intermediaries (push strategy).

The percentage of companies that are active in social networks has grown from
82 % in 2010 to 90 % in 2011 (growth in using Facebook from 71 to 74 % and
Twitter from 59 to 64 %) (Datamonitor Group 2012). On the other hand, most of the
suggestions and comments of customers come through e-mail (69 %), while only
20 % from Facebook, and a key role in causing a reaction on consumer’s side has an
attractive and relevant content directly related to product/company (Datamonitor
Group 2012).

Furthermore, the organization of extraordinary events, creation of viral adver-
tising messages for consumers due to the “wow factor,” can encourage the con-
sumers to transfer the information among them, which will initiate a long-term
change and, in the same time, build the identity of the company in the minds of
consumers (Lawton 2003). Types of events or sponsorships in which the companies
usually participate are (Holmes 1977): charity, welfare, health funds (67 %); assis-
tance to public and private education (62.6 %); reduction of pollution (58.2 %);
participation in local activities (50.5 %); sustenance of resources (23.0 %); renova-
tion and development of the community (11 %); etc.

The process of accepting a promotional message, i.e., mass media commercial,
depends on certain factors that affect its visibility and acceptance (Jovanov
Marjanova 2009): connection to real life (86 %); good topic, actors, and music
(67 %); modern design (54 %); and elements of humor (35 %). Moreover, in order
for the message to be transmitted by the consumers through word of mouth
marketing, four key factors of motivation should be considered (Aaker 2011):
involvement of the product—33 % (product novelty and likability), involvement
of the person—24 % (to attract attention, demonstration of knowledge and infor-
mation, need of confirmation of their views, need to feel superior to others, etc.),
involvement of third person—20 % (transfer of the message in order to show
concern for others, friendship), and involvement of the message—20 % (message
content is very interesting and informative and it is transmitted through self-
initiative).
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3 Methodology and Hypothesis

This research is a part of an ongoing project, entitled “Strengthening the business
capacity of women entrepreneurs in Republic of Macedonia, as a developing
country.” The study presents part of the information which focuses on verifying
the significance of the implementation of integrated marketing communication for
the financial performance of the entrepreneurial small- and medium-sized compa-
nies in a developing economy.

The research methodology involved both quantitative and qualitative research
methods. Secondary data are derived from books, journals, and academic articles.
Primary data were collected with the techniques of structured questionnaires about
managers’ attitudes and current practices of marketing activities and a follow-up,
semi-structured interview with the managers. The analysis is based on parametric
statistics, and the responses were measured on a nominal and interval (Likert) scale.
Business performance, i.e., profitability and market orientation degree, was mea-
sured on a subjective scale. The subjective scales are taken as a measure due to
(1) managers’ avoidance to provide accurate data that reflect their business perfor-
mance and (2) high level of convergence between subjective and objective scales
for measuring business performance as reported by Dawes (1999). The profitability
of the companies was measured on 11-point subjective scale (from 0 extremely
poor to 10 absolutely outstanding). The statistical sample included 19 entrepreneur-
ial companies from the production sector in Macedonia. Data were analyzed with
IBM SPSS19. The conclusions are given on the base of descriptive and deductive
statistics.

Based on the literature review and in order to provide sufficient knowledge about
current marketing practices in companies in a transitional economy, this chapter
examines the activities of marketing communication in entrepreneurial companies
in Republic of Macedonia. The main goal is to alter the state of mind of the owners
and managers of the companies in a way that will lead to better understanding of the
marketing concept and, thus, increase the implementation of marketing activities
and consequently improve business performance. In the light of the
abovementioned literature, we argue that the implementation of integrated market-
ing communication increases companies’ performance and, accordingly, try to
prove that (1) entrepreneurial companies operating in a developing economy have
intensive external communication with consumers, (2) the most popular element of
promotion is economic propaganda and the most popular medium of communica-
tion is television, (3) implementation of combined method of communication
(integrated communication) directly affects profitability (by rejecting the opposite
Hy hypothesis: implementation of combined method of communication does not
affect profitability), and (4) combination of different media of communication
directly affects profitability (by rejecting the opposite Hy hypothesis: combination
of different media of communication does not affect profitability).
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4 Findings and Discussion

Based on the fact that marketing activities should not be conditioned primarily by
companies’ size, but by the attractiveness of the industry and turbulence of the
environment in which it works, this study included companies of different sizes in
the sample. Size was defined primarily by number of employees (1-9 micro, 10-49
small, 50-250 medium, above 250 large) according to the definition given in the
Company Law (2004). Therefore, the statistical sample consists of nearly equal
representation of small (31.6 %), medium (36.8 %), and large (31.6 %) companies.

From Table 1, it can be seen that the financial situation (profitability) of
companies is rather poor. Most of the companies have reported profits that are
poor to moderately poor (42.1 % cumulatively). The companies reported that the
current levels of profitability are sufficient for survival, but not for significant
necessary reinvestment for further growth and development.

Earlier research among domestic Macedonian companies shows that the ideas
about promotion activities are similar among companies from different industries
and, most of them are characterized by the following (Jovanov Marjanova and
Temjanovski 2012): the main goal of the promotional messages is purchase of the
product, while the rest of the possible goals (positioning, awareness, image) are
being ignored; there is no equivalent addressing to different target groups of
stakeholders and the consumer is the only specific primary target group; the
message is usually not related to the behavior (beliefs and attitudes, lifestyle,
reference group, etc.) of the end users; the design of the message (graphics—colors,
background, positioning of products in the message, sound, appeal, etc.) is prepared
by the medium and not the company or a specialized organization; the content of
the message is given/decided by the owners of the company, which mainly want the
message to include the products, the name and the logo of the company, point of
sale, and price discounts; and in terms of budget for promotion, most of the
companies (80 %) allocate less than 5 % of the revenue from sale, or the annual
amount ranges from 500 to 700 euros for all marketing activities in companies,
including promotional activities. It is necessary to note that while discussing the
budget, most of the entrepreneurs did not distinguish marketing from promotional
strategy, which leads to the conclusion that the budget provided for marketing
activities is actually the budget for promotion. Additionally, in connection with the
promotional mix, elements that are often used to promote the activities and products

Table 1 Profitability of companies

Frequency Percent Cumulative percent
Valid Poor 3 15.8 15.8
Moderately bad 5 26.3 42.1
Moderately good 6 31.6 73.7
Very good 3 15.8 89.5
Extremely good 2 10.5 100.0
Total 19 100.0
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are promotion of sales and economic propaganda, often in combination. On the
other side, personal selling is used exclusively for intermediaries, while direct
marketing (e-mail, social media, etc.) and public relations and publicity (organizing
events, articles in newspapers, etc.), especially by micro and small companies, are
rarely used.

The primary research has confirmed most of the conclusion given in previous
studies. Namely, the companies reported that they mainly use economic propa-
ganda (3.37) and sales promotion or a combination of several ways of promoting
(Table 2).

In terms of free choice of media which are used for economic propaganda, we
can say that between companies there is still prevalent use of traditional mass
media. The most commonly used medium is television. Radio, press, and internet
are not so common. Previous research shows that the Macedonian domestic com-
panies have the following characteristics (Jovanov Marjanova and Temjanovski
2012): the majority of companies (80 %) advertise on local television, advertising in
specialized weekly or monthly magazines is used by 20 % of the companies, around
20 % have a proactive communication through social networks, about 50 % of them
have created a web page, outdoor advertising (billboards) are used by 50 % of the
surveyed companies, and other sources (posters, brochures, flyers) are rarely used
or not used at all.

In addition, the primary research of this chapter confirmed that television is the
most widely used medium for the transmission of the promotional message,
followed by frequent use of a combination of minimum three different media
(Table 3).

Furthermore, the deductive statistics examines the relationship of the elements
of promotion, the used media for promotion with the profitability of companies, and
their direct impact on this indicator of business performance. The results (Table 4),
based on Pearson correlation, show that the strongest relationship between the

Table 2 Average values of implementation of different elements of promotion

Economic Sales Direct PR and Combination (minimum
Statistics propaganda | promotion | marketing |publicity | three different elements)
N | Valid 19 19 19 19 19
Missing | 0 0 0 0 0
Mean 3.37 4.58 242 2.58 3.58

Note: Min value =1 (never); Max value =5 (always)

Table 3 Level of usage of different media

Combination (minimum three different
Statistics Television |Radio |Paper |Internet | media)
N | Valid 19 19 19 19 19
Missing | 0 0 0 0 0
Mean 3.58 242|253 |2.89 2.95

Note: Min value = 1 (never); Max value =5 (always)
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different elements of promotion and profitability occurs with the use of publicity
and a combination of different elements of promotion/integrated communication.

Additionally, the strongest connection between different media and profitability
is seen with the use of combination of several different media (television, radio, and
the Internet), then with television, radio, and the Internet (Table 5). Using the press
does not show a significant association with profitability.

In terms of proving the key hypothesis that integrated communication affect
profitability, testing on the basis of simple linear regression was conducted. The
results (according to the rule of decision making: ¢ > t4¢.,) show that in the case of
implementation of integrated communication (combination of different elements of
promotion), there is a direct positive impact on the profitability of companies
(Table 6).

Furthermore, when the companies are using a combination of minimum three
different media for promotion, there is also a direct positive impact on profitability
(Table 7).

The time aspect of promoting the message includes the frequency of broadcast-
ing on a daily basis and the duration of the broadcast. Macedonian companies have
the freedom to decide which advertising period they will use and for how long.
Previous research shows some of the characteristics that are common for their
promotional activities (Jovanov Marjanova and Temjanovski 2012): key factor in
the time aspect of the message is the cost and not the objectives of promotion, the
media plan is usually created by the media based on preliminary information on the
budget for promotion of the company, and it is also common for the company not to
ask or require a preparation of a media plan.

The success of the promotional strategy depends on its assessment and control.
In addition to this knowledge, the research has shown that less than half of the
companies (40 %) partially follow the process of promotion from beginning to the
end with control of the date of broadcast of the message. However, they do not
make an assessment of the campaign in terms of the end user (no research about
where and how the consumers found out about the product/company, no record of
the number of purchases initiated by the promotional message, etc.). This means
that the control of the implementation of the contract by the medium is only partial.

5 Conclusions

The modern consumers are not moving directly toward purchase of the product, but
they rather go through more complicated process of decision making, which is often
a selective process in stages. In fact, the purpose of a company, except sales, should
also be communication and, respectively, should clearly indicate the position on the
market, create awareness of the modified/new products, encourage product trials,
and enhance the corporate image.

In terms of the target groups of the communication, the companies should
simultaneously address more than one key target group: the primary target group
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Table 6 Regression estimates

R Adjusted
Model |R square | R square F Sig. F
1 0.690" 0.477 0.446 15.488 0.001

a. Predictors: (Constant), Combination (minimum three different elements)
Coefficients®

Model Unstandardized Standardized t Sig.
coefficients coefficients
1 (Constant) B Std. Error | Beta
Combination (minimum 2.009 |0.984 2.042 |0.057
three different elements)
1.012 | 0.257 0.690* 3.935 |0.001

Notes: N =19, *significant at the 0.01 level (Sig. 0.001 <a 0.01, Hy: There is no impact on
profitability, is rejected)
“Dependent Variable: profitability

Table 7 Regression estimates

R Adjusted
Model |R square | R square F Sig. F
1 0.789* 0.622 | 0.600 28.032 0.000
a. Predictors: (Constant), Combination (minimum three different media)
Coefficients®
Model Unstandardized Standardized t Sig.
coefficients coefficients
1 (Constant) B Std. Error | Beta
Combination (minimum 2.639 | 0.637 4.140 |0.001
three different media)
1.015 [0.192 0.789%* 5.294 | 0.000

Notes: N=19, *significant at the 0.01 level (Sig. 0.000 <a 0.01, Hy: There is no impact on
profitability, is rejected)
“Dependent Variable: profitability

of end users, groups with impact on the primary target group, and suppliers and
distributors. Also, when a company is establishing the budget for promotion, it
should clearly make a difference between funds for promotional strategy and funds
for overall marketing activities.

According to the analysis, the recommendation for the companies is to use a
combination of elements in the promotional mix and devote more attention to
public relations and publicity and the alternative approaches (viral marketing).
The publicity and public relations can be effectively used to create awareness of
the brand and positive attitudes among the public for the company as a whole. The
sales promotion and economic propaganda should have only occasional use (when
launching a new product or in case of reduced demand in a particular period of the
year), because they are usually burdened with high costs.
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When a company makes decisions related to the selection of media for convey-
ing the message, it is important to know the preferences of the consumers, as well as
all available media in the market. In this regard, for more efficient operation, in
terms of selecting a suitable media, the recommendations are for increased usage of
nonpersonal media who have contact with the primary target group, but not
necessarily with the general public, which can reduce the funds intended for the
media. In advertising, the companies should also consider the method of unpaid
placement of the product, the half-screen advertising, and Internet advertising.

Furthermore, besides the group of traditional nonpersonal media (audiovisual
media), companies should also include interactive media—social networks and use
the website for direct contact with the target group. In addition to the implemen-
tation of interactive communication, the companies should follow some social
media rules (Aaker 2011): in the absence of extremely interesting message, the
company should offer a highly functional product, link it to the self-image of the
consumers and their lifestyle or social usefulness; the audience usually doubts the
transmitter of the message and, requires a high credibility, so when companies
promote their own brand, they should emphasize facts and not use opinions;
companies need to represent the accepted culture and values that are followed by
the target group; and the audience wants to express opinions, so a dialogue should
be enabled and promoted in order to create credibility and motivation.

Unlike the current situation, the time of message broadcast and investment in
promotion should be planned according to the corporate and marketing goals and
not only according to the tariff of the medium. Consideration about the time of the
broadcast and the frequency of broadcasting should be made in accordance with the
habits of the target audience.

The control of promotional activities can be performed with pretesting (focus
groups) and posttesting (percentage of consumers who know the product and the
promotional campaign and the percentage of consumers that has changed its views
and opinion based on the campaign). Additionally, the implementation of promo-
tional activities should be controlled, and key points of control are recommended to
be: satisfaction and approval of buyers and consumers (through questionnaires and
proposals—in the beginning of the project), sales (sales reports and financial
indicators—monthly), competition (examination of suppliers and the reactions of
competitors), and development and improvement of sales force (training and
supervision). One of the most important elements in the process of communication
is receiving feedback from the target audience and two-way communication as a
control mechanism.

Since the connection and direct impact of integrated communication on profit-
ability were proven, it can be concluded that the success of business performance
depends on coordinated and integrated marketing communication. The key element
is the message as a carrier of information, and with the implementation of some of
the proposed changes in the strategic plans of the companies, better financial results
can be expected based on effective communication with the end users.
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Cross-Border Contagion Risk Transmission
Through Stock Markets Channel: The Case
of the Baltic Countries

Vilma Deltuvaité

Abstract International investors have seen emerging stock markets as the most
exciting and promising area for investment, especially because they are expected to
generate high returns and to offer good portfolio diversification opportunities.
However, the recent global shocks in the major financial centers raise the question
about portfolio diversification opportunities during financial turmoil. The objective
of this study is to identify the episodes of cross-border contagion risk transmission
through stock markets channel in the Baltic countries. Dynamic Conditional Cor-
relation Generalized Autoregressive Conditional Heteroskedasticity
(DCC-GARCH) model and Favero and Giavazzi outlier test are used. The results
of this empirical study allow to identify some episodes of the cross-border conta-
gion risk transmission through stock markets channel in the Baltic countries, for
example, the announcement of the Lehman Brothers bank collapse on
15 September, 2008, etc. The empirical results of this study suggest that despite
the low degree of the Baltic stock markets global and regional integration, system-
wide shocks in the global financial centers affect the Baltic stock markets. The most
significant effect of the cross-border contagion risk transmission was identified in
Estonian and Lithuanian stock markets, while the reaction of investors in Latvian
stock market was more conservative.

Keywords Cross-border contagion risk ¢ Global integration ¢ Stock markets ¢
Baltic countries

1 Introduction

Many empirical studies have investigated the regional and global integration of the
Baltic stock markets. Mateus (2004) investigated the impact of global risk factors
on returns of the 13 European Union (EU) countries during the period of
1997-2002. The results of this empirical study show that global risk factors are
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relatively more important for Estonia and Lithuania, while local risk factors are
more important for Latvia. Besides, Estonian and Lithuanian stock market indices
show very low correlations with world and Europe indices. While Maneschiold
(2006) analyzed the long-run relationships among Baltic stock markets and the
stock markets of the USA, Japan, Germany, the United Kingdom, and France. The
results of this study show that the short-run and long-run Granger causality among
the European stock markets (especially German stock market) and Baltic stock
markets exists. However, the results of this empirical study indicate about low
degree of the global integration of the Baltic stock markets. Nielsson (2007)
investigated the interdependence between the Nordic and Baltic stock markets
over the period 1996-2006. Surprisingly, little interdependence between the Nordic
and Baltic stock indices was found. The results show limited evidence of the Nordic
and Baltic stock markets integration in the short run and long run. Masood
et al. (2010) investigated the co-integration and causal relationship between the
stock exchanges of the Baltic countries. The authors of this empirical study have
found strong evidence that the Baltic stock markets are co-integrated and a long-run
bidirectional causal relationship between Vilnius, Riga, and Tallinn stock indexes
exists. Briannds et al. (2012) studied the Baltic States’ stock exchanges and the
influence exerted by the Russian stock exchange. The authors of this empirical
study found strong evidence of the Baltic stock markets interdependence in both
returns and volatility. They also found asymmetric effects of Moscow returns on
the index returns and volatilities in the Baltic States’ exchanges. The results of the
aforementioned empirical studies show that the degree of global integration of the
Baltic stock markets is very low, while the regional integration of these stock markets
is high. However, the recent global shocks in the major financial centers raise the
question about the possible system-wide shock transmission from the major stock
markets to the Baltic stock markets despite the low degree of global integration. The
main research questions are: can the spillover effect occur from the major stock
markets on the Baltic stock markets despite the low international integration and
what type of shocks cause the cross-border contagion risk transmission to the Baltic
stock markets? The aim of this chapter is to identify the episodes of cross-border
contagion risk transmission through stock markets channel in the Baltic countries. The
research object is stock markets in the Baltic countries. The research methods are the
systemic, logical, and comparative analyses of the scientific literature and statistical
methods, Dynamic Conditional Correlation Generalized Autoregressive Conditional
Heteroskedasticity (DCC-GARCH) model, and Favero and Giavazzi outlier test.

2 Literature Review

There are many empirical studies (Mateus 2004; Maneschiold 2006; Nielsson 2007,
Masood et al. 2010; Brénnis et al. 2012; etc.) investigating the regional and global
integration of the Baltic stock markets. However, there are only a few studies
(Soultanaeva 2008; Dubinskas and Stunguriené 2010; Syllignakis and Kouretas
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2011; Kuusk et al. 2011; Brannis and Soultanaeva 2011; Nikkinen et al. 2012)
analyzing the cross-border contagion risk transmission through stock markets
channel in the Baltic countries.

Soultanaeva (2008) investigated the spillover effect of political news from
Russia on the Baltic stock markets for a period from 2001 to 2007. In order to
capture the spillover effect, they used the expanded VARMA-AGARCH model
proposed by Hoti et al. (2005). VARMA-AGARCH model is a multivariate gener-
alization of the asymmetric GARCH model proposed by Glosten et al. (1993). The
empirical results show that local and foreign political news lowered the risk in
Latvian and Estonian stock markets during 2001-2003; however, political news
from Russia had a risk-increasing effect on Estonian stock market. The empirical
results of this study show that a less significant effect of political news on the stock
markets of Riga and Tallinn was observed in 2004-2007. Surprising that political
news does not have any impact on Vilnius stock market during the whole analyzed
period. In summary, the findings of this empirical study suggest that the effect of
political news on the Baltic stock markets is decreasing over time. Besides, the
Baltic stock markets’ adjustment to political news differs despite some common
characteristics. Soultanaeva (2008) explains that these empirical findings could be
resulted by the quality of information and investors’ perceptions regarding political
news. The movements of the Baltic stock markets depend also on investors’
interpretations of political news announcements, international trade relations
existing among the Baltic countries and Russia, etc.

Dubinskas and Stunguriené (2010) analyzed the alternations in the causality in
the stock markets of the Baltic States and Russia during the 2008—-2009 financial
crises. This paper employed Granger causality, the Dickey—Fuller, and Johansen
testing methodology. Both methodologies demonstrated a strong co-integration
between the changes in the indices of all Baltic stock markets irrespective of the
period analyzed (i.e., precrisis, during the crisis, postcrisis). According to the
authors of this empirical study, the financial downturn trends of the Baltic stock
markets that started in September 2008 originated in the Latvian stock market. The
results of the survey showed that the financial downturn to the largest extent
affected the Latvian and Estonian stock markets, while the Lithuanian and
Russian stock markets survived the equity plunge period comparatively painlessly.
The empirical results confirm that in view of a financial crisis, the interests and
expectations of most investors are related to larger markets that are normally
considered more reliable and resilient.

Syllignakis and Kouretas (2011) applied the Dynamic Conditional Correlation
(DCC) multivariate GARCH model of Engle (2002) in order to capture potential
contagion effects among the USA, German, and Russian stock markets and the
Central and Eastern European (CEE) stock markets during the period 1997-2009.
The analysis of the dynamic correlation coefficients provided substantial evidence
in favor of contagion effects due to herding behavior in the financial markets of the
CEE emerging stock markets, particularly around the 2007-2009 financial turmoil.
The finding of this empirical study showed that the statistically highly significant
effect on the conditional correlations during the recent stock market crash may be
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attributed to the increased participation of foreign investors in the CEE stock
markets, as well as to increased financial liberalization, particularly after the
accession of the CEE countries to the EU in 2004. These findings further suggest
that the differences on the impact of the 1997 Asian crisis and the 2007-2009 crisis
had on the CEE stock markets may also be attributed to the different origin and type
of the two crises.

Kuusk et al. (2011) investigated whether the US 2008 crisis spilled over conta-
giously to the Baltic States as small open economies during the period from 2008
until 2009. The authors employed two main approaches (the correlation
coefficients-based methods and the ARCH-GARCH framework) for testing hypoth-
eses regarding possible financial contagion from the US stock market to the Baltic
stock markets during the crisis that started in the USA in 2008. According to the
authors of this empirical study, correlation coefficients-based testing reveals
supporting evidence on financial contagion. The unadjusted postcrisis correlation
between the USA and all three Baltic stock markets is quite significantly higher
than the precrisis correlation, which supports the contagion hypothesis and indi-
cates that linkages between the USA (crisis country) and Estonia, Latvia, and
Lithuania (noncrisis countries) have become stronger after September 15, 2008
(the starting date of a crisis). Using the adjusted correlations, Kuusk et al. (2011)
found that the differences between pre and postcrisis correlations are much smaller
but still more than 1.5 times in favor of postcrisis correlations. However, the results
of the MA (1)-GARCH (1,1)-M model are mixed: mean spillover effects from the
US to Baltic stock markets are stronger during the crisis period as compared to the
tranquil period, while the conditional variance does not exhibit statistically signif-
icant positive spillovers in any of the observed markets neither in the crisis period
nor in the noncrisis period.

Brinnis and Soultanaeva (2011) studied the impact of news from the Moscow
and New York stock exchanges on the daily returns and volatilities of Baltic stock
market indices during the period of 2000-2005. To account for the possibly
asymmetric effects of news in Moscow and New York on the stock market indices
of the Baltic States, the authors extended the conditionally heteroskedastic
ARasMA specification of Brinnids and De Gooijer (2004). This nonlinear time
series model accounts for asymmetries in conditional mean and variance functions.
The results of this empirical study showed that neither good nor bad news arriving
from New York and Moscow has any significant impact on Riga’s stock market.
The study by Brinnds and Soultanaeva (2011) showed that good news from
New York has a positive impact on returns of Tallinn’s stock market, while bad
news from Moscow and New York has a negative impact on returns on this stock
market. The shocks arising in New York have larger effects than those of Moscow
on the returns of Tallinn’s stock market. According to this empirical study, good
news from Moscow has no significant impact on returns in Vilnius stock market,
whereas bad news has a negative impact and the market reaction to bad news from
Moscow is quite fast, i.e., within the same day. Brannis and Soultanaeva (2011)
found that news arriving from New York has stronger impacts on market returns in
Tallinn and Vilnius than news from Moscow. They found no evidence of
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asymmetric impact of good and bad news from New York on returns in Baltic
States, while for Vilnius they found no volatility spillovers from New York in
contrary for Tallinn.

Nikkinen et al. (2012) analyzed the linkages between developed European stock
markets and three Baltic stock markets during the period of 2004—2009. Nikkinen
et al. (2012) payed a special focus on the integration of these emerging stock
markets and European stock markets during recent financial crisis. They applied
the Granger (1969) causality test and vector autoregressive analysis (VAR) in order
to investigate the financial integration of the Baltic stock markets at the European
level. The empirical results of this study demonstrate a high segmentation of the
Baltic stock markets before the recent financial crisis which has significantly
decreased during the crisis. These empirical findings suggest that the Baltic stock
markets are closely integrated with the major European stock markets especially
during the crisis period.

So, despite the low international integration, the spillover effect from the major
stock markets on the Baltic stock markets was identified in most empirical studies.
The main research questions of this empirical study are: can the spillover effect
transmit from the major stock markets on the Baltic stock markets despite the low
international integration, and what type of shocks cause the cross-border contagion
risk transmission to the Baltic stock markets? This empirical study also attempts to
identify the episodes of cross-border contagion risk transmission through stock
markets channel in the Baltic countries.

3 Research Methodology and Data

There are a range of econometric tools and techniques used to study the cross-
border contagion risk transmission through stock markets channel. All these econo-
metric methods can be distinguished into two main groups: econometric methods
that clearly define the beginning of crisis period and investigate the linkages
between two stock markets before and during the crisis and econometric methods
that investigate the structural breaks of relationship between two stock markets
without dating the beginning of crisis period a priori. This empirical study will
apply the statistical methods from the second group: the Dynamic Conditional
Correlation  Generalized  Autoregressive  Conditional — Heteroskedasticity
(DCC-GARCH) model and Favero and Giavazzi outlier test.

The DCC-GARCH (p, q) model that was introduced by Engle (2002) is an
econometric tool used to model correlation between two or more data series. The
standard DCC-GARCH (1,1) model was applied in this empirical study [see Engle
(2009) and Nakatani and Terdsvirta (2009)]. The estimation of a GARCH (1,1)
model is an intermediate step in order to derive inputs for the DCC-GARCH (1,1)
model that was used to model correlation between two particular stock market
indexes. In this case, we have n stock market indexes and the return vector is a
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column vector & = (eyy, . . .,e,,,)/ with assumptions &]|F,—; ~ N(0, H,). That is,
Ele|F;—1] = 0andE [e;e,|F,_1] = D,P,D, = H,. Nakatani and Terésvirta (2009) and
Engle (2009) define DCC-GARCH (1,1) model as follows:

Yt:/’lf+gt7 (1)
g[:D[Z“ (2)

where Y, —n-dimensional vector of logarithmic returns of the stock exchanges
indexes at time £;

u—n-dimensional vector of the expected value of the conditional Y, (¢, = E(Y,|F;_1));

e—n-dimensional vector of mean-corrected logarithmic returns of the stock
exchanges indexes at time #;

D, = diag{\/hy;,...,\/hu, } and \/h; are the conditional standard deviations of
€y The conditional variance follows a univariate GARCH process:

q P

2 .

hiy = aj + E aj€; i+ E Bijhi.i—j
j=1 j=1

z—mn-dimensional vector of iid errors with E[z|Fi1] =0 and
Elzz|Fi] =P = [pij.i]. where F,_,""'! is the information set up and
including time 7—1

H—time-varying conditional covariance matrix of the process ¢, (H [L.j = hichjipyj. 1
i#j,where 1 <i, j<n)

P —time-varying positive definite conditional correlation matrix of the process &,.

E[zigzj|Fi—1] E[eqej|Fi-1]
Dij = E[ZithI|F171] = =

\/E[zft|F,1]E{zf,F,1} \/E[e§|Ft1]E[e},F,l}

= corr e, £;|Fr—1] .

The Favero and Giavazzi (2002) outlier test is similar to the multivariate version
of the Forbes and Rigobon test, as both procedures amount to testing for contagion
using dummy variables. The Favero and Giavazzi (2002) approach consists of two
stages: (1) identification of outliers using a vector autoregressive (VAR) model
(3) and (2) identification of shocks analyzing the outliers of the previous step using
dummy variables (4).
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Yy, Ao Ak Ak oo A Y«
Yo, | | A " Asix Angk . Ak Yo ik
Yn,t An() Anl,k An2,k cee Ann,k Yn,tfk
€1t
€2 ¢
{2 e ~WN(O, %) (3)
En,t
where Y4, ..., Y, —n-dimensional vector of variables (logarithmic returns of the
stock exchanges indexes) at time ¢
Ao, - . -, A,o—n-dimensional vector of variables’ intercept
A1 - - s App—n-dimensional coefficients’ matrices;
€14 - - - Enr—an unobservable zero mean white noise vector process with time
invariant covariance matrix.
d = 1: |l),"[| > 36,,,[ (4)
bt 0: otherwise

where d; —a unique dummy variable corresponding to each outlier
v; —the residuals from a VAR that contains the logarithmic returns of all the stock
exchanges indexes in the system with respective variances o>

v,i*

That is, a dummy variable is constructed each time an observation is judged
extreme, |v;,| > 30, , with a one placed in the cell corresponding to the point in
time when the extreme observation occurs, and zero otherwise.

This empirical study focuses on daily stock market indexes for three Baltic
countries: Lithuania (LTU), Latvia (LVA), and Estonia (EST) and largest stock
markets at global level: United States (USA), China (CHN), Japan (JPN), United
Kingdom (GBR), Canada (CAN), France (FRA), Germany (DEU), Australia
(AUS), India (IND), Brazil (BRA), Korea (KOR), Hong Kong (HKG), Switzerland
(CHE), Spain (ESP), Russia (RUS), Netherlands (NLD), South Africa (ZAF),
Sweden (SWE), and Mexico (MEX). Daily data on the sample stock markets
indexes were obtained from Thomson Financial DataStream for a 14-year period,
i.e., from 2000 to 2014Q3.

4 Research Results

The dynamic conditional standard deviations of the logarithmic returns of the Baltic
stock indexes derived from DCC-GARCH (1,1) model are presented in Fig. 1. The
empirical results suggest that dynamic conditional standard deviations of the
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Fig. 1 Conditional standard deviations of the logarithmic returns of the Baltic stock exchanges
indexes using DCC-GARCH (1,1) model
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Fig. 2 Normalized conditional standard deviations of the logarithmic returns of the Baltic stock
exchanges indexes using DCC-GARCH (1,1) model

logarithmic returns are very unstable and time varying. The highest value of
conditional standard deviation of Lithuanian stock index (6.71) was observed on
10/15/2008, a month after the collapse of Lehman Brothers bank in USA
(September 15, 2008). In Latvia and Estonia, the highest values of conditional
standard deviations of the logarithmic returns were caused by internal shocks in
stock markets: in Latvia (8.69) on 9/06/2001 and in Estonia (4.75) on 8/25/2009.
In order to compare conditional standard deviations of the logarithmic returns of
different Baltic stock exchanges indexes, the conditional standard deviations were
normalized by using min—-max method (see Fig. 2). Min—max method normalizes
indicators to have an identical range [0, 1] by subtracting the minimum value and
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Table 1 The outliers of the normalized conditional standard deviations of the Baltic stock
exchanges indexes logarithmic returns

Lithuania Latvia Estonia
Normalized Normalized Normalized
conditional conditional conditional
standard standard standard
Date deviation Date deviation Date deviation
10/10/2008 | 0.98 9/04/2001 | 0.96 10/13/2008 | 0.95
10/13/2008 |0.98 9/05/2001 | 0.99 10/14/2008 |0.91
10/14/2008 |0.99 9/06/2001 | 1.00 8/25/2009 | 1.00
10/15/2008 | 1.00 9/07/2001 | 0.93 8/26/2009 |0.93
10/16/2008 | 0.96
10/17/2008 |0.95

dividing by the range of the indicator values. The outliers (>0.9) of the normalized
conditional standard deviations of the Baltic stock exchanges indexes logarithmic
returns are presented in Table 1. The empirical results presented in Table 1 suggest
that the spillover effect is transmitted from the US stock market to the Lithuanian
and Estonian stock markets after the collapse of Lehman Brothers bank, while the
other two shocks in Latvian and Estonian stock markets were caused by internal
factors. The empirical results of this study confirm the findings of earlier studies by
Eun and Shim (1989), Koch and Koch (1991), and Liu and Pan (1997) that the USA
is the major source of internationally transmitted shocks. The Latvian stock market
seems to be quite autonomous to external shocks, and the strongest impact of US
stock market on the Lithuanian and Estonian stock markets may be due to the fact
that these stock markets are larger than that Riga’s. Besides, the conditional
correlation between the logarithmic returns of the Baltic and US stock indexes
also increased during this financial turmoil suggesting about the cross-border
contagion risk transmission through stock markets channel in the Baltic countries.

The outliers of the Baltic stock indexes logarithmic returns derived using the
Favero and Giavazzi (2002) outlier test (VAR model) are presented in Fig. 3. The
empirical results suggest that the spillover effect transmitted simultaneously from
the US stock market to the Baltic stock markets during 10/06/2008—10/16/2008
after the collapse of Lehman Brothers bank in USA (September 15, 2008). While
the spillover effect of other system-wide shocks [e.g., September 11 attack on the
World Trade Center (September 11, 2001), the internet bubble burst (May
21, 2002), the Middle East financial markets crash (May 2006), Greek debt crisis
(April 23, 2010), Ireland’s debt crisis (September 1, 2010), Portugal’s debt crisis
(May 16, 2011)] on the Baltic stock markets was not observed. These empirical
results confirm that the spillover effect can transmit from the major stock markets to
the Baltic stock markets despite the low international integration. The shocks
caused by the cross-border contagion risk transmission to the Baltic stock markets
are system-wide events (e.g., banking crisis) in major world countries. The main
episode of cross-border contagion risk transmission through stock markets channel
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Fig. 3 The outliers of the Baltic stock indexes logarithmic returns using the Favero and Giavazzi
(2002) outlier test (VAR model)

in the Baltic countries was in October 2008, a few weeks after the collapse of
Lehman Brothers bank in USA. Baek and Jun (2011) provided some empirical
evidence on the existence of the incubation periods before contagion takes effect.
The case of the Baltic stock markets confirms that incubation periods, before cross-
border contagion takes effect, really exist.

The results of this empirical study confirm that contagion is a complex phenom-
enon. Small and open economies like the Baltic States do not seem to be more
susceptible to system-wide shocks, e.g., financial crises than other countries. The
empirical results of this study also imply that the usefulness of the emerging stock
markets, e.g., the Baltic stock markets as a diversification tool, has diminished in
the recent years. The overall findings of this empirical study suggest that there are
no substantial differences among Baltic stock markets with respect to investors’
reaction to system-wide shocks arriving from abroad.

5 Conclusions

This empirical study attempts to answer the research questions: can the spillover
effect transmit from the major stock markets to the Baltic stock markets despite the
low international integration, what type of shocks cause the cross-border contagion
risk transmission to the Baltic stock markets, and how to identify the episodes of
cross-border contagion risk transmission through stock markets channel in the
Baltic countries. This empirical study focuses on daily stock market indexes for
three Baltic countries and the largest stock markets at global level for a period from
2000 to 2014Q3. In order to answer the research questions, the following statistical
methods were applied: Dynamic Conditional Correlation Generalized
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Autoregressive Conditional Heteroskedasticity (DCC-GARCH) model and Favero
and Giavazzi outlier test. The results of this empirical study allow to identify some
episodes of the cross-border contagion risk transmission through stock markets
channel in the Baltic countries, for example, the announcement of the Lehman
Brothers bank collapse on 15 September, 2008, etc. The empirical results also
confirm that incubation periods, before cross-border contagion takes effect, really
exist. The empirical results of this study suggest that despite the low degree of the
Baltic stock markets’ global and regional integration, system-wide shocks in the
global financial centers affect the Baltic stock markets. The most significant effect
of the cross-border contagion risk transmission was identified in Estonian and
Lithuanian stock markets, while the reaction of investors in Latvian stock market
was more conservative.
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The Issue of Convertible Bonds on
the Polish Bond Market Catalyst in the Years
2009-2013

Bozena Kolosowska and Agnieszka Huterska

Abstract The purpose of this study is to determine the significance of convertible
bonds as an instrument of raising capital by companies on the Polish capital market.
This study contains an analysis of some examples of convertible bonds issued on
the Polish Catalyst market that operates on the transaction platforms of the Warsaw
Stock Exchange and of BondSpot. The data come from reports published by
companies on the Catalyst. As research method applied is a case study. The
analyses performed allow the indication of increasing utilization of convertible
bonds by economic operators to raise capital. The applied solutions concern varied
situations in which companies found themselves. In extreme cases it concerned
companies that were unable to pay off their liabilities generated by issued bonds.

Including bonds convertible into shares into financing strategy of a company
allows to obtain borrowed capital cheaply in comparison with traditional bonds or a
bank loan, in exchange for the possibility of their conversion into shares. The level
of the development of Poland’s capital market indicates opportunities for further
growth in using convertible bonds by companies as an instrument for collecting
funds and in the case of investors for investing capital.

Keywords Bonds ¢ Corporate finance « Convertible bonds ¢ Polish corporate bond
market

1 Introduction

The market of corporate bonds allows for conversion of capital into financial
instruments with an adequately high return. Its development depends on numerous
factors. It certainly requires the existence of well-organized operating institutions
and, most of all, managing underwriters—banks and brokerage houses. The eco-
nomic growth rate is related to an appropriate demand of investors for such bonds.
However, the most crucial are enterprises playing the role of the issuer, which are

B. Kotosowska « A. Huterska ()

Faculty of Economic Sciences and Management, Nicolaus Copernicus University, Torun,
Poland

e-mail: huterska@umk.pl

© Springer International Publishing Switzerland 2017 55
M.H. Bilgin et al. (eds.), Financial Environment and Business Development,
Eurasian Studies in Business and Economics 4, DOI 10.1007/978-3-319-39919-5_5


mailto:huterska@umk.pl

56 B. Kolosowska and A. Huterska

becoming more and more aware in their searching for more diversified sources of
financing. Lukasik (2005) indicates that the main aim of the strategy for capital
market development is more widespread application of corporate debt securities,
which are competitive for the banking sector, in the process of capital allocation
and in the financing of processes of development. The launching of the bond market
Catalyst in Poland in 2009 has allowed business entities to increase their engage-
ment into accessing debt capital.

According to the data presented by the Federation of European Securities
Exchanges (FESE) at the end of December 2012, the bond market Catalyst took
the second place after CEESEG Vienna in terms of the number of issues released to
the market. Observing the most important statistics of bond markets in the world,
we can notice that the bond market in Poland has great potential for development.
Compared with the developed markets of Western Europe, we are at the very
beginning of the development process. Both trading in bonds in relation to trading
in stocks and the volume of issuances are considerably smaller. When comparing
the volume of issues of corporate debt securities and debt securities of financial
institutions in relation to the GDP, it is clear that the indicator for Poland is barely
6 %. The ratio in Ireland is 310 %, in the United States 150 %, in Great Britain
140 %, and in Germany it amounts to 100 % (Grant Thornton 2013). The numbers
speak for themselves; they indicate the direction the bond market in Poland should
follow and how remarkable its abilities to develop are.

The confirmation of the flexibility of a bond issue is also the fact of enterprises
issuing yet another series of bonds in situations of financial problems. In this way
the issuer repays the obligations due to previous bondholders with current inflows
from new issues. The fact of “rolling over” debt often appears in practice. In the
case of issues of bonds convertible into shares, so-called hybrid financing occurs in
an enterprise, which becomes a very convenient way to finance investment require-
ments of an enterprise (Damodaran 2007).

Additionally, bonds become a beneficial source of financing for many entities
from the sector of small- and middle-sized enterprises (MSP) due to problems with
finding appropriate credit securities. In this way the limiting of the lending activity
of banks may have a positive influence on the development of the corporate bond
market. On the other hand, it must be noted that those issues are for enterprises with
a good financial standing. Debski (2011) claims that Catalyst holds out the prospect
of fast development of bonds in the nearest future.

The aim of the study is to specify the meaning of using convertible bonds as an
instrument of raising of capital by enterprises on the Polish capital market. In the
article an analysis of examples of convertible bond issues on the Polish bond market
Catalyst is undertaken. Data taken from the information presented by companies on
the Catalyst platform are used. The case study method is adopted as a research
method.



The Issue of Convertible Bonds on the Polish Bond Market Catalyst in the. . . 57
2 Legal Regulations

A bond convertible into shares is a bond which entitles a bondholder to its
conversion into shares of the bond issuer (Jajuga 2009; Lewis and Veld 2014).
According to Antkiewicz (2002, 2009), bonds convertible into shares are treated by
issuers and investors as classic bonds with all their basic features, additionally
equipped with an option to convert bonds into the issuer’s shares. This option can be
differently fit with the construction of the security; thus those bonds are a flexible
form of corporate financing. He describes that those bonds “are originally sold as
debt securities giving the owner an adequate rate of return, and simultaneously offer
him the possibility to convert them, in a specified period of time and at a price that
was agreed upon earlier, into bonds of an ownership character—shares”
(Antkiewicz 2009, p. 56). As stated by Dutordoir et al. (2014), convertible bonds
“are debt instruments that can be converted into common equity at the investor’s
discretion.”

A convertible bond is a bond made up of two instruments: an ordinary bond and
the right to convert it, which its owner acquires (Jajuga 1997; Chkraborty and
Yilmaz 2011). The definition of a convertible bond as a debt instrument with the
option is also presented by Schulman (2014). Convertible bonds are bonds that give
an investor a noncash benefit in the form of delivering shares of the company being
the bond issuer to a bondholder (Sobolewski 1999). According to Batten
et al. (2014), convertible bond is equivalent to a bond with an embedded call option
on the firm’s stock. These are “(...) bonds giving a bondholder the entitlement to
subscribe for shares issued by a company in return for receivables arising from
bonds” (Poslad et al. 2006, p. 130). They can give an investor an interest-bearing
cash benefit and the right to convert them into shares. The right to convert bonds
into shares may or may not be exercised by an investor. In the situation when an
investor does not implement the right to convert bonds to shares, the issuer has to
redeem them. Due to the fact that an investor has to pay for the right to convert
bonds into shares, the convertible bond interest should be lower than the interest of
a classic bond issued by the same issuer. It results from the fact that the capital
raised by the issue of convertible bonds may be cheaper for a company that the
capital raised by the issue of classic bonds (Poslad et al. 2006).

On 16 April 2013, the Council of Ministers adopted assumptions for the draft
Act on Bonds and for the law on guarantees and endorsements granted by the
Treasury and certain legal persons. Modified regulations which may have an
influence on the security of investors can be found in the Act on Bonds of 15 January
2015, which should enter into force on 15 July 2015. In the scope of convertible
bonds, the new act did not introduce any changes in relation to the act from 1995. In
accordance with Article 19 of the Act on Bonds of 15 January 2015, a joint stock
company can issue bonds giving the entitlement to subscribe for shares issued by
the company in return for the bonds, i.e., convertible bonds. But it is possible only
when the statute of a company allows for such an issuance. A resolution on issuing
convertible bonds and shares transferred in return in accordance with Article
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19 paragraph 1 of the above Act must be submitted to the Registry Court. It is also
crucial that, if a company which is conditioned with the registration in the National
Court Register (KRS) is the issuer, the resolution reference indicating the maximum
increase of capital is also conditioned with the registration in the Register. An issue
of convertible bonds involves an increase in the capital stock (equity capital) (GPW
Catalyst 2015c¢) spread over time, which is an increase postponed until a later time
and generally successive (KNF 1996). Convertible bonds give the entitlement to
two benefits: a cash benefit, interest, and a noncash benefit, the right to conversion
into the issuer’s shares. The right is the same as a call option of the issuer’s shares
(GPW Catalyst 2015c).

Due to the criterion of the subject of rights included in bonds, bonds that are only
monetary debts, bonds granting bondholders the share in profits (dividend), and
convertible bonds can be listed on the market Catalyst (which is particularly useful
in the case of simultaneous stock listing in an organized trading system (e.g., GPW
or NewConnect) (GPW Catalyst 2015¢c). Among the listed Polish companies,
Optimus S.A. issued convertible bonds for the first time in 1996. The issue value
amounted to USD 30 million, the maturity period was 5 years, and the interest rate
was 3 % (GPW Catalyst 2015¢).

3 The Benefits for the Issuer from an Issuance
of Convertible Bonds

A bond convertible to shares is an instrument placed between equity capital and
borrowed capital. Convertible bonds are a specific form of bonds that at a specified
in the terms of issuance moment or in a specified in the terms of issuance period
entitle an investor to their conversion at a specified ratio (conversion ratio) into the
issuer’s shares. They are issued by joint stock companies and they are an instrument
of raising of capital, both equity capital and borrowed capital (Mamcarz 2013).
As a source of capital raising by companies, they have numerous advantages.
First of all, bonds, when compared with traditional bonds or bank loans, enable the
issuers to raise cheap borrowed capital in return for the possibility to convert them
into company shares. The issuer does not have to fear losing control over the
company. Those instruments enable the improvement of the composition of the
balance sheet and the use of the financial leverage and thereby give tax benefits (the
possibility to claim the interest paid to the issuers as financial costs that reduce the
income tax base). Convertible bonds also allow postponing a bond issuance until a
later date when the run of the market improves or a business valuation reaches a
higher level. Another advantage of convertible bonds is the possibility to postpone
the effect of EPS indicator dilution resulting from a higher amount of shares
outstanding. Simultaneously, debt for equity swap makes it unnecessary to return
the capital raised, and the flexible character of the instrument allows to match
issuance to the situation a company finds itself in freely. According to Dorion
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et al. (2014), convertible bonds can be attractive to young companies due to its
relatively low coupon.

An issuance of debt instruments, including convertible debts, on Catalyst entails
additional benefits for the issuers such as direct access to capital and investors, a
simplified and fast issuance procedure in an alternative trading system, improved
credibility of a company through fulfilling the information duties, facilitating the
raise of capital in the future or corporate promotion. From a potential investor’s
point of view, according to KNF “a bond convertible to shares is particularly useful
when an enterprise conducts risky projects. When those projects prove successful,
the prices of the company’s shares will grow in the future. In such a situation, shares
with higher value can be obtained for the same bond” (KNF 2009, p. 11). Convert-
ible bonds can prove to be a good investment in fragile economic times. Since they
grant the right to convert into the issuer’s shares at the price agreed upon earlier,
they can yield a profit when the share market recovers. But when share prices
decline, the bonds can generate noticeable revenue in the form of interest rate (Frick
2011).

4 Examples of the Issues of Convertible Bonds on the Polish
Capital Market

The bond market Catalyst was launched on 30 September 2009. From the organi-
zational perspective, the market operates on four trading platforms: two operated by
the regulated market of the Warsaw Stock Exchange (GPW) and two operated by
BondSpot, dedicated to wholesale investors. The market can accommodate issues
of different sizes and parameters and also needs. During the 4 years of its operating,
205 entities have decided to list their bonds. They have issued the total of 529 series
of bonds amounting to over PLN 27.9 billion (Grant Thornton 2013).

Among the analyzed series of corporate bond issues, only 1.89 % of the issues
noted on Catalyst let the investors convert the bonds into the issuer’s shares.
Estimating the companies that decided on such an issue, we notice that out of ten
such issues, five have been conducted by property companies (Grant Thornton
2013). Two have provided financial services. The market is dominated by compa-
nies whose shares are listed on the GPW Main Market (six companies) and two can
be found on the NewConnect. In 2013 one issue of bonds convertible into shares
was carried out by the foreign company Warimpex valued at PLN 26.5 million.
Convertible bonds provide the owner with an additional benefit of an embedded
option to convert them into shares. Therefore, the issuer offers lower interest than in
the case of a bond issue under the same conditions but without the embedded
option. Table 1 shows examples of companies issuing bonds with the option to
convert them into shares.
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Table 1 Companies issuing bonds convertible into shares on the market Catalyst in the years
2009-2013

Name of the Shares listed on the Date of

company market Sector of issuer | Issue value |issue

MCI management Main market Financial 50,000,000 | 11.09.2009
services

Marvipol Main market Developers 39,400,000 |29.06.2010

Gant development Main market Developers 26,000,000 |29.09.2010

Mera NewConnect Building 758,500 24.03.2011
materials

Rubicon Partners Main market Financial 32,000,000 |26.04.2011

NFI services

Warimpex Main market Developers 66,250,000 |29.04.2011

MEW NewConnect Energy sector 5,060,000 | 15.06.2011

Miraculum Main market Pharmaceutical 4,775,000 30.12.2013

Marvipol Main market Developers 30,791,000 | 16.09.2011

Warimpex Main market Developers 26,500,000 |29.10.2013

Source: Grant Thornton (2013)

4.1 Mera S.A.

Mera Schody S.A. with its registered seat in Lewin Brzeski has dealt with manu-
facture and sales of stairs and wooden elements of staircases (the construction
sector) (GPW Catalyst 2015a) since 1996 and as part of private placement (Puls
Biznesu 2010) issued 2-year unsecured convertible bonds of series D with the total
nominal value of PLN 3,000,000 (3000 bonds with the individual nominal value of
PLN 100) (GPW Catalyst 2015a). The right to subscribe for shares of series D
through the conversion of bonds could be exercised within 10 working days before
24 months from the allotment date. The price of the conversion was PLN 5.00,
which means that one bond could be converted into 20 bonds of series D
(CorporateBonds 2015). The offer was addressed to those who purchased the
Company’s ordinary debentures in 2009—a conversion from ordinary debentures
into convertible bonds was carried out in that way (Puls Biznesu 2010). The debut
took place on 24 March 2011 on ASO Catalyst. The bondholders were offered a
coupon rate paid quarterly in the amount of WIBOR 3 M + 8 % of the margin per
year (GPW Catalyst 2015a). The PKO BP Brokerage House was the authorized
adviser of the issue (GPW Catalyst 2015a). Following the conversion of bonds into
shares of series D, it was assumed that the Company’s share capital would increase
by no less than PLN 600,000 (CorporateBonds 2015). The redemption of bearer
convertible bonds of series D ended on 23 April 2012. Due to the absence of
applications by interested persons, the bonds were not converted into shares
(Bankier 2012) and were redeemed by the company on the redemption date.
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4.2 MCI Management S.A.

MCI Management S.A. with its registered seat in Wroclaw was started in 1999, and
it is a private equity group of multistage character in Emerging Europe specializing
in digital transformation processes (MCI Management S.A. 2015a), which on
11 September 2009 conducted private issue of bonds convertible into shares
addressed mainly to institutional investors (MCI Management S.A. 2015b).

MCl issued 3-year bearer bonds convertible to shares with the total value of PLN
50 million (5000 bonds with individual nominal value and the issue price of PLN
10,000) with maturity set on 10 September 2012 (if the right to convert the bonds
into shares is not exercised). The amount of the issue amounted to 5000 items with
the total value of PLN 50 million. The conversion price amounted to PLN 6.25,
with MCI Management S.A. having the right of early redemption of bonds but not
earlier than after 11 September 2011 and on condition that at least once the price of
MCI Management S.A. shares listed on the Warsaw Stock Exchange exceeded the
conversion price by 50%. The bonds granted the right to interest paid every
6 months. Raiffeisen Bank Poland (MCI Management S.A. 2015b) was the issuance
agent and the bonds were listed on the Catalyst (Onet Biznes 2012). The aim of the
issue was not indicated in the issue conditions and the bonds were unsecured
(Biznes.Interia.pl 2009). Due to the high demand, which exceeded the supply of
the bonds, a reduction of applications was necessary (MCI Management
S.A. 2015b). The bondholders demanded the bonds to be converted into MCI
ordinary shares in December 2010, and in February 2011, the remaining part of
the liability arising from the discussed convertible bonds with the nominal value of
PLN 22.5 million was bought back by the issuer and settled in cash on 10 September
2012 according to the issue conditions (Onet Biznes 2012).

4.3 Marvipol S.A.

Marvipol S.A. with its registered seat in Warsaw is a company operating in the
development industry and also dealing with sales of cars and operating of car wash
stations (Marvipol S.A. 2011). On 29 June 2010 (GPW Catalyst 2015b) via a public
offering, the company issued 3-year unsecured bonds of series B convertible into
shares of series F with the total value of PLN 39,400,000 (34,400 bonds with the
nominal value of PLN 1000). The bondholders were paid interest quarterly at a
variable rate: 3-month interest rate WIBOR 3 M determined for each interest period
during the closing auction 3 working days before the beginning of a given interest
period plus margin of 3.00 %. The conversion of bonds into shares could occur on a
bondholder’s written request every 6 months, but the conversion price was PLN
12.80 (GPW Catalyst 2015b). In September 2011 the company issued bonds of
series D convertible into shares of series G with the nominal value of PLN 30.79
million. The bonds could be converted into shares at the price of PLN 11 in 2012, of
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PLN 12 in 2013, and of PLN 13 in 2014. The coupon rate was paid quarterly at a
3-month rate WIBOR plus margin. The funds acquired were to be used to purchase
land for new investments and increasing the working capital (Marvipol S.A. 2011).

4.4 Gant Development S.A.

Gant Development S.A. with its registered seat in Warsaw is a company operating
in the development industry, and it issued 2.5-year convertible bond series ZA into
shares series S with the total value of PLN 26,000,000 (26,000 bonds with the
individual nominal value of PLN 1000). The bondholders were entitled to a coupon
rate paid on a semiannual basis at a rate WIBOR 6 M +4 %. The bonds were
unsecured (Gant 2010; maza/lk 2001).

4.5 Rubicon Partners NFI S.A.

Rubicon Partners National Investment Fund S.A. on 19 April 2011 adopted a
resolution on issue of 32,000 2-year convertible bonds of series B with a nominal
value of PLN 1000 each. These were unsecured bonds, with a quarterly paid
variable interest WIBOR 3 M +6 % a year. The conversion price was PLN 1.60.
The aim of the issue was to raise funds for financing the issuer’s investment activity
(Bankier 2011). Rubicon Partners S.A. bought back all convertible bonds of series
B for their redemption on 29 April 2013 (Rubicon Partners 2013a, b).

4.6 Warimpex

Warimpex Finanz- und Beteiligungs AG is a real estate investment and develop-
ment company headquartered in Vienna, and it issued 3-year convertible bonds
with the nominal value of PLN 26.5 million through a private placement addressed
to selected investors in particular in Poland, excluding the USA, Great Britain,
Canada, Australia, and Japan (Onet 2013). The interest rate was 4.875 % per year
and the conversion price was PLN 7.06 (Bankier 2013). The funds raised were used
to refinance its current liabilities and to finance its investments. Another issue of
convertible bonds took place on 29 April 2011. The total nominal value of the issue
amounted to PLN 39.5 million (the nominal value of one bond was PLN 250,000).
These were 3-year bonds with a coupon rate of 8.5 % per year paid quarterly. The
price of the conversion was set at PLN 12.79 (Warimpex 2011). Another issue of
the Company’s convertible bonds took place on 29 October 2013. The company
issued then convertible bonds with a nominal value of PLN 16.5 million with an
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annual coupon rate of 3.9 % paid on the semiannual basis and with the conversion
price of PLN 7.65 (CBonds 2015; EurobuildCEE 2013).

4.7 MEW S.A.

MEW S.A. is a company operating in the energy sector, and it issued on 15 June
2011 46,000 3-year convertible bonds with the total nominal value of PLN
5,060,000 (the nominal value of one bond was PLN 110). The interest rate of
12 % per year was paid every 6 months. The bonds were unsecured and the aim of
the issue was not specified. The conversion price was PLN 5.5. The bonds were
seeking introduction to trading in an alternative trading system on the market
Catalyst (Pieniadz 2011).

4.8 Miraculum S.A.

Miraculum S.A., a company in the cosmetic industry, on 30 February 2013 adopted
aresolution on issue of convertible bonds with the nominal value of PLN 4 million.
The initial interest rate amounted to 15 % per year and was reduced to 10 % per year
(Biznes.pl 2014). The company offered an interest paid quarterly (every 3 months)
in arrears (Wirtualna 2013). The bonds are secured; the conversion price was from
PLN 0.09 to PLN 0.2 depending on the conversion date. The redemption date was
set on 30 September 2015. The purpose of the issue was an early redemption of
bonds of series ZZ. (Miraculum 2015).

5 Conclusions

Bonds convertible to shares are a flexible instrument that enables adjusting of an
issuance to the situation a company finds itself in. Considering those instruments in
the strategy of financing an entity enables raising of cheap borrowed capital when
compared with traditional bonds or a bank loan, in return for their conversion into a
company’s shares. Convertible bonds influence the cost of a company’s equity
capital and its market value. The conducted analysis indicates the fact of the
increased use of convertible bonds to raise capital by business entities. The applied
solutions concerned different situations enterprises found themselves in. In extreme
cases they concerned companies that were not able to repay their obligations related
to issued bonds. The level of the Polish capital market development indicates the
possibility to increase the use of convertible bonds as an instrument of both raising
capital by companies and investing capital by investors.
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Government Strategies Based on Sukuk
Issues

Piotrowski Dariusz

Abstract Sukuk are innovative instruments of Islamic finance. The primary issuers
of certificates are governments and public institutions from countries in Southeast
Asia and the Persian Gulf region. In recent years, the group of issuers was joined by
Turkey, Great Britain, Luxembourg, the Republic of South Africa, and Hong Kong.
The paper aims at indicating the motives for carrying out sukuk issues by govern-
ments of selected countries. The work presents actions supporting the development
of the Islamic finance sector, detailed conditions of government sukuk issues, as
well as the significance of these instruments in public debt management strategies
and the development of the financial markets of individual countries. Research was
conducted by way of applying critical analysis to the literature of the subject and on
the basis of government documents. The research resulted in determining the
materiality of nonfinancial factors decisive for carrying out sukuk issues. It was
stated that sukuk issues are often treated by governments as part of the development
strategies of the Islamic financial market.

Keywords Islamic finance « Sukuk * Government strategies

1 Introduction

The Islamic capital market is treated as a separate element of the global financial
system which owes its specific character to the construction of financial instruments
and the principles of trading in these instruments based on rules resulting from the
shari’a. In the first period of its functioning, i.e., in the 1990s, the investment offer
included mainly funds allocating money in raw materials, in the real estate market,
and in shares of companies approved in the screening process by shari’a councils.
The dynamic development of institutions functioning in the sphere of Islamic
finance, in particular banks highlighted the need to construct a safe instrument
used in liquidity management and serving to finance investments. Institutions
expected the development of an Islamic equivalent of the conventional bond.
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Sukuk are currently the most well-known instruments of the Islamic finance.
They combine the traditional techniques of the Islamic finance with the modern
approach in the scope of raising and investing capital. The primary issuers of
certificates are the governments and public institutions of countries in Southeast
Asia and in the Persian Gulf region. In recent years, interest in the issue of sukuk
was expressed also by entities from outside the abovementioned areas. One exam-
ple is the issues of sukuk carried out by the governments of Luxembourg, the United
Kingdom, and Senegal or the representatives of the financial sector, such as the
American Goldman Sachs and the Japanese Bank of Tokyo-Mitsubishi UFJ (Thom-
son Reuters 2014a).

2 Research Methodology and Sources of Research Material

The paper aims at indicating the motives for issuing sovereign sukuk—this cate-
gory includes also the offer of central banks of given countries. The research
covered Malaysia, Turkey, the United Kingdom, and the Republic of
South Africa. These countries differ with respect to the level of development of
the Islamic financial market, including the sukuk market, as well as the share of
Muslims in the society. The paper presents actions of governments and public
institutions supporting the development of the Islamic finance sector, regulations
regarding sukuk, as well as the place and significance of these instruments in public
debt management strategies and strategies regarding the financial market. The work
has adopted the following research hypothesis: The intention to raise capital was the
main factor deciding on the issue of sovereign sukuk. Research was conducted by
way of critical analysis of the literature on the subject, as well as on the basis of
government documents.

3 The Definition of Sukuk

In general, sukuk are financial instruments whose construction and trading princi-
ples correspond to the requirements of shari’a. The definition of the Accounting and
Auditing Organization for Islamic Financial Institutions (AAOIFI) is widely used
throughout the world. In accordance with the shari’a standard, sukuk are certificates
of equal value representing undivided shares in ownership of tangible assets,
usufruct, and services or (in the ownership of) the assets of a particular project or
special investment activity; however, this is true after receipt of the value of the
sukuk, the closing of subscription, and the employment of funds received for the
purpose for which the sukuk are issued (Accounting and Auditing Organization for
Islamic Financial Institutions 2008). The Islamic Financial Services Board (IFSB)
defines sukuk as certificates with each sakk representing a proportional undivided
ownership right in tangible assets, or a pool of predominantly tangible assets, or a
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business venture. These assets may be in a specific project or investment activity in
accordance with shari’a rules and principles (Islamic Financial Services Board
2009).

4 Potential Objectives of Government Strategies Involving
Sukuk Issues

In general, actions taken by governments may be of an operational nature—related
to the current management of public affairs or a strategic nature—regarding the
long-term vision of the development of certain areas of the state or the economy.
The shape and functioning of the financial market, as well as objectives and tools
for managing public debt are included in government strategies. The paper adopts
the assumption that the analyzed issues of sovereign sukuk are an element of
programs regarding the development of the Islamic financial market or public
debt management strategies. The high level of complexity of the sukuk construction
and higher issue costs as compared to bonds allow for an assumption that the
motives for issuing certificates are related to the long-term objectives formulated
in the strategies.

The basic purpose of sukuk issues is to raise funds from the financial market. In
the case of an issue of government securities, these funds may serve to finance
substantial investments projects, implement state social programs, or, most often,
be used to cover the lending needs of the state. When deciding on sukuk issues
addressed to international markets, governments may, as in the case of Eurobonds,
shape the currency exposure of the public debt.

In certain circumstances, raising funds from the market may be the primary
objective or one of many objectives associated with the issue of securities. In the
case of sukuk, which are relatively little-known financial instruments, functioning
generally within the Islamic financial market, the assumption of additional objec-
tives of issues seems justified. The potential motives of issuing sovereign sukuk
may essentially be classified as either based on economic analysis of the benefits
and costs or as a form of supporting market development. The most important
purposes which may be formulated in government strategies involving sukuk issues
are presented as positioning of a given market as an Islamic finance hub or as an
Islamic finance friendly, demonstrating the readiness of the financial system to
service sukuk issues, setting a benchmark for corporate issues, diversifying investor
base, providing an instrument meeting the expectations of Islamic financial insti-
tutions, and reducing the dependency of financial institutions in Islamic countries
on the economic and political situation on global markets (Thomson Reuters
2014b).
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5 The Market of Sovereign Sukuk Issues

In the 1990s, which was the pioneering period for the sukuk market, entities from
Malaysia and Sudan where the only issuers (International Islamic Financial Market
2009; Zawya 2009). In the new millennium, interest began to be shown by issuers
from the public and private sector in Bahrain and other countries from the Persian
Gulf region, as well as Indonesia, Brunei, Pakistan, and Turkey. Although in the
period until the end of 2013 the sukuk market saw issues from entities from
countries outside the Organization of Islamic Cooperation (OIC), they were not
issues carried out by governments. In 2014, apart from Senegal, in which 96 % of
the population is Muslim, the market witnessed several debuting sovereign sukuk
issues from countries in which the percentage of Muslims is small: the United
Kingdom (4.6 %), Luxembourg (2.3 %), the Republic of South Africa (1.5 %), and
Hong Kong (1.3 %) (Thomson Reuters 2014b). The features of these issues are
presented below.

The analysis of the data included in Table 1 helps formulate the theorem that the
global sukuk market owes its development to the efforts of governments, which
included not only the preparation of the regulatory sphere but also practical market
formation through own sukuk issues. This stance is supported by market data
covering the period from January 1996 to September 2013, which show that
sovereign sukuk issues amounted to USD280.5 billion, which constituted a
57.5 % share in the market estimated for USD488.2 billion. Issues of government
securities, totaling 1356 in the analyzed period, dominated the global sukuk market
with the total number of offers of 3543, also from the quantitative standpoint.
Generally, government issues constitute a major part of the sukuk market in such
countries as Malaysia, Indonesia, Pakistan, and Turkey. In countries in the Persian
Gulf region, data from the past dozen years indicate a lower, almost 50 % share of
government issues in terms of value (Thomson Reuters Zawya 2013). This should
be associated with the relatively good situation of the public finance of the
abovementioned group of countries in the period before the global financial crisis
on the one hand and significant activity in this time of companies from the sectors of
financial services, power and utilities, transport, and real estate on the other hand.

The outbreak of the crisis led to the breakdown of the sukuk market in 2008.
Fearing a repetition of instances of insolvency, investors reduced the demand for
sukuk issued by companies. The resulting gap on the supply side was filled by
issues of sovereign sukuk, characterized by a high level of investment security
(Thomson Reuters Zawya 2013). As a result, in the period from January 2009 to
July 2014, there was an almost twofold increase of the share of government issues
both in the domestic market (from 30 % to around 70 %) and in issues addressed to
international markets (from 15 % to above 30 %) (IIFM 2014).

The increased presence of governments in the sukuk market, observed in the
years 2009-2013, may have been motivated by many factors. The drop of budget
revenue caused by the deteriorating situation in the raw materials market may be
indicated as the first one. The second motive is the search for sources of financing of
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Table 1 Features of selected first sovereign sukuk issues

Issue size (USD Tenor
Country Issue date Structure | million) Currency | (years)
Bahrain September Ijara 100 USD 5
2001
Malaysia June 2002 Ijara 600 USD 5
Turkey September Tjara 1500 USD 5.5
2012
United June 2014 Ijara 334 GBP 5
Kingdom
Senegal July 2014 Ijara 200.5 XOF 4
Hong Kong September Ijara 1000 USh 5
2014
South Africa September Ijara 500 USD 5.75
2014
Luxembourg September Tjara 252.5 EUR 5
2014

Source: International Islamic Financial Market, 2009. Sukuk Report. A comprehensive study of the
Global Sukuk Market. [online] IIFM. Available at: http://www .kantakji.com/media/7465/c9.pdf
[Accessed 11 December 2013]; International Islamic Financial Market, 2014. Sukuk Report. A
comprehensive study of the Global Sukuk Market, Manama: IIFM

additional state social expenditure intended to suppress the spread of revolutionary
moods in Arabic countries. The increase of issues classified as government issues in
the last period may also be explained in part by the support in the scope of liquidity
which began to be granted to Islamic banks by central banks of individual countries.
However, the most important factor of the development of the sovereign sukuk
market may have been the supply for these instruments generated by the QE
programs implemented by the American Fed (Thomson Reuters 2014b).

6 The Analysis of Strategic Objectives of Sovereign Sukuk
Issues on the Basis of the Experience of Selected
Countries

This part of the paper presents selected fragments of government strategies regard-
ing the sukuk market, as well as the practical implementation of their provisions.
However, it should be noted here that the documents formulated at the level of
individual countries are accompanied by strategies and recommendations in the
scope of the development of the Islamic financial market prepared by international
institutions such as the Islamic Financial Services Board, the General Council for
Islamic Banks and Financial Institutions, Islamic Research and Training Institute,
or the Standing Committee for Economic and Commercial Cooperation of the
Organization of the Islamic Cooperation (Islamic Research and Training Institute
2006; COMCEC 2013; Islamic Financial Services Board 2013). Publications of
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these institutions determined the conditions for the development of the sukuk
market which largely coincide with the conditions expressed with respect to the
bonds market. The recommendations include, among other things, legal and regu-
latory adjustments, the development of the institutional infrastructure of the market,
attention to market liquidity, investor protection, and, what is particularly important
in the case of the Islamic financial market, the standardization of solutions in the
scope of financial instruments (Kusuma and Silva 2014).

The paper researches the sovereign sukuk market in Malaysia, Turkey, the
United Kingdom, and the Republic of South Africa. Malaysia, which similarly to
Turkey is a member of the OIC, has the best-developed Islamic financial market in
the world and boasts the leading position with a ca. 67 % share in the global sukuk
market (International Islamic Financial Market 2014). Turkey, on the other hand,
although it is a country inhabited mainly by a Muslim population, still has a small
Islamic finance market measured by the value of assets estimated in 2013 at around
USDA45 billion. The origins of the Islamic finance market in the United Kingdom,
just as in Malaysia and Turkey, were associated with the Islamic banking services.
However, for almost a decade, emphasis has been placed on the importance of the
sukuk market, for which the London exchange remains one of the largest trading
centers worldwide (Maslakovic 2013). Against the background of the
abovementioned countries, the Republic of South Africa, debuting in the sovereign
sukuk market in 2014, exhibits the least experience in the Islamic finance sector.

6.1 Malaysia

Malaysia is the leading country in the sphere of Islamic finance, with sector assets
estimated at the end of 2013 by KFH Research Ltd. at USD391.2 billion (22 % of
global assets). The dynamic and sustainable development of the Islamic financial
market is a result of systemic measures on the part of the government. The state
introduced dedicated legal regulations and promoted the development of institu-
tions and services of the Islamic finance. From the point of view of the sukuk
market, a very significant event was the establishment in 1996 of the Shariah
Advisory Council at the Securities Commission Malaysia. This institution is the
only one in the country which is responsible for issuing shari’a interpretations
regarding the use of Islamic capital market instruments. In contrast to Arabic
countries, where shari’a councils usually operate at the level of individual financial
institutions, this solution ensures uniformity of regulations within a given market
segment and common acceptance for financial instruments created on their basis
(Shaharuddin 2011).

The systemic nature of measures in the scope of the development of the Islamic
finance market, including the sukuk market, is most visibly manifested by the
adoption by the Securities Commission and implementation at government level
of the Capital Market Masterplan for the years 2001-2010 and 2011-2020 (Abdul-
lah and Zainal 2014). The Capital Market Masterplan set out a dozen
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recommendations regarding one of the six main objectives of the plan, which was to
establish Malaysia as an international Islamic capital market center. The objective
was to be reached through the implementation of strategic initiatives such as to
facilitate the development of a wide range of competitive products and services
related to the Islamic capital market; to create a viable market for effective
mobilization of Islamic funds; to ensure that there is an appropriate and compre-
hensive accounting, tax, and regulatory framework; and to enhance the value
recognition of the Malaysian Islamic capital market internationally (Securities
Commission Malaysia 2001). From among the dozen recommendations relating
to the Islamic capital market, one concerned the necessity to consider the issue of
Islamic debt securities in the global market by the government and government-
related entities. The purposes of these transactions were to provide liquidity and to
facilitate asset management within the Islamic banking system (Securities Com-
mission Malaysia 2001). The main objective, i.e., positioning Malaysia as a global
hub for Islamic capital market products and services, was also included in the
government’s 5-year plan for the years 20062010 (The Economic Planning Unit
2006). Greater internationalization of the capital market was indicated as a critical
aspect of the strategy to strengthen Malaysia’s positioning of the global ICM hub in
Capital Market Masterplan 2 (Securities Commission Malaysia 2011).

The development level of the Malaysian sukuk market allowed for an assump-
tion that the use of sukuk in the area of the country’s public debt management is as
important as in the case of Bahrain, where 25 % of state lending needs are fulfilled
by the issues of certificates (International Islamic Financial Market 2014). The
analysis of government documents indicates that the Malaysian government covers
its lending needs through the issue of such instruments as Malaysian Government
Securities (MGS), Government Investment Issue (GII), Malaysian Islamic Treasury
Bills (MITB), and Malaysian Treasury Bills (MTB) (Bank Negara Malaysia 2012).
The data of the Central Bank of Malaysia for the years 2012—-2014 confirm the high
importance of sukuk issues in state debt management. In the analyzed period, the
capital market annually provided around RM 97-99 billion, of which an average of
53 % through the issues of MGS and 47 % through the issues of Islamic instruments,
mainly GII, and to a small extent the Government Housing Sukuk. Additionally, the
abovementioned Islamic financial instruments are purchased almost solely by
domestic investors (Bank Negara Malaysia 2015).

6.2 The United Kingdom

The United Kingdom enjoys a significant position in the global sukuk market. Apart
from Kuala Lumpur, Dubai, and Dublin, London is the main sukuk trading center of
an international character. For years, London has been predisposed to perform the
function of the Western center of Islamic finance. The conducive factor was the
developed trade contacts with Muslim countries. An increase in the significance of
Islamic finance on a worldwide scale, the advent of new center aspiring to become
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Islamic finance hubs, and plans for issues of sovereign sukuk have led to increased
interest of state authorities in this segment of the market. First actions intended to
identify obstacles to the development of the Islamic finance market in the United
Kingdom were taken as early as in 2001 by the Bank of England, when it
established the Islamic Finance Working Group, whereas the following bodies
were created with government support: Islamic Finance Experts Group in 2007,
the UK Islamic Finance Secretariat in 2011, and the Islamic Finance Task Force in
2013. These initiatives aimed at ensuring a leading position of London in the
Islamic finance market through supporting development and promotion (United
Kingdom Trade & Investment 2014). One of the objectives was also to grant all
citizens, regardless of their religious beliefs, access to the competitive offer of
financial products (United Kingdom Debt Management Office 2007). This was best
expressed by the Economic Secretary to the Treasury: “We are determined to do
everything we can to deliver greater opportunities for British Muslims—and also to
entrench London as a leading centre for Islamic finance in the world” (United
Kingdom Debt Management Office 2008). The efforts to create a center for Islamic
finance required in the first place that legal obstacles be removed. In the case of
sukuk, defined in the language of law as alternative finance investment bonds,
changes were introduced to enhance their cost competitiveness with respect to
conventional debt instruments. This was achieved primarily by the reduction of
the Capital Gains Tax, the avoidance of double application of the Stamp Duty Land
Tax, as well as the treatment of issues, trading, and payments resulting from sukuk
in a manner similar to the case of bonds (Mauro et al. 2013).

The analysis of government documents indicates that the main objective of the
government is to strengthen the position of London and the United Kingdom in
general as a hub for Islamic financial activities and the global gateway for Islamic
trade and investment. Strategic objectives related to the sukuk market may be seen
in the document prepared by the London Stock Exchange addressed to the Financial
Services Strategy, HM Treasury. The consultation on the legislative framework for
the regulation of alternative finance investment bonds (sukuk) mentions the fact
that the government objective which will be fulfilled by the sukuk issue is the
strengthening of international competitiveness of London and establishing the city
as the leading center in the scope of sukuk issues with an aim to attract corporate
sukuk listings to the London market (London Stock Exchange 2009). The issue of
sovereign sukuk, ultimately carried out in 2014, is accompanied by the following
objectives, apart from those mentioned above: to provide a benchmark Sharia’a-
compliant risk-free rate, to stimulate the market for Sharia’a-compliant securities in
London, and to provide a catalyst for the development of new Islamic retail
financial products (United Kingdom Debt Management Office 2008).

The analysis of government documents indicates that sukuk issues are not
ascribed a significant role in the United Kingdom’s public debt management
strategy (United Kingdom Debt Management Office 2014). This is expressed in
the small issue amount; lack of declarations regarding the repetitiveness of the
operation, as well as in the position of the UK Government that sovereign sukuk
would not offer value for money at the present time (McKenzie 2012).
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6.3 Turkey

Republican ideas advocating the secular character of the state have somehow
limited the development of the Islamic finance sector in Turkey. However, in recent
years, Turkey is making up for lost distance and is gradually achieving the position
which should be taken in the Islamic finance market by a country with over
70 million Muslim citizens. In accordance with government plans, participation
banks, which are the equivalence of Islamic banks, should triple their share in the
assets of the banking sector, which is currently below 6 %, by 2023 (Ernst & Young
2014). The second pillar of the Istanbul International Financial Centre 2023 is
based on the development of the market of sukuk described as lease certificates. As
the data contained in Table 1 show, the Turkish government made its debut in the
sukuk market as recently as in 2012. The years 2010 and 2011 saw two sukuk issues
carried out by the participation bank Kuveyt Turk. In accordance with the data as of
July 2014, the total value of Turkish issues helped to take over Brunei and Pakistan
which are longer present in the sukuk market and to go level with Sudan and
Bahrain. However, it is still only halfway with respect to Indonesia. To date, apart
from the government, also Islamic banks have decided for sukuk issues. Their aim
was to raise funds and improve capital adequacy ratios. The increase in the value of
the sukuk market should be viewed as positive, but the objectives of the market
development strategy will be achieved only if companies from other sectors of the
economy decide to enter the sukuk market. This scenario is viable due to the
potential of the Turkish economy and financial market and their attractiveness for
investors from Muslim countries (Kotilaine 2013).

The most important changes from the point of view of the development of the
sukuk market had to be made in the sphere of legal regulations. Apart from
determining the form of the instruments, they were intended to decrease costs of
organizing issues and trading in sukuk. The Capital Markets Board of Turkey was
appointed, and its main achievement is the determination of the standard for lease
certificates in April 2010, which made it possible to apply the ijara structure in the
case of the onshore market and the murabaha structure for the international market.
Subsequently, in February 2011, it introduced numerous exemptions from fees and
taxes for the issuers of and investors in sukuk, and in June 2013, it extended the
options of raising capital through the issue of murabaha, walaka, musharaka,
mudaraba, and istisna’ sukuk (Raza 2013).

6.4 The Republic of South Africa

The market of Islamic finance services in South Africa is the smallest in the group
of the analyzed countries. South African authorities began the process of adapting
legal regulations to the requirements of the sector in 2010. The dynamic develop-
ment of the global sukuk market led to the National Treasury considering an issue
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of certificates as early as in 2011 (National Treasury 2011). The main objective of
that operation was to broaden South Africa’s investor base, to diversify away from
conventional Eurobond buyers (National Treasury 2015). Moreover, the analysis of
government documents indicates that the sukuk issue programs are intended to
reduce refinancing risks and to set a benchmark for state-owned companies seeking
diversified sources of funding for infrastructure development (National Treasury
2014).

7 Conclusion

The research carried out in the paper indicates that governments are active partic-
ipants of the sukuk market. It may be assumed that the issue carried out by
South African authorities created the sukuk market in that country, and in the
other reviewed countries, government issues strengthened the growth dynamics of
the functioning sukuk markets created, thanks to the efforts of entrepreneurs. The
analysis of government documents has showed that only in the case of South Africa
were sukuk issues accompanied by a clearly defined objective which was to raise
financial resources. In the case of Malaysia, the size of the market leads to the
conclusion that the matter of raising funds by the state and enterprises by way of
sukuk issues is important although the provisions of government strategies do not
directly indicate it. In the case of the United Kingdom and Turkey, the issues of
sovereign sukuk are a part of a program of constructing centers for Islamic finance.
Therefore, it should be stated that the hypothesis adopted in the paper has been
verified negatively, as it was shown that raising funds from the market was not
always the most important motive accompanying sovereign sukuk issues.
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Business Valuation: Premiums and Discounts
in International Professional Practice

Olga Ferraro

Abstract The valuation of a (nontotalitarian) shareholding in the capital stock is
characterized by some critical conditions, which are mainly related to the fact that
the transfer or acquisition of the same may determine the transfer of control from
one subject to another. It follows that the value of the shareholding may not simply
be equal to the pro rata value of the business capital, but rather its valuation has to
take into consideration the features, peculiarities, and effects, which are inherent to
the typology of the shareholding to be transferred. Discounts and premiums do not
just affect the value of a company; they play a crucial role in influencing a host of
other factors and conditions that can make or break a deal. When it comes to
business valuations, it is the business appraiser’s responsibility to be intimately
knowledgeable with every aspect of discounts and premiums: the different types,
the situations when they may or may not apply, and how to quantify them. The
paper aims to examine if the Italian professional practice adopts premiums and
discounts, when to value the company, and how to quantify them.

Keywords Business valuation ¢ Discounts ¢ Premiums ¢ Nontotalitarian
shareholding

1 Introduction

The valuation of a (nontotalitarian) shareholding in the capital stock is character-
ized by some critical conditions, which are mainly related to the fact that the
transfer or acquisition of the same may determine the transfer of control from one
subject to another. It follows that the value of the shareholding may not simply be
equal to the pro rata value of the business capital, but rather its valuation has to take
into consideration the features, peculiarities, and effects, which are inherent to the
typology of the shareholding to be transferred.
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Particularly, the transfer of a shareholding produces some effects, which may
affect the investee company or the purchaser (or the transferor). In the first case,
it is possible to talk about entity level effects, in order to indicate those economic
benefits or advantages which may affect the profit-making capacity of the
investee company, such as, for example, the variations, which have been
observed in the business flows and risk profile, the loss of key people, and the
cessation of some relationships with clients or suppliers. In the second case, it is
possible to talk about effects at the shareholder level, and reference is made to
those effects which arise exclusively vis-a-vis the subject, who is directly
involved in the transfer of the shareholding. The previously mentioned effects
are, for example, the private benefits issuing from the faculty of exercising the
control of the organizational unit.

The effects of the transfer of the shareholding affect the valuation process of
the same. They in fact cause some adjustments on the parameters used for the
valuation of the business total economic value (and, therefore, subsequently,
these effects fall back on the pro rata value of the shareholding) or some
adjustments in the final stage of the process through the introduction of premiums
and discounts.

There are several levels of control/non-control positions in a privately held
enterprise. In Table 1, we show the examples.

This study just aims at describing a general framework, which may clearly
identify the valuation process that the business expert shall follow for the valuation
of the shareholdings to the business capital. Moreover, it will identify the typologies
of premiums and discounts to be applied, in case the business control is transferred
(or it is lost).

This study is structured as follows. Section 2 summarizes the definition of
premiums and discounts and the role that the same play in the valuation of the
economic value of a shareholding. Section 3 identifies the valuation process to be
followed for the valuation of the shareholdings. Section 4 depicts the main typo-
logies of premiums and discounts, which are acknowledged by the international
professional practice. Finally, the study will identify some different adjustments to
the economic capital of the investee company, which may be recognized in the
various particular cases.

Table 1 Range of control Controlling

100 % equity ownership position

Control interest with liquidating control

51 % operating control

Two equity holders, each with 50 % interest
Minority with largest block of equity interest
Minority with “swing vote” attributes
Minority with “cumulative voting” rights
Pure minority interest—no control features

Lack of control
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2 Premiums and Discounts: Definition Aspects

In the practice of all countries, control premiums (majority premiums) are acknowl-
edged to the value of equity stakes, which guarantee the companies’ control, that is
the exercise of a series of faculties and powers (with the consequent benefits) in
order to make, inside the shareholders’ meetings, all the fundamental decisions, or
most of them (Guatri 1998), for the business management.

As far as the definition is merely concerned, the control premium is, therefore,
the amount or percentage to be added to the value basis of the business capital,
considered as pro rata. This aims at introducing, in the value of the equity stake, the
benefits and advantages for the subject who holds the control of a given company,
though he/she does not own the whole share capital.

The minority discount is intended as the minor value, which is acknowledged to
a shareholding, when the same shareholding does not attribute the benefits deriving
from the control of the investee company. It may also be influenced by the minor
marketability of a minority block of shares, if compared to a majority shareholding,
thus becoming comparable to a discount for lack of liquidity. Nevertheless, often,
the two aspects of the minority discount may be distinguishable with difficulty, in
that, the minor marketability is, in the case at issue, strictly correlated with the lack
of the control power on the investee company. What is aforesaid makes the
investment, for a potential purchaser, less attractive, and consequently, for the
shareholder the coming out from the investment becomes more difficult.

In the professional practice, it often occurs that the minority discount is considered
the opposite of the control premium, even if this does not mean an equivalence on the
quantitative plan, and therefore, a relation as the below does not exist (Guatri 1998):

Wwmp = X%Wwmp + P M. + Y%Wyp — S.M. (1)

where:

Wwup: It represents the value of the economic capital of the whole business.

X%: It represents the percentage corresponding to the majority shareholding.

Y%: Tt represents the percentage corresponding to the minority shareholding.

X%W and Y%W: They express the intrinsic value, which is assumed proportionate
to the exchanged shareholding.

P.M. and S.M.: They express the majority premium and the minority discount,
respectively.

Moreover, according to some scholars, the minority discount, when it is not
confused with the lack of marketability (which leads to the so-called discount of
liquidity), does not exist at all or it exists in extreme hypotheses.

That being stated, the definition of premiums and discounts is not as clear as it
appears, and the topic has to be dealt with very carefully. It is necessary to take into
consideration the possible typologies, which may be identified with regard to the
different categories of shareholdings (which are the object of valuation) and to the
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situations (first the ownership structure, the model of corporate governance)
(Syriopoulos and Tsatsaronis 2012; Nordin and Hamid 2013), to which premiums
and discounts should apply.

3 The Different Approaches Provided for the Valuation
of the Shareholdings to the Business Capital

In the time, the economic-business literature has identified different approaches for
the valuation of the shareholdings to the business capital, each approach of which
determines a different structure of the valuation process.

The first approach is based on the valuation of the shareholdings using valuation
parameters capable of representing the determinants of the value of a given equity
stake, consistently with the followed valuation logic (Bernini 2011). In the second
approach, the valuation of the shareholding is made by adding, algebraically, to the
pro rata value of the investee company, some adequate premiums or discounts, as
the expression of the effects induced by the transfer of the shareholding. The third
approach may be considered a middle way between the two preceding approaches,
since it takes jointly into account the effects induced by the transfer of the
shareholding, by acting both on the valuation parameters of the methods and by
considering the premiums or discounts. In order to avoid duplications in the
valuation, in this case the business expert has to act coherently so that the “adjust-
ments” in the valuation parameters exclusively reflect the economic-financial
effects produced by the transfer of a given shareholding on the business trends,
whereas the introduction of premiums (or discounts) reflects the control transfer or
the lack of liquidity.

With regard to the choice of the approach to be followed for the estimate of the
value of a nontotalitarian shareholding, in the doctrine and professional practice
different orientations may be found. The followers of the second approach affirm
that the application of adjustments in the flows and in the discount rates may turn
out to be less provable, if compared to the application of premiums and discounts of
such an entity that they may represent all the effects produced by the transfer of a
given shareholding (Zanetti 2004).

On the contrary, the followers of the adjustments on the flows and rates (present
in the first and second approach), in support of their thesis, highlight the difficulties
inherent to the valuation of premiums and discounts, since the same valuation
derives from data which exclusively arises from empirical evidence (Oricchio
2013; Coronella 2010; Barclay and Holderness 1989; Zingales 1995; Dick and
Zingales 2001; Massari et al. 2004; Hanouna et al. 2001; Nicodano and Sembenelli
2000; Caprio et al. 1994; Doidge 2004; Bigelli and Sapienza 2003).

Though aware of the difficulties related to the valuation of premiums and
discounts, according to the person who writes the approach exclusively based on
the introduction of premiums or discounts at the pro rata value of the whole
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Fig. 1 Approach provided
for the valuation of the AIM OF EVALUATION

shareholdings to the
business capital
OBJECT OF EVALUATION

~_—

COLLECTION AND ANALYSIS OF INFORMATION

e

CHOICE AND APPLICATION OF THE ASSESSMENT
METHODOLOGY WITH THE ESTIMATED TOTAL VALUE
OF THE INVESTEE (W )

N

ESTIMATION OF THE BASE VALUE (X % W)

ESTIMATION OF PREMIUM AND DISCOUNT (PM O
SM)

- =

ESTIMATION OF SHAREHOLDING
WPX% = X%WxPM (SM)

business represents the valuation logic, to be promptly applied by the professional.
Figure 1 represents the model used.

In fact, by following this kind of approach for the estimate of the value basis of
the investee company, it is possible to rely on valued and settled evaluation criteria
proposed by the doctrine and used in the professional practice, without letting the
same be influenced by subjectivity elements, thus leading to an intrinsic value
(or an essential or fundamental one) (Musaio 1995). In order to take into consi-
deration the different risk profile (compared to that one of the business as a whole),
as well as the benefits (or disadvantages) deriving from the investment in nontotal-
itarian shareholdings, it is sufficient to “adjust” the intrinsic value through the
introduction of the so-called “pure” premiums and discounts, that is to say, pre-
miums and discounts capable of expressing additive and subtractive elements,
which are not already contained in the value basis, which they apply to (Guatri
and Bini 2005).

Nevertheless, because of the lack of satisfying theoretical models for the valu-
ation of premiums and discounts, owing to the numerosity of the variables which
influence their calculation (and that it is difficult to represent in an ordinary
calculation function), it often happens that their valuation depends on empirical
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evidence based on (raw) price differences, that is to say comprehensive of the
so-called subjective conditions of marketability.

It follows that the adoption of the valuation process, which is abovementioned,
appears the most correct and the best to be promptly applied, on condition that the
valuation of premiums and discounts is not exclusively based on the percentages
arising from the empirical evidence. In fact, it is necessary to make also some
analyses in order to go back to those economic determinants which, among others,
take into consideration the different control levels on the business management by
the risk-capital holders and which may lead toward valuations of “pure” premiums
(or discounts).

4 The Typologies of Premiums and Discounts:
The Different Classifications

The existence of different categories of shareholdings implies the acknowledge-
ment of different categories of premiums and discounts which, in the time, have
variously been classified. In particular, it is possible to find different approaches,
which the same typologies of premiums and discounts actually match. Here below
there is the illustration of the main classes of discounts and premiums. They are
among those which are more commonly accepted in the international professional
practice and reported in the “Business Valuation Standards VII—Valuations of
Discounts and Premiums” of the American Society of Appraisers.

The purpose of this Standard is to define and describe the requirements for the
use of discounts and premiums whenever they are applied in the valuation of
businesses, business ownership interests, securities, and intangible assets.

In particular, the Business Valuation Standards VII identifies seven classes of
discounts and one class of premium, that is to say:

» The discount for lack of control or minority discount: it reflects the lack of some
or all powers which are conferred by the control and concerns the minority
shareholdings.

¢ The discount for lack of liquidity: it reflects the difficulty in carrying out the
investment in the business securities and concerns the minority shareholdings.

» The discount for lack of marketability or marketability discount: it reflects the
difficulty in freely marketing the shareholding [e.g., because of a lock-in clause
requested on the occasion of an IPO (the initial public offering) for the listing of
the securities] and concerns the controlling block of shares.

¢ The discount for lack of voting rights: it reflects the minor value that a security
may have, for the enjoyment of the rights of limited vote or the lack of voting
rights and concerns the equity securities with the lack of voting right or with
limited vote.

» The blockage discount: it reflects the protracted times necessary to sell off the
shares on the organized market, without interfering with the listing of the
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security, and it concerns some minority blocks of securities which, nevertheless,
do not qualify as a stable shareholder.

» The key person discount: it reflects the risk connected to the coming out of key
people from the business, following the transfer of the shareholding, and it
concerns the controlling block of shares.

¢ The portfolio discount: it reflects the fact that business controls activities which
are not synergic and which are also differentiated, and it concerns the minority
shares.

» The control premium: it reflects the control power and it concerns the majority
block of shares.

S The Empirical Studies for Estimating Premiums
and Discounts

In this section we report the main models and empirical studies proposed for
estimating premiums and discounts. In particular, the Table 2 shows the main
results emerged from empirical researches conducted in different countries for
the estimated premium discounts.

Table 2 Summarizing plan of premiums and discounts

Research Years Premium value (mean) (%)
Dick and Zingales (2001) 1990-2000 37
Massari et al. (2004) 1993-2003 12.2
Hanouna et al. (2001) 19862000 6.95
Nicodano and Sembenelli (2000) 1987-1992 27
Linciano (2002) 1989-2000 62.28
Zingales (1995) 1987-1990 82
Nenova (2003) 1997 29.36
Bigelli and Sapienza (2003) 20002002 52.58
Research Years Discount value (mean) (%)
Mercer (1997) 1988-1995 29
Moroney (1973) 1969-1973 36
Mabher (1976) 1969-1973 35
Silber (1991) 1981-1988 34
Gelman (1972) 1968-1970 33
Trout (1977) 1986-1972 33
SEC Institutional Investor Study (1971) 1966-1969 26
FMYV opinions Inc. (2007) 1980-1997 22
Johnson et al. (1999) 1991-1995 20
Finnerty (2002) 1991-1997 20
Hertzel and Smith (1993) 1980-1987 14
Bajaj et al. (2001) 1990-1995 7
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6 Conclusions

If for the absolute majority blocks of shares the acknowledgement of a majority
premium represents a practice, which is already well established in many countries,
in the hypothesis of the relative majority, and of the minority blocks of shares
(which participate to the control for the time being), its attribution very often
appears questionable.

In fact, in case of relative majority blocks of shares, it should not to be forgotten
that the same premium does not allow a stable and certain control, just a relative one
(e.g., this is the case of a share ownership ranging between 30 and 50 %). In such
situation the acknowledgement of a majority premium often appears questionable
and, generally, it does not apply. Nevertheless, whereas the control exercised
through a non-majority ownership has some characteristics of stability and appears
doomed to be long lasting, it is possible to attribute, even if to a limited extent, a
majority premium.

Also in the valuation of minority blocks of shares (which do not participate to the
control), the attitude of the professional practice appears expected, that is, it
concerns the application of a considerable reduction in the value of the block of
shares.

With regard to the different typologies identified by the doctrine and by the
valuation bodies, the Italian professional practice makes mainly reference,
according to the typology of the exchanged shareholding, to the majority premium
or to the minority discount and to the marketability discount.

In Table 3 there is the illustration of the different adjustments to the economic
capital of the investee company, which may be recognized in the various particular
cases, thus differentiating the cases of the controlling shareholdings from those of

Table 3 Summarizing plan of premiums and discounts

Discount for

Type of lack of
shareholding Control premium | Discount for lack of control marketability
Listed control- | Yes (if the share- | No No

ling holding is

shareholdings nontotalitarian)

Non-listed Yes (if the share- | No Possible
controlling holding is

shareholdings nontotalitarian)

Listed minority | No Probably no, if the reference basis for No
shareholdings the valuation is the market price

Yes, if the reference basis for the valu-
ation is the economic capital of the
investee company

Non-listed No Yes Yes
minority
shareholdings

Source: Bertoni and De Rosa (2014)




Business Valuation: Premiums and Discounts in International Professional. . . 87

uncontrolling ones and dealing distinctly with the cases of the shareholdings, which
are listed in a regulated market.

As it has been possible to highlight in this paper, the application of the adjust-
ments requires a careful consideration of the specific characteristics of the share-
holding to be valued.

Finally, particular care is needed in the contemporaneous application of the
discounts for lack of control and for lack of marketability to the minority share-
holdings, in order to avoid the risk of calculating twice the same reduction factors of
the economic value.
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The Role and Implications of Internal Audit
in Corporate Governance

Lucan (Cioban) Alexandra Narcisa and Hlaciuc Elena

Abstract This article aims to address audit role in corporate governance in the
light of scientific literature. The foundation of this study is achieved by synthesizing
current state of knowledge through quantitative and qualitative research. So we
extracted the main lines of topics: conceptual levels on internal audit, corporate
governance developments at national and international levels, internal audit in
corporate governance of public and private entities from Romania and other
corporate governance issues. As a research method, we used survey and data
were processed using a statistical program. The novelty that we caught in the
present paper is the analysis of the role of internal audit in the governance in public
and private entities through two pillars: promoting ethics and values within the
organization and ensuring effective organizational performance management/
governance.

Keywords Internal audit « Corporate governance * Audit role « Ethics and value ¢
Performance management

1 Introduction

As we cannot build a strength building without a strong foundation, so we cannot
achieve good governance unless we respect a number of requirements and essential
features. Through our article, we want to emphasize the importance of internal audit
in improving corporate governance.

In carrying out this paper, we have focused on the various issues of the corporate
governance and the internal auditing of organizations, starting on the assumption
that creating the syntheses containing the results of these comparative studies is
essential, thus enabling them to become real lessons for the practical applicability
of the various corporate governance theories, with the possibility of outlining the
best practice guidelines for corporate governance in general and for auditing in
particular. Therefore, we set out to grasp the attitude towards the value of internal
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auditing in the public and private organizations comprised in the sample by means
of the questionnaire. We chose to analyse both sectors in order to draft a compar-
ison that would pertinently emphasize the methodology and implications of the
internal auditing in the corporate governance within the public and private entities
in the North-Eastern part of Romania.

2 The Conceptual Spectrum of Internal Auditing

During the last years, we have witnessed an acceleration of events in regard to the
global economy. Therefore, we have experienced an unmatched rise due to certain
factors such as the independence, expertise, professionalism, impartiality and
quality services being rendered. The retechnologization, the realignment and the
excessive sector specialization offered the dream of endless prosperity to the
corporations and led to ignoring the risks, the defective control and the trust granted
to the employees without any verification. The same direction was taken by the
internal auditors, adopting a libertine and gentle position towards the organizations.
What followed, and here we make reference to the financial collapse, the account-
ing frauds, was a catastrophe, given that the entities no longer presented any
credibility, they were in inability to pay and the price of the shares had dropped.
The trust of the stakeholders as well as of the other users of financial accounting
information was regained by the internal auditing secured on each level of the
enterprise’s functions. Through auditing, the verticality of the profession was
regained, as well as the credibility of reporting.

The definition of internal auditing (ITA 1999) is now familiar and well accepted:
“Internal auditing is an independent, objective, assurance and consulting activity
designed to add value and improve an organization’s operations. It helps an
organization accomplish its objectives by bringing a systematic, disciplined
approach to evaluate and improve the effectiveness of risk management, control
and governance processes”.

Internal audit is a permanent and active instrument of corporate governance
because we recounted it in the financial accounting, operational, commercial and IT
functions.

Internal auditing is a profession that has always redefined itself throughout time,
given the wish to meet the ever-changing necessities of the enterprises. In time, a
shifting in the objectives of the auditing occurred from focusing on the financial
accounting problems of the enterprises to identifying the risks and evaluating the
internal control to currently holding a position of evaluation and counselling.

Through the activities unfolded, the internal auditing adds value both by eval-
uating the internal control system and by analysing the risks associated with the
auditable activities, as well as through the recommendations to be found in the
auditing report drafted and transmitted in order to ensure that the organization
meets its objectives.
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3 Corporate Governance: Ideological Landmarks

The issue of corporate governance expanded greatly, as mentioned before, during
the last decades on the international level and during the last 10 years on the
national level. As a natural consequence to the rise in the concept’s importance, a
series of theories and models of corporate governance developed, which define and
underline the significant elements.

In the literature we find various models of corporate governance. However, only
a few are approached with frequency: the model based on the analysis and solving
of the divergences that might occur between the owners and the managers (agency
theory), the model founded on the idea that the success of a company can be
quantified by its capacity of creating capital acquired for all of the interested parties
(stakeholders theory), the model focusing on the management philosophies of the
administrators (stewardship theory), the political model, the model based on theory
of the hegemonic management, etc.

In conformity with the agency theory, the principles of corporate governance
protect the interests of the investors that are interested in recovering the investment
made, as well as the benefits afferent to it, and solve the conflicts that might occur
between the owners and the managers (Tricker 2012). The stakeholders’ model
associates the corporate governance with a system that ensures the optimum usage
of resources in favour of the interested parties. Mulili and Wong (2011) consider
that a participation of the groups of interests in the decision-making process may
generate an increase in the organizational efficiency and reduce the conflicts of
interest. The political model, in conformity with Turnbull (1997), takes into con-
sideration the fact that allocating the corporate power, the privileges and the profits
between the owners, managers and other interested parties is highly influenced by
the political factor. The stewardship theory (the administration theory) established
the fact that the managers are skilled administrators that render quality services in
the interest of the companies’ owners because they consider this approach the most
favourable one to their interest on the long term; therefore, they will not pursue their
own benefits (David et al. 1997). An interesting research in this area was made by
Syriopoulos and Tsatsaronis (2012) which claim that agency and stewardship
theories put forward conflicting arguments in favour or against CEO duality/
separation.

Regardless of the moment of occurrence or the context in which they were
applied, each of the theories described has a well-established place in the literature
dedicated to the methodology of governing the corporations, constituting the
fundament for subsequent approaches in the development of the concept of corpo-
rate governance at the scale of global economy. Tricker (2012) firmly advocates the
idea that all of the entities need to be managed and governed, even if they are public
or private, governmental entities, charitable organizations, academic institutions or
non-profit associations, mentioning that if during the twentieth century the man-
agement was at the centre of attention, in the twenty-first century, the focus will be
on a relatively new concept, that of corporate governance.
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The difference between corporate governance and management is the following:
the executive management is responsible for managing the company and the
governance ensures that the business unfolds in the best direction, in conformity
with the objectives established by the owners at the shareholders’ general meeting,
agreed upon and subsequently assimilated by the other internal stakeholders of the
organization (Pirtea et al. 2014).

4 Can We Talk About Corporate Governance at Public
Organizations?

The concept of corporate governance has been assimilated by the auditors and
provided also by the international internal audit standards. Public internal auditing
plays an important role in corporate governance through its monitoring function
(Ghita et al. 2010). According to national legislation represents a functionally
independent and objective activity that gives assurance and advice to management
on the good administration of public revenue and expenditure, perfecting the public
entity activities. Also, internal audit helps the public entity to fulfil their objectives
through a systematic and methodical approach which evaluates and improves the
efficiency and effectiveness of the management based on risk management, control
and management processes.

The updated Public Internal Audit Act 672 (2002) specifies that internal audit
departments exercise the following types of actions: audit system, performance and
regularity. Through their work, auditors can bring balance between current activity
and the expectation of public entities on the basis of risk quantification. Outside the
executive function, the public internal audit can have a supportive role in corporate
governance. Public internal audit could contribute by supportive role in legislative
adjustment or in initiation of a legal system more efficient and effective governance
that bring added value to public entities.

Through auditing missions, supportive legislator’s activity occurs most “gentle”
in the system of corporate governance. Identifying risk in the existing legal system,
nuisance and problems leading to inconsistencies and difficult operation of the
entities will be made directly to the scheme.

The role of internal auditor will be an intermediary between persons who
perform gainful activity in various departments, divisions, departments and public
entities and the promoters of the missions’ legislative project with supportive role.
For corporate governance, to provide a coherent legal system that is pragmatic,
transparent and effective requires a special effort from both the auditors and the
authorizing officers. The role of the auditor can be expressed through plastic
magnifying glass effect element which aims to highlight the problems of a system
and to provide the superior hierarchical structures with decisional capacity.
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In conclusion, the role of internal audit through supportive role for legislative
issues, although it only has an advisory function, is a key element in the develop-
ment of laws with significant repercussions on corporate governance.

5 The Involvement of the Position of Internal Auditor
in the Governing Process of the Public and Private
Entities in the North-Eastern Part of Romania

5.1 Research Method

The governing process of the entity is unfolded effectively by the persons or
managerial divisions whose owners delegate authority in this sense, such as the
administration council, the management, the auditing committee, the internal and
external auditors and the regulating factors within the different areas that have as
main competence the monitoring of risks and performing the verifications adopted
by the management, in view of reaching the objectives of the entity and maintaining
its value (Chambers and Odar 2015).

The purpose of the research is to provide pertinent scientific conclusions in view
of improving the relationship between the producer and the beneficiary of the
internal auditing recommendations and to emphasize its role within the corporate
governance.

In order to gather data, we have used the most known method: the investigation.
This consists of a questionnaire and a sample representative for the population
being considered and that has been chosen for the present research. In unfolding the
research, we have chosen to analyse the private companies and the public institu-
tions in the North-Eastern area of Romania. The sampling unit in the present case is
represented by the staff of the private companies that hold executive positions, the
public servants and the contract personnel. The investigation unfolded by using
electronic questionnaires sent by email to the entities being analysed, as well as by
travelling to the headquarters of certain public institutions that had responded
positively to our solicitations, but chose to communicate personally.

The questionnaire developed is characterized by a high level of structuring,
which contains questions that are mostly closed and some open questions. The main
open questions refer to the respondent identifiers (county, type of entity, respon-
dent’s position in the organization) but also aspects related to the role and duties of
the persons that govern the entity or the impact of internal audit in corporate
governance.

In achieving the paper and in the idea of obtaining relevant information, we have
chosen as a sample private companies and public institutions in the North-East
Romania with the districts of Iasi, Suceava, Bacau, Botosani, Neamt and Vaslui.

The database included mainly large- and medium-sized organizations, where
suitable a priori recommendations on the field of corporate governance but also a
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number of small institutions, such as communal city halls. So, private entities over
which the questionnaire was applied are listed on the Bucharest Stock (Exchange)
since those companies are subject to the Code of Corporate Governance and
perform internal audit activities. We chose to analyse the public institutions also,
more exactly the local public administration authorities, as they are under the law
that stipulate the obligation to perform internal audit activity. Sampling units in this
case were person with power of decision within the various structures of gover-
nance of the entities, mostly managers, shareholders in such companies, authorizing
officers in public institutions, members of the boards of directors, business execu-
tives and financial accountants.

Data collection was conducted from September to November 2014, and this
requires a continuing effort to get as many answers, ensuring constantly the
respondents about the confidentiality of the data highlighted in the questionnaire.

Throughout the investigation, we have also had difficulty in obtaining the
information in the sense that the number of persons who responded were less
than expected compared to the initial sample. Having the possibility of directly
contacting the responsible persons may lead to a decrease in the level of risk and to
an increase in the level of trust. However, the lack of resources and, particularly, the
distance did not permit us to apply these measures.

Following submission of the questionnaire via email and through direct contacts
to a number of 412 organizations, we have received response from a total of
43 public entities and 36 private companies. We believe that the response rate of
19.17 % is a satisfactory response rate compared to other studies with similar
methodology.

We can state the fact that during the last years, a growing interest in the relation
between the internal auditing and the corporate governance of both private and
public organizations is noticeable. The research unfolded showed that 40 % of the
private organizations in the sample have been implementing the internal auditing as
a pillar of the corporate governance for at least 2 years. If in the case of multina-
tional companies, the internal auditor benefits from experience gained within the
group, in the case of public institutions the department for internal auditing has
been created only quite recently, starting from zero or, alternatively, taking over the
staff and the methodology of the older structures of internal financial control.

Regarding regional distribution of respondents (Fig. 1), there is an increased
receptivity of organizations from Suceava county, since most of these were per-
sonnel contacted to complete questionnaires, compared with Vaslui County that
had a small number of responses.

5.2 Results and Discussion

The analysis at private entity level (listed on the stock exchange) reveals that the
internal audit activity is organized in the proportion of 87.80 %. Detailing the
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Fig.2 The organization of internal audit at public and private organizations in Northeast Romania

results obtained, we can say that a total of 8 units have a Department of Internal
Audit; the remaining 28 units have outsourced function through an external service.

Within public institutions, the internal audit activity is organized in 95.55 % of
cases (33 institutions within their own department and 10 institutions have
outsourced the service) as we can see in Fig. 2.

What we can observe is that, in terms of the organization of internal audit, public
institutions have largely internal audit department, which is due to new legal
regulations existing, and private entities have outsourced internal audit through
external services.

In order to analyse the role of internal audit in public and private entities in the
Northeast Romania in terms of implementing the recommendations of good gov-
ernance, it was proceeded to testing of an econometric nature. Regarding this, we
firstly proceeded to the coding of responses received from respondents, giving
scores to each question. So, score was ascending given, as the answers correspond
to the recommendations of good governance. Because all the questions in the
questionnaires were fully completed, we didn’t normalize values.

The internal audit activity should assess and make appropriate recommendations
for improving the governance process. In this idea we analysed the entities in terms
of promoting appropriate ethics and values within the organization and ensuring
effective organizational performance management/governance. We believe that
through analysis of these two pillars, we can confirm the hypothesis from which
we started, namely, internal audit plays an important role by being a basic support
for good governance in public and private entities.
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The first line of research, promoting appropriate ethics and values within the
organization, provides an overview of the degree to which ethics and values are
promoted properly according to the needs of the organization. In a democratic
society, a distinctive feature of the profession of internal auditor is to establish a
code of ethics regulated at national level. Ethics is a set of principles that give moral
value. Ethical behaviour is necessary for an organization to function in an orderly
manner. AICPA Code of Professional Conduct provides both general rules for ideal
conduct and specific conduct rules with concrete application (Arens and Loebbecke
2000).

From Table 1 we can see that ethics and values are promoted to a great extent
(43 %), positive aspect for our analysis. Also from Table 2 we can see that most
public institutions and private entities put great emphasis on promoting ethics and
values within the organization. Internal auditing help corporate governance by
reviewing the organization’s code of conduct and ethics policies to ensure they
are current and are communicated to employees.

Everett and Trembla (2014) consider that ethics of auditing is not enough to
focus only on the practice of auditing; it is also necessary to consider the ethical
character of the auditor herself or himself. One need ask about the type of person or
character most valued in the field of audit (Francis 1990). This is not to overstate the
need to focus on character, however, as virtue ethicists focus on both a person’s
thoughts and actions, or intentions and behaviours as Armstrong et al. (2003) said.
The virtuous person is one who thinks and, more importantly, acts in a
virtuous way.

Figure 3 shows that public entities take into the discussion ethics and values to a
medium and large extent, private entities alike, with one exception: we have a
public organization that emphasizes not all with this variable. The results are more
than satisfactory, since an equal number of seven public and private promote ethics
and values in very large measure.

The second pillar investigated regarding the performance management/gover-
nance reflects a satisfactory situation. Table 3 highlights the following aspects:
17 public institutions argue that the governance has an average performance,
largely 14, 10 have a very large extent, and only two entities have a low efficiency.
Private entities said they own a largely efficient management.

Ernst&Young (2008) emphasized that besides the methods (identified in 2007
survey) used in measuring internal audit’s performance like completed internal
audits in comparison to the internal audit plan and the length of time for issuing
internal audit reports, there is one more frequently used, namely, the results from
shareholders surveys. They identified that only 34 % of respondents use length of
time to resolve internal audit findings and only 22 % use support of key business
initiatives as a key metric.

A strong preoccupation for internal auditors with regard to effectiveness and
performance of management can be observed in Fig. 4. The technology provides a
great added value for a lot of activities including internal auditing and performance
management. Thanks to technology, now, internal auditors have the possibility to
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Table 1 Promoting appropriate ethics and values within the organization—global values

Frequency Valid percent Cumulative percent
Valid Not at all 1 1.3 1.3
In a small measure 9 11.4 12.7
In a medium measure 21 26.6 39.2
Largely 34 43.0 82.3
In a very large measure 14 17.7 100.0
Total 79 100.0

Table 2 Promoting appropriate ethics and values—detailing by types of entities

Count
Promoting appropriate ethics and values
Not at |In a small In a medium In a very large
all measure measure Largely | measure Total
Entity |Public |1* 5° 12* 18* 7 43
Private | 0" 4* 9* 16" 7 36
Total 1 9 21 34 14 79

“Each subscript letter denotes a subset of promoting appropriate ethics and values categories
whose column proportions do not differ significantly from each other at the 0.05 level
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Fig. 3 Ethics and values on public and private entities
Table 3 Effective organizational performance management/governance
Effective organizational performance management/governance
In a small In a medium In a very large
measure measure Largely | measure Total
Entity |Public |2* 17* 14* 10* 43
Private | 1% 12* 12* 11° 36
Total 3 29 26 21 79

“Each subscript letter denotes a subset of effective organizational performance management/
governance categories whose column proportions do not differ significantly from each other at
the 0.05 level
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Fig. 4 Effective organizational management in public and private entities

assess the entirety of their transactions, being able to develop data analysis more
accurately and completely.

Regarding the quantification of performance management, we released the
following hypothesis: there is a strong relationship between the performance
management and the incomes collected from the work carried out.

To prove this hypothesis, we used Pearson correlation coefficient that measures
the strength and direction of the relationship between the two variables.

The correlation between effective organizational performance management/
governance and managers’ salaries/authorizing officers is 0.213 (less than 0.5)
indicating a direct and weak connection between the two variables as we can see
in Table 4. This is highlighted by the bidirectional level of significance or proba-
bility of 0.06 which is much higher than the 0.001, so we can guarantee a 0.95 %
probability that the Pearson correlation coefficient is significantly different from
0. So, correlation is not statistically significant. The degrees of freedom (df) are
77 (719-2).

There is a direct, weak and insignificant relationship between governance
performance and salaries for the work achieved by managers/authorizing officers
(r=0.213, df=77, p>0.001). The activity of private entities, managers and
authorizing officers in case of public institutions is not strongly influenced by the
level of salaries. In other words, our hypothesis was disproved, the governance
performance is not influenced by the incomes received, other elements are more
influenced, and we will identify them in a future study.

To confirm those mentioned above, we created the scatter diagram for the two
variables in order to highlight the lack of correlation between them.

What we can easily observe from Fig. 5 is the existence of a direct relationship
between governance performance and salary levels, but the spread of the points in
diagram is pointing the lack of a strong correlation between the two variables. A
very important element that has marked the evolution of audit activity is the internal
audit approach in a more comprehensive spectrum, being identified multiple con-
nections that exist between audit, governance and social responsibility of organi-
zations (Soh and Martinov-Bennie 2015).

More than that, Porter and Schwab (2008) advance the idea that professional
accountants specializing in audit, through a three-pronged approach (internal
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Table 4 Descriptive statistics

Effective organizational
performance management/
governance Salary
Effective organizational perfor- | Pearson 1 0.213
mance management/governance | correlation
Sig. (2-tailed) 0.060
N 79 79
Salary Pearson 0.213* 1
correlation
Sig. (2-tailed) | 0.060
N 79 79
“Correlation is significant at the 0.05 level (2-tailed)
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Fig. 5 Scatter diagram

auditors, external auditors, audit committees), could be the main key in ensuring
accountability to stakeholders.

Even before the recent changes that have affected the corporate governance
procedures, a large number of sampled individuals have acknowledged the great
challenge faced by internal audit in managing the agenda of corporate governance,
a function that may enable them to directly support the requirements and
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responsibilities of senior management in this respect. Another study argues that
internal auditors generally regard the leanings of corporate governance as benefit-
ting their cause—such as, for instance, the first Turnbull Report of the UK (1997)—
and have reported that the managers of public institutions allege that these leanings
have helped them change their attitude towards internal audit in a positive way and,
thus, departments have frequently asked for the advice of internal audit when they
had to enforce new procedures (Spira and Page 2003). Moreover, Goodwin (2004)
has found evidence that organizations possessing an integrated framework of risk
management are more likely to use internal audit.

6 Conclusions

In the context of corporate governance, effective internal audit plays a key role,
providing an important support to the organizations management in fulfilling its
responsibilities by ensuring a supervisory on internal controls of the organization.
Realizing this task, the internal audit is seen as the “last line of defence” against
inappropriate corporate governance practices and financial reporting.

By analysing the two pillars (promoting appropriate ethics and values within the
organization and ensuring effective organizational performance management/gov-
ernance), we have highlighted how public and private entities regard these two
variables as significant painters in the internal audit role in the spectrum of
corporate governance.

We can affirm that the internal audit activity improves the efficiency and
performance of the entity by expanding the responsibilities of internal audit and
setting up of audit committees, promoting ethics and values at the entity level,
understanding significance of transparency and quality of financial information and
improving management. Consequently, corporate governance will be at a high
level. Following the study conducted, we conclude by saying that there is a close
and favourable relationship between audit, managers and corporate governance.
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Financial Liquidity and Profitability
Management in Practice of Polish Business

Katarzyna Goldmann

Abstract From the point of view of companies’ survival strategies, in the short
term, financial liquidity plays a more important role than profitability does. In the
case when the company is not profitable in the short term but is characterized by
good financial liquidity, it has the potential for further development and for
improving its performance. However, in a long-term perspective, profitability is
more important because its lack in the long term will result in lacking financial
liquidity. Therefore, an important element of company management is making a
systematic analysis of financial liquidity and profitability, both on the basis of
financial statements and on data derived from its accounts. The objective of the
article is to present Polish companies’ approach to managing financial liquidity and
profitability. The article presents the results of a survey made on the issue. Based on
the survey, the extent of the use in making management decisions of the following
was determined: liquidity ratios, working capital and the demand for working
capital, analysis of the cash flow statement, and indicators of profitability. The
researched entities indicated the extent of usefulness of managing receivables,
liabilities, inventory, and cash in financial liquidity and profitability management.

Keywords Financial liquidity management e Financial liquidity e Financial
liquidity analysis ¢ Profitability management « Profitability * Profitability analysis

1 Introduction

According to the theory of the market economy, running a business is profit
oriented, and the basic measure of the extent of its realization is profitability.
Providing financial liquidity is equally important to gaining profits (Zuba 2010).
From the point of view of companies’ survival strategies in the short term, financial
liquidity plays a more important role than profitability does. In the case when the
company is not profitable in the short term but is characterized by good financial
liquidity, it has the potential for further development and for improving its
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performance. However, in a long-term perspective, profitability is more important
because its lack in the long term will result in lacking financial liquidity. Thus, an
economic downturn and a decrease in sales revenue in an enterprise may result in
lower cash flow and a lack of cash for making payments (Ciechan-Kujawa 2013),
and disturbance of the ability to repay obligations by means of external financing
may lead to insolvency. Entities with lower levels of debt are more profitable,
which is consistent with the theory of the hierarchy of funding sources, according to
which companies firstly use their internally generated capital (Chojnacka 2014).

The challenge in liquidity management is to achieve desired trade-off between
liquidity and profitability (Raheman and Nasr 2007). Liquidity requirement of a
company depends on the peculiar nature of the company, and there is no specific
rule on determining the optimal level of liquidity that a company can maintain in
order to ensure positive impact on its profitability (Owolabi and Obida 2012).

Liquidity analysis is of particular importance both for the company and the
environment. A weak liquidity position poses a threat to the solvency as well as
profitability of a company and makes it unsafe and unsound. Potential investors are
paid more attention on the profitability ratios, in particular return on equity.
Managers on the other hand are interested in measuring the operating performance
in terms of profitability. The liquidity and profitability goals are contradictory to
each other in most decisions (Niresh 2012). In the context of the needs and
expectations of financial statements defined by different groups of stakeholders,
the knowledge and assessment of profitability, financial liquidity, and forecasts of
trends in this scope seem to be very useful, and the willingness to use them, among
others, for management purposes should be emphasized (Ciechan-Kujawa 2014).
Therefore, an important element of company management is making a systematic
analysis of financial liquidity and profitability, both on the basis of financial
statements and on data derived from the accounts. The objective of the article is
to present Polish companies’ approach to managing financial liquidity and profit-
ability in this respect.

2 Research Methodology and Characteristics
of Companies

The research was conducted in the first quarter of 2015. The questionnaire was sent
by mail to approximately 2000 companies operating throughout Poland and
selected in a purposeful manner. The criterion for selection was the preparation
of financial statements including the balance sheet, profit and loss account, state-
ment of changes in equity, and cash flow statement. Responses were obtained from
294 companies; however, 228 properly completed questionnaires were classified to
the research sample. Based on that sample of respondents, the statistical part was
conducted and the results were compiled.
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Table 1 Characteristics of Total

companes Specification Number %
Overall 228 100
Type of business activity conducted®
Manufacturing company 133 58.33
Trading company 40 17.54
Service-providing company 55 24.12
Time of operating on the market
From 1 up to 5 years 10 4.39
From 6 up to 10 years 19 8.33
More than 10 years 199 87.28
Range of operations
Local 26 11.40
National 92 40.35
International 110 48.25
Company size
Small 42 18.42
Medium 90 39.47
Large 96 42.11

“Dominating type of activity

Among the surveyed companies, the dominating group were manufacturing
companies (58 %), followed by service-providing companies (24 %) and by com-
mercial ones (18 %), presented in Table 1.

The vast majority of respondents (87 %) are companies that have been
conducting business activity for more than 10 years on international markets
(48 %) and national ones (41 %). Almost half of them are large-(40 %) and
medium-sized (39 %) companies.

3 Financial Liquidity Management

Preliminary analysis of the cash flow statement is carried out in three-quarters
(76 %) of the surveyed companies, while the indicator analysis of cash flow in 69 %
of them, which is presented in Table 2. This applies in particular to large
manufacturing companies with the time of operating on the market exceeding
10 years and with the international reach. If the analysis is not performed, it is
because in the entities examined there is no need to do so, and if it is necessary, then
there is no such a person who could conduct this analysis. These are mainly service-
providing companies.

Preliminary analysis of the cash flow statement is carried out in the surveyed
enterprises more frequently than the indicator analysis of the cash flow statement.
However, in the case the indicator analysis of the cash flow statement is carried out,
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Table 2 Preliminary analysis Total
and the indicator analysis of

the cash flow statement in Specification Number %
companies Overall 228 100
Preliminary analysis of the cash flow
Yes 174 76.32
No 54 23.68
The indicator analysis of cash flow
Yes 158 69.30
No 70 30.70
Preliminary analysis of the cash flow ——

The indicator analysis of cash flow —)

Fig.1 The degree of usefulness of preliminary analysis and the indicator analysis of the cash flow
statement in managing liquidity

then the degree of its usefulness in making management decisions in the enterprise
is higher than that of the preliminary analysis, as is shown in Fig. 1.

Then respondents stated whether they calculate dynamic indicators in the scope
of cash flow statement, and if yes, which ones. Based on the data presented in
Table 3, it follows that most enterprises calculate the indicators of the cash flow
structure, next, cash sufficiency indicators, and cash performance indicators. How-
ever, according to the respondents, the most useful in companies’ decision-making
are the following in the presented order: cash sufficiency indicators, cash perfor-
mance indicators, and, finally, indicators of the cash flow structure.

Ratio analysis is complemented by an analysis of working capital and the
demand for this capital. The main task of net working capital is to maintain the
optimal size of current assets so that, on the one hand, the company was able to
settle its current liabilities and, on the other hand, had the opportunity to invest its
assets in order to increase profitability (Goldmann 2013).

The majority of companies (75 %) determine the working capital in the com-
pany, and half of them determine it on a regular basis (usually every quarter or
every month), and the rest only when needed. The degree of usefulness in decision-
making is on average 3.93 (on the Likert scale, it ranges from 1 to 5). The demand
for working capital is determined by 70 % of respondents, and most of them (63 %)
determine its level only when needed, and the remaining companies do it on a
regular basis. From the responses received and presented in Table 4, it can be
concluded that the researched entities tend to check the level of working capital,
which aims to secure financial liquidity in the enterprise more often, than to figure
out the demand for this capital. The demand for working capital is typically a point
of reference in relation to working capital and is to help in making decisions about
the company’s striving to maintain its optimal level.
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Table 3 The indicators of the cash flow statement calculated in companies and their degrees of
usefulness in managing liquidity

Total
Specification Number %
Overall 228 100
The indicators of the cash flow structure ——) 4.04
Yes 146 64.04
No 82 35.96
Cash sufficiency indicators ———) 4.24
Yes 130 57.02
No 98 42.98
Cash performance indicators ——) 4.18
Yes 112 49.12
No 116 50.88

Table 4 The working capital and the demand for working capital and their degrees of usefulness
in managing liquidity

e Total
Specification Number %
Overall 228 100
The working capital ——)
No 57 25.00
Yes, when needed 87 38.16 75%
Yes, regular® 84 36.84
The demand for working capital —)
No 68 29.82
Yes, when needed 101 44.30 70.18%
Yes, regular® 59 25.88

*usually every quarter or every month

The vast majority of enterprises that determine both the working capital and the
demand for this capital manage the working capital. In this regard, respondents
realize the strategy of managing working capital in their companies. The majority
of the surveyed companies (73.61 %) conduct a moderate strategy, and then it
comes conservative. Only a small proportion of them (2.78 %) lead an aggressive
strategy. Table 5 presents the results of the survey made on the issue.

The companies have determined what liquidity ratios they calculate, and the
findings are presented in Table 6. The vast majority (84.21 %) calculates static
indicators, and 62.28 % of all enterprises have dynamic indicators. However, the
degree of usefulness of indicators in managing liquidity was higher for dynamic
indicators of financial liquidity—above 4—while all the static liquidity indicators
were characterized by average degrees of usefulness below 4.
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Table 5 The managing of The managing of working capital

working capital ar.ld the . Yes 144 63.16

strategy of managing working

capital in companies No 84 36.84
The strategy of managing working capital
Moderate strategy 106 73.61
Conservative strategy 34 23.61
Aggressive strategy 4 2.78

Table 6 Static indicators and dynamic indicators of financial liquidity of the cash flow statement
calculate in companies and their degrees of usefulness in managing liquidity

Total
The degree of usefulness in managing

Specification | Number | % liquidity
Overall 228 100
Static indicators of financial liquidity The cash ratio 3.71 3.88
Yes 192 84.21 mmmmdp | Quick ratio 3.97
No 36 15.79 Current ratio 3.95
Dynamic indicators of financial
liquidity
Yes 142 62.28 | EE— 4.03
No 86 37.72 \ |

Almost all of the researched companies manage cash. Next, they manage, in the
following order, receivables, liabilities, and inventory. The usefulness of specific
areas in the management of financial liquidity is as follows:

— Management of cash, receivables, and liabilities oscillates at the same level and
averages at 4.46.

— Inventory management is less useful for companies with the average of 4.16.
However, for manufacturing companies, the degree of usefulness was at 4.36.
Table 7 presents the results of a survey made on the subject.

Proper management of working capital contributes to minimization of excess
inventory and timely payment of liabilities and hence determines the maintenance
of liquidity (Tokarski et al. 2014). In order to make management of working capital
effective, it is necessary to maintain the harmony between the ability to pay
obligations and achieve profits (Singhania et al. 2014).

4 Profitability Management

The surveyed companies determined whether they calculate, and if yes, which
profitability ratios. Almost all of the companies surveyed (96.05 %) calculate
their return on sales, more than three-quarters of the companies (79.39 %) prepare
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Table 7 Management of cash, receivables, liabilities, and inventory and their degrees of useful-
ness in managing liquidity

Total
Specification | Number | %
Overall 228 100
Management of cash
Yes 219 96.05 | |4.46
No 9 3.95
Management of receivables
Yes 217 95.18 |mmmmp |4.45
No 11 4.82
Management of liabilities
Yes 210 92.11 |=emmp |448
No 18 7.89
Inventory management 4.16 | Manufacturing company 4.36
Yes 196 85.96 | ) Trading company 4.10
No 32 14.04 Service-providing company | 4.05

their return on assets, and more than half (64.04 %) return on equity, as presented in
Table 8.

The degree of usefulness of particular groups of profitability ratios in managing
profitability is as follows:

— The highest average degree of usefulness has the return on sales (4.48).
— For indicator return on equity, the average degree of usefulness amounts to 4.25.
— The lowest average degree of usefulness has the return on assets (3.96).

The question—"does the company during the year also carry out an analysis and
evaluation of the profitability based on data derived from the books?”—was
answered affirmatively by almost three-quarters of respondents (74 %). Detailed
study results showed that such an analysis is conducted mostly once a month
(52 %), and next it was once a quarter (36 %) and twice a year (12 %). Companies,
in particular, calculate their return on sales. Table 9 presents the results of a survey
analyzing the issue.

Then the surveyed companies informed whether they make analyses and eval-
uations based on the financial statement on the profitability of competition. The
research shows that about 43 % of enterprises perform such an analysis mainly in
the scope of sales profitability. The results of it are contained in Table 10.

S Summary

Based on the questionnaire survey conducted, the following conclusions can be
drawn:



110 K. Goldmann

Table 8 Profitability ratios Total

calc.:ulate in companies and. Specification Number %

their degrees of usefulness in

profitability management Overall 228 100
Return on sales (ROS)
Yes 219 96.05 —) 4.48
No 9 3.95
Return on assets (ROA)
Yes 181 79.39 —) 3.96
No 47 20.61
Return on equity (ROE)
Yes 146 64.04 —) 4.25
No 82 35.96

Table 9 Frequency analysis of the profitability based on data derived from the books

Total
Number %
Overall 228 100

Does the company during the year also carry out an
analysis and evaluation of the profitability based on
data derived from the books?

Specification

Yes 169 74.12

No 59 25.88
once a month 52%
once a quarter 36%
twice a year 12%

Table 10 Analyses and evaluations based on the financial statement on the profitability of
competition

Specification Total
Number %
Overall 228 100
Yes 99 43.42
No 129 56.58
ROS 98%
ROA 46%

ROE 41%




Financial Liquidity and Profitability Management in Practice of Polish Business 111

In the scope of financial liquidity management, greater usefulness in this area has
the management of individual areas, cash, receivables, liabilities, and inventory,
rather than dynamic and static indicator analyses of financial and evaluation of
working capital. '

Cash and cash equivalents constitute a very important element for entities, since
in the short term, it is not profits gained, but own financial means that are most
important (Goldmann et al. 2009). It follows that companies while making deci-
sions on the management of financial liquidity, based in particular on simple and
transparent positions, as the rates and volumes calculated on the basis of data from
the financial statements often are ambiguous and require deeper analysis.

In the scope of profitability management, enterprises on the basis of the financial
statements calculate their return on sales, which they consider to have the highest
degree of usefulness in managing profitability. More than half of them additionally
analyze the profitability of the company every month based on data derived from
their books, and it concerns in particular the sales profitability ratios. In this area,
every second company” also analyzes its competition; however, in the author’s
opinion today, almost all businesses should do it.

Summing up the results of the survey, companies manage liquidity and profit-
ability at a similar level. However, if we focus on financial indicators, then their use
by respondents in the scope of managing profitability is higher than in the man-
agement of financial liquidity.
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The Business Audit as an Alternative
to Discriminant Analysis in Assessing Risks
of Going Concern

Marlena Ciechan-Kujawa

Abstract The ability of a business entity to develop and at least to survive is
crucial for all stakeholders. Nowadays, mostly statistical methods are applied in its
assessment. Efficiency of these methods is restrained by multiple and changing
factors influencing the risk of disruption of continuation as a going concern, which
raises the necessity of seeking an alternative solution. A new solution should be
aimed at the analysis of the ability and not only the assessment of threats to
continuing operation. The objective of the work is to present the research findings
which justify the necessity of a multidimensional evaluation of an entity to define
its ability to keep operating under the conditions of sustainable development. The
article presents the findings of the expert research and surveys conducted in the
years 2013-2015. As an alternative to discriminant analysis models, the author
presents the concept of a multidimensional assessment of an entity, its scope, and
the interpretation of its results. The presented model allows the assessment of the
maturity level of an organization in the implementation of a sustainable develop-
ment strategy, the assessment of an entity’s ability to continue as a going concern,
and its potential to create value for stakeholders.

Keywords Business audit « Discriminant analysis « Going concern ¢ Sustainable
development « External audit

1 Introduction

An economic entity’s ability to develop or at least to survive is crucial to internal
and external stakeholders. It is for a reason that “the going concern assumption” is
one of the primary rules of accounting. According to IAS 1, the assumption
framework of financial reporting contains the requirement that the management
conducts an analysis of the entity’s performance in this respect (IFRS Foundation
2012). The confirmation of this evaluation is also confirmed by a statutory auditor.
The audit is intended to show whether while applying accounting principles
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(policies) an entity will be able to continue its operations in the foreseeable future,
without significant changes in the scope of its activity and without declaring
liquidation or bankruptcy. According to ISA 570, threats to continuing operation
may result either from financial threats, internal or external operational threats, and
other business threats (IFAC 2015).

The research conducted both in Poland (e.g., Szczerbak 2007) and worldwide
(e.g., Black et al. 2000) confirms that the main reason for the loss of the ability to
continue operations is nonfinancial factors. Financial ones are simply their conse-
quence. The key causes of bankruptcy include first of all the loss of markets and
mismanagement and only then the lack of sufficient financial control, negative
financial results, and a high level of debt and overdue liabilities. Other significant
causes of bankruptcy are deliberate action to the detriment of the company, taking
remedial action too late, overinvestment, unfavorable credit policies of banks, and
dependence on a single customer. Evaluation of the reliability of the management’s
declaration concerning the continuing of operation requires not only considering of
the declaration itself but also actual circumstances and plans underlying it.'

The main methods used for assessing the threats to continuing operation are
primarily statistical ones, the most important one being a multidimensional linear
discriminant analysis (Goldmann 2009). For years these methods have been subject
to criticism (for instance, see Hamrol and Chodakowski 2008; Maczyniska and
Zawadzki 2006; Prusak 2011; Fanning and Cogger 1994). The following are
emphasized:

— The lack of universality resulting in limitations in the assessment of the risk of
bankruptcy of companies conducting various activities under different macro-
economic and legal conditions and under different accounting systems

— High ability to make correct forecasts only a short time before the bankruptcy

— Methodology applied for their development (e.g., flattening in models the
sample of companies not threatened by bankruptcy with the group of companies
recognized as bankrupts which may lead to the distortion of the results, because
in reality the number of companies not jeopardized by bankruptcy significantly
exceeds the number of bankrupt companies)

Despite this criticism and the emergence of other solutions, such as, for instance,
neural networks, the subject literature presents a view that for the average user,
discriminatory methods, if compared with newer generation methods, are less
expensive, more communicative, and transparent, and their results are easier to
interpret and compare (Maczynska and Zawadzki 2006).

Approximately 60 % of the discriminant analysis models use only financial
indicators, and 7 % supplement them with data from the cash flow statement. In

"However, according to the research conducted, declarations made by the management to continue
as a going concern are usually very general in nature, whereas statutory auditors’ conclusions
expressed in the opinion of the vast majority of cases confirm the validity of the assumption of the
management (e.g., see, Wielogérska-Leszczynska 2012).
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other cases references made to some extent to industry factors, macroeconomic
factors, and location can be found (Adnan and Humayon 2004). Therefore, in the
majority of models, universal ratios were applied. The dominant role is played by
three areas: ratios of profitability, liquidity, and financial support, with particular
consideration within this group of the indicators of the capital and asset structure.
Ratios that consider added value are also used. Variables that directly depict a
company’s environment (the state of the economy, the phase of the business cycle,
etc.) or variables derived from the capital market are used relatively infrequently
(Maczyniska and Zawadzki 2006). Also, an overview of Polish discriminatory
models indicates that they are based on financial factors included in company
reports. Attempts made by researchers to use quality variables (Prusak 2005)
were not effective. Qualitative factors are, in fact, taken into account by external
bodies (such as, for instance, banks) while assessing threats to going concern;
however, they usually constitute approximately 20-30% of the total weight
(Urbanczyk and Klemke-Pitek 2004, 2005; Kitowski 2014).

The multitude and changeability of factors of contemporary influence on the
threat to continuing company’s operation limit the effectiveness of the previously
mentioned methods and make it necessary to search for alternative solutions. The
aim of the work is to present the research findings which justify the necessity of a
multidimensional evaluation of an entity in order to define its ability to continue
operation under the conditions of sustainable development. While searching for
alternatives to discriminant analysis, apart from literature studies, the author
conducted a number of empirical studies during the last 2 years. These were:

1. Expert studies (by means of the Delphi method), aimed at identifying the factors
influencing the threat to continuing company’s operation, as well as an assess-
ment of their significance

2. Questionnaire interviews addressed to statutory auditors, whose aim was to
determine which factors that potentially influence continuing operation are
actually studied by statutory auditors in practice

3. Survey studies of companies operating in Poland, in order to define the methods
of evaluating the continuing of operation used in economic practice

4. The analysis of the statutory auditor’s reports, in order to define the methods
applied by auditors

2 Financial and Nonfinancial Factors Influencing
Companies’ Loss of Ability to Continue Operation

The expert study was conducted in 2013. 24 experts from different fields of
academic science and economic practice were invited. They were members of
supervisory boards, boards of directors, chief accountants, and auditors. Based on
literature studies, several dozen aspects of potential influence on the threat to
continuing operation were listed. As a result of the expert studies, a list of 53 aspects
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was finally developed and divided into eight areas on the basis of the content. Next,
the experts evaluated the impact of the aspects defined on a company’s ability to
continue as a going concern, assigning them a measure of importance, where “0”
meant no influence at all and “1” meant a crucial influence’. The average measure
of importance was presented in Table 1.

Among the eight areas of an entity’s operations, the area of accounting and
finances is perceived as the most significant for ensuring the company’s continuing
operation, but a comparable role is also attributed to such areas as customers and
markets and organization management. Their influence on the continuing of a given
entity’s operations was defined by the experts as at least high and highly probable.
Detailed research findings are shown in Fig. 1.

The factors pointed to as having a decisive influence on continuing an entity’s
operation (evaluation 1) were as follows:

— Customer’s portfolio quality—size, structure, and sustainability (4.1)

— Rules of managing liquidity, profitability, debt, and effectiveness (6.2)

— Revenue streams—their level, structure, and sustainability (6.3)

— Monitoring operation effects—the financial situation, balancing assets and lia-
bilities, diversifying in terms of investment objects and subjects which are
relevant from the point of view of operation safety and compliance with legal
rules (6.5)

— Identification of and compliance with relevant legal regulations (8.1)

Table 1 The level of impact of the key areas of management systems on going concern

Number of | Name of the management system | Number of key Average measure
the area area aspects in the area of importance
1 Organization management 11 0.81
11 Structure and internal relations 7 0.61
I System of control and surveillance | 7 0.5
v Customers and markets 6 0.85
\ Processes and investment 5 0.66
VI Finance and accounting 9 0.88
VII Communication with stakeholders | 4 0.68
and social relations
VIII Corporate governance 4 0.68

Source: elaborated by the author based on Ciechan-Kujawa (2014a)

’In the adopted measurement scale, the impact level was determined as a percentage, where
0 means no impact or no likelihood of impact; 0.1, almost no impact and unlikely; 0.2, fairly small
impact and unlikely; 0.3, small and potentially possible; 0.4, less than average and potentially
possible; 0.5, average and probable; 0.6, more than average and highly probable; 0.7, quite large
and likely; 0.8, big and highly probable; 0.9, very large impact and very likely; and 1, decisive
influence—a very large and certain.
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Fig.1 The level of importance of the factors which affect an entity’s ability to continue as a going
concern

Furthermore, the following were indicated as issues with a very large impact and
very likely (assessment: 0.9) excluding any factors from the accounting and finance
areas:

— The adequacy of key financial and nonfinancial resources for the realization of
the set objectives (point 1.4)

— Risk management—the effectiveness of methods, rules of identification, mea-
surement, responding to risk, and reporting (1.7)

— The adequacy of arrangements for monitoring and effective oversight of the
business processes (1.8)

— Adapting the structures, goals, processes, and products to changes in market
conditions—the adequacy and efficiency of the implementation of the changes
and the effectiveness of implemented solutions (1.9)

— The adequacy of the scope, extent, frequency, and quality of internal reporting
(1.10)
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— Explicitness, the adequacy of the safety procedures—procedures for accessing
data, preventing loss, and ensuring integrity during processing (2.3)

— Customer service procedures and services—the relevance, timeliness, and com-
pliance with the requirements (4.2)

— Sales and distribution channels—diversification, sustainability, and efficiency of
structure (4.4)

— Procedures for planning, execution, and control of operational activities—the
adequacy and compliance (5.4)

The complete list of the aspects included in the model was presented by
Ciechan-Kujawa (2014c).

3 Level of Study of the Factors Affecting the Company

Going Concern by Statutory Auditors

In order to identify which factors and to what extent they are evaluated by statutory
auditors, another study was conducted, with 44 auditors participating. The study
was based on a list of 53 aspects influencing the continuing of operation. The
findings are presented in Table 2°.

Table 2 The level of covering aspects affecting the company going concern during financial audit
in comparison with their significance

The average

Number of | Name of the management measure of The average measure of
the area system area importance covering by an audit
I Organization management 0.81 0.54
1T Structure and internal relations | 0.61 0.58
I System of control and 0.5 0.72
surveillance
v Customers and markets 0.85 0.48
\" Processes and investment 0.66 0.36
VI Finance and accounting 0.88 0.91
VII Communication with stake- 0.68 0.35
holders and social relations
VIII Corporate governance 0.68 0.75

3For the purpose of carrying out analysis in this respect, the following assumptions concerning the
assessment were made: 1(100% coverage), in the case of the auditor’s declaration on the
completed implementation of the audit; 0.5 (50 %), for the declaration of a partial assessment;
and 0 (0 %), in the absence of assessment. The author is aware of the shortcomings of the adopted
scale for a partial assessment (as this assessment is blurred—can take values different from 50 %);
however, it allows outlining the scale of the issues in question and makes a visual presentation.
Detailed results of the research are presented in Ciechan-Kujawa (2014c).
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The extent to which an audit covers the evaluations of the continuing of
operation was analyzed from two different points of view: according to the highest
significance of a given factor’s influence on continuing an entity’s operation
(Graph 1) and according to the dimensions of evaluating an entity’s operations,
i.e., the areas of the management system (Graph 2).

1 .T\‘ = -

0.9

g ) \-_i

0.5 M M H M

3 covering by an audit e importance

Graph 1 Covering by an audit according to the highest significance of a given factor’s influence
on continuing an entity’s operation

Graph 2 Covering by an audit according to the dimensions of evaluating an entity’s operations,
i.e., the areas of the management system
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Graph 1 shows that the aspects which the experts had pointed to as certain to
continuing operation (evaluation: 1) coincide with the auditors’ assessment. The
analysis of the next areas is not so positive though. 25 % of the most important
aspects influencing the continuing of operation (whose range of influence was
defined between 0.9 and 1) are matched during an audit at the level of 0.71. Graph 2
confirms that the area which is the most frequently studied is finances and account-
ing. One can also notice that the greatest discrepancies between a given aspect’s
influence on continuing operations and the extent to which it is studied have been
noted in such areas as customers and markets (deviation 0.37), communication
(deviation 0.3), processes (deviation 0.3), and organization management (deviation
0.27). Thus, it can be stated that the match in the finance-related aspects comes as
no surprise; the most significant threats (which obviously influence the continuing
of operation) are covered by an audit. The remaining ones (the measure of influence
of 0.8-0.9) unfortunately are not, and what is especially disturbing is the limited
extent of evaluation in the categories such as customers and markets and organiza-
tion management, as they were the domains that the experts had pointed to as
especially significant to continuing of operation.

4 The Manner of Evaluation of Continuing Operation Used
in Economic Practice

In the first quarter of 2015, the author conducted survey studies in order to
determine whether the discriminant models are actually used by companies and
statutory auditors. An additional research objective was the evaluation of the
effectiveness of these business models, made by representatives of companies,
while analyzing the threat of an entity’s bankruptcy, its suppliers, and key
customers.

The research was conducted among companies operating on the Polish market.
The questionnaire was sent out by email to representatives of financial and account-
ing departments. Half of the companies that participated in the survey were
manufacturing companies (49 %), 31 % were companies rendering services, and
were 20 % commercial ones. Companies with the prevailing Polish capital and
functioning on national and international markets for at least 10 years were dom-
inant. Most of the entities examined are commercial law companies (44 %) and
medium-sized ones (58 %). The criterion for being selected for the examination was
the possession by the entity of the financial statement that is subject to mandatory
auditing. In all of the cases, the statutory auditor’s report drawn up on the entity’s
financial statement for 2013 was also analyzed.

Out of 512 entities studied, 501 answered the question concerning the methods
used for evaluation of continuing operation. Only 75 turned out to be conducting the
evaluation by means of discriminant analysis. They were mostly large manufactur-
ing companies, which had been functioning on the market for more than 10 years,
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their area of operation being international. As many as 92 % of the entities which
did not use discriminant models declared the reason was the lack of their usefulness
for making long-term decisions and evaluation of continuing operation of the entity,
suppliers, or customers. About 6 % of the respondents said that the reason was the
lack of staff capable of using the method. The entities which use discriminant
analysis assessed on average its usefulness as 3.85 on the 5 degree Likert scale. The
average evaluation from the entities which did not use discriminant analysis was
1.2.

A review of the reports by statutory auditors drafted for the same entities also
points to infrequent use of discriminant models. Such an analysis was not presented
in any of the reports. In six cases a statement was noted that “the analysis was
conducted, and its results confirm lack of threats to continuing operation.” The
confirmation of this state of affairs is also reflected in other studies (e.g.,
Andrzejewski and Mazurczak 2011).

5 Assumptions of the Business Audit Model

The business audit is understood as an independent evaluation of the effectiveness
of the mechanisms of management implemented in a company concerning the
company’s potential, operational risk, interactions with stakeholders in order to
determine the entity’s ability to continue operation, at the same time complying to
the rules of sustainable development.

The following factors are evaluated: systems ensuring compliance, the degree of
keeping the compliance, and the effectiveness of solutions. The result of the
evaluation is the level of risk resulting from the designed solutions, business
practice, and effectiveness of operation (see Fig. 2).

Similar to the assessment of credit rating, the usefulness of the model required
the use of scoring, which makes it possible to make a comparison in time and space.
The assessment in each of the three dimensions is based on the already established
eligibility criteria for observations as strong or weak sides of the organization under
scrutiny using the rule of grading the observation weight on a 1-5 scale. The basis
for this qualification is the rules set out in Table 3.

The results obtained by the entity are the result of the assessments made in many
areas and are presented in the form of an average. In view of this, in order to assign
them to one of the five levels defined for each perspective, a conversion scale
should be used. The criteria that form the basis for the interpretation of results are
contained in Table 4.

The point evaluation method allows one to determine and communicate the
results in different cross sections: in the form of partial indicators with varying
degrees of aggregation (according to various aspects that are subject of the assess-
ment, according to the eight areas identified in the assessment, according to the
individual dimensions) and a holistic index (general, the overall result of the
evaluation). This approach also gives the possibility of positioning the entity on
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the axis of perfection. When presenting the information on the strengths and
weaknesses of the solutions adopted by the entity, a platform for improvements is
created, and at the same time, it allows pointing to good practice in the entity and
using it to promote the organization.

6 Conclusion

Despite the fact that the ability to continue operation is influenced by both financial
and nonfinancial factors, under currently used methodological solutions, it is the
financial factors that are mostly assessed. It concerns both the use of the
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Table 3 Ceriteria for assessing compliance in the concept of multidimensional business audit

Perspective of compliance

Perspective of
effectiveness

(ITI1.1) Assessment relative
to plans
(I11.2) Assessment of trends

Level | (I) Designing solutions (IT) Business practice (II1.3) Assessment in space
1 Lack of established rules. | Lack of evidence for Failure to meet expecta-
No evidence implementation; it does not | tions—unrealized
(0 % occurrence) occur in practice requested values to any
(0% compliance) extent (0 % of the plan);
decrease in the level and
dynamics of indicators;
definitely below the aver-
age or pattern
2 The process is marginally | Practice occurs only in Definitely below expecta-
documented. There is selected areas of activity; tions—the lack of imple-
limited evidence there is little evidence of mentation of the requested
(25 % occurrence) implementation values in most of the
(25 % compliance) planned areas (less than
50 % of the realized
values); maintenance of the
level, but decline in the
dynamics of indicators;
slightly below the industry
average or pattern
3 Partially developed solu- | The practice commonly Below expectations—
tions. There is evidence known, but not everywhere | implementation in most of
(50 % occurrence) used; the results and evi- the planned areas (over
dence of improvements are | 50 % of the realized value);
visible maintaining the level and
(50 % compliance) dynamics of indicators; at
the level of the average for
the industry or pattern
4 In most cases the devel- The practice often used with | Slightly below expecta-
oped solutions are con- some exceptions, visible tions—implementation in
firmed by clear and continuous improvement. most of the planned areas
unambiguous evidence Clear and unambiguous (over 80 % of the realized
(75 % occurrence) evidence. value); an increase in the
(75 % compliance) level but the maintained
dynamics of indicators;
slightly above the average
for the industry or pattern
5 Comprehensive guidance | The practice applied to a At or above expectations—

on every aspect confirmed
by comprehensive evi-
dence

(100 % occurrence)

full extent without any
exceptions. Comprehensive
evidence. Visible and
supported by the evidence
systematic improvement of
results in the long term
(100 % compliance)

the implementation in any
scope (100 % of plan); an
increase in the level and
dynamics of indicators,
definitely above the aver-
age or pattern

Source: elaborated by the author based on Ciechan-Kujawa (2014c)
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Table 4 Eligibility criteria for entities according to the risk level of activity in the concept of
multidimensional business audit

Level | Average | Risk Level

1 1.0-1.5 | The level of uncertainty—low ability to continue operations (lack of super-
vision, negative trends, unfavorable comparisons, unattained objectives,
evidence showing that continued operations may be threatened)

2 1.0-1.5 | The level of relative uncertainty—decreasing ability to continue operations,
unclear trends, unfavorable comparisons, objectives mostly not reached,
evidence of the deteriorating situation of the entity

3 1.0-1.5 | Neutral level—the average capacity to continue operations—goals achieved
at the level of the industry, the lack of significant grounds for threatening the
operation

4 1.0-1.5 | The relative level of certainty—growing ability to continue operations—

positive trends, objectives achieved, in most comparisons favorable condi-
tions for improving the situation of the entity

5 1.0-1.5 | Full ability to continue operations—the objectives achieved, positive and
lasting trends, favorable comparisons—the entity’s functioning is not
threatened

Source: elaborated by the author based on Ciechan-Kujawa (2014c)

discriminant analysis and other methods used by auditors. In order to evaluate the
threat to continuing an entity’s operation in advance, it is essential to evaluate not
only the trends in shaping the level of rates or financial quantities, but first of all the
mechanisms which cause the existence of those particular trends.

New solutions should be oriented not as much toward assessment of threats to
continuing operation, but rather toward the evaluation of a company’s ability to
continue operation. The effectiveness of tools for early identification of risks is a
prerequisite for rapid response (Ciechan-Kujawa 2014b). Alternative or comple-
mentary solutions could not only affect the rationalization of business management
and control (by supervisory boards, statutory auditors, business courts, and other)
but also increase macroeconomic efficiency.

The method of risk assessment of going concern presented in this article is one of
the three perspectives of assessment realized within the designed business audit
model. In addition to the risk assessment, the model allows the assessment of the
effectiveness of building value for the organization (its weaknesses, strengths, and
as a result the potential of improvement) and the effectiveness of creating value for
stakeholders (the level of assurance and implementation of business practice based
on the consideration of the interests of all stakeholders, leading to building relation-
ships based on a spiral value). The model is described in more detail by Ciechan-
Kujawa (2014c). Assessing organizations in all dimensions included in the model
should provide an answer to the question whether the organization is managing risk
effectively and allocates resources to ensure the survival and sustainable
development.
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Finance-Driven Globalization: Empirical
Evidence from the Commonwealth
of Independent States

Argiro Moudatsou and Georgios Xanthos

Abstract Finance-driven globalization has produced winners and losers in the
developing world. Over the past 30 years, many developing countries have expe-
rienced spurts of economic growth followed by collapses. In the process, some have
fallen further behind the advanced economies, while only a few have enjoyed
sustained economic growth. The main purpose of this paper is to provide an
assessment of the empirical evidence on the effects of financial globalization for
developing economies of the Commonwealth of Independent States (former Soviet
Republics). This group of countries was chosen for reasons of geographic proximity
and similarities in economic structure; we tried to answer the question: Did the
drive by the financial sector globalization empower the growth for the sample
countries? On the basis of Blundell and Bond (Journal of Econometrics
87:115-143, 1998), a dynamic panel data model is employed. The econometric
methodology is the system GMM two-step estimator developed by Arellano and
Bover (Journal of Econometrics 68:29-51, 1995), Blundell and Bond (Journal of
Econometrics 87:115-143, 1998; Econometric Reviews 19:321-340, 2000), and
Roodman (The Stata Journal 9:86—136, 2009). Considering a possible correlation
between the lagged dependent variable and the panel fixed effects and the “small T,
large N” restriction, Windmeijer’s (Journal of Econometrics 126:25-51, 2005)
procedure is implemented so that standard errors become robust after getting
small sample size of the dataset under control.

Our results show that only trade has a positive effect on growth, while FDI
financial openness and financial integration do not have any impact on growth for
the counties’ sample.
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1 Introduction

The recent phenomenon of financial globalization which has intensified since the
mid-1980s was marked by a sharp increase in capital flows among industrialized
countries and between industrialized and developing countries. Theoretical models
have identified a number of channels through which capital flows can promote
economic growth in developing countries. However, a systematic examination of
the evidence shows that while these capital flows have been associated with high
rates of growth in some developing countries, during the same period, some other
countries have caused a collapse of growth rates and severe economic crises.
Therefore, a heated debate has emerged in both academic and policy circles on
the effects of financial integration for developing economies. But much of the
debate has been based on limited empirical evidence (Prasad et al. 2003).

The main purpose of this paper is to provide an assessment of the empirical
evidence on the effects of financial globalization for developing economies of the
Commonwealth of Independent States (former Soviet Republics).

The rest of the paper is organized as follows: Sect. 2 reviews related and relevant
literature on the topic area; Sect. 3 explains the methodology used to analyze the
panel dataset and presents the results and the discussions of the panel regression;
Sect. 4 concludes and summarizes the findings of the study.

2 Literature Review

The term “finance-driven globalization” (FDG) was chosen from Supachai (2012)
to characterize the dominant pattern of international economic relations during the
past three decades. The financial deregulation by opening the capital account and
the rapid growth of international capital flows are the main forces shaping global
economic integration since the collapse of the system of Bretton Woods. Financial
markets and institutions tend to dominate the real economy, distorting trade and
investment, by increasing the levels of inequality, and posing a systemic threat to
the financial stability. Supachai (2012) argues, inter alia, that the FDG failed to
capitalize on the ability of the market to support a broad-based development instead
affected negatively and increased destabilizing tendencies.

Many scientific studies have attempted to examine the relationship between
financial integration and economic growth. Some of them result in a significant
positive effect of capital account liberalization on growth; others find negative
effects, while others cannot identify any relationship. Subsequently, we will present
some of these works.



Finance-Driven Globalization: Empirical Evidence from the Commonwealth of. . . 131

Calderon and Liu (2003) found that the financial development generally leads to
economic growth, and the financial deepening enhances economic growth through
faster capital accumulation and productivity growth; its effect is more evident in the
case of developed countries. Moreover, there is two-way causal relationship
between financial development and economic growth. Finally, the longer the period
covered by statistical data, the greater the effect of financial development on
economic growth.

Levine (2001) found that financial integration contributes to efficient allocation
of capital by strengthening the domestic financial sector, thus causing a positive
impact on increasing investment and growth opportunities. In addition, a positive
side effect may be the increase in yields of domestic companies which are forced to
compete with foreign companies.

Edwards (2001), using cross-country dataset to investigate the effects of capital
mobility on economic growth, concludes that more open capital account countries
have outperformed those countries that have limited capital mobility. Also, there is
evidence that an open account affects positively growth only after a country has
achieved a certain degree of economic development.

Kose et al. (2006) report that economic integration promotes economic growth
of developing countries, because it facilitates capital flows from developed to
developing economies that have limited capital, necessary condition for their
economic development. Also, financial integration can help poor countries to
become active in other sectors outside the agricultural and extraction of natural
resources. This differentiation could make them less unstable in macroeconomic
variations.

Edgar and Tovar (2012), using annual data, over the 1995-2008 period, covering
26 transition countries, conclude that under the condition of a better performance of
the financial system, there is a positive effect of financial globalization on economic
growth.

Ahmed (2011), taking a sample of 25 SSA countries, examines the issues and
impact of international and regional financial integration. The research tests con-
clude that there are both direct and indirect transmission channels of financial
integration to the real economy. Directly, it is argued that economic openness
affects economic growth through access to foreign financial markets, increasing
the efficiency of financial services and helping the dispersion of risks and con-
sumption smoothing. Indirectly, the process of international financial integration
facilitates knowledge transfer, promoting trade and enhancing specialization. How-
ever the author does not observe a robust link between financial openness and
economic growth in SSA region.

Afzal (2007) examines the impact of globalization empirically using trade
openness and financial integration measures besides other important and relevant
macroeconomic variables expected to influence the economic growth. The results
show that financial openness and financial integration do not have short-run impact
on economic growth.

Osada and Saito (2010) study the effects of financial integration on economic
growth using an international panel data of 83 countries from 1974 to 2007. They
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observe that the effects of financial integration on economic growth vary according
to the specific characteristics of the countries participating in economic integration
and even on the type of external assets and liabilities. In particular, when they break
down external liabilities into FDI and equity liabilities and debt liabilities, the
former has a positive impact on economic growth, while the latter, especially public
debt, has a negative impact. Very important is considered also the existence
institutions and well organized and financial markets. Countries with better orga-
nized financial markets and institutions benefit more from financial integration.

Edison et al. (2002), using a wide array of measures of international financial
integration on 57 countries and various statistical methodologies, observe that
financial integration does not accelerate economic growth even when controlling
for particular economic, financial, institutional, and policy characteristics. Lane and
Milesi-Ferretti (2008) observe that a local shock in an economy has different effects
on partner countries, thereby dependent on various parameters such as the level and
composition of bilateral investment and positions and the nature of co-movements
between home and partner financial returns. They conclude that the asymmetries
between international financial linkages and international trade linkages intensify
the heterogeneity in the bilateral transmission of shocks with the degree of trade
integration between advanced and developing countries to be more important than
the degree of financial integration. Mougani (2012) examines the links between
financial integration and growth in the case of African countries classified between
“open” and “closed” countries for the 19762009 period. The evidence is incon-
clusive indicating that there cannot be established any relationship even under
particular economic and financial conditions. However, he considers that the results
might be different in case these countries were considered in long term. Actually, he
does not contest the theoretical basis of the relationship between financial integra-
tion and economic growth.

3 Data and Methodology

3.1 The Countries

Our sample consists of the following Commonwealth of Independent States: Arme-
nia, Azerbaijan, Belarus, Estonia, Georgia, Kazakhstan, Kyrgyzstan, Latvia, Lith-
uania, Republic of Moldova, Tajikistan, Turkmenistan, Ukraine, and Uzbekistan.
The time span is from 2005 to 2012.
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3.2 The Variables

Dependent variable is the growth as Dlogy (Y =GDP in constant prices 2004).
Taking under consideration the lack of data for the countries’ sample and the period
span, 2005-2012, we construct the following explanatory variables:

Trade openness as X| = (exports + imports/GDP).

Foreign direct investment as X, = FDI inflows/GDP.

Financial development variables as X3 = domestic credit to private sector/GDP and
X, = domestic credit by financial sector/GDP.

Financial integration variable as X5 =kaopen index (Chinn and Ito 2008).

Data is collected from the World Investment Reports, COMTRADE database, and
IMF.

3.3 The Model

Thus, we construct a model where dependent variable is the growth and indepen-
dent are trade, FDI, and financial variables:

1 1 1
g =ptaig,  + > BXii+ > viMij+ > OFDL, j+w;+e, (1)
J=0 J=0 j=0

gi: 1s growth

t=2005...2013, i = 15 individual countries

w; are the panel level effects (which may be correlated with the covariates)

&;, are i.i.d. over the whole sample with variance o2,

B, v;» and 0; are vectors of parameters to be estimated

X;;=trade openness, FDI;, foreign direct investment, M;, a vector of financial
variables

3.4 The Methodology

The econometric methodology is the system GMM two-step estimator developed
by Arellano and Bover (1995), Blundell and Bond (1998, 2000), and Roodman
(2009). Considering a possible correlation between the lagged dependent variable
and the panel fixed effects and the “small T, large N” restriction, Windmeijer’s
(2005) procedure is implemented so that standard errors become robust after getting
small sample size of the dataset under control.
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Table 1 GMM estimation results

Explanatory variables Coefficient P-values
X, = Exports + Imports/GDP 5.51e-15 0.019*
X, =FDI/GDP —0.00004 0.998
X3 =Domestic credit to private sector/GDP —0.0036 0.824
X, =Domestic credit by financial sector/GDP 0.0027 0.847
X5 =Kaopen (index) —0.1019 0.210
AR (1)** Z=-2.8337 0.0046*
AR (2)** Z=-1.3801 0.1676

Number of instruments: 34
Number of groups: 14
Number of Obs: 98

*Statistically significant at @ = 0.05 sign. level
**Arerallo-Bond test for zero autocorrelation in first-differenced errors

4 The Results

After checking for the series stationarity, trying different combinations of the
explanatory variables and running all the postestimation tests, we conclude to the
specification reported in Table 1.

Trade has a significant positive impact on growth. So the first conclusion is that
the classic trade in the given stage of development has a positive effect on growth.
FDI does not seem to have any impact on the countries’ growth. That means that
FDI should be considered according to its composition (i.e., in what sectors it is
concentrated). It is quite possible that it is concentrated to sectors that exhibit long-
run performance, so the results are not obvious during the investigation period
(2005-2012).

The financial development variables do not have any impact on the growth. This
may be due to the different structure of the economic system of the Commonwealth
of Independent States compared to Western economies’ system. Our findings are
consistent with those of other researchers in this field, as already has been men-
tioned in the literature review. Financial integration (kaopen index) has no impact
on the growth of the Commonwealth of Independent States group, at least for the
period we examined.

5 Concluding Remarks

Turning to the question we tried to investigate (Did the drive by the financial sector
globalization empower the growth for the sample countries?), the answer is nega-
tive. Here we should refer to kaopen structure (the financial integration variable)
and its image for the countries of our sample. We know that kaopen focuses on
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financial openness mainly through current account transactions. This index takes on
higher values; the more open is a country.

In our sample, if we exclude Estonia, Latvia, Lithuania (countries bordering on
Europe), and Kyrgyzstan (proximity to China), the other countries present too low
degree of financial openness. So for the former group of countries, we could say that
we have border effects. That is, the proximity of these countries to “more capitalist”
economies makes them more open compared to the rest of the sample countries.
The different degree of financial integration could be a reason for getting insignif-
icant impact of this variable for the whole sample.

Finally regarding the FDI impact on macroeconomic volatility in these coun-
tries, we can say that, if the FDI, with the given composition, does not contribute
positively to growth (given the data and time span), it is quite possible that enters
into the system economic instability.
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Export Diversification in Lithuanian
Traditional Technology Industry

Daiva Laskiene, Asta Saboniene, Irena Pekarskiene, and Rozita Susniene

Abstract This research study introduces the analysis of the export diversification
in Lithuanian traditional technology industries by commodity groups and the
geographical export markets. The actuality of research problem is based on the
relation between degree of export diversification and fluctuations in export earnings
and economic growth rates. The evaluation of export diversification lays the
foundations to reveal the actual performance of low-tech industries and to explore
their main export tendencies. The core aim of empirical study is to disclose which
low-tech industry is most diversified, e.g., is best protected from possible external
upheavals and ensures higher stability to the country’s economy. The methods of
the scientific research used in empirical study are analysis of scientific literature and
mathematic estimations and comparative analysis of export concentration indexes.
The calculations of export concentration indexes (HHI) are performed using Lith-
uanian export-of-goods data, disaggregated to the Classification of Products by
Activity (CPA). The results of empirical study demonstrate a moderate level of
export concentration of Lithuanian low-tech sector according to both dimensions of
geographical regions and commodity groups. In order to improve Lithuanian export
competitiveness and to reduce losses of future demand fluctuations in the main
export markets, the recommendations for export diversification enlarging are
presented in this chapter.

Keywords Export diversification « Concentration index ¢ Herfindahl-Hirschman
index * Traditional technology industry

1 Introduction

After the periods of crisis, export in Lithuania regained its position as the key factor
for economic growth and prevented negative consequences from occurring. To
achieve sustainable growth of export, it is vital to ensure that it is resistant to
various shocks in demand and supply. One of the ways to marginalize their effect is
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to diversify exported production by goods and geographic markets. As suggested by
various researches (Pineres and Ferrantino 1997; Al-Marhubi 2000; ESCAP 2004;
Songwe and Winkler 2012; Cottet et al. 2012), lower degrees of export diversifi-
cation correlate highly with fluctuations in export earnings and economic growth
rates.

Traditional technology industry (also called low-tech sector) creates the largest
fraction of export and additional value in Lithuanian economy. The contribution of
the low-tech sector to the expansion of Lithuanian economy and its importance for
the economy as a whole is confirmed by researches conducted (Pridotkiene
et al. 2013; Saboniene et al. 2013; Laskiene and Venckuviene 2014). Due to the
impact the sector has on the country’s economy, we divide Lithuanian traditional
technology industry into separate subsectors and seek to answer the question
whether the expansion of the exports in these sectors is capable of withstanding
various shocks in demand and supply. Hence, the purpose of the research is, after
assessing the level of diversification in different low-tech sectors, to determine
which low-tech sector is the most protected from possible external upheavals and
ensures higher stability to the country’s economy.

To achieve that, we perform a structural analysis on exports of separate low-tech
sectors in terms of goods and markets, calculate the indices of export concentration,
identify their changes throughout the selected period of time, and determine export
tendencies in different subsectors.

2 Methodology and Data

Scientific literature provides various methods for assessing the level of export
diversification. The choice of a measure usually corresponds to different defini-
tions, dimensions, forms, and levels of diversification. The measures of diversifi-
cation are as follows: The Commodity-Specific Cumulative Export Experience
Function (CSCEEF), the Absolute Deviation of the Country Commodity Shares,
the Commodity Specific Traditionalist Index (CSTI), and the Variance of the CSTL.
The most commonly used measures of export diversification are the Concentration
Ratios (measuring product or geographic concentration) (Samen 2010). Several
measures have been developed to estimate concentration ratios. The Herfindahl—
Hirschman index (HHI) is the most widely used measure of the degree of market
concentration. HHI shows how a product market is concentrated in a few countries
or homogeneously distributed among several countries. Likewise, it shows how
exports of particular countries or country groups are concentrated on several
products or otherwise distributed in a more homogeneous manner among a series
of products.

Herfindahl-Hirschman index as the measure of the degree of market concentra-
tion by countries and geographical regions may be expressed as follows (United
Nations Conference on Trade and Development 2012):
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n ﬁ 2_ n
HHI, = Zi:l(xi) Vi (1)

1= /1/n

where

HHI;—concentration index of a country or country group,
x;—value of export for country j and product 7,

n
X;= Z:l x;j—total export,
i=
n—number of products.

Herfindahl-Hirschman index as the measure of the degree of market concentra-
tion by products may be written as follows (United Nations Conference on Trade
and Development 2012):

Zn:l (;_,)2 - \/W

]

1= /1/n

HHI =

where

HHI;—value of concentration index for product i,
x;—value of export for country j and product 7,

n
X; = > x;—total export,
i=1
n—maximum number of individual economies.

HHI value can vary between 0 and 1. When total export consists only of a single
group of products or the products are exported to a single country—trade partner,
the index gains its highest value. An index value that is close to 1 indicates a very
concentrated market. On the contrary, the bigger is the number of exported product
groups or export countries the lower is a possible value of the index. Value 0 reflects
a completely equal distribution of products or countries.

Sub-ranges of Herfindahl-Hirschman index are listed below (U.S. Department
of Justice and the Federal Trade Commission 2010; Mundeikis 2013):

HHI < 0.01 indicates a highly diversified market,

0.01 < HHI < 0.15 indicates an un-concentrated market,

0.15 <HHI < 0.25 indicates a moderately concentrated market,
HHI > 0.25 indicates a highly concentrated market.

The HHI calculations are performed using Lithuanian export-of-goods data,
disaggregated to the Classification of Products by Activity (CPA 2008) at 2-digit
and at 4-digit group level. The choice of CPA classification has been determined by
the fact that it enables to select the volumes of the export of the products which are
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exclusively of Lithuanian origin. Since our aim is to evaluate diversification level of
the export of the products that have been manufactured in Lithuanian industry, our
analysis does not include the data of reexport. For the analysis, we use the data from
the Lithuanian Department of Statistics (Statistics Lithuania) bases for the years
2008-2011.

3 Finding and Discussion

3.1 Export Structure of the Traditional Technology Industry
in Terms of Goods Sold

According to previous research of Laskiene and Venckuviene (2014), the tradi-
tional technology industry can be divided into four main groups (CPA_2008 2-digit
group level codes are provided in the brackets):

* Food products, beverages, and tobacco products (10, 11, 12);

« Textiles, wearing apparel, leather and related products (13, 14, 15);

*  Wood and wood products, except furniture; paper products; printing (16, 17, 18);
¢ Furniture and other manufactured goods (310, 329).

Export volumes of traditional technology industry groups for 2008-2011 are
presented in Table 1. Analysis of 4 year averages showed that the largest part of
low-tech sector exports can be attributed to food products, beverages, and tobacco
products. The second largest sector is furniture and other manufactured goods, with
textiles, wearing apparel, leather and related products following directly afterwards.
The smallest share of exports amongst the analyzed products is attributed to wood
and wood products, except furniture; paper products; and printing.

In the following analysis, the sector of food products, beverages, and tobacco
products is excluded, as products from this group are separately analyzed in other
research. For this particular research, data from the remaining three groups of
products will be used:

» Textiles, wearing apparel, leather and related products (hereinafter referred to as

textile products);

Table 1 Export of goods of Lithuanian origin with respect to groups of traditional technology
industry, mln. LTL

2008 2009 2010 2011

Food products; beverages; tobacco products 4342.36 |4192.85 |5094.23 |6098.36
Textiles; wearing apparel; leather and related 2182.56 |1720.20 |2032.19 |2276.42
products

Wood and of products of wood and cork; paper and | 1720.02 | 1324.18 | 1829.00 |2162.02
paper products; printing and recording services

Furniture; manufactured goods n.e.c. 2144.22 | 1977.26 |2359.89 |2834.22
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Fig. 1 Export of Low-tech sector (without food products) goods in 2011 (90 % of all export)

Wood and wood products, except furniture; paper products; printing (hereinaf-
ter—wood and paper products);

Furniture and other manufactured goods [simply furniture, as other
manufactured goods constitute insignificant fraction in this group (only 4 %)].
In order to determine the products from these three traditional technology
industries with the largest export volumes, the authors used data on exports of
products of Lithuanian origin from this specific industry for 2011. After group-
ing gathered information, export values of different product groups were deter-
mined on a 4-digit level. These results are presented in Fig. 1 in descending
order.

The vast majority of exported production belongs to “other furniture” group.

Export of these goods constituted more than 19 % of the whole traditional technol-
ogy industry without the foods group and more than 10 % had the foods group been
included. The “other furniture” subcategory includes the following products:
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wooden furniture for use in the bedroom, dining room, and living room and
furniture of plastics or other materials (e.g., cane, osier, or bamboo; finishing
services of new furniture; sub-contracted operations). Furniture-related products
were also in the second place in terms of export volumes. The products include:
Seats and parts thereof and parts of furniture. Export of these products was 15 % of
the all low-tech sector exports without the foods group and more than 8 % together
with the foods group. More than 8 % of low-tech sector exports without the foods
group and more than 4 % with the foods group can be attributed to other outerwear.
This product group includes such products as outerwear, knitted or crocheted; worn
clothing; and others. Exports of products from “other builders’ carpentry and
joinery” group constituted more than 6 % of the exports of the traditional technol-
ogy industry without the foods group and more than 3 % with the foods group.

This product group includes the following goods: windows, French windows and
their frames, doors and their frames and thresholds, of wood; shuttering for concrete
constructional work, shingles and shakes, of wood; prefabricated wooden build-
ings; sub-contracted operations as part of manufacturing of other builders’ carpen-
try and joinery; and others. Very similar volumes were reached in the category of
wood, sawn, and planed products, as their exports in 2011 reached 6 and 3 %,
respectively. Aggregated exports of the remaining products constituted less than a
half (45 %) of all exports of the traditional technology industry (without food
products group).

To assess export diversification of the traditional technology industry (without
foods group) in terms of goods sold, Herfindahl-Hirschman index was calculated.
Its value in 2011 was 0.159, and it indicates a moderate level of export concentra-
tion for this industry with respect to the goods sold. A moderate concentration of
export with respect to the goods sold indicates that there is a risk that the traditional
technology industry in Lithuania can be highly affected by shocks in demand of the
most vital products in this product category. In the following analysis, the authors
seek to determine which low-tech sectors (without the foods group) are more
resilient to fluctuations in the number of foreign customers. To achieve that,
separate export structures of textile, wood, and furniture product groups are
presented, and export diversification levels for these groups are assessed with
respect to the goods sold.

Figure 2 shows the export structure of Lithuania’s textile products in 2011. From
this figure, it can be seen that as much as 27 % of all exports of textile products can
be associated with other outerwear, with components such as outerwear, knitted or
crocheted, worn clothing and other articles. More than half (56 %) of these exports
come from three textile product groups—abovementioned outerwear, underwear,
and made-up textile articles, except apparel. Calculated export concentration index
for textile goods for 2011 was 0.193, and it allows to concluding that export
diversification of these products in terms of goods sold is rather moderate.

Figure 3 presents the export structure of Lithuanian wood and paper products in
terms of goods sold in 2011. From the figure, it can be seen that more than a half
(54 %) of all exports in this category comes from three main product groups: other
builders’ carpentry and joinery; wood, sawn, planed; and wooden containers.
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Fig. 2 Export of Lithuanian textile goods in 2011 (96 % of all export)
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Fig. 3 Export of Lithuanian wood and paper products in 2011
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Fig. 4 Export of Lithuanian furniture goods in 2011

Although the production of wood and paper has the smallest part in the tradi-
tional technology industry, its export concentration index is 0.142, and it suggests
that export of these goods is rather diversified in terms of goods sold. Hence, due to
the variety of exported goods, export of wood and paper goods is protected quite
well from negative demand fluctuations in foreign markets.

Figure 4 shows the export structure of furniture industry goods in terms of goods
sold in 2011. From this figure, it can be seen that 87 % of aggregated exports of this
industry come from two main product groups: other furniture [consists of such
products as wooden furniture for use in the bedroom, dining room, and living room;
furniture of plastics or other materials (e.g., cane, osier, or bamboo), and others] and
seats and parts thereof and parts of furniture. The calculated export concentration
index in terms of the goods is 0.393 and clearly shows high export concentration in
a few distinguished products. It suggests that a decline in the demand for Lithuanian
furniture in foreign markets can hugely affect Lithuanian furniture industry.

By calculating the export concentration index, it is possible to also assess the
product groups that significantly contribute to the growth of the exports. If export
diversification of any product group increases throughout a period, it indicates that
exports of less popular goods of the group (constituting smaller fraction of the
whole group’s exports) were growing faster during the analyzed period than the
exports of the more important goods, i.e., the export structure of the particular
group of products becomes more equal. When the tendency is opposite—exports of
more important products are growing faster than exports of less important prod-
ucts—export diversification of the particular group declines, i.e., specialization in
exporting the most important products increases.

Such analysis was conducted to assess changes in export concentration in terms
of goods in different low-tech sectors (except foods products) between 2008 and
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Fig. 5§ Changes in HHI in terms of goods sold between 2008 and 2011 in different low-tech
sectors

2011. Changes in HHI are presented in Fig. 5 by separating exports into product
groups. From information in Fig. 5, it can be seen that the lowest export concen-
tration in terms of goods sold is in the wood and paper products industry whereas
the highest in furniture goods. However, by assessing the change in the concentra-
tion index during these 4 years, it can be seen that export concentration in terms of
goods sold was stable in all sectors although the beginning of this period (especially
2009) was marked by big global economic shocks and sudden decrease in produc-
tion volumes in Lithuania. Regular, though marginal, tendency of HHI decline can
be observed only in the industry of wood and paper products, and it allows stating
that the export structure of this industry is gradually becoming more equal. Such
tendency does not occur in any other industry sector analyzed.

3.2 Export Markets of the Traditional Technology Industry

Further on, after grouping and generalizing data retrieved from Lithuania’s statis-
tical bureau for 2011 on exports of goods of Lithuanian origin by traditional
technology industry groups defined by CPA classification on 4-digit level, the
main export markets were determined and presented in Fig. 6.

From information in Fig. 6, it can be seen that Germany is the single largest
importer of Lithuanian low-tech sector production (except foods products). 17 % of
all production in Lithuania was exported to Germany. After it, other big importers
were Sweden, the United Kingdom, Norway, Denmark, France, and others, i.e.,
concentration on economically developed countries which do not have high internal
demand fluctuations. This aspect can have a positive impact on the export perspec-
tives of low-tech sector goods of Lithuanian origin (except foods products). How-
ever, it must be noted that the main importers of production analyzed are
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Fig. 6 Export markets for Low-tech sector (except foods products) in 2011 (95 % of all exports)

concentrated in Europe. Also, a part of the production is exported to the United
States, China, and Canada; however, it constitutes only a marginal part of all
exports.

To assess export diversification of the traditional technology industry in terms of
countries, Herfindahl-Hirschman index was calculated. Its value for 2011 was
0.205 and it indicates a moderate export concentration level for this industry. A
moderate export concentration in terms of countries indicates that there is a risk that
the analyzed Lithuanian traditional technology industry should be diversified
amongst foreign markets. In the following analysis, the authors try to determine
which low-tech sectors (except foods products) are more diversified in terms of
foreign markets. To achieve that, export markets for separate textile, wood, and
furniture product groups are presented, and export diversification levels in terms of
countries are assessed. Figure 7 shows the main export markets for Lithuanian
textile products for 2011 (95 % of all exports).

From information in Fig. 7, it can be seen that the main trade partners are
developed European countries: Germany, United Kingdom, Denmark, Sweden,
Norway, France, Italy, Belgium, and others. Aggregate exports to these countries
account for more than 75% of all exports of Lithuanian textile products. The
biggest export market for these products is Germany, which accounts for as much
as 18 % of all Lithuanian textile exports. HHI is 0.219 and indicates moderately
concentrated exports.

Lithuanian wood and paper export markets for 2011 (95 % of all exports) are
presented in Fig. 8. From information in Fig. 8, it can be seen that amongst the main
export markets for this industry, some very unusual countries for the traditional
technology industry (except food products) can be noticed, such as Russia (imports
approximately 6 % of products), Latvia (approximately 4 %), and Poland (approx-
imately 4 %). However, other major importers of Lithuanian wood and paper
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Fig. 7 Export markets for Lithuanian textile products in 2011 (95 % of all exports)

products remain the same: the majority of Lithuanian wood and paper exports are
directed to Germany (approximately 18 %). Apart from the already mentioned
countries, Lithuanian wood and paper products are exported to Norway, Sweden,
Denmark, Netherlands, and other European countries. Also, some of the products
are exported to Australia, although its share is just 1 %. HHI index is 0.187 and
indicates moderately concentrated exports.

Export markets of Lithuanian furniture products in 2011 (95 % of all exports) are
presented in Fig. 9. From information in Fig. 9, it can be seen that the main importer
of Lithuanian furniture is Sweden. Exports to this country accounted for 17 % of all
furniture exports in 2011. It is related with the orders of IKEA, which are executed
by various Lithuanian furniture producers. Other bigger furniture export markets
are Germany (approx. 16 %), United Kingdom (approx. 8 %), Denmark (approx.
7 %), and others. Yet again, production of this industry sector is mainly exported to
developed European countries, which suggests good perspectives for the industry.
Amongst the importers of Lithuanian furniture we can see such countries as the
United States, China, Hong Kong, though exports to these countries are rather low.
However, this geographical versatility is extremely vital, as it allows lowering the
risk related to fluctuations in demand in the main export markets. Therefore,
expansion of exports to further regions shall be one of the factors allowing
strengthening prospects of these products. Herfindahl-Hirschman index is 0.211
and indicates moderately concentrated exports.

Similarly to the analysis of product groups that contributed the most to the
expansion of exports and considering changes in concentration indices in terms of
countries throughout the period, it is possible to assess whether the export structure
in terms of countries is becoming more equal or diverse; it keeps concentrating on
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Fig. 9 Export markets for Lithuanian furniture products (95 % of all exports)

the main export markets. If export diversification increases throughout the analyzed
period, it indicates that exports to less significant importers are growing faster and
the export structure in terms of countries is becoming more equal, whereas if the
tendency is the opposite—exports to the main markets grow faster than to less
significant markets—export concentration in terms of countries increases.

Changes in HHI in terms of countries between 2008 and 2011 in separate
low-tech sectors (except food) are presented in Fig. 10.
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Fig. 10 Changes in HHI in terms of countries between 2008 and 2011 in different low-tech
sectors

From information in Fig. 10, it can be seen that the highest export concentration
in terms of countries throughout the period analyzed was in Lithuanian textile
products. Their diversification decreased during the crisis period in 2009 and
maintains a rather stable level of moderate concentration. If we consider Lithuanian
furniture products, then we can see that their export diversification in terms of
countries is lower than that of textile products, although also considered as moder-
ate. However, the change of HHI is not proportional and an unfortunate event for
this sector was observed—rapid decline of export diversification in terms of
countries in 2011. It suggests that exports of Lithuanian furniture products tend to
concentrate on the main markets (i.e., Sweden), and unfortunate fluctuations of
demand in these markets can have a negative impact on this Lithuanian industry
sector. According to the value of HHI, diversification of wood and paper product
exports in terms of countries is also moderate; however, HHI values are signifi-
cantly lower than those of textile and furniture industry products throughout the
analyzed period. Also, export diversification of Lithuanian wood and paper prod-
ucts in terms of countries has a tendency to grow and if this tendency persists, then
soon this export will be defined as un-concentrated export.

3.3 Export Tendencies of the Traditional Technology
Industry (Except Food Products)

Export dynamics of the traditional technology industry (except food products) are
presented in Table 2. Table 2 contains separate export volumes of product groups in
2-digit level according to CPA classification for 2008-2011. It can be seen that
export volumes have been decreasing since 2008 in all product groups and in 2009
were at their lowest during the entire period analyzed. It is definitely related to the
global financial crisis, during which all countries experienced huge shocks in
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demand. The biggest decline is observed in wood and wood products, except
furniture. Production in this group decreased by 25 % in 2009 compared to 2008.
During the same period, textile exports declined by more than 23 %, clothing—
more than 20 %, paper and paper products—more than 13 %. Furniture exports,
which account for the largest share of low-tech sector (except food) products,
decreased by 6.7 % in the respective year. Exports of other groups (such as leather
and leather products and other unsorted products), that account for a relatively
small part of the traditional technology industry (except food product groups), also
declined, except printing and recording services, where export increased by almost
95 %, though export of these products is insignificant, as in 2009 their value was
just LTL 5120. However, after 2009 the situation stabilized and rapid export growth
can be observed almost in all product groups. Out of the four most important
product groups that we analyzed (wood and related products, furniture, textile,
and clothing) the highest export growth can be observed in the group of wood and
wood products except furniture, where exports increased by 35.9 % in 2010 and by
16.3 % in 2011. Furniture industry also showed a huge recovery—their exports
grew by 18.9 % and by 19.7 % in 2010 and 2011, respectively. Exports of textile
goods increased 15.6 % in 2010 and 12.9 % in 2011. Exports of clothing products
increased 15.4 % in 2010 and 9.7 % in 2011. Even more impressive export growth
during 2010-2011 can be observed in groups of other products [leather and leather
products (86.3 and 28.9 % respectively), paper and paper products (45.4 and 23.9 %
respectively), printing and recording services (222 and 97 % respectively) and other
and unsorted production (30.2 and 30.3 % respectively)]; however, their impact on
the total volume of industry’s exports is not significant.

General export dynamics of low-tech sector products (except food products) in
their main markets is shown in Table 3. Ten largest importers of this industry’s
production were selected for the analysis (see Fig. 6), such as Germany, Sweden,
United Kingdom, Norway, Denmark, France, Netherlands, Poland, Italy, and
Russia. In Table 3, it can be seen that in 2009 Lithuanian exports declined to almost
all main export markets. The most significant decline of this industry sector was
observed in exports to Russia, where the exports decreased by a third (33.3 %) in
monetary terms compared to the previous year. The lowest decline of our analyzed
production was observed in exports to Germany (8.7 %) and Denmark (13.7 %).
Exports to other countries suffered declined by 19-23 %. Only in two countries, the
global economic crisis had no effect on the exports of low-tech sector (except
foods’ group) production of Lithuanian origin. Exports to both Italy and the
Netherlands increased in 2009. The growth was 11.9 and 4.2 %, respectively. It
suggests that export volumes to these countries are affected by factors other than
changing internal demand.

From 2009, the analyzed industries experienced growth in exports to all major
markets, and already in 2011, the volumes of 2008 were reached and exceeded
(except for Poland, where in 2010 exports grew by 17.9 % and in 2011 slowed down
to 5.7 %). The highest growth in 2010 and 2011 was to Norway (32.9 and 31.4 %,
respectively) and Russia (27.1 and 31.2 %, respectively). In the case of Russia,
export volumes are fluctuating highly in this market: during a downturn, exports
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Table 2 Export dynamics of low-tech sector products of Lithuanian origin (except food products)
between 2008 and 2011

2008 2009 2010 2011
13 Textiles 839,623 642,918 743,223 839,147
14 Wearing apparel 1,272,651 | 1,013,623 | 1,170,332 | 1,284,345
15 Leather and related products 70,285 63,663 118,632 152,924
16 Wood and wood products, except 1,358,033 | 1,010,022 | 1,372,181 | 1,595,657
furniture
17 Paper and paper products 361,980 314,155 456,805 566,334
18 Printing and recording services 3 5 16 32
31 Furniture 2,043,128 | 1,906,999 | 2,268,378 |2,714,969
329 Manufactured goods n.e.c. 101,093 70,258 91,510 119,255

Table 3 Export of low-tech sector production (except foods’ group) of Lithuanian origin to the
main export markets of this industry sector

2008 2009 2010 2011
Germany 933,298 851,682 1,024,468 1,265,130
Sweden 667,840 540,580 667,690 854,682
Norway 467,123 356,335 473,473 622,093
Denmark 571,591 493,216 548,668 591,332
Netherlands 220,376 229,726 285,082 329,166
United Kingdom 590,999 475,165 581,001 644,121
France 387,210 301,168 366,461 466,221
Poland 303,900 239,904 283,023 296,387
Italy 187,990 210,374 250,376 275,843
Russia 234,975 156,629 199,149 261,249

decline relatively much, whereas during better times one can see a significant
positive impact.

4 Conclusions

This research analyzed the structure and the path of exports in the traditional
technology industry in Lithuania and determined export tendencies. Analysis of
averages for 2008-2011 revealed that the low-tech sector products consist mainly
of food products, beverages, and tobacco products. The second largest share is
occupied by production of furniture as well as production not listed anywhere else,
with textile, clothing, and outerwear product groups not far behind. The lowest
export share amongst the analyzed products is constituted by wood and paper
products group. In the following analysis, after separating exports of food products,
as this sector is explicitly analyzed in other studies, it was determined that the most
exported products were “other furniture” and seats and parts thereof and parts of
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furniture groups. Exports of these products in 2011 constituted more than a third of
all low-tech sector exports (except foods’ group).

Herfindahl-Hirschman index revealed a moderate level of export concentration
of Lithuanian low-tech sector in terms of exported goods. Therefore, in order for
this Lithuanian industry sector to be able to resist unfavorable external shocks, it is
necessary to further diversify exported production. As regards separate sectors, the
largest export diversification in terms of goods can be seen in wood and paper
production, moderate—textile production, and exports of furniture production can
be considered highly concentrated. The change of HHI during 2008-2011 suggests
that export concentration in terms of goods is stable in all analyzed sectors. A
marginal tendency of declining HHI can be observed in wood and paper industry,
which suggests that exports of less important goods in this sector are growing, and
thus the whole export structure is becoming more equal. Such tendency is not
observed in textile and furniture production exports.

Analysis of exports of low-tech sector (except food) product groups in terms of
countries revealed that Germany is the biggest importer of production from this
industry. Other key export markets for this production are Sweden, United King-
dom, Denmark, Norway, France, and other countries, i.e., mainly economically
developed countries which do not suffer from significant internal demand shocks.
This factor can have a positive impact on the prospects of exports of low-tech sector
(except foods’ group) production of Lithuanian origin.

Herfindahl-Hirschman index suggests a moderate level of export concentration
in Lithuanian low-tech sector (except food products) in terms of foreign markets.
The highest export diversification in terms of countries can be seen in wood and
paper production exports; moreover, it has a tendency to grow further. It is a
positive sign for this sector. The lowest export diversification in terms of countries
can be seen in textile production, just slightly higher in furniture production.
However, an increase in export concentration in terms of countries in Lithuanian
furniture industry in 2011 suggests that exports of products from this industry group
tend to be concentrated around the main export markets. Therefore, an expansion of
export markets is mandatory to avoid future demand fluctuations in the main export
markets. Even though exports to European Union countries provide more stability,
these markets are highly related to each other and demand fluctuations in one
country can affect internal demand in the other countries. Therefore, it is necessary
to diversify export markets and further focus on global markets: Asia, Africa, and
North and South America.

Analyses of low-tech sector (except food products) export volumes during the
analyzed period revealed tendencies of this industry. Export volumes in 2009
decreased significantly to all main export markets as a result of the global financial
crisis; however, already from the next year there was a significant recovery and
growth of the exports. It is believed that the growth of the exports was significantly
impacted by growing external demand and better competitiveness of the goods
exported, triggered by lower variable costs per unit of production. The ability of
Lithuanian businessmen to maintain their markets is also noticed.
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The Impact of Environmental Taxes

on Competitive Performance of Pollution-
Intensive Industries Among Transition
Economies: Evidence from Panel Analysis

Sabina Silajdzic and Eldin Mehic

Abstract The persistent differences in environment-related taxes across countries
may be considered as a source of competitive (dis)advantage depending on coun-
tries’ commitments to sustainable development and environmental protection. In
this study, an attempt is made to overcome at least two deficiencies associated with
previous literature concerning the influence of environmental stringency on trade
flows among transition economies, the measurement of environmental stringency
that rarely accounts for the direct impact of taxing pollutant emissions, and the
common use of cross-section analysis encompassing transition economies.
Although, economists and policy makers generally agree that prices should incor-
porate the full costs of environmental degradation and that market-based instru-
ments present an effective environmental policy measures, the introduction and the
use of these measures has remained limited. Previous literature has not studied the
impact of environment-related taxes on relative export performance of transition
economies’ heavy pollutant industries in a dynamic and an integrated framework
that allows for more validated assessment of costs/benefits of environmental regu-
lation. This research attempts to fill-in this gap in the literature. The results of panel
analysis in this chapter seem to render support to the hypothesis of the least
regulated transition economies, i.e., CEE EU member states tend to specialize in
pollution-intensive industries and tend to benefit from differences in compliance
with environmental regulation among EU countries.
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1 Introduction

The importance of environmental policy and regulation is well substantiated in the
traditional literature examining the relationship between economic growth and the
environment. Nowadays, the imperative of environmental policy is becoming more
pronounced in the context of sustainable development, the concept that attempts to
link environment, economy, and the society while calling for the convergence
between those three pillars of sustainable development. Although, the concept of
sustainable development (SD) has been widely recognized and accepted as the new
development paradigm, the implementation has proven difficult. Especially,
balancing the goals of economic efficiency and environmental protection remains
critical issue. This is not surprising since increasing economic efficiency is often
associated with environmental degradation and natural resource depletion. In par-
ticular, the question on how to integrate economic and environmental policy and
make progress in both dimensions reinforcing the convergence between the two
pillars remains an open question.

Governments’ inability to systematically analyze cost and benefits of environ-
mental protection has often resulted in environmental policy being considered as a
trade-off of every negotiation. Although economists and policy makers generally
agree that prices should incorporate the full costs of environmental degradation and
that the introduction of market-based instruments like environmental taxes or
trading-permit systems present an effective tool in protecting and safeguarding
the environment, countries remain reluctant on imposing these measures. For
illustration, according to recent OECD estimates, revenues collected from environ-
mental taxes are an estimate just at around 2.2 % of GDP on average. This is to say
that environmental taxes, although generally considered as effective policy mea-
sures, are overwhelmingly perceived to come at the cost to a country’s competi-
tiveness. In view of this, it is not surprising then that the differences in the use and
implementation of market-based instruments, and above all, environmental taxes
have generated a lot of indecisiveness and trade-offs in environmental policy design
among countries. Put differently, there is a “fear” that countries with lax environ-
mental stringency potentially enjoy a sort of a comparative advantage, a view that
may postpone the implementation of effective policy tools among countries, thus
adversely affecting the environment in the long run.

The purpose of this chapter is to examine the impact of stringent environmental
regulation on competitive position of pollution-intensive industries in selected
transition countries, i.e., Central and Eastern European (CEE) countries. Impor-
tantly, we use an extended gravity framework to capture the differences in envi-
ronmental policy across the ten CEE countries using CEE bilateral trade flows with
EU-15 in the 2000-2013 period. The contributions of this chapter are at least
twofold. Precisely, we go beyond recent literature, by incorporating data on wide-
ranging environmental taxes, the crucial variable used to describe the environmen-
tal stringency in our analysis. Essentially, the effect of environmental taxes on
industry competitiveness has not been previously studied (to the best of our
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knowledge) in a transition economy context. Given that taxes are considered
effective policy measure, it seem important to shed some light on its likely effect
on country’s competitive position, and especially in the context of CEE countries as
new-EU member states. Second, we analyze the influence of stringent environmen-
tal policy while relaying on more disaggregated data, i.e., bilateral trade flows, and
by accounting for the likely different impact of environmental policy across sectors
and time. We follow previous research and we examine the influence of environ-
mental policy on pollution-intensive industries: primary iron and steel, non-ferrous
metals, industrial chemicals, pulp and paper, and nonmetallic mineral products.
According to conventional approach in the literature, these industries are classified
to have both high levels of abatement expenditures per unit of output, as well as
identified to rank high on actual emission intensity (see Hettige et al. 1992).

To this end, we use panel regression analysis and develop an extended gravity
model in which we control for other important factors of industrial competitiveness
including FDI and related knowledge spillovers, labor costs, and domestic invest-
ments. Essentially, this chapter draws important conclusions for policy and
addresses the issue of environmental policy inconsistencies, e.g., differences in
compliance with environmental protection across EU countries. This chapter is
structured as follows. In following section, we provide a brief review of the
theoretical hypothesis and review the previous literature. Section 3 elaborates on
the conceptual framework of the analysis, referring to the context of investigation
and the definition of environmental stringency in this study. Section 4 presents the
model to be estimated and the methodology used in this analysis. Section 5 provides
discussion of results and draws important conclusions and implications for policy.

2 Literature Review and Hypothesis

The differences in compliance with environmental protection both internationally
and across EU member states are inevitably linked to theoretical misconceptions
and the inconclusive empirical evidence on the matter. With regard to existing
theoretical misconceptions, first we emphasize that according to the traditional
literature, although environmental regulation is necessary, it can only come at the
cost to economic performance. The basic premise of neoclassical environmental
economics suggests that regulation can only act as constrain on firms. This premise
is derived from the neoclassical theory of the firm built around a profit-maximizing
behavior and related assumptions (perfect information, perfect competition, exog-
enous technology). Accordingly, a firm’s decision to innovate is assumed to be
made by applying profit-maximizing criteria to perfectly known set of innovations.
Therefore, profit-maximizing cleaner technology will be adopted by profit-
maximizing firm without requiring regulatory stimulus. Therefore, environmental
regulation is unproductive from business perspective and can only result in diver-
sion of capital away from productive investments and hence limit the choice of
technologies available. Within this theoretical framework, regulation may hardly be
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perceived as an incentive to innovate, and the convergence between economic and
environmental goals inherent in the concept of sustainable development seems
hardly imaginable, if possible.

In view of the perceived dichotomy between environmental protection and
economic growth along the lines of the traditional literature, it is not surprising
than that we face differences in compliance with environmental protection across
countries, including differences in environmental taxes imposed on firms. It can be
postulated that environmental regulation has been considered as rival policy. If
environmental regulation acts as constrain on firms, it is a source of competitive
disadvantage provided countries use more stringent environmental policy and vice
versa. More precisely, the persistent differences in environment-related taxes
imposed on industries across countries may be considered as a source of compet-
itive (dis)advantage depending on individual country commitment to sustainable
development and environmental protection.

Many scholars and notably evolutionary economists have challenged the neo-
classical argument while proposing that ER has the potential to reconcile the
dichotomy between environmental protection and economic growth, while rising
the awareness on risks such policies convey in relation to key features of industry
response including innovation, learning, and experience. Firms differ in environ-
mental strategies they adopt and more importantly their ability to meet environ-
mental regulation. Worthwhile mentioning, the traditional paradigm has been
challenged by Porter (1991) and Porter and van der Linde (1995). The authors
have advanced the theoretical argument to support the positive relationship between
environmental regulation and economic/competitive performance. Precisely, they
suggest that environmental standards can trigger innovation, improving competi-
tiveness and leading to both social and private gains. Accordingly, pollution or
inefficient energy consumption may be perceived as waste of resources (e.g., raw
materials not fully used, lost energy), such that properly defined environmental
policy can in fact “trigger” innovation and lead to increases in productivity that are
expected to offset for the costs of compliance with the regulation. Essentially,
Porter Hypothesis (PH) seems incompatible with profit-maximizing behavior of
the firm, implying that firms do not always make optimal choices as their choices
are constrained by imperfect information, organizational and capability imperfec-
tions, or simply by market failures. Therefore, regulation may be expected to
properly reflect on resource inefficiencies and/or scarcities, and essentially may
signal that investments in cleaner technology and environmental protection by firms
may be valuable, such that it motivates innovation efforts by firms and increases
performance proficiency and competitiveness.

Intrinsic in this approach, however, is the importance to address key features of
industry response related to necessary firms’ structures in place to ensure continu-
ous improvement in environmental performance, which are likely to differ across
firms and industries. The impact of ER is above all determined by the firms’ internal
capabilities and the environment in which it operates. In this empirical analysis, we
employ the evolutionary economics approach in that we attempt to account for the
differences in technological proficiency across countries to question the relevance
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of Porter hypothesis (PH). Accordingly, we assume that ER can lead to both costs
and benefits to firms depending on the organizational capabilities of firms and
industries, the uncertain nature of innovation, and the importance of firm learning
(the importance of capturing dynamics of the processes—i.e., time effects).

All in all, pursuing effective environmental policies that would lead to “win
win” solution continues to be the subject to doubts and disagreements. The theo-
retical disagreements are further complicated by inconclusive empirical evidence
on the matter. Main insights to results and conclusions from past research reveal
mixed results. As far as microeconomic evidence is concerned, the controversies on
the matter are by and large inherent in technological specificities and complexities
and innovation capabilities of individual firms and industries; see for instance
(Franco and Marin 2014; Crespi et al. 2015; Nakamura 2011). Referring to macro-
economic evidence, the inconclusiveness on the effects of environmental regulation
are likewise apparent. While Tobey (1990), Harris et al. (2002), and Arouri
et al. (2012) found no support for the negative impact of environmental stringency
on trade flows (the impact is found to be insignificant in these studies) including
heavy industrial pollutants, van Beers and van der Bergh (1997) and Jug and Mirza
(2005) studies render support to the hypothesis that environmental stringency exert
negative influence on competitiveness of heavy polluting industries; this hypothesis
has partly been supported by van Beers and van den Bergh (2000) study suggesting
significantly negative impact of environmental stringency on export performance of
mining and non-ferrous metal industries. Essentially, some studies have found that
the impact of environmental stringency differs across countries. The observed
differences seem to be principally related to the differences in the levels of
technological development pointing to the relevance of technological and innova-
tive capabilities of firms and industries necessary to comply with more stringent
regulation and to potentially offset for costs of compliance through innovation or
increases in productivity. For instance, a study by Mc Laughlin and Coffey (2009)
has found a negative impact of increases in environmental stringency for
low-income EU countries, while the positive effect has been suggested for high
income EU countries. All in all, empirical studies reveal extremely mixed results
and inconclusive evidence, which partly have to do with the choice of the model to
be estimated and the assumptions employed, and essential by the profound differ-
ences in the ways the environmental stringency is measured in these studies, which
makes these studies hardly comparable, if possible (for details, see Table 1 below).

In an attempt to examine implications of different theoretical approaches and
related differences in the assumptions on the potential impact of environmental
regulation on industry competitiveness, in this study we focus on disaggregated
data that is bilateral trade flows between the exporting CEE countries and the
importing EU-15 countries and account for the important dynamic effect of regu-
lation on aggregated exports of the CEEC’s pollution-intensive industries while
observing the data for the 2000-2013 period. The next section provides more
details on the conceptual framework of this empirical analysis while addressing
weaknesses of the previous literature.



160

S. Silajdzic and E. Mehic

Table 1 Previous empirical research on the impact of environmental regulation on trade flows

Model and
Period under | estimation Environmental
Author(s) investigation | method stringency variable Result(s)
Tobey Late 1960s Heckscher— | Survey data rating No significant impact of
(1990) and early Ohlin— environmental stringent environmental
1970s Vanek stringency regulations on trade pat-
model cross terns of five most
section pollution-intensive
industries
van Beers 1992 Gravity Energy intensities Significant negative
and van den model cross | and recycling rates effect of strict environ-
Bergh section mental policies on total
(1997) trade flows and insignifi-
cant effect on “dirty”
trade flows
van Beers 1999 Gravity Adopted from Tobey | No significant effect for
and van den model cross | (1990) dirty trade flows with the
Bergh section exception of mining and
(2000) nonferrous metals sector;
relatively positive effect
for total trade flows and
pulp and paper
Harris 1990-1996 Gravity Six indicators based | With specific effects tak-
et al. (2002) model on relative energy ing into consideration:
(panel anal- | consumption and — An insignificant effect
ysis and supply of stringent environmen-
time effects) tal regulations
Without specific effects:
— No effect (total trade
flows)
— Positive effect (‘dirty’
trade flows)
Jug and 1996-1999 Gravity Abatement costs Negative effects of strict
Mirza model environmental regula-
(2005) (panel anal- tions on exports
ysis and
time effects)
Mc Laugh- | 2000-2005 Gravity Survey data rating Effects on an increase in
lin and model cross | environmental stringency of environ-
Coffey section stringency mental regulations
(2009) (in general):
— Positive on exports of
high-income EU mem-
bers
— Negative on exports of
low-income EU members
Arouri Malaysia Panel and CO, emissions Positive and insignificant
et al. (2012) | 1971-2012 time fixed (proxied by gross
effects domestic product

and energy
consumption)
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3 Conceptual Framework: How Do We Measure
Environmental Stringency?

We depart from previous literature in that we use new data and indicators of
environmental stringency and apply it to the context of transition economies.
Importantly, CEE are assumed to be at the lower level of technological develop-
ment and sophistication compared to other more advanced European economies,
i.e., EU15, hence less capable of complying with more stringent environmental
regulation. This is why we use extended gravity framework in which we examine
the impact of environmental stringency while accounting for important differences
in those, presumably technological and innovative capabilities across CEE coun-
tries. To this end, we incorporate data on FDI and related knowledge spillovers and
Gross Fixed Capital Formation (GFCF). Further, given this context of investigation,
and the fact that CEE have less rigid environmental regulation compared with more
developed EU countries, we assume that relatively lax environmental policy in
these countries, present a comparative advantage that may positively affect trade
flows of pollution-intensive industries. This is to say that least regulated countries
may tend to specialize in polluting industries, with limited government motivation
to provide right incentives to users of technology to innovate and preserve the
environment.

In this analysis, we define polluting industries in accordance with the Quiroga
et al. (2007) which use a more direct approach to classify “dirty industries.”
Accordingly, heavy pollutants are identified as industries which rank high on actual
emissions intensity, and by this criterion five conventional sectors emerge as heavy
air and water pollutants, namely primary iron and steel, nonferrous metals, indus-
trial chemicals, pulp and paper, and nonmetallic mineral products. High ranking
industries are classified by using the 3-digit Standard Industrial Classification (SIC)
level computed by the World Bank (see Table 2 for details).

Essentially, in this analysis, we use environmental taxes (ET) to depict on
environmental stringency. Precisely, by the way we measure environmental strin-
gency, we account for broad-based taxes including energy-, pollution-, transport-
and resource use-related taxes. Notably, taxing pollution, the use of natural
resources, and energy consumption is considered the essential market-based instru-
ment to internalize the costs of environmental degradation. By the way we measure
environmental stringency in this analysis, we attempt to depict on individual
country commitment to preserving the environment, namely the environmental
health and ecosystem vitality, environmental protection, and resource management.
The growing empirical evidence reveals that environmental taxes or trading-permit
systems present an effective tool in protecting and safeguarding the environment. In
spite of this, most countries, regardless of their level of development, remain
reluctant on imposing these policy measures.

Although, economists and policy makers generally agree that prices should
incorporate the full costs of environmental degradation and that market-based
instruments present effective environmental policy measures, the introduction and
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Table 2 Pollution-intensive industries included in the study (SITC Rev. 3)

Sector Description

Primary iron and steel Pig iron, spiegeleisen, sponge iron, iron or steel granules, and
powders and ferro-alloys, etc. (671); Ingots and other primary forms
of iron or steel; semi-finished products of iron or steel (672); Flat-
rolled products of iron or non-alloy steel, not clad, plated, or coated
(673); Flat-rolled products of iron or non-alloy steel, clad, plated, or
coated (674); Flat-rolled products of alloy steel (675); Iron and steel
bars, rods, angles, shapes, and sections (including sheet pilling)
(676); Rail or railway track construction material of iron and steel
(677); Wire of iron or steel (678); Tubes, pipes, and hollow profiles,
and tube or pipe fittings of iron or steel (679)

Nonferrous metals Silver, platinum, and other metals of the platinum group (681);
Copper (682); Nickel (683); Aluminum (684); Lead (685); Zinc
(686); Tin (687); and Miscellaneous nonferrous base metals
employed in metallurgy and cermets (689)

Industrial chemical Organic chemical (51); Inorganic chemical (52); Fertilizers (56);
and Chemical materials and products, n.e.s. (59)

Pulp and paper Pulp and waste paper (25); Paper and paperboard (641); and Paper
and paperboard, cut to size or shape, and articles of paper or paper-
board (642)

Non-metallic mineral Lime, cement, and fabricated construction materials (except glass

manufactures and clay materials) (661); Clay construction materials and refractory

construction materials (662); Mineral manufactures (663); Glass
(664); Glassware (665); Pottery (666); Pearls and precious or semi-
precious stones, unworked or worked (667)

Source: Quiroga et al. (2007)

the use of these measures have remained limited. The reason is that these measures,
though effective in modifying the behavior of economic agents, are generally
perceived as additional cost to and constraint on firms along the lines of neoclas-
sical environmental economics. That is the reason why their use has remained
limited across EU countries and especially across CEE countries. The relatively
small share of revenues comes from taxes on industrial pollutants, i.e., 2.4 of GDP
(with notable exception of Slovenia 4 %) and given the wide-ranging exemptions
applied even to some of the heaviest pollutants. Here, it is worthwhile noticing that
environmental stringency may be considered as slowly moving variable in the
period under consideration 2000-2013, with relatively small within group variation
suggesting limited government efforts at effectively preserving the environment
(see Table 2 descriptive statistics).

In sections to follow, we employ econometric techniques to investigate whether
or not environmental taxes exert a negative influence on competitiveness of
pollution-intensive industries. By examining the impact of stringent environmental
regulation on bilateral trade flows composed of only pollution-intensive industries,
we attempt to account for the important differences across sectors, and the likely
different effect of regulation among sectors, as suggested by previous literature.
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4 Empirical Analysis

4.1 The Model

Our analysis employs bilateral trade data on pollution-intensive industries from ten
transition countries and EU-15 countries. Each observation point in our panel
dataset reveals export flows in polluting industries from country i (Bulgaria,
Czech Republic, Estonia, Hungary, Latvia, Lithuania, Poland, Romania, Slovakia,
and Slovenia) to country j (EU-15 members') over the 2000-2013 period. In this
analysis, a gravity model is developed to empirically analyze the relationship
between environmental regulations and trade flows. The use of this model with a
huge number of observations implies more robust results than the other models
since this model processes data between pairs of countries. We include a set of
control variables in the models to be estimated to account for specific export
country characteristics. Accordingly, we specify the following model to be
estimated:

lnEXI;,», = ﬂO + ﬂlll’lGDP,‘, —+ ﬂzlnGDP,-, + ﬁ3DIS,j + /)74ENTAX” + ﬁSLCiI (1)
—|—ﬂ6FDImanVA,-, + /)77D11'f + —Hime, + Uijt

where

In is natural logarithm;

EX;;; denotes the exports of pollution-intensive industries from country i to country
Jj in period #;

GDP;, and GDP}, denotes gross domestic product of the exporting (i) and importing
countries (j) in the period t;

DIS;; denotes log distance between capital cities of the country 7 and country j;

ENTAX;, denotes environmental stringency measures in countries i in period ¢;

LC;, denotes unit labor cost of the country i in the period #;

FDImanVA;, denotes FDI stock in manufacturing sector expressed as a share in
total gross value added in manufacturing (%) of the country i in the period #;

DI ;; denotes domestic investment of the country i in the period t;

Time, denotes time dummy variables and is incorporated to capture time-specific
effects.

U, is an error term.

It should be noted that we distinguish between variables which relate only to
either export or import country (denoted i and j variables, respectively) and those

"The EU-15 comprised the following 15 countries: Austria, Belgium, Denmark, Finland, France,
Germany, Greece, Ireland, Italy, Luxembourg, Netherlands, Portugal, Spain, Sweden, and United
Kingdom. Since data for Belgium and Luxembourg are distributed together since 1999, they are
included in the estimates together.
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which concern the level of the bilateral relationship between countries (i.e., vari-
ables denoted ij).

In this research, we use exports of pollution-intensive industries as our depen-
dent variable, which is the natural log of export flows from CEE-10 transition
countries to EU-15 countries in EUR. As there appears to be no definitive criteria
yet adopted to define pollution intensive, we follow Quiroga et al. (2007) classifi-
cation of pollution-intensive industries in our analysis. The industries are classified
according to the Standard International Trade Classification (SITC) revision 3. A
description of the industries considered in the estimations is given in Table 2.

The principal variable of interest in this analysis is environmental stringency,
which describes the strictness of environmental regulations in export country and as
discussed earlier is assumed to be a better proxy for environmental stringency
compared to environmental inputs indicators or GDP per capita commonly used
in previous studies. Hence, we note that environmental taxes a part from better
reflecting on individual countries efforts to preserve the environment are also
considered to allow for more reliable comparison cross countries. According to
Rubashkina (2014), there are several problems related to measurement of environ-
mental policy effort of a country or a sector. First, sophisticated environmental
policy design makes an evaluation of overall policy effort problematic. The diver-
sity of policy instruments applied in different countries and change of instruments
composition over time hamper comparability across countries and over time.
Second, there is a limited availability of data that allow constructing time-variant
indicator of environmental regulation. Furthermore, as stringency of environmental
regulation is a multidimensional notion, a general incompleteness of all available
stringency indicators is related to inability to capture some important aspects of
environmental regulation such as sophistication of regulatory structure, strictness of
enforcement, quality of environmental institutions and of available environmental
information, and subsidization of natural resources. Unfortunately, the data on these
aspects of regulation are generally unavailable. For the environmental stringency
variable, we use total environmental tax revenues as a percentage of GDP. We
opted for the environmental tax data provided by EUROSTAT because they are
directly related to the production processes and the associated costs incurred by
firms to abate pollution but also use of energy, natural resources, and transport-
related emissions.

Further, we incorporate a set of control variables. In our model, we include
information on gross domestic product of the exporting (i) and importing countries
(), distance (DIS), labor cost (LC), FDI stock in manufacturing (FDImanVA), and
domestic investments (DI), which proved to be significant in a number of previous
empirical studies on trade. The country market size is approximated by the country
GDP and reflects the economic power of the country. The source for this data is
EUROSTAT. Distance in this chapter that pertains to geographic distance serves as
a proxy for all possible transportation, public infrastructure, and operating costs
such as placing personnel abroad, language and cultural differences, and commu-
nication costs. The distance represents the geographical distance between the
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capital cities of exporting and importing country in km. The source for this data is
CEPII database.

Further, in our model we include the costs of the input factor. Globalization and
its associated increase in international competition have led to the view that exports
have become more sensitive to costs and hence competitiveness is often measured
in terms of unit labor costs (Decramer et al. 2014). Additionally, the focus on unit
labor costs as a measure for competitiveness is based on the idea that increases in
unit labor costs are passed on in the form of higher export prices. Labor cost is
measured as gross wages and salaries in manufacturing sector. The source of data
for this variable is EUROSTAT.

Additional variable capturing differences in technological proficiency that has
been included in the model is domestic investments (DI). Precisely, Gross fixed
capital formation (as % GDP) is used as a proxy for investments in a new equipment
and technology. The source of data for this variable is EUROSTAT.

Also, we take into account the role of foreign direct investment (FDI) in a host
country’s export performance. There is a widely shared view that FDI promotes
exports of host countries by augmenting domestic capital for exports, helping
transfer of technology, facilitating innovation, e.g., new products for exports, as
well as promoting access to new foreign markets. In this analysis, FDI is measured
as the share of FDI in the manufacturing value added. With regard to the latter
assertion, we postulate that the higher the share of FDI in manufacturing value
added, the higher the technological competences of local firms and industries
depicting on potentially greater absorptive capabilities and increasing export and
other aspects of firm performance. The source of data for this variable is WIIW.
Tables 2 and 3 present the descriptive statistics of variables and the correlation
matrix among variables.

Following previous research, we include time dummies to control for the time-
specific effect and do not include country-specific effects (Egger 2000; Helpman
et al. 2008) in view of the uncertain. The problem is that effect of country dummies
in an gravity setting accounting for bilateral trade flows is at least uncertain if not
dubious, since it does not capture the exporter-specific and importer-specific time-
variant effects. There is no consistent treatment of the multilateral resistances when
panel data are involved, while the use of country-pair fixed effects and year
dummies has been followed by some studies Micco et al. (2003), Egger (2000),
and Helpman et al. (2008). Notwithstanding this, here it is important to note that
country fixed effect if used on bilateral trade flows may potentially interrupt the
individual effects of independent variables used in this analysis and importantly of
the principal variable of interest here, defined as environmental taxes, which is
perceived as a “slowly moving variable.” What is important in panel analysis is to
account for the within group variation of the variables, rather than across group
variation, in the period under observation, i.e., 2000-2013, to capture the time
dynamics, that is, changes in variables across time; hence, time dummies are
incorporated in the model to be estimated empirically. Descriptive statistics and
correlation matrix are presented in Tables 3 and 4.
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Variable Obs Mean Std. Dev. Min Max
EXPORT 2100 1.33e+08 3.56e + 08 48 5.20e+09
GDP; 1806 52,152 42,301 6170 163,579
GDP; 2100 774,115 760,282 92,491 2,309,480
DIS 2100 1416 687 56 3317
ENTAX 2100 2.46 0.49 1.63 4.08
LC 2002 1416 687 56 3317
FDImanVA 1822 0.67 0.26 0.26 1.93
DI 1806 25.20 4.41 16.9 38.4
Table 4 Correlation matrix

EXPORT | GDP; GDP; DIS ENTAX |LC FDImanVA | DI
EXPORT 1.00
GDP; 0.47 1.000
GDP; 0.51 0.049 | 1.000
DIS —0.41 —0.08 | —0.03 |1.00
ENTAX 0.02 —-0.06 |-0.01 |—0.01 |1.00
LC 0.13 0.28 0.11 —-0.01 |-0.18 1.00
FDImanVA 0.21 0.34 0.03 —0.03 |0.06 0.24 |1.00
DI —0.010 —-0.05 |-0.01 | —0.07 |-0.28 0.01 |-0.16 1.00

4.2 Method of Investigation

In this study, we use panel-corrected standard errors (PCSE) as estimation tech-
nique. In our panel data set, we observed potential problems of both autocorrelation
and heteroscedasticity (the tests reject the null hypothesis of no first order serial
correlation and heteroscedasticity). In view of this, we follow Beck and Katz’s
(1995) recommended procedure, i.e., PCSE which corrects for the first-order auto-
regression, and imposes a common rho for all cross-sections to correct for the
heterosecedasticity. PCSE seems appropriate to be used in case of not very large
time dimension and unbalanced panel, as is the case of our panel data. Table 4
presents the results of econometric analysis. Specifically, Table 5 reports OLS
panel data estimates with PCSE panel-corrected standard errors.

5 Results

The results of econometric analysis reveal significant effect of all variables
included in the model in line with the a priori expectations, with the notable
exception of labor cost variable. The results of our analysis render support to the
hypothesis that environmental regulation does not come at the cost to
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Table 5 Results (OLS with OLS with PCSE
PCSE) GDP; 1.123%%*
(0.056)
GDP; 1.155% %
(0.036)
DIS 17405
(0.111)
ENTAX 0.175%%*%*
(0.068)
LC —0.004
(0.003)
FDImanVA 0.332%%%
(0.110)
DI 0.016*
(0.009)
R-squared 0.97
Wald chi2 Prob > F 0.000
No. of observations 1624

Notes: Standard errors are given in brackets (PCSE); all regres-
sions include a constant and time dummies (not reported in the
table). *denotes statistical significance at the level of 10 %;
**denotes statistical significance at the level of 5 %;***denotes
statistical significance at the level of 1 %

competitiveness of industries classified as heavy industrial pollutants in a transition
economy context. The results imply that the most regulated transition economies,
i.e., those with higher environmental taxes as share of GDP tend to specialize in
pollution-intensive industries possibly pointing to the similarities in compliance
with environmental regulation among EU countries. The results reveal a strong
positive and significant impact (significant at 1 %) of the environmental taxes on
exports of pollution-intensive industries among CEEC. Furthermore, we find the
significant and positive impact of FDI and related knowledge spillovers on export
performance of “dirty” industries. This effect seem to be complementary to that of
domestic investments—a variable found to exert an exogenous positive impact on
polluting industries exports. The obtained significant effect of these variables
reveals the importance of technological capabilities, that is investments in new
equipment and technology, positive exogenous effect of FDI, as well as the
importance of “absorptive capacity” of local firms and industries necessary to
internalize the knowledge spillovers associated with FDI in more productive sectors
of the economy.
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6 Conclusion and Policy Implications

The results of econometric analysis seem to discard the prevalent policy dilemma
that persistent differences in environment-related taxes across countries may be
considered as a source of competitive (dis)advantage depending on countries’
commitments to sustainable development and environmental protection. Hence,
in view of the results obtained in this study, environmental policy should be freed
from its rival context, and there is a need to comply with environmental stringency
across EU countries insisting on more harmonized regulatory framework to pre-
serve the environment, seemingly at no cost to economic efficiency, on the con-
trary. Governments need to ensure that policy priorities need to underpin
sustainable development that potentially may be adequately affected by providing
support to basic research and innovation. Provision of right incentives, e.g., envi-
ronmental taxes accompanied by effective innovation and technology policy, may
foster cleaner technologies and sustainable use of energy and resources, while
minimizing the risk of relying on suboptimal technologies, and hence promoting
competitiveness. The problem is, however, related to differences in institutional
capacity to foster innovation and promote sustainable development across EU
member states, a policy issue that deserves closer attention by policy makers at
the EU level.
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Modeling of the Natural Resources’ Intensive
Use Regions’ Innovative Development:
Problems of Circumpolar Area Innovative
System Formation

Taisya Pogodaeva, Dmitry Rudenko, and Daria Zhaparova

Abstract The ideas of regional innovative development and the role of innova-
tions in promoting economic growth are discussed. This study examines the
differentiation and unevenness of regional development as well as a significant
imbalance of regional innovation systems in Russia. The regions have been clus-
tered in two directions “the research potential” and “the innovative performance,”
which has allowed not only to estimate the stage of innovative development, but
also to qualitatively identify existing imbalances in them. The cluster analysis of the
Arctic regions has emphasized strong and weak sides and has carried out the
typology of regions into some group for stimulation of innovative development
and eliminating the narrow places and ensures continuity of the innovation cycle.

Keywords Circumpolar area ¢ Innovative potential * Innovative performance ¢
Innovations

1 Introduction

Innovations are currently recognized as an important strategic direction of regional
development (Pogodaeva et al. 2015). Shifting in emphasis of innovative develop-
ment on regional level is a step towards overcoming the historical specialization of
regions (in most cases—natural resources’ intensive) which does not promote
sustainable regional development and does not allow to increase the regional
competitiveness (Kozyrev 2007). The development of a region on the basis of
innovation is the key factor of its competitiveness (Furman et al. 2002).

However, it is obvious that in the modern economic circumstances of the
Russian economy, the thesis of the transition to an innovation economy sounds
extremely futuristic in Russia. Instead of it we should discuss a resource-innovative

T. Pogodaeva * D. Rudenko (P<) ¢ D. Zhaparova

Department of International Economics and Business, Tyumen State University, Tyumen,
Russia

e-mail: drudenko@inbox.ru

© Springer International Publishing Switzerland 2017 171
M.H. Bilgin et al. (eds.), Financial Environment and Business Development,
Eurasian Studies in Business and Economics 4, DOI 10.1007/978-3-319-39919-5_14


mailto:drudenko@inbox.ru

172 T. Pogodaeva et al.

development. Arctic projects have a chance to become a locomotive of such
process. The development of significant hydrocarbon reserves in the circumpolar
area will enhance the process of innovation development both in the Arctic and the
Russian economy as a whole. In terms of sanctions concerning a ban on export to
Russia of technologies used for the development of hardly removable resources,
Russian oil and gas companies have to develop technologies on their own or to seek
new partners, probably in Asia. Obviously, these “challenges” require the activation
of innovative processes in the Arctic regions, reorienting them to resource-
innovative development.

The ideas of regional innovative development, as well as the role of innovations
in promoting economic growth, have been extended by Clarysse and Muldur
(1999), De Bruijn and Lagendijk (2005), Hollanders (2006), Florida (2007),
Navarro et al. (2008), Wintjes and Hollanders (2010), Capello and Lenzi (2013),
Gusev (2009), Avilova et al. (2013), and Gokhberg (2014). Almost all the views are
characterized by a broad understanding of innovations and recognition of the
diversity of factors influencing them. Such an approach causes the impossibility
to use one or several, though sufficiently reliable and valid, indicators to assess the
level of innovative development. All studies are based on the inclusion of rather
large number of indicators into the analysis, including indirect indicators reflecting
the accumulated scientific potential, the educational level, as well as the sector
structure. In order to compensate the restrictions of each indicator, economists have
used complex evaluation systems, including large number of indicators. This
generates some problems of correct selection of these indicators and their balancing
within a united system.

Considering the experience of innovation process research in the Russian
regions, it can be noted that investigations in this direction have recently emerged,
due to the lack of reliable statistics. Taking into account foreign and national
studies, the Ministry of Economic Development of the Russian Federation and
the Association of Innovative Regions of Russia have developed “Rating innova-
tive regions of Russia for the purposes of monitoring and control” (AIRR 2015).
Within that rating, regions are divided into groups by comparing their level of
innovative development with the regional average measured by the complex index.
The project of Higher School of Economics headed by Gokhberg (2014) is also
worth noting. The study is based on a system of indicators characterizing socio-
economic conditions and level of innovative activity, scientific and technological
potential, and quality of regional innovation policy. The majority of studies
attempts to reflect the qualitative characteristics of the level of region’s innovative
development using quantitative indicators based on available statistical informa-
tion, as well as normalization of raw data series for the purposes of their subsequent
aggregation into the innovation index.

The analysis of different innovative development evaluations in Russia has
showed that the western methodology underlies the majority of indexes. According
to this approach, the estimation of resources of innovative activity (inputs) com-
bines with its results (outputs). Despite a significant amount of studies, we can
conclude that the indexes of innovative development of the Russian regions, despite



Modeling of the Natural Resources’ Intensive Use Regions’. .. 173

on the differences in the techniques, purpose, and scope of application, are closely
interrelated. At the same time, linear models mainly describe the relationship
between these indexes. Anyway, the process of forming composite indexes has
unfinished, the new methods are developing, and the old are improving.

The advantage of using complex indicators of innovation development consists in
ease of their interpretation and possibility of reducing a large array of data. However,
integrated indicators have to be used with caution; they should complement other
ways of presenting information. This is especially significant for Russia, where the
national monitoring system of innovative development is still shaping, and the system
is characterized by a low reliability of the statistics and the lack of many indicators in
the regional context. It is necessary to assess the structure of the regional innovation
system and build a model of development in order to stimulate the interregional
cooperation and the ability of regional communities to perceive innovations.

The high degree of differentiation and unevenness of regional development as
well as a significant imbalance of regional innovation systems should be noted. The
main innovative potential of Russia is concentrated in a limited number of subjects,
which are large regional centers with a developed system of higher education and
advanced research base. The problem of the majority of Russian regions is the
underdevelopment of most components of the innovation sphere. The simulation of
the innovative development requires an estimation of the regional innovative
system in whole and its components in particular relative to other subjects of
Russia. This allows identifying strengths and weaknesses, as well as priorities for
interregional network interaction in the innovative sphere. For this purpose in the
chapter, the cluster analysis of the Russian regions has been carried out. All regions
have been clustered in two directions “the research potential” and “the innovative
performance,” which has allowed not only to estimate the stage of innovative
development but also to qualitatively identify existing imbalances in them. Then,
the positions of Arctic regions have been underlined.

At present, the purpose of innovation development of the Arctic region is not to
characterize the innovative behavior, or the presence of innovation policy, but to
reveal the internal contradictions and the system “distortions.” The cluster analysis
of the Arctic regions has emphasized the “strong” and “weak” sides and has carried
out the typology of regions into some group for proposal practical recommenda-
tions for stimulation of innovative development and eliminating the “narrow”
places and ensures continuity of the innovation cycle.

2 Methodology

The cluster analysis represents a set of classification methods of the multivariate
observations described by a set of input variables. The cluster analysis methods are
applied in a situation where each object of research possesses a set of similar, but
disparate characteristics. The self-organizing Kohonen maps or networks (SOM)
are one of the effective means of clustering which algorithm of construction
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represents one of options of a clustering of multidimensional vectors (Medvedev
and Potemkin 2002). The SOM technology represents a set of the analytical pro-
cedures and algorithms allowing to transform the traditional description of a set of
the objects set in multidimensional space (n > 3) into the two-dimensional map. As
the algorithm of SOM operates in two modes—vector quantization (training) and
mapping, it is possible to find the main applications of this algorithm. This
technique can be used to search and analyze similarity in the data. In a general
view, the algorithm of learning in the self-organizing map consists of consecutive
correction of the vectors representing neurons as follows (Murtagh 1996):

1. Take an input vector x randomly from the set of input vectors.
2. Determine the “winner” neuron ¢ =i such that min; ||x(z) — w;(#)]|, is true.
3. For all neurons i:

w0 = 0 4 g0 (x _ Wf'))

1
where: a” is a small fraction used for controlling convergence.
4. Increment ¢, return to the stage 1, unless a stopping condition is reached.

Additionally, Balakrishnan et al. (1994) state that the Kohonen learning algo-
rithm does not deterministically converge, hence as long as the learning rate (a) is
positive the weights will be updated leading to weight oscillation. Thus, there is no
guarantee that when learning is terminated the weight vectors represent the true
centroid of the cluster. One way to get around this is to gradually decrease the value
of a to zero as the learning progresses to freeze the centroids. The advantage of
SOM is an uncontrollability of learning that allows us to specify only the values of
the input variables and the ability to visualize. The main reason for using the SOM
for the analysis of the innovative development of regions is that this method does
not require any a priori assumptions about the distribution of data. Self-organizing
Kohonen maps as a set of analytical procedures and algorithms transform the
traditional description of a set of objects in a multidimensional (n>3) space
features into a flat database of a two-dimensional map.

3 Results and Discussion

Clustering of the Russian regions in terms of innovation development was carried
out by two steps using analytical platform Deductor Academic 5.2. The first step of
clustering is the separation of the regions into the groups, according to the criteria of
“innovative potential,” since the unevenness of regional development, in most
cases, is determined by the specificity of each region, characterized by historical
specialization, special geographical location, and potential for innovation. The
potential for innovation can be defined as the ability to create and implement
innovations, a willingness to accept innovations for a subsequent effect. In today’s
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economy, the value of the innovative capacity and the efficiency of its use deter-
mine the potential growth of the regional innovation system. For clustering of
regions in terms of innovation potential, we propose a set of indicators presented

in Table 1.

Table 1 Indicators of Russian regions’ innovative potential

Group

Indicator

Designation

Educational potential

Number of students at educational organizations of
higher education per 10,000 economically active
population

Varl

Employed in the economy completed tertiary
(higher) education (%)

Var2

The level of development
of the information society

Share of organizations that have a website in the
total number of organizations (%)

Var3

Share of organizations using broadband Internet
access in the total number of organizations (%)

Vard

Share of households with Internet access from
home PC in the total number of households (%)

Var5

Funding for R&D

Gross domestic expenditures on research and
development as a percentage of GRP (%)

Var6

Share of the higher education sector in gross
domestic expenditures on research and develop-
ment (%)

Var7

Personnel

Expenditures of organizations on trainings related
with innovations as a percentage of GRP (%)

Var8

The number of researchers per 10,000 economi-
cally active population

Var9

Share of researchers with PhD degrees in the total
number of researchers (%)

Varl0

Share of researchers under the age of 39 in the total
number of researchers (%)

Varll

Expenditures on techno-
logical innovations

Intensity of expenditures on technological innova-
tions (%)

Varl2

Share of organizations that have participated in the
implementation of joint projects on research and
development in the number of organizations
implementing technological innovations (%)

Varl3

Expenditures of organizations on the acquisition of
machinery, equipment that are related to the tech-
nological innovations as a percentage of GRP (%)

Varl4

Special expenditures on environmental innovations
as a percentage of gross domestic expenditures on
R&D (%)

Varl5

Expenditures of organizations on the acquisition of
new technologies as a percentage of GRP (%)

Varl6

Note: Indicators of innovative development were divided into the indicators of innovative capacity
and indicators of innovation performance based on the methodology of the HSE and the Associ-
ation of Innovative Regions of Russia (2014)
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1 2 3

Fig. 1 Clustering of the Russian regions by the level of innovative potential. Note: 0—Dark Blue
Cluster, 1—Blue Cluster, 2—Green Cluster, 3—Red Cluster

The database for the indicators has been formed according to the data of Russian
Federation Federal State Statistics Office (2015).

Clustering according to the criteria of “innovative potential,” based on the
indicators presented in Table 1 for the year of 2013, allowed us to divide the
regions into the four clusters (Fig. 1).

Figure 1 presents the Kohonen maps obtained by clustering regions in terms of
innovative capacity. We see a fairly clear division into four segments. Let us use the
decision tree of rules for classifying regions on these four segments. The same
characteristics are the input indicators for the decision tree, and the output is the
number of clusters. The result is shown in Fig. 2.

In the application of self-organizing maps, multidimensional space of the input
factors has been presented in two-dimensional form which is quite convenient for
the analysis. The regions were classified into four groups, for each of the types it is
possible to determine the specific characteristics, based on the coloring of indica-
tors. “Red Cluster” includes regions with a high level of innovative potential,
covering eight regions (9.6 %). It should be noted that such regions as Novosibirsk
Region and Tomsk Region in the process of clustering have been separated from the
bulk of the regions with a high level of innovative capacity. Figure 3 shows the
comparative analysis of the four clusters based on the centroid values of the input
variables.
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Dark Blue Cluster
Blue Cluster
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Fig. 2 The decision tree of rules that classify the regional clusters on the level of innovative
potential

Based on Fig. 3, the “red cluster” consists of the leaders by the level of
innovative potential. “Red cluster” is most lagging behind others in terms of:
(a) share of researchers with PhD degrees in the total number of researchers,
(b) Number of students at educational organizations of higher education per
10,000 economically active population, and (c) share of the higher education sector
in gross domestic expenditures on research and development. Regions that are
included in this cluster have a sufficiently developed innovative potential and
capacity to increase its use. Regions of cluster with high potential for innovation
can serve as a testing ground for the most effective investments of public resources
to the development of innovative capacity and other methods of state support of
innovative activity.

“Blue Cluster” is a medium-sized group consisted of regions with an average
level of innovative potential, covering 20 regions (24.1 %). It should be noted that
regions: Lipetsk region, the Republic of Mari El, and Khabarovsk Territory have
been separated from the bulk of the regions with the average level of innovative
potential during the clustering.
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M Dark Blue Cluster Blue Cluster Green Cluster M Red Cluster W All of the regions

Fig. 3 Centroid values of the input variables of innovative capacity by clusters

The data in Fig. 3 illustrates that the “blue cluster” is most lagging behind others
in terms of gross domestic expenditures on research and development as a percent-
age of GRP according to the level of innovative potential. A cluster with the
middle-innovative potential in terms of share of the higher education sector in
gross domestic expenditures on research and development, expenditures of organi-
zations on trainings related with innovations as a percentage of GRP, and expen-
ditures of organizations on the acquisition of new technologies as a percentage of
GRP is leading. Republic of Karelia among all of the Arctic regions has been
included in this cluster (Fig. 4).

Based on the profile of the innovative potential of the Republic, we can find a
number of indicators with the highest values. These indicators are: (a) share of
organizations that have a website in the total number of organizations (51 %);
(b) share of organizations using broadband Internet access in the total number of
organizations (92.3 %); (c) share of the higher education sector in gross domestic
expenditures on research and development (28.2 %); (d) share of researchers with
PhD degrees in the total number of researchers (34.2 persons); (e) share of organi-
zations that have participated in the implementation of joint projects on research
and development in the number of organizations implementing technological
innovations (50 %).

Thus, the implementation of the innovative capacity of the regions included in
the “Blue Cluster” requires much higher financial resources, and can be
implemented in the longer terms compared with the regions included in the “Red
cluster,” and also requires the development of specific measures of state support of
innovation activities. Particular attention in this group is required by the regions
where the potential for innovation and economic growth is being formed by the
industries, producing competitive products for domestic consumption and export.
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Fig. 4 The profile of the Republic of Karelia innovative capacity

“Dark Blue Cluster” includes 47 regions with low potential for innovation
(56.7 %). In comparison with other clusters, this cluster is the most numerous. As
you can see, “Dark Blue Cluster” by the level of innovative potential is most
lagging behind others in terms of: (a) employed in the economy completed tertiary
(higher) education; (b) the number of researchers per 10,000 economically active
population; (c) share of researchers with PhD degrees in the total number of
researchers. Cluster with low level of innovative potential in terms of: (a) share
of researchers under the age of 39 in the total number of researchers,
(b) expenditures of organizations on the acquisition of machinery, equipment that
are related to the technological innovations as a percentage of GRP, and (c) special
expenditures on environmental innovations as a percentage of gross domestic
expenditures on R&D is leading. This cluster includes such Arctic regions as:
Arkhangelsk Region, Murmansk Region, Krasnoyarsk Territory, Chukotka Auton-
omous Area, Komi Republic, Nenets Autonomous Area, and Yamal-Nenets Auton-
omous Area. Thus, the share of the Arctic regions belonging to regions with low
potential for innovations reaches 78 %.

Yamal-Nenets Autonomous Area is the greatest interest for us, as the region is
the largest gas producing region in the world: Autonomous Area takes the first place
among the Russian regions on production of natural gas (82 % of Russia’s total
production) and gas condensate (72 % of Russia’s production volume). Yamal-
Nenets Autonomous Area also is the place of oil production; the region takes the
third place among the Russian regions on production of oil (4.6 % of Russia’s total
production). Profile of the innovative capacity of Yamal-Nenets Autonomous Area
is shown in Fig. 5.

As it can be seen in Fig. 5, most of the indicators of Yamal-Nenets Autonomous
Area’s innovative potential are at the lowest level, which is typical for the regions
belonging to the cluster with low potential for innovation. These are: (a) gross
domestic expenditures on research and development as a percentage of GRP
(0.006 %); (b) share of the higher education sector in gross domestic expenditures
on research and development (0.003 %); (c) expenditures of organizations on
trainings related with innovations as a percentage of GRP (0.0005 %); (d) the
number of researchers per 10,000 economically active population (0.05 persons);
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Fig. 5 The profile of the Yamal-Nenets Autonomous Area innovative capacity

(e) intensity of expenditures on technological innovations (0.1 %); (f) expenditures
of organizations on the acquisition of machinery, equipment that are related to the
technological innovations as a percentage of GRP (0.0002 %); (g) special expendi-
tures on environmental innovations as a percentage of gross domestic expenditures
on R&D (0.0000009 %); (h) expenditures of organizations on the acquisition of
new technologies as a percentage of GRP (0.0006 %). The values of only three
indicators are at the level of a region with high potential for innovation: share of
households with Internet access from home PC in the total number of households;
share of researchers under the age of 39 in the total number of researchers; and
share of organizations that have participated in the implementation of joint projects
on research and development in the number of organizations implementing tech-
nological innovations.

It can be concluded that the “Blue Cluster” brings together the most backward
regions of Russia, with a small industrial and scientific base, and virtually with no
resources to innovation development, so nowadays the implementation of innova-
tive strategies for economic growth is practically hopeless in these regions and there
is a need for cooperation of regions, included in this group, with the regions with
high potential for innovation.

“Green cluster” includes eight regions with a poor level of innovative potential
(9.6 %), mainly related to the republics of the North Caucasus Federal District, as
well as the Republic of Sakha (Yakutia), which is the Arctic region with a
predominantly mining specialization (Fig. 6).

Based on the profile of the innovative potential of the Republic, as well as based
on the comparison with the profile of the innovation potential of Republic of
Karelia and Yamal-Nenets Autonomous Area, we can conclude: a number of
indicators have the highest value. These are: the number of students of educational
institutions of higher education per 10,000 economically active population (267 per-
sons); the number of researchers per 10,000 economically active population (1.45
persons); intensity of expenditures on technological innovations (1.3 %); expendi-
tures of organizations on the acquisition of machinery, equipment that are related to
the technological innovations as a percentage of GRP (0.004 %). All other
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Fig. 6 The profile of the Republic of Sakha (Yakutia) innovative potential

indicators of innovative potential of Republic of Sakha (Yakutia) “lose” to the
values of the other Arctic regions’ indicators.

According to Fig. 3, the “Green cluster” is below the level of “Blue” and “Dark
blue” clusters by twelve indicators. In terms of: (a) number of students at educa-
tional organizations of higher education per 10,000 economically active population
and (b) share of researchers with PhD degrees in the total number of researchers
“green cluster” has the highest values among the remaining clusters. The second
stage was conducted clustering of Russian regions on the parameter of “innovation
performance.” Indicators used for clustering are presented in Table 2. All regions
were divided into three clusters (Figs. 7 and 8). Comparative analysis of the three
clusters centroid values of the input variables is shown in Fig. 9.

“Blue Cluster” is regions with high innovative performance; it includes
21 regions (25.3 %). These regions according to the most of indicators, reflecting
the innovative performance, are higher than the regions that belong to “Red” and
“Dark Blue Cluster.” In terms of: (a) the balance of export and import of technology
in relation to the GRP and (b) share of innovative goods, works, and services in the
total exports of goods, works, and services by industrial organizations, “Blue
Cluster” has the lowest value among the remaining clusters.

“Red Cluster” is regions with an average level of efficiency of innovative
activity; it involves 29 regions (34.9 %). The cluster also includes four Arctic
regions: Yamal-Nenets Autonomous Area (YaNAO), the Arkhangelsk region,
Republic of Karelia, Krasnoyarsk Territory. It should be noticed that the Ulyanovsk
region has been separated from the group of the regions with medium levels of
innovative performance in the process of clustering. “Red Cluster” is most lagging
behind others in terms of: (a) the share of organizations implementing technological
innovations in the total number of organizations and (b) the share of small busi-
nesses, implementing technological innovation in the total number of small enter-
prises (Fig. 9). This cluster is leading in terms of the share of innovative goods,
works, and services that are new to the market in the total volume of shipped goods,
works, and services by industrial organizations. “Red Cluster” exceeds the values of
“Blue Cluster” in six indicators (Fig. 9).

Consider the profile of “innovative performance” of YaNAO (Fig. 10).
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Table 2 Indicators of the Russian regions’ innovative development for the group of “innovation
performance”

Indicator Designation

Share of organizations implementing technological innovations in the total num- | Varl7
ber of organizations (%)

Share of small businesses, implementing technological innovations in the total Varl8
number of small enterprises (%)

Share of innovative goods, works, and services in the total volume of shipped Varl9
goods, works, and services (%)

Number of used advanced manufacturing technologies per 100,000 economically | Var20
active population

Balance of export and import of technologies in relation to GRP, US doll. Var21
Coefficient of inventive activity Var22
Share of innovative goods, works, and services in the total exports of goods, Var23

works, and services by industrial organizations

Share of innovative goods, works, and services that are new to the market in the | Var24
total volume of shipped goods, works, and services by industrial organizations
(%)

Number of developed advanced manufacturing technologies per 100,000 eco- Var25
nomically active population

Number of developed advanced manufacturing technologies that are new for Var26
Russia in the total number of developed advanced manufacturing technologies

Note: Indicators of innovative development were divided into the indicators of innovative capacity
and indicators of innovation performance based on the methodology of the HSE and the Associ-
ation of Innovative Regions of Russia

As it can be seen in Fig. 10, the five indicators of the region are at the lowest
level: (a) the share of small businesses, implementing technological innovation in
the total number of small enterprises; (b) the share of innovative goods, works, and
services in the total volume of shipped goods, works, and services; (c) coefficient of
inventive activity; (d) the share of innovative goods, works, and services in the total
exports of goods, works, and services by industrial organizations; (e) the share of
innovative goods, works, and services that are new to the market in the total volume
of shipped goods, works, and services by industrial organizations. The values of
only two indicators: (a) the number of used advanced manufacturing technologies
per 100,000 EAP and (b) the number of developed advanced manufacturing
technologies that are new for Russia in the total number of developed advanced
manufacturing technologies.

“Dark Blue Cluster” is regions with low productivity of innovation activity, and
it contains 33 objects (39.8 %). In comparison with other clusters, it is the most
numerous. Among the Arctic regions, there are Murmansk Region, Chukotka
Autonomous Area, Komi Republic, Nenets Autonomous Area, Republic of Sakha
(Yakutia). This cluster is most lagging behind others in six indicators. Cluster with
low level of innovative performance has high value of the following indicators:
(a) the share of innovative goods, works, and services in the total exports of goods,
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Fig. 7 The Russian regions clustering by the level of innovative performance. Note: 0—Dark
Blue Cluster, 1—Blue Cluster, 2—Red Cluster

_Var26 < 041667  E—— Dark Blue Cluster
Var26 >= 0.41667
varig<4.85 | C——>> Red Cluster

Varl8 >=4.85
Varl9<4

Varl7 < 9.95 E—
Varl7>=9.95 | —>

Varl9 >= 4 _— Blue Cluster

Fig. 8 The decision tree of rules that classify the regional clusters on the level of innovative
performance

If

Red Cluster
Blue Cluster

works, and services by industrial organizations and (b) the balance of exports and
imports in relation to GRP.
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Fig. 10 The profile of the Yamal-Nenets Autonomous Area innovative performance

4 Conclusion

To analyze the degree of differentiation of the position of regions in terms of
innovative development, we have constructed the matrix “Innovative potential—
innovative performance” (Table 3). This matrix allows to compare the level of
development of the regions through dedicated groups and to hold a typology of
Russian regions, including Arctic Zone. The results confirm a significant degree of
differentiation and imbalances of innovative development of Russian regions.
Analysis of the Arctic regions positions shows that the majority of regions (Repub-
lic of Komi and t Nenets Autonomous Area, Murmansk Region, Chukotka Auton-
omous Area) have entered the group of “low level of innovative potential—low
innovative performance”.

The group of “low level of innovative potential—average innovative perfor-
mance” includes Arkhangelsk region, Yamal-Nenets Autonomous Area, and the
Krasnoyarsk Territory. Consequently, regions of this group have to stimulate the
development of science and education, as well as increasing participation in the
innovative interregional networking. The policy of innovative development of these
areas must include measures to stimulate innovation activities of enterprises,
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Table 3 The matrix of regional clusters in the level of innovation capacity and innovation

performance

Regions with the
lowest productivity of
innovative activity

Regions with an
average productivity of
innovative activity

Regions with the high
productivity of
innovative activity

Regions with
“zero” potential

Republic of Kalmykia
Republic of Ingushetia

Karachayevo-Circas-
sian Republic

for innovation Republic of Buryatia Chechen Republic
Republic of Tuva
Republic of Sakha
(Yakutia)
Amur Region
Regions with low | Kursk Region Vladimir Region Voronezh Region
potential for Smolensk Region Arkhangelsk Region Ryazan Region
innovation Tambov Region Bryansk Region Tula Region
Komi Republic Tver Region Yaroslavl Region
Nenets Autonomous Vologda Region Novgorod Region
Area Kaliningrad Region Republic of Tatarstan
Murmansk Region Leningrad Region Udmurtian Republic
Krasnodar Territory Rostov Region Chuvash Republic

Astrakhan Region
Volgograd Region
Kirov Region

Kurgan Region

Altai Territory
Primorye Territory
Sakhalin Region
Chukotka Autonomous
Area

Republic of Bashkorto-
stan

Tyumen Region
Khanty-Mansi Autono-
mous Area—Yugra
Yamal-Nenets Autono-
mous Area
Krasnoyarsk Territory
Irkutsk Region
Kemerovo Region
Omsk Region

Samara Region
Saratov Region

Perm Territory
Penza Region
Sverdlovsk Region
Chelyabinsk Region
Kamchatka Territory
Magadan Region

Regions with
average potential
for innovation

Kostroma Region
Lipetsk Region

Orel Region

Republic of Adygeya
Republic of North
Ossetia—Alania
Stavropol Territory
Republic of Mari El
Orenburg Region
Republic of Altai
Republic of Khakassia
Trans-Baikal Territory
Jewish Autonomous
Region

Belgorod Region
Ivanovo Region
Republic of Karelia
Pskov Region
Republic of Daghestan
Kabardino-Balkarian
Republic

Khabarovsk Territory

Republic of Mordovia

Regions with high
potential for
innovation

Moscow Region
Ulyanovsk Region

Kaluga Region
Moscow

St. Petersburg
Nizhny Novgorod
Region
Novosibirsk Region
Tomsk Region
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development of innovation infrastructure, as well as the formation of an appropriate
institutional environment.

Republic of Sakha takes the worst position in the typology, referred to a group of
“zero innovative potential—low innovative performance.” Republic of Karelia
takes the top positions among the Arctic regions—“average level of innovative
potential—average performance of innovation.” The region has a relatively bal-
anced development of two components, which makes it possible to develop the
innovation sector more effectively. The revealed features of Arctic regions’ inno-
vative development require, firstly, to stimulate the interregional integration pro-
cesses in the sphere of innovation, secondly, to create a more efficient environment
for the development of relations between science and industry, reconstruction and
development of the innovation chain. The basis for the development of
interregional cooperation could be the Arctic shelf deposits projects.
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Challenges and Possible Consequences
of Transatlantic Trade and Investment
Partnership

Hande Kurtul and Erkut Akkartal

Abstract In recent years, the European Union (EU) and the USA change their
trade policy, and also they began negotiations for signing the most comprehensive
free trade agreement. Its negotiations began in the second half of 2013 and is called
Transatlantic Trade and Investment Partnership (TTIP), whose key points are
transparency, coherence, and nondiscriminatory. With these types of qualifications,
EU and US administration believes that this partnership will boost economic power,
and not only the EU and the USA but also all countries in the world will benefit
from the outputs of the agreement. On the other hand, although their intensions are
widely on the same direction, sometimes controversial platforms occur, because
both parties do not want to change their implementations at some topics such as
conformity assessments, genetically modified products, and hormone-treated meat.
Accordingly, the objective of this paper is to identify mainly the key challenges of
the TTIP with qualitative and quantitative data. Descriptive analysis of the data will
be displayed. The agreement has two main bodies as horizontal side which means
regulatory cooperation and sectorial side. In this paper, regulatory cooperation and
its context are considered as essential subjects. Sectors have more details and it is
hard to explain all situations in sectors. After focusing on the reasons of the
existence of the TTIP, the need will be explained. Then the main elements, such
as market access, regulatory coherence, and improved cooperation, are mentioned.
As a conclusion, mostly recommendations and expectations take part because of the
fact that negotiations are going on.
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1 Introduction

In the globalizing world, change is inevitable because of altering conditions, pro-
visions, and actors in due course. Many situations such as wars, financial or political
crises, and free trade agreements, declaring independences or economic develop-
ments, affect the actors and main power and can convert balance of power on some
era. In recent years, free trade agreements (FTAs) are mainly effective to change
global balance because the world’s biggest and economically strongest countries
make agreements with transition economies, and so developing countries’ rise and
balance alter. The roots of the trade come from the ancient times. At the beginning,
trade is made with ships, especially steam ships, and it was taking too much time,
but over time, with the improvement of technology and Internet, trade started to
make virtual environments in short times.

Since 2013, a situation like this is in the news all over the world. Two main
actors of the scene, European Union (EU) and the USA, intend to sign the most
comprehensive and transparent free trade agreement which is called Transatlantic
Trade and Investment Partnership (TTIP). This is exactly a huge initiative because
parties of agreement are world leaders having half of the world’s GDP, 30 % of
global trade and also more than $3.7 billion investments in each other’s area. With
these data, we can be sure that if the TTIP comes into force, international area
begins a new era. For example, boosting to 120 billion euros for the EU is expected
with the TTIP. Figure 1 shows the US and EU’s world GDP and global trade rates
which they share.

There are many reasons for needing an agreement on global platform. First of all,
financial crisis and rising of emerging markets are most effective reasons for TTIP.
Then, diminishing of the US international trade rates triggers a quest for strength-
ening the economy. For the EU’s side, their enterprises cannot reach to US market
easily, and they are faced with redundant procedure. Because of significance of US
market, EU demands to be part of such an agreement, too. Additionally, the USA is
exactly an important trade partner for the EU, and they do not settle with this

World GDP Global Trade
| US-EU
m US-EU
The rest The rest of
of the the world
world

Fig.1 US and EU sharing rate of world GDP and global trade. Source: Akhtar and Jones (2014a)
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Fig. 2 Negotiation timetable. Source: Akhtar and Jones (2014b)

position; they want to extend it. Lastly, with this type of agreement, benefits are not
only for the parties but also for all countries to utilize.

As an opinion and a suggestion, TTIP is mentioned in the final report of High Level
Working Group (HLWG) on Jobs and Investment (Akhtar and Jones 2014a). In this
report, it is said that it is a necessity to consider an agreement such as TTIP, and with
such an agreement, many benefits can be gained in various options. After accepting
HLWG’s findings, US and EU leaders announced to begin negotiations for TTIP in
February 2013. In July 2013, negotiations begin and the first three meeting dates are
determined. The administration proposes to conclude it at latest in 2016, because
negotiations which started in the second half of 2013 are expected to break in 2 years.
In Fig. 2, we can see the third negotiations with their date, location, and scope.

Before giving information about the context of TTIP, we want to mention a little
bit about this topic in the literature. First of all, there are not many different
materials and only some thesis related to TTIP because of the fact that this is a
new subject and also negotiations are continuing. The papers that we have obtained
are mainly about distinctive information and mostly recommendations and expec-
tations. Surveys are a part of some studies. The most beneficial articles are report
from European Commissions for why they include what are discussed in the
negotiations.

Barker and Workmann (2013) talk about why it is needed to sign an agreement
like TTIP and its possibilities with a survey. They believe that TTIP will raise EU’s
economy and also strengthen US economy. Schott and Cimino (2013) mention
possible arrangements and conclusions. Authors say that it is a necessity that
regulatory issues should be part in TTIP for creating a comprehensive agreement.
Lester and Barbee (2013) evaluated that negotiators have to focus on benefits of the
TTIP than conflicts and also they should be sensitive about demands of investors
and consumer for getting successful cooperation. Akhtar and Jones (2014b) men-
tion general information about TTIP and also its qualifications, and they think that
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if the agreement concludes as planned, the policy goal of the USA substantially will
be put into practice. Akhtar and Jones (2014b) mention also about general infor-
mation and quantitative data. Vastine et al. (2015) stated that debating about
negative points than positives, political engagement and strategic purposes should
be the main part of TTIP negotiations for achieving success. From the European
Commission side, TTIP regulation is mainly about its progress. All rounds’ final
reports from the European Commission include what is negotiated in meetings and
what are the parties’ offers.

2 Former Situations

EU has more advantages about accessing US market, achieving more consumers,
and facilitating to invest in US market, and also the USA will get more benefits such
as achieving his policy goals, reaching more consumers, and accessing almost all
over the world, if the TTIP concludes as planned. Parties want to achieve these
types of aims because of the fact that before the TTIP, especially the EU is faced
with some obstacle to connect with the US consumers or markets. For example,
before the TTIP, in the USA, there is conservation and guarantee for the investors,
although the USA is a member of OECD and also its legal system is good. In
addition, firms from the EU have to struggle with some difficulties when they try to
invest in the USA. So, EU investors cannot connect with the US market. On the
other hand, under current situations, products which are completely the same are
sold in the USA and the EU with different brands or names. This triggers some
problem such as changing sales.

With the TTIP, changes will be almost on the quantity of trades. Certain topics
are mostly constant for parties which mean both of them do not want to alter their
positions. But with successful conclusion of the TTIP, trade volume and amounts
will boost not only for parties but also all over the world.

3 Challenging Provisions

TTIP has mainly three purposes. These are market access, regulatory coherence and
cooperation, and improved cooperation (Akhtar and Jones 2014b). The fundamen-
tal objectives of TTIP are to facilitate trade and investments and enlarge imple-
mentation field of procedure and standards. Briefly, they want to provide rules
which are available all over the world and also common standards. The EU and the
USA mostly have the same provisions or standards, but at some points, they differ.
For solving these small controversies, TTIP is configured mostly about regulations.
In relation to this, TTIP includes two main parts: regulatory side and sectorial side.
We will focus on regulatory side in this paper because it is more important for us
and we will also provide more details on sectorial side.
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Fig. 3 Degree of importance and difficulties of challenging topics of TTIP. Source: Barker and
Workmann (2013)

In relation to sectorial side, we can say that some sectors may come forward and
will cause more discussions. For example, textile plays an important role of why
China is a rising power all over the world, and with TTIP, the USA and the EU try to
generate a solution to break the competitiveness of China.

Besides, we can say that the USA and the EU have the same aims in whatever
they do. So, both sides try to protect people’s health conditions and investor’s/
worker’s benefits. All discussions go in a way in which they try to increase their
position and save their purposes. We can show the challenging points and its
importance and difficulties in Fig. 3 which is drawn with data from a survey (2013).

The USA and the EU have mostly procedures and rules on the same direction. In
other words, they do not separate from each other in relation to implementations on
trade. But although they generally progress in the same directions, at some topics
they conflict, and this causes deep discussions. In this part, challenging provisions
of TTIP negotiations can be tried to explain.

First of all, the extent of reducing trade barriers and tariffs has less impressions
and significance in TTIP negotiations, because generally tariffs are really low
between US and EU trade. But also some products such as imported sensitive
products like textile, fish and fish products, dairy products, sugar, confectionery,
etc. trigger discussions. But still, both parties do not face redundant and highest
tariffs in trade with each other, and thus this situation is a simple problem.

The most controversial side of negotiations is genetically modified organisms
(GMOs). GMOs are used in the USA and also they are exported to some parts of the
world. For the US administration, this should not be a problem because this is an
acceptable condition in the current situations and they have exact rules about it. But
EU’s sides are exactly against them; that is why GMOs are indisputably unaccept-
able. EU’s administration defends that GMOs are not allowed to be sold or
produced in the EU countries and also their position about it will not change.
According to GMOs, there is a circumstance which is hard to be solved.
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The brands or names of products cause also a controversial platform. Some
products such as cheese are sold in both parts but with various names. Maybe this
may seem not a problem, but for competition, it precipitates unfair competition and
reduces sales. In addition, one product should be sold at the same price everywhere.
Products should be sold with the same prices to obtain equality.

The other one is related to investments. EU firms are faced with some obstacles
when they try to connect with the US market. These are mainly about some
procedures or unnecessary arrangements which are implanted for EU investors or
producers. The most demanded regulatory of EU’s side is making new settings
about this topic.

About technical barriers to trade (TBT), most controversial part is assessments
and certifications. This means that the USA and the EU have provisions to get some
products on the same directions, but their implementations are different. Because of
this reason, sellers have to test their products twice, as EU provisions for producing
and as USA provisions for selling. Thus, these testing systems increase prices, and
also competitiveness of EU’s products in the US market declines. For solving the
problem, parties work on the testing and assessment system which is available and
acceptable for both sides. Negotiations are progressing in a way that it can generate
positive results.

In comparison with regulatory issues, data sharing is another significant topic. In
relation to this, both parties are indecisive, but they are in the same direction. At that
point, private and government policies step in.

4 Transparency, Comprehensiveness, and Regulatory
Cooperation

Transparency, comprehensiveness, and regulatory cooperation are really important
matters in TTIP negotiations. In the regulatory side, we can see four reasons for
regulatory cooperation:

e More job opportunity and growth

* More choices for consumers

< Stronger regulations and better enforcement
» Greater influence on international sight

All of these can be achieved by facilitating trade and investments. So, reducing
trade barriers, removing technical trade barriers, and constituting and agreeing on
the same standard and also certification system should be made.

Regulatory cooperation is much more significant than other qualifications,
because regulatory cooperation includes all of the aims, and also with cooperation,
any problem can be solved. Regulatory cooperation builds bridge between two
sides related to similar levels of protection and development. Some of the levels
that this structure compensates are improved transparency, greater predictability,
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internationally compatible regulations, evolving capacity, increased consumer
access, and enhanced small-medium enterprises to connect with new markets. On
the other hand, regulatory cooperation includes some rules referred to by World
Trade Organization (WTO). It means that, in TTIP, all the arrangements are not
new or not used in other trade agreements. Generally, they utilize from WTO’s
rules, and with this they propose to address all over the world. Other parts of
regulatory issues are sanitary and phytosanitary (SPS). SPS should be arranged so
as not to damage people’s health and compromise health conditions (Hilary 2014).

The other important part of regulatory cooperation is transparency. For blocking
redundant procedures and unnecessary differences, great transparency and collab-
oration are encouraged. In this context, general platform is tried to create. But here,
there are some differences among sectors. This distinction is the fundamental
benefit of this cooperation. On the other hand, transparency means that all rules,
implementations, and procedures are known for both sides, and this prevents
deceptions.

Comprehensiveness is the main aim of TTIP. At the first sight, it can be seen as
an agreement between only two parties, TTIP is designed for a global concept. In
negotiations, discussions progress to parties’ profits and demands. If the agreement
is signed as planned, not only the EU and the USA benefit from it, but also all
countries can have advantages from the TTIP.

5 Expected Consequences of the Partnership

Possible effects of this type of agreements are a little bit hard to assess, since they
are complex and challenging because of lack of data and theoretical and practical
information. TTIP is an ongoing process; thus we make only expectations about
consequences. In relation to expected consequences of TTIP, the first line belongs
exactly to trade volume and quantities. When we see US and EU export quantities
for the last 10 years, TTIP negotiations also help us to make some inferences about
trade volume in the future. If TTIP concludes as planned, it is estimated that EU
export would boost to $28 billion or approximately 7 % and also US exports would
boost to $23 billion or 8 % within a few years. It is shown in Table 1 that in the last
5 years, export’s data is increasing. Additionally, the data in the table is in million $,
but we expect exports will boost to billion $.

Additionally, according to some scenarios, if the restrictiveness of actionable
nontariff measures reduces to 50 %, it is assessed that annual exports of the EU
would boost by 2 % and USA 6 % in 2018. If the TTIP concludes as planned, small
and medium enterprises from the EU can easily enter into the USA’s markets
because obstacles will disappear.

As committed surveys in 2013, 88 % of people who attend this survey believe
that the USA and the EU will be able to come to an agreement. Only 12 % of them
do not believe to achieve an agreement (Barker and Workmann 2013). This survey
presents to us three possible scenarios about TTIP conclusions. In relation to these
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Table 1 Quantities of US Years USA’s export | EU’s export | Balance

and EU exports 2005 185,165.9 300,628.0 | —124,462.1
2006 211,886.9 3304817 | —118,594.8
2007 244,165.9 354,409.3 —110,243.4
2008 271,810.1 367,617.4 | —95,807.4
2009 220,599.3 281,800.8 | —61,201.5
2010 239,591.0 3192638 | —79,672.9
2011 269,068.7 368,463.9 | —99,395.2
2012 265,375.6 381,753.2 | 1163777
2013 262,150.6 387,591.3 —125,440.7
2014 276,698 4 417,836.7 | —141,138.3
2015-January | 22,265.7 31,588.8 ~9323.1
2016 284,698 4 424.836.7 | —140.1383
2020 23 billion 28 billion 5 billion

scenarios, the first one which is called the ambitious but achievable scenario states
that even if they cannot agree on all topics, they can compromise at a comprehen-
sive point as putting away redundant and unimportant differences. The second one
is called the Doha scenario, and it claims that TTIP cannot be concluded because
parties surmount on trivial details. And the last one is the transatlantic market place
scenario, which is a reasonable one because it states that for the global and
comprehensive agreement, TTIP should be signed.

6 Conclusions

In this connection, it is assessed that trade balance or trade volume will be in favor
of European Union because of the fact that estimation about trade quantities in the
near future shows that EU’s export volume will increase. Additionally, obstacles of
the EU’s producers and investors would disappear, and thus EU side has got more
benefits than US side. But on the other hand, some debates cannot be solved such as
GMO. In the current situations, some topics as GMO are so controversial because
parties do not want to swerve their positions, and thus they cannot achieve a
common solution.

Far East is a significant region for global trade, and also this region has an
important influence related to TTIP for the EU and the USA. China, one of the Far
East countries, is influential, being a powerful and competitive country. For the US
side, TTIP constitutes a safety area for the USA, because the USA wants to
guarantee the competition against China. TTIP augments USA’s power to compete
and keep up. According to EU’s side, the situation is the same as the USA’s view.
Like the USA, the EU is aware of the China’s position on the global trade and wants
to strengthen its competitive capacity with China and other Far East countries. If
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TTIP concludes as planned, the EU and the USA can achieve their aims which
include outpacing China and sharing and administering world trade.

On the other side, coalition of two main powers or actors as the USA and the EU
triggers changing parity between US dollar—euro and other currencies. According to
the process of the TTIP, dollar and euro would strengthen against other currencies
because of the fact that world trade is mainly kept control by the EU and the USA if
partnership ends up as planned.

To sum up, briefly some possible consequences of this partnership are as
follows:

* Boosting EU’s economy

e Strengthening USA’s economy

» Creating a global available trade perspective

¢ Generating test and certification system which is valid worldwide

¢ Increasing or removing tariff and nontariff barriers

¢ Removing investment obstacles

¢ Opening US and EU’s markets for each other’s investments and trade

As aresult, TTIP is a partnership which is continuing and has not yet concluded.
Its consequences are not exact, but in this report, we mention about just possibilities
of agreement’s conclusions. Although there are different views and comments
related to TTIP’s benefits and disadvantages, generally people think that it will be
beneficial if it concludes as planned.
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The Impact of Economic Globalization
on the Labor Market of an Open Small
Economy

Irena Pekarskiene, Daiva Laskiene, Asta Saboniene, and Rozita Susniene

Abstract The globalization of national economies and markets is a noticeably
prominent tendency in recent decades, and the expansion of activities of multina-
tional enterprises (MNESs) is one of the most prominent features of the global
economy. The expanding economic globalization process was induced by a com-
plex interaction of growing international trade and fo