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Science, Philosophy and
Physical Geography

This accessible and engaging text explores the relationship between philosophy, science
and physical geography. It addresses an imbalance that exists in opinion, teaching, and,
to a lesser extent, research, between a philosophically enriched human geography and
a perceived philosophically ignorant physical geography.

Science, Philosophy and Physical Geography challenges the myth that there is a
single self-evident scientific method that can and is applied in a straightforward manner
by physical geographers. It demonstrates the variety of alternative philosophical perspec-
tives. Furthermore, it emphazises the importance of the dialogue between the researcher
and the real world for identifying and studying environmental phenomena. This includes
a consideration of the dynamic relationship between human and physical geography.
Finally, it demonstrates the relevance of philosophy for both an understanding of
published material and for the design and implementation of studies in physical geog-
raphy.

Illustrations of concepts in each chapter are drawn from the diversity of topics in
physical geography, such as fluvial geomorphology, landslides, weathering and species.

Rob Inkpen is Senior Lecturer in Geography at the University of Portsmouth.
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Preface

A book about philosophy in physical geography has a hard audience to impress. Experts
will have their own views on the key figures in the development of ideas, whilst novices
will not be clear why this sort of topic is of any importance for studying the physical
environment. It may all be very interesting, but how does it help me study seismically
triggered landslides? I would answer that identification, classification and analysis 
of such phenomena is an intensely philosophical practice; it is just that much of the
philosophy is invisible to the practitioner. This book will, I hope, make some of this
underlying philosophical basis visible.

Although the book is aimed at second- and third-year undergraduates, I have tried to
ensure that there is sufficient depth of material to make the book of use to postgradu-
ates and interested researchers. This book is not intended to be a complete review of
the existing literature of philosophy, or indeed of philosophy in physical geography.
Such an undertaking would be huge and require a great deal more time and space than
I have available. Inevitably, this means that some texts are not included and some readers
may find offence in this. I am sure that ‘How can you talk about philosophy without
mentioning such and such?’ will be a common lament. Although it would have been
nice to include detailed accounts of the thoughts of the ‘great’ men of physical geog-
raphy, this was not the aim of the book. This is not to denigrate the debates that have
developed in physical geography nor the influence of the main characters in these
debates. Focusing on individuals and their ‘pet’ projects can drive any synthesis into
the particular ‘camps’ of interested parties. I am not immune to pushing a particular
view of science and practice in physical geography, but I hope that the reader can use
the information provided to develop their own judgement of both my opinions and those
of the individuals involved in recent debates.

I am not trying to state which of the competing philosophies is ‘best’ nor the ‘correct’
approach every researcher should undertake. You may be surprised in reading the
Contents page that I have only a single chapter covering all the philosophies (i.e. logical
positivism, critical rationalism, critical realism and critical pragmatism). This is a delib-
erate ploy. Comparing the different philosophies may be useful in identifying the 
limitations and potentials of each, but it can also imply that one philosophy is ‘better’
in all circumstances than any other philosophy. Although I have a personal view on
what philosophy seems the best, it would be inappropriate of me to suggest that this is
the only approach to take and that an easy translation of this philosophy is possible in
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all situations. This does not mean that I have avoided emphasizing particular philo-
sophical viewpoints. My hope is that individuals will use the questioning approach of
the book to assess my views as well. This book does not supply any definitive answers;
instead, it supplies views and questions to ask of those views.

I have identified key themes that need to be questioned by those practising physical
geography. The key themes can be summarized by the questions:

� What is the reality that physical geographers think they study?
� What are the things physical geographers identify as their focus of study, and why

those?
� What counts as a valid explanation in physical geography?
� How do physical geographers engage with reality to derive information from it?

Whatever philosophy you prefer you will still have to address these key questions. For
each of these questions I have presented a chapter that shows that they cannot be
answered simply. If you expect a clear and definitive answer to each question, a simple
template to guide your research, then I am afraid you will be disappointed. No simple
solutions are provided. Instead I try to make it clear that each question needs to be
thought about. Each theme has no ‘natural’ and obvious solution. If you read each
chapter and come to the conclusion that what you already do provides adequate answers
to the problems raised, then that is fine. What I hope I have done is at least raised as
issues what may not have appeared to be problematic. If you at least leave a chapter
thinking how the issues raised might be applicable to what you do then I would regard
that as a success. My purpose is not to alter practices to a single correct approach but
to raise awareness of problems and issues that appear a ‘natural’ and normal part of
working practices.

Beginning this book with a long chapter on the history of the subject may seem an
odd way to go about discussing these questions. Initially, I was not keen to write a
historical chapter. Once I began to write it, however, I could see how the impossibility
of writing ‘a’ history of physical geography brought to light a lot of the problems of
‘naturalizing’ ideas and practices that contemporary physical geography also suffers
from. Trying to illustrate these problems immediately with contemporary concepts may
have been more difficult.

Although the title of this book is concerned with physical geography, it has not been
possible to cover this vast and growing subject to anything approaching a satisfactory
depth. Almost by default I have tended to fall back on examples and ideas within my own
particular subdiscipline, geomorphology, and then even further back into my two areas of
research, landslides and weathering. This is not to suggest that these two areas are the most
important in physical geography or even within geomorphology. It is just that I happen to
know the literature in these fields in greater detail than in other parts of physical geog-
raphy. If you know of examples from your own specialism that are better illustrations of
the points I am making then I would regard that as a success as well. It would mean that
you have interpreted the ideas and applied them elsewhere in the subject.

Some readers will be surprised at the omission of certain topics that appear to be
important ones in their subject area. Probabilistic explanation, for example, is not
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covered explicitly. In the case of this topic, Chapter 4 does provide the explanatory tools
for understanding its structure. Modelling is not dealt with in detail as a form of expla-
nation, although once again the tools for interpreting this type of explanation are
provided. Similarly, where computer modelling is dealt with it is only briefly. The omis-
sion of certain topics reflects my choices as author. I could have made passing refer-
ence to probabilistic explanations at specific points in the text. This would have been a
token effort. Such a token reference would have misrepresented important concepts that
require a long and complex discussion. I leave that to more appropriate subdisciplines.
My concern has been to provide an appropriate framework and set of intellectual tools
for criticizing theory and practice in physical geography.

As you make your way through the book it may be helpful to bear in mind that what-
ever physical geographers think of philosophy, some people will always want to ques-
tion the basis of what researchers do. It is vital to get the whole thing into perspective.
Philosophy should be of interest to physical geographers, as undertaking investigation
of the physical environment will involve philosophical decisions and debates even if
they are not recognized as such. Don’t worry about the philosophy too much. Bear in
mind the view of Vroomfondle in Douglas Adams’s Hitchhiker’s Guide to the Galaxy
– maybe the best we can hope for in our studies is to ‘Demand rigidly defined areas of
doubt and uncertainty.’

Rob Inkpen
Portsmouth, August 2003
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Introduction

Philosophy in physical geography is done as much by boots and compass as by mental
activity. Philosophy in physical geography is an active process open to change as the
subject is practised. This book taps into philosophy in action in physical geography by
exploring the links between the two and their relations to scientific thought as a whole.
Recent developments in geography have highlighted the need for a source of informa-
tion on the philosophical basis of geography. Texts on the philosophical content of
human geography are relatively common (Gregory, 1978; Kobayashi and Mackenzie,
1989; Cloke et al., 1991). Texts that serve the same purpose for physical geography are
thinner on the ground. Apart from the classic Haines-Young and Petch (1986) text on
physical geography, there is little accessible to undergraduates that discuss how physical
geographers think about and use philosophy within their work. Some physical geo-
graphers may regard this as a good thing, automatically stating the Chorley (1978) quote
about reaching for their soil auger when they hear the term ‘philosophy’ (although the
rest of the text beyond this infamous quotation is in favour of a more thoughtful approach
to the subject). Physical geography has been and still is about ‘doing’ rather than
theorizing in the passive sense of ‘armchair’ geography, an attitude with which many
physical geographers interpret the term. This book is not intending to dispute the active
and reflective nature of physical geography; in fact, this book is only possible because
physical geography is a subject that views itself as being first and foremost about
practice. The activities of physical geographers, the practice of their subject, involves a
vast array of philosophical decisions, even if most are implicit or seen as part of the
tradition or training associated with a particular field. Importantly, physical geographers,
as all good scientists, question what they are looking at; they do not necessarily take
the world for granted as it is. They define, they classify, they probe, they question and
they analyse. Why is this not seen as philosophical?

The lack of explicit recognition of the importance of philosophy in physical
geography may arise from its practitioners’ reflection on what their human colleagues
regard as philosophical. Human geography seems to have different underlying philoso-
phies – seemingly many more than physical geography. Human geographers seem to be
forever embroiled in the latest debate about the nature of their reality, the construction
of worlds, structuralist versus post-structuralist thinking, as well as the post-modernists’
debates on the nature of geography. By extension, the number of books addressing
explicitly philosophical issues in subdisciplines of human geography are legion by
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comparison to physical geography. Each faction seems to have its own clique and its
own literature. Physical geographers are caricatured as having only one philosophy: the
scientific approach. By implication, such an outdated and simplistic philosophical
outlook cannot compete with the philosophical sophistication of human geography.

Physical geographers have not necessarily done much to correct this misconception
of the scientific approach. Many physical geographers have preferred to retreat into their
subject matter, dealing with the detail of their dating methods or the representativeness
of their sampling methods, leaving the philosophizing to those who do nothing practical.

There has, however, been a set of wide-ranging philosophical debates that have
occurred and are occurring over the nature of scientific investigation. Most physical
geographers have been reluctant to enter into this debate in earnest. The ‘physics envy’
identified by Massey (1999) implies that only the hard sciences can develop philoso-
phies which the ‘softer’ environmental sciences of geology and physical geography will
then dutifully pick up and operate with. Fortunately, recent debates in physical geog-
raphy with participants such as Frodeman (1995, 1996), Baker (1999), Demeritt (1996,
2001a), Rhoads and Thorn (1996a) and Richards (1990) have shown that physical geog-
raphers and their ‘practical’ approach to the environment have as much to contribute to
the developing philosophy of science as do quantum physicists. Given the highly
detached and impractical nature of theoretical quantum physics, it could even be argued
that physical geographers can contribute more to the debate operating, as they do, within
a discipline that has the physical environment at a more human scale as its subject matter.

Physical geographers have not been aphilosophical, but rather philosophy-shy. At the
undergraduate level, the glaring exception to this has been Haines-Young and Petch’s
(1986) Physical Geography: Its Nature and Methods. Published in the mid-1980s and
with an agenda that favoured critical rationalism as the scientific approach, this book
provides a very general and readable introduction to some of the key philosophical ques-
tions that physical geographers need to address. At a more advanced level is von
Engelhardt and Zimmerman’s (1988) Theory of Earth Science. This advanced text gave
a very Western European view of the philosophical basis of the earth sciences, and
covers much of the same ground as the current text. The detailed level of the argument,
however, was more complicated than might be expected of undergraduates unfamiliar
with the idea of a philosophy in physical geography. More recent publications have
taken a historical view of the development of the subject (e.g. Gregory, 1985) or have
been collections of papers such as Rhoads and Thorn’s The Scientific Nature of
Geomorphology (1996c). The latter publication provides an interesting and thoughtful
introduction to thinking in geomorphology appropriate for the postgraduate level. It does
not, however, provide a coherent and integrated text that explores the recent debates
about philosophy in physical geography.

In the nearly two decades since Haines-Young and Petch published their text, the
nature of philosophy in science and, in particular, in environmental science has been
debated and changed. Critical rationalism still stands as a beacon for understanding
reality, but the nature of that reality has been subject to debate, as has been how environ-
mental scientists should, or do, explore and explain it. The caricature of science as a
monolithic philosophy with a rigid and singular approach to its subject matter is one
that no longer stands up to scrutiny. In its place is a series of philosophies that share a
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belief in an external reality. Where these philosophies differ is in their claims about the
ability of researchers to obtain an absolute knowledge of reality. Critical rationalism,
critical realism and pragmatism have all been flagged in the scientific and geographic
literature as being of relevance. In addition, the development of a more sociological
view of scientific practice, as illustrated, for example, by the studies of the sociology
of science from the Edinburgh school, has not really been addressed within physical
geography. Likewise, the potential import of ideas such as Actor Network Theory (ANT)
for understanding the context of practice within physical geography is relatively under-
developed. One of the things that has become clear is that it is the practice of a disci-
pline that aids the development of its philosophy. Chorley may have been right to reach
for his soil auger, but it is only because by the practice of a discipline that anyone can
hope to understand its philosophy and, in turn, to understand how and why it changes.

Structure of the book

The chapters in this textbook are arranged to lead the reader through old and new ideas
in the philosophy of physical geography in what I see as a logical manner. Chapter 1
deals with the context of the current debate by outlining a historical appraisal of phys-
ical geography. Whilst recognizing that any single history of physical geography is
impossible, there are still themes that can be teased out of the past that individual phys-
ical geographers would accept as extant in their subject. Such themes include the search
for universal rules or laws, the emphasis on practice and the empirical, a concern with
time, space and, ever problematically, with scale. Additionally, there has been an over-
riding concern to be seen to be scientific and a reverence for the ‘hard’ sciences.

Chapter 2 focuses on the nature of the reality that is studied by physical geography.
The central feature of the diverse ‘scientific’ philosophies covered is a belief in a com-
mon and externally existing, independent reality capable of study by sensors. Arguments
are developed for the basic assumption that lies at the heart of physical geography. The
ontology and epistemology of the philosophies used to study and explain reality are also
outlined. Central to a physical science view of reality is the idea that reality is not under-
stood as a separate entity waiting for the discovery of its absolute content. Rather, real-
ity is understood through an ongoing dialogue with the researcher. Reality is understood
only through this dialogue with all its potential misinterpretations, and is always
susceptible to renegotiation.

Chapter 3 looks at the important components of any study: the entities thought to
make up the external reality. How these entities are identified, classified and then studied
is a major area of debate between philosophers of science. The existence of natural
kinds, or the human construction of entities, and the implications of both of these for
the study of reality, is of central importance to a field science such as physical geography
where the boundary between entities and kinds can often become blurred and dynamic.

Chapter 4 builds on the previous two chapters by looking at the different forms of
explanation that are acceptable within science to understand how the entities identified
behave. The different scientific modes of explanation each assume different things and
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each will accept different forms of evidence as valid for understanding. A brief critical
outline of each is provided.

Chapter 5 looks at how reality is studied – how the dialogue with reality is actually
carried out by physical geographers. The key relationship between the entity being
measured, its context, and the measuring instrument is outlined. From this discussion
the idea of an inseparable measurement system and a model-theoretic view of science
is discussed.

Chapter 6 begins the exploration of how the general, philosophical concepts devel-
oped in the preceding chapters have been applied within physical geography. It discusses
systems analysis in physical geography. Specifically, Chapter 6 deals with how systems
analysis has been operated within physical geography, how this operation has required
detailed philosophical consideration (although it may not have been recognized as such)
and where the problems with such an approach lie. This is a relatively short chapter, as
I have assumed that systems theory and analysis is familiar to most physical geographers.

Chapter 7 explores the debates concerning frameworks for explaining change and
complexity in physical geography. Recent conceptual developments, such as chaos
theory and complexity, have seemed to offer much to our understanding of reality. The
use of these new concepts has, however, involved both a debate over the problems of
an old concept, equilibrium, as well as the reinterpretation of new concepts, chaos and
complexity, within the discipline of physical geography. The current debate clearly illus-
trates that new and old ideas tend to mingle rather than compete. The nature of this
process varies, depending on the subdisciplines involved: there are no fixed definitions
of the concepts, each is used where, and if, it is seen as aiding explanation. This last
point illustrates how important it is to understand the different explanatory structures of
physical geography.

The final chapter tries to put the physical geographers themselves into context. The
physical geographer is embedded within a series of social networks. These networks
can influence what is studied, how it is studied, and the manner of its analysis. Beyond
the Kuhnian view of researchers working within paradigms, or the Lakatosian image of
research programmes, the social networks of physical geographers are much more varied
and complicated. Individuals are not passive, mindless automatons following social
trends, they are active agents working within different, and often contradictory, social
networks. This more complex and subtle view of society (or rather societies) and phys-
ical geography is one that is relatively little explored. Likewise, the physical geographer
is increasingly pressed by moral and ethical concerns within the research and wider
community. Morals and ethics imply some form of responsibility, but to whom or what
is the individual physical geographer responsible and why? Answers to these questions
are not necessarily easy to come by nor easy to discuss in a short textbook, but their
potential importance in physical geography should not be underestimated. The peren-
nial problem for geography of how, and if, human and physical geography are linked
and can remain an academic discipline is addressed. There are no easy answers, as the
discipline is not some detached and disembodied entity that is beyond the individual
practitioner. Geography is a discipline because of the individuals within it; it is their
practices and thoughts that determine whether it can remain united, or whether it divides.
Is there anything more uncertain than how academics will act in the future?
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Chapter 1

Ideas, change and stability in
physical geography

Ideas are central to understanding how physical geographers have observed and analysed
the physical world. Ideas are not static, they change over time as well as from place to
place. Ideas influence what we believe and how we understand reality. Ideas change
internally, through the practice of a discipline, as well as externally through the social
contexts within which physical geographers work. Differing ideologies, different philo-
sophical approaches can influence the questions asked as well as the answers sought.
Exploring this complex tangle of influences has often involved detailing the history of
a subject. By following the ‘great men’ (and it usually was men in nineteenth-century
academia) and their works, the key concepts from different periods can be traced and
some sort of model of change developed. Often as important is the use of such a history
to justify the current set of concepts within a subject.

This chapter briefly explores the history of physical geography to try to determine if
there is a coherent current, accepted set of ideas that mould geographic thought. There
may be no inevitability about the suite of ideas that form the focus of contemporary
work. These ideas do not exist in isolation from particular philosophical approaches that
have developed or been imported into physical geography. Philosophies can hide in the
background, directing and constraining the type of questions asked, and the way in which
they may be answered. It is important to provide at least some illumination of these
philosophical approaches and their relative importance at different times in and for
different parts of physical geography.

What are ideas and how do they change?

Ideas and theories are frameworks of thought with which people try to understand phys-
ical reality. A more detailed definition of theory will be covered in Chapter 2, but for
this chapter an appropriate definition of a theory would be the core ideas or concepts
that go unquestioned when a researcher studies the physical environment. From this core
flow all the ideas and hypotheses that a researcher has about reality. The core ideas, and
the central relations between these and derived ideas, form a tight, logical network. The
dominance of vertical movement of land surfaces could be seen as an unquestioned
assumption about how reality was in geology at the turn of the twentieth century. From
this central, core idea other ideas flowed that explained the distribution of species that
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did not contradict the evidence on distributions available. Rapidly rising and submerging
land bridges were mentally constructed to explain the range of distributions of fossil
creatures between South America and Africa. As this central idea was replaced by the
acceptance of horizontal movement, continental drift and plate tectonics were developed
as an alternative explanation for these distributions.

A number of authors have tried to generalize how ideas change. Three ‘big’ ideas
are progressive change, paradigms (Kuhn, 1962, 1977) and research programmes
(Lakatos, 1970). Progressive change states that ideas in science change incrementally
and slowly. Current researchers build upon the work of others, correcting their errors
until finally, at some vastly future unknown date, everything is understood and reality,
as it really is, is known. Accumulation of establishable facts counts as progress of know-
ledge. Once a fact has been discovered it remains the same for all time. Current research
is just adding to and extending existing knowledge (Figure 1.1). Unfortunately, under-
standing of reality does not seem to follow a nice, steady and progressive path. There
are differences in the rate at which ideas change. Some may suddenly appear apparently
from nowhere and some seem to disappear, never to be mentioned in polite scientific
circles again, such as racial superiority and acclimatization. This view assumes that
earlier researchers understood reality and derived the fundamental laws and relationships
that later workers have merely embellished.

Kuhnian paradigms were developed to explain how ideas in science appeared to
undergo rapid and revolutionary changes. Kuhn’s prime example was the switch from
the Greek to the Copernican model of planetary motion, with the sun replacing the earth
as the centre of the universe. Although much criticized, particularly by critical ratio-
nalists (such as Lakatos – see pp. 8–10), the idea of a paradigm has taken hold within
geography and been used to describe various perceived movements, fads or schools of
thought. Paradigms, in other words, have been used to describe just about any group
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that is perceived to have a common and coherent set of ideas about the world, whether
that group realize they have these or not. Kuhn never really clarified or defined what a
paradigm was and so there has been wide interpretation of what he meant by the term.
He did outline what a paradigm consisted of. It was composed of a disciplinary matrix
of tangibles and intangibles. Tangibles were examples of good or appropriate practice
within a discipline: classic textbooks and classic experiments. These provided concrete
illustrations of how to go about research and what was acceptable practice. In addition,
tangibles included objects such as test tubes, laboratory benches and the like, which
were viewed as essential to the practice of the discipline. Intangibles were the unwritten
rules or conduct expected in a discipline: the social norms of behaviour and accepted
evidence as dictated by the peer group of the discipline.

Change in this system was brought about not by the progressive and careful alter-
ation of existing ideas in the light of new evidence or new techniques, but by the whole-
sale overthrow of old ideas by a complete and coherent set of new ideas. Kuhn suggested
that most scientists undertake what he described as ‘normal’ science. They work dili-
gently at their benches using standard techniques to prepare standard solutions, to under-
take standard tests. They ask only questions that they know they can answer using these
techniques. There is little to challenge the established view of how reality is. This set
of concepts and practices would make up the existing paradigm. Slowly Kuhn believed
that facts or observations would accumulate that the existing concepts could not explain.
Eventually, the errors would become so pronounced and interfere so greatly with the
operation of ‘normal’ science, and so restrict the questions that could be answered, that
there would be a complete switch from the existing ideas to a new set of ideas 
that explained the ‘problem’ facts (Figure 1.2).
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The paradigm switch was rapid and complete. ‘Seeing’ the world through one set of
concepts, the paradigm, meant that you could not see it through the other set. There can
only be one paradigm at any one time, and seeing the world through that single para-
digm excludes the possibility of all other views of the world. There is nothing to guar-
antee, however, that your particular view of the image is the correct one. This is because
switching from one paradigm to another means a complete change in what is viewed as
evidence and even what is believed to exist in reality. This means that there can be no
argument over the facts because the facts are different in each paradigm; indeed, what
is viewed as a valid argument may even differ between paradigms. Paradigms need not
operate across time alone. There may also be spatial differences in what is accepted as
a valid view of reality.

How can you decide between paradigms? Kuhn argued that although it may be clear
with hindsight that paradigm A was a better explanation of reality than paradigm B, at
the time the choice could not be made on any rational basis. Instead Kuhn turned to his
set of intangibles and suggested that the choice between paradigms was based on socio-
logy rather than ‘hard’, factual evidence. Peer pressure decided which paradigm to accept
– not facts. This was the part of the theory that critical rationalists found particularly
hard to stomach. It implied that there was not necessarily any movement of ideas towards
a true understanding of reality. If paradigm choice was socially based, then the new
paradigm may not get you closer to how reality really is. Despite the new paradigm
eliminating some of the errors or unexplained facts under the old paradigm, the improve-
ment has been at the cost of all the concepts and understanding embodied in it. There
can be no rational discussion about the relative merits of either paradigm as there is no
common basis for such a discussion. Kuhn’s vision of science involved young, dynamic
researchers overthrowing the treasured and established views of an old guard. These
researchers worked on critical experiments designed to disrupt the basis of the old order.
Research into critical questions posed to undermine a paradigm was contrasted with the
mundane ‘normal’ science of the established order. But does this romantic view of scien-
tific progress match what actual happens?

Lakatos thought that Kuhn’s ideas did not match his experience of science and how
it changes. Lakatos was a strong supporter of a rational basis for choosing between
competing sets of ideas and searched for a way to incorporate a critical rationalist
approach into this process of choice. Lakatos divided sets of ideas into research
programmes. Each programme had a central set of core ideas, the heart and soul of a
set of theories. These directed much of the work the researcher undertook, constraining
what questions to ask, how to ask them, and the techniques and explanations that were
valid in any answer (the positive heuristic). In addition, the research programme also
identified the questions that researchers should not ask, techniques and modes of expla-
nation that were unacceptable (the negative heuristic). The core theories were never
directly tested; they were kept away from direct assessment. Instead a band of auxiliary
hypotheses formed the basis of the active use of each research programme. These were
testable statements derived from the core theories. These were the elements of the
research programme that researchers used in their scientific lives. Disproving one
hypothesis did not bring the whole of the research programme into question. Instead
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that hypothesis was rejected and some other hypothesis constructed using the existing
central theories (Figure 1.3).

Lakatos suggested that choosing between different research programmes became a
matter of rational choice. Research programmes that continually generated new
hypotheses, novel ways of questioning reality and which were generally not disproved,
were progressive programmes. Research programmes that were stagnant and did not
advance new ideas or explanations for reality were seen as degenerative. When there
were two competing research programmes researchers switched to the more progressive
research programme. Some individuals might take longer than others to see that one
programme was more progressive, but eventually all would make the same rational
choice. In Lakatos’s view of science there was elimination of errors and change of world-
view, but each change brought the researcher, or rather the scientific community, closer
to the truth, to the way reality really is. Unfortunately, it would never be possible to
prove that reality had been captured absolutely by the theory, only that the theories of
a particular programme had not been disproved.

Both paradigms and programmes have been used to describe changing concepts in
physical geography. Neither is perfect and each has a number of problems. Adhering to
paradigms would imply that at any one time a single, all-embracing set of ideas would
direct the researchers in a subject. This is rarely the case. Similarly, adherence to research
programmes implies that central sets of concepts are somehow immune from testing and
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Figure 1.3 Lakatosian research programmes. A central core of theory (C1 and C2)
surrounded by a protective belt of auxiliary hypotheses (AH1 and AH2). C1 and AH1
represent a progressive programme expanding and generating new hypotheses. C2 and AH2
represent a degenerative programme, with the belt of auxiliary hypotheses contracting
towards the core. The nodes represent axioms in the core and hypotheses in the outer
circle. These nodes are linked by vertices that represent relationships between nodes. The
progressive research programme has a rich and internally highly connected core of axioms.
These generate a range of hypotheses that can even interact with each other to generate
‘second’-generation hypotheses (or more). The degenerative research programme has a
limited set of core axioms that generate few isolated hypotheses.



unaffected by the failure of hypotheses derived from them. Such an ivory tower exist-
ence for privileged theories is rarely sustained. Some authors have suggested that there
are general currents in thought and that theories follow these. Researchers are moved
by fads and fashions as much as anyone else and the flavour of the month has as much
relevance in describing academic work as any other. Identifying how such fads are trans-
lated to theories or a mechanism by which changing ideas occur within fads has not
really been tackled. A significant problem with both frameworks is that they do not
really address how and why certain ideas seem to survive as general, favoured theories
change, whilst other ideas are rejected. The stability of some concepts, the recognized,
but malleable nature of others and the outright rejection of still others is not addressed.

How ideas change is still open to debate despite the models presented here. One of
the important points to bear in mind is how each model views the ultimate goal of
research. If you believe that knowledge is progressive and developing towards a final
complete understanding of reality as it is, then Kuhn’s paradigms, with their sociological
basis, are unlikely to be attractive. If you believe that all knowledge is relative then
paradigms may be more attractive. Lakatos seems to sit on the fence by accepting that
ultimate absolute knowledge is unattainable, but then implies that there is a progressive
march to this goal that helps to decide between research programmes. This would suggest
an underlying belief in the movement of ideas towards representing and explaining
reality as it really is, even if you can never be certain you have arrived.

Is there a history of ideas in physical geography?

Physical geography is a diverse subject with many, shifting subdisciplines vying for
status. Outlining a single history of such diversity is both problematic and misleading.
Detailed histories of ideas and their development can fall into the trap of reading the
past by the light of the present. Trends, unbeknown to workers at the time, are identi-
fied with contemporary certainty and clarity. Such histories can lapse into justifying the
present rather than trying to understand the past concepts in their appropriate contexts.
Often these histories are involved in justifying current practice or concepts by referring
to a long and hitherto neglected (or unknown) history. Such reinterpretations of the past
often provide intellectual justification for the present by an appeal to the authority figures
of a noble past.

The first thing to note in looking at the history of physical geography is that there is
not a single history of physical geography. There are many possible histories that can
be constructed from the information available. Judgement of a single narrative as the
‘correct’ one implies a very restricted view of what is important in physical geography
and how it came to be. If there are many possible histories, how can anyone identify
what is important from the past? It is essential to have a clear idea of why you want to
look at the history of physical geography. This objective will determine what you
consider to be important. In this book, my purpose in reviewing the history of physical
geography is not to provide a definite history. Instead there are three key concerns that
I want to highlight as being present in the study of the physical environment: univer-
sality of explanation, a concern with the empirical, and a concern with explaining change
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or stability. Tracing how these concerns have been expressed and the strategies for
answering them is the focus of my thumbnail history. Even this limited ambition is
fraught with difficulties.

Delving into the history of physical geography requires identifying the subject in the
past. This can be a major problem. To identify individuals, and what they did as phys-
ical geography, requires that physical geography itself be seen as a legitimate subject
area. As an academic subject, physical geography requires professional academics, acad-
emic institutions within which they work, journals within which papers in the field can
be published, and so on. The subject requires extensive legitimizing networks of relations
between academics, between institutions and other organizations such as publishers.
These networks were not necessarily around in the past nor in a form that would permit
the identification of physical geography as it is understood today.

A more fruitful approach might be in identifying the central subject matter, and defin-
ing the histories of physical geography that way. There is a problem with this approach
as well. It assumes that the same subject matter has been studied throughout academic
disciplines over time and space. Although it may be possible to identify the ancient
Greeks as studying climate, were the phenomena they studied the same as contemporary
or even Victorian academics would consider climate? Were they collecting information
on the same phenomena? Even if there was some commonality in the nature of the
phenomena under investigation, is it possible to abstract it from the whole intellectual
framework of which it is a part? Newtonian mechanics is usually viewed as a key element
of the foundation of modern science, and Newton’s ‘modern’ approach of experiment
confirmation is viewed as exemplary. The alchemy aspect of Newton’s work, and the
manner in which this was intertwined with his ‘acceptable’ science, is rarely mentioned
(White, 1998). For Newton, both aspects of his work were vital; he made no distinction
between what we would deem ‘proper’ science and ‘pseudo-science’.

Another possible approach is to look at the ‘great’ figures in the subject and define
your histories by reference to what they thought and did. Although it may not be possible
to identify them as physical geographers (remember the term might not have existed),
at least their work survives to be reinterpreted as the appropriate subject matter of
contemporary physical geography. Appropriating figures such as Darwin, Wegener and
Huxley as influential in developing ideas in physical geography neglects the multidis-
ciplinary or even interdisciplinary nature of their work. The environment these individ-
uals worked within was different from the present and the subject areas they recognized
would not have necessarily included what contemporaries would view as the ‘core’ of
physical geography. It is also likely that other disciplines will claim these figures as
originators in their subjects as well. Appropriation of ‘great’ men will involve teasing
their relevant work from the rest of their intellectual endeavours, a division they would
not have made. It could be argued that even this approach creates histories that mirror
contemporary concerns, rather than really reflect the work of these individuals. Likewise,
focusing on great men (and it usually is men in the gender-closed Victorian intellectual
world of geography) neglects the contribution of ‘lesser’ figures who undertook prac-
tical work that might be described as geographical. The army of surveyors, for example,
who undertook the surveying of the British Empire, trained and developed methods for
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describing and collating spatially referenced information (Driver, 1992; Collier and
Inkpen, 2003). The data and analysis undertaken by these forgotten figures were vital
in developing imperial policies and developing research methods, yet it is often regarded
as a lesser achievement than abstract theorizing. Contemporary intellectual snobbery can
cloud what is deemed relevant and what is deemed unworthy for a subject’s history.

Most Anglophone histories of physical geography tend to focus on the Anglo-
American experience and definition of the subject. This limits the types of histories that
can be written. Although it could be argued that this impression reflects an inability to
read well in other languages, it also reflects a belief in these areas that they represent
‘real’ geographic thought. Some histories give nods to early work by Portuguese navi-
gators or Arab intellectuals, but from the eighteenth century onwards the Enlightenment
and scientific revolutions bring with them a view of ‘proper’ science finally being done.
For ‘proper’, read ‘science’ as we Western Europeans would understand it today. Such
views are also translated into contemporary global surveys of geography. Anglo-
American-derived topics and ideas occupy centre stage; other cultures are relegated to
minor interests. It could be argued that this concern with Anglo-American physical geog-
raphy reflects a wider pattern of change since the eighteenth century. Development of
a capitalist world economic system, some would argue, has marginalized and stifled any
independent intellectual development of indigenous cultures. It may be, therefore, not
surprising that the only ‘acceptable’ histories are those with a Western, and specifically
an Anglo-American, flavour. Although acceptable to whom – and why them – is another
loaded question that is too complicated for consideration here. The possible bias in the
construction of histories, and the reasons for it, are rarely touched upon in histories of
physical geography.

All the above might imply that there is no point to trying to even produce a histor-
ical view of physical geography. There is no single history, there is always the problem
of interpretation and there is always likely to be subjective bias. There is, however, still
a case to be made for sketching even a flawed history of physical geography. Identifying
ideas within their context and tracing how some ideas have evolved may help in under-
standing why some ideas remain relatively stable and others fade into obscurity. Stable
ideas are those that appear to retain their basic tenets and produce results that are accept-
able to the academic community of the time. The Davisian cycle of erosion, for example,
could be viewed as an idea that no longer provides acceptable results upon which
contemporary geomorphology can operate. It does not provide a framework for asking
or answering questions felt to be appropriate to practising geomorphologists. The cycle
of erosion becomes a distinguished or obscure, depending on your viewpoint, element
of the history of the discipline. Plate tectonics, on the other hand, has evolved to be a
major and overarching framework for posing and answering geomorphic questions about
long-term landscape change. From the 1960s, the general idea of plate tectonics has
been developed and refined to create a complicated range of subdisciplines, each with
their own particular criteria for evidence and working practices. Tracing the decline of
one idea and the rise of another brings to the fore both the shifting nature of what is
viewed as real and the surprising stability of much of the content of physical reality.
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What are the important concepts in physical geography?

The three themes developed as central to the history of physical geography are not inde-
pendent. The quest for universality in explanation has been driven by the need to explain
landscapes and their changes. Likewise, identification of the changing or stable nature
of the physical environment has been aided by increasingly complex empirical informa-
tion. The search for universality can be viewed in terms of both an overarching theory
as well as an integrated method for analysing the physical environment. Huxley’s
Physiography (1877) is viewed by Stoddart (1975) as an important exercise in forming
an integrated approach to the subject matter of the physical environment. Stoddart sees
Huxley’s approach as being in a direct lineage from the conception of the physical
environment of Kant and Humboldt nearly a century before. Physiography starts at the
micro-scale, with the familiar, and works outwards to the macro-scale and unfamiliar.
In so doing, Huxley develops an explanatory framework that begins with identifying and
classifying causes at the local level and then working from these familiar, or, as he would
have it, ‘commonsense’ illustrations to the wider picture. Cause-and-effect relationships
are built from individual experience, emphasizing the empirical over the theoretical, but
applied to increasingly larger spatial and temporal scales. The local is then viewed as
part of this wider context and understanding of the local requires this wider context.

Huxley’s approach had much in common with the ‘new’ geography being developed
by Mackinder (1887) in highlighting the importance and significance of integration 
and synthesis of information, both physical and human. Much as with Mackinder’s 
new geography, the high ambitions of physiography were never really fulfilled in devel-
oping physical geography. Davisian geomorphology overtook Huxley’s physiography
as the main explanatory framework of geomorphology, and the dream of an inte-
grated study of the lithosphere, atmosphere and biosphere was increasingly replaced by
specializations.

From the perspective of the early twenty-first century the failure of both Huxley and
Mackinder to have the influence that their holistic and integrative approaches should
have had, or were supposed to have, is of interest. These two figures were influential in
their own right and yet their ideas, that strike several chords of recognition, failed to
develop as the core of the subject. This illustrates the first problem in outlining a history
of physical geography. Both Huxley and Mackinder are viewed as using a Darwinian
framework for their ideas, as being good disciples of Darwinian thought. Does their
failure, then, reflect a failure of Darwinian thought to influence physical geography?
Looking at Stoddart (1966) the answer would clearly be no. According to Stoddart,
Darwin’s views of ecosystems, the integrative nature of the environment and the signif-
icance of change have permeated geographical thought. The central core of Darwinian
thinking (Gould, 2000) – that of non-directional evolution through random variations in
organisms – has had a lesser impact upon geographical thinking. It is only specific inter-
pretations of Darwinian evolution that have affected geography, not the detailed theory
as outlined by Darwin in 1859. The first problem, then, is not to fall into the trap of
assuming that there was a single or universally accepted interpretation of a potentially
integrating concept such as evolution around in the past.
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A vital rallying point in the search for universality in explanation, as noted by
Goodman (1967), was the concept of uniformitarianism. The term, usually attributed to
Charles Lyell (1833), has been paraphrased as the idea that ‘the present is the key to the
past’, the general idea being that by observing the present in terms of forms and processes
it should be possible to apply this knowledge to the past. Everything that happens now
should have happened in the past. Gould (1965), amongst others, has pointed out the
major problems with maintaining a substantive rather than methodological view of
uniformitarianism.

Gould (1965) defined substantive uniformitarianism as the concept that the rates of
operation of geological processes have been constant or uniform throughout time and
space. Upholding this view would imply, for example, that there has been a constancy
in the number and type of events causing the landscape to change, and so in the magni-
tude and frequency of the processes causing change. This view of uniformity led Lyell
to an extreme cyclical view of landscape and biological change (Kennedy, 1992; Gould,
1987) in which he could seriously envisage a cycle to life with extinct species eventu-
ally being recreated. Methodological uniformitarianism referred to the assumptions that
underlie any study of the past and present in a historical and empirically based science.
First, the laws that operate to produce change or stasis are assumed to be constant in
both space and time. This is a vital assumption as it means that explanations for change
and stasis in one location can be applied to other locations and other time periods with
confidence that they will operate in a similar manner.

Second, it is assumed that explanation of the present (and indeed the past) does not
require any invocation of unknown or unknowable processes. This is the assumption
that uniformitarianism safeguards most saliently. At the time of its development, unifor-
mitarianism was a concept set up in opposition to the prevailing attempt to explain all
of nature, and more importantly what was not understood about nature, by final refer-
ence to an overarching deity. This final source of all explanation could be invoked to
explain why the world was as it was; there was no need to seek a material, earth-based
explanation – reference to the guiding principles of a deity was sufficient. This should
not, however, be interpreted as meaning that the explanations offered were simplistic or
unreasoned. On the contrary, the most learned brains of the time subscribed to this view
and debated the ‘correct’ interpretation of evidence in a logical and reasoned manner.
It is just that the basis of their logical system permitted explanation by reference to a
deity as much as explanation by reference to observable processes and agents. Hutton
and Lyell used purely material, empirical observations and reasoning restricted to what
they could observe and infer about material reality to construct explanations of features
in the landscape. This was a radical step and at a stroke it removed catastrophism from
scientific explanation. This was important as it meant that dramatic biblical events, such
as the flood, could no longer be used to explain observations such as extinctions or the
unconformity of sediments. Likewise, it meant that observations no longer had to be
shoe-horned into a temporal sequence that was restricted by biblical events. The empir-
ical ‘facts’ now had greater weight in a scientific argument than the enforced explana-
tory framework. Time, as the arena within which processes operated, was no longer
limited to the scale of biblical events. Out of this release, however, another constraint
was developed: the idea that there could be no sudden changes in process rates or the
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occurrence of processes not currently active. This meant that explanations that made use
of what would today be considered as extreme events, such as meteorite impacts, were
excluded from the explanatory framework.

The important ideas of uniformitarianism lie in the concepts from which it is derived.
Uniformitarianism assumes that everything observed in nature can be explained, the prin-
ciple of causality as an overriding universal principle enters into explanation. Everything
observed is capable of explanation, everything observed has a cause. The cause is not
based in some unobservable and hypothetical other world, in some omnipotent deity.
Causes are to be found in what we can observe in the here and now. Cause and effect
only have recourse to the material world, not to the supernatural. Uniformitarianism is
in this sense, as Goodman (1967) suggests, the simplest explanation for the physical
world and how it changes. From this one idea, applied consistently and continuously in
physical geography, the importance of the empirical rather than the theoretical, of the
observable rather than the unobservable, and of the location of causality in the material
present are to be found.

Of vital importance in nineteenth- and early twentieth-century thinking about the
physical environment was the use, or rather interpretation, of the concept of Darwinian
evolution. Darwinian evolution could be seen as representing the application of unifor-
mitarian principles to the organic realm. In this manner, it is another attempt to provide
an overarching theory to explain the natural world. Evolution is, however, more than
just Lyell amongst flora and fauna. Bowler (1983a, 1983b) has written on the develop-
ment of the concept of evolution before and after Darwin, and Livingstone (1984) has
illustrated how the concept of evolution was interpreted in a particular manner by
American physical scientists. Darwin had expounded a theory of change in the organic
realm by means of random variations in individuals. Individuals competed for resources
and, where the random variation was beneficial in this competition, successful individ-
uals produced more offspring. The offspring had the beneficial variation that became a
dominant characteristic in the species over time. From initially small differences between
individuals multiplied over the vastness of geologic time, species became differentiated.
The random variation upon which this process of natural selection was based was non-
directional. This means that the course evolution takes is not predictable; uncertainty
and randomness lie at the heart of Darwinian evolution.

Central to North American interpretations of evolutionary thinking within physical
geography was the interpretation of evolution used by W.M. Davis in his cycle of
erosion. Essentially Davis used the concept of progressive change through predefined
stages as the basis for his view of evolution. This view was not the one expounded by
Darwin involving random variation and non-directionality. Davis’s view, however, was
firmly within a North American tradition of orthogenesis and progressive change as
developed by Hyatt and, within Europe, by Haeckel. Haeckel viewed changes in evolu-
tion as occurring by the addition of stages to an existing established sequence. An
embryo, in his view, went through all previous evolutionary stages, with a new stage,
that of humans, added at the end of the embryo’s development. The same sequence of
stages could be observed in embryos of different species, but for the ‘lower’ species
this happened without the addition of more ‘advanced’ stages. So whilst a human embryo
might be expected to go through all stages from fish through amphibians to reptiles 
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to mammals, a fish would not have these additional stages visible in its embryonic
development.

Gould (1977) uses the term ‘terminal addition’ to describe Haeckel’s vision of evolu-
tion. Gould also notes that this viewpoint was compatible with the Lamarckian view of
the inheritance of acquired characteristics and that Haeckel did indeed subscribe to the
transfer of such characteristics between generations. Haeckel’s views from biology have
a resonance with the ideas of Cope (1887) and Hyatt (1897), the latter a palaeontologist
working initially under Agassiz in the US. They believed that although there may be a
preordained sequence of stages, organisms could acquire characteristics as well and pass
these on through generations. Central to Cope and Hyatt’s work was the idea that the
stages that organisms went through in their development could be accelerated or slowed
down. Progressive evolution saw stages being condensed further and further into the early
stages of development, allowing more time for the addition of acquired characteristics at
the terminus of development. Retrogressive evolution saw stages being slowed almost to
a stop so that stages are lost before development ends. The former they termed the law
of acceleration, the latter the law of retardation. Figure 1.4 illustrates these two ideas.
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Figure 1.4 Initial development sequence of even periods of change. Acceleration results in
contraction of time periods 1–3, but periods 6 and 7 are added roughly within the same
overall development span. Subtraction results in periods 6 and 7 being added within the
total development span, but periods 4 and 5 removed.



Their significance lies in the possible influence they had upon the development of evolu-
tionary ideas in the US. Rather than the non-directional, random and chancy process of
selection for natural variations in characteristics of an organism independently in each
organism’s lifetime, Cope and Hyatt strove for an almost opposite view of change. Within
their scheme, evolution was about movement through a series of predefined stages with
acceleration or retardation adding or losing stages through the sequence. This is the form
of evolution that should be borne in mind when discussing Davisian evolution and the
development of ideas from it.

Any landform and any landscape had to pass through the stages set by Davis in 
his cycle of erosion (1899). Any landform could be classified by its morphology to a
particular stage in this predetermined evolution, through youth, maturity and old age.
Explanation was contained within the theory, within the evolutionary model used.
Observation merely confirmed the position of a specific landscape or landform within
this scheme. Stage became the explanation rather than what happened in the landscape.
Significantly, however, the stage model highlighted the importance of identifying and
providing an explanation for stability and change in the landscape. Both types of behav-
iour could be explained by reference to the same explanatory framework. Change was
an essential feature of evolution and stability was illusory, based on the inability of
humans to perceive alteration at a time-scale of relevance to the landscape.

These characteristics of the cycle of erosion provided it with a scientific veneer, par-
ticularly as it explicitly used evolution, the scientific theory par excellence in the nine-
teenth century. Bishop (1980) and Haines-Young and Petch (1986) have pointed out the
deficiencies of the Davisian model as a scientific theory, but its perception as a source
of progress in explanation in physical geography in the nineteenth century, and as a
guiding framework for geomorphic thought in that period, is generally not questioned.

Davis’s interest was, however, focused at the macro-level only, although his quest
for explanatory frameworks admitted to the operation of the same processes, the same
models, across all scales as in his work on tornadoes and their similarity to the spiralling
of galaxies. In this manner, Davis believed he had found an overarching and universal
mode of explanation for phenomena in the physical environment. It would be inappro-
priate, however, to view nineteenth-century physical geography as just about Davis and
geomorphology.

Even at the scale of the landscape, however, the Davisian model was not the only
available theory: Penck had also developed a model of landscape development. Penck’s
model has been reinterpreted for the systems era as an early attempt to apply a coherent
systems framework to the diverse factors affecting landscape development. Although
Penck would not have understood his theory in those terms, his use of factors and their
relations to define landscape development does seem capable of easy translation (e.g.
Thorn, 1988). A significant difference between Penck and Davis was the nature of
changing slope form in each theory. In Davis, slopes declined, whilst in Penck slopes
were replaced. In slope decline, denudation processes remove material from the top of
a slope at a faster rate than they remove material from the base of the slope. Gradually,
the slope as a whole declines in angle. In Penck’s theory, the base of the slope becomes
covered with debris denuded from the top of the slope. Gradually, the base of the slope
is replaced by a debris slope of constant angle. In the 1950s King proposed a third type
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of change: slope replacement. In this theory, slope elements remained constant (waxing,
waning, free-face and pediment), only the length of the pediment slope increased over
time as debris from the other slope elements reached it and extended it. All other slope
elements remained at the same angle throughout their existence. Although differences
in the three theories can be partly related to the different locations of their production,
as noted by Thorn (1988), the three theories do illustrate a commonality in their use 
of time. All three are time-dependent; that is, all three presume that change will be
progressive over time and the nature of the form of the landscape will change over time.

Denudation chronology has been viewed as a mode of explanation directly linked with
the Davisian cycle of erosion and often touted as the dominant mode of explanation 
in physical geography until the late 1950s. Denudation chronology attempted to recon-
struct the past evolution of the landscape from the sequence of denudation surfaces 
still visible in the landscape. Evidence for this relative dating of land surfaces was to be
found in the morphology of the landscape, its sediments, from absolute dating techniques
of portions of the landscape and from an understanding of the processes of landscape
development (Gregory, 1985). Any evidence collected was assessed within a framework
of stages of development of the landscape. Evidence did not stand alone, but had to be
interpreted within this framework. A great deal of the methodology and theoretical 
debate over the identification and presence of entities such as planation surfaces centred,
as Gregory noted (1985), upon a few ‘classic’ studies such as Wooldridge and Linton’s
(1933) interpretation of the South Downs. Even the advent of the statistical analysis 
of data did not initially diminish the appeal of this approach to landscape study, 
as trend-surface analysis was employed to aid the identification of ‘real’ surfaces in 
landscapes.

Another alternative set of theories concerning landscapes and landforms presumed that
change could be understood as time-independent. In these theories, forms did not change
over time, there was instead a steady balance between variables that produced forms that
could not be placed in a temporal sequence. Gilbert’s concept of dynamic equilibrium
(1877) and Hack’s model of the same (1960) are classic examples of this approach. Both
Gilbert and Hack viewed spatial variations as more important than temporal variations.
Spatial variability replaced temporal variability as the dominant feature of these theories.
In this view, the landscape is in balance with current inputs and so there is no temporal
memory in the landscape. The only possible sources of variation in the landscape are not
the different stages in development or even past histories, but instead spatial variations in
the nature of and inputs into the landscape. Although the exclusion of the ‘past’ as a source
of variation in the landscape is a problem in time-independent concepts, they do form a
basis for trying to understand the landscape as a product of contemporary processes. These
models bring landscape-forming processes to the time- and space-scale of the investiga-
tors and detach the landscapes from their unknowable (in human terms) pasts. They 
provide, in other words, a platform for examining the landscape at spatial and temporal
scales relevant for applications such as engineering.

The above two approaches to landscape study are very Anglo-American in their orien-
tation. There were other theoretical frameworks within which landscapes could be
explained. Two of the most significant on continental Europe were climatic and struc-
tural geomorphology. Climatic geomorphology, as the name suggests, viewed climate
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as the overarching explanatory framework for landscapes. This is the view that climate
controlled the characteristics and distribution of landforms. Climate is the controlling
factor in landscape development. Climate resulted in a distinct latitudinal zonation of
landforms, with an additional similar variation for the effect of altitude. There was a
consistent causal relationship between the two, between climate and landscape, based
on the persistent and consistent presence of a set of landforming processes unique to
each climatic environment. A zonation of landforms on the basis of climate was also
developed by Tricart and Cailleux (1972) in France. The climatic zones, and indeed
continents, were not static and this was reflected in the landforms found in different
regions. Landforms and landscape could reflect the action of past climates, and so the
simple latitudinal zonation had superimposed ‘historical’ patterns of climatic influence.
Linton’s (1955) model of tor development on Dartmoor was a classic example of the
application of climate and its change as the explanation for the development of a specific
landform. Linton hypothesized a two-stage climatically controlled series of processes.
First, the core stones of the tors were developed through the deep weathering of granite
under tropical conditions. Large core stones were produced at depth where weathering
was less intense and smaller core stones near the surface where alteration was greatest.
The regolith remained around the core stones until removed by an episode of periglacial
activity. This climate was more effective at removing weathered material, and with this
removed the core stones formed disjointed masses on hilltops and valley sides. The idea
of ‘natural’ zonation of the physical environment, particularly as controlled by climate,
was applied not only to geomorphology. Herbertson (1905) developed his idea of natural
regions based on the distribution of biota under the influence of climate on an ideal
continent.

Peltier’s (1950) version of the importance of climate related more to the relationship
between process and climate than directly to landforms. Peltier insisted that climate
controlled the ability of processes to operate. A particular combination of temperature
and precipitation would invariably result in the operation of mechanical or chemical
processes of denudation or a particular combination of both. Although this vision of
geomorphology was developed, and still influences geomorphology on continental
Europe, it found little favour in the UK, as noted by Gregory (1985, quoting Stoddart,
1968; Derbyshire, 1973; Douglas, 1980). The main criticism seems to have been that
the idea of climate affecting landform and landscape development was perfectly accept-
able, but the idea that it was the major theory for landscape development was not. The
view of a specific climate resulting in a specific landscape was seen as too simplistic
and not able to cope with the complexities of interpretation that structural differences
and past histories imposed on it.

These early trends in the classification and quantification of natural phenomena tend
not to be mentioned in ‘standard’ histories of physical geography. The reasons why are
unclear. One possible reason is that these measurements were often made without the
use of an overarching explanatory framework within which to place the measurements.
Gregory (1985), for example, notes that Kuchler categorized the early twentieth century
as a period of data collection and accumulation during which there was no co-ordinating
or overarching theory with which to explain the patterns observed. Within subdisciplines
such as meteorology, however, this was not the case as theories of atmospheric 
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circulation and weather patterns were available to co-ordinate and explain temperature
patterns, windflows and other climatic parameters. The recent book by Solomon (2001),
for example, illustrates that there were accepted explanatory frameworks based on
detailed theories for weather patterns even in the data-poor Antarctic region at the end
of the nineteenth century. These theories were used to predict the likely behaviour of
weather patterns and for planning expeditions, although the extreme and unpredicted
weather of 1912 resulted in the tragedy of Scott’s failed expedition. The early twentieth
century would see these patterns and classifications extended by the likes of Koppen,
and later by Thornwaite (1948), but the numerical basis for these schemes was developed
in the nineteenth century.

By the 1960s the questions that physical geography was asking of the environment
had altered, and the explanatory frameworks used had to evolve as well. Davis’s cycle
of erosion focused research onto the megascale, onto questions of landscape develop-
ment over eons. Pressing questions of engineering concern, such as how is a landslide
going to behave if a road is cut through it, were not answerable within this theoretical
framework. Whether this type of question was appropriate for this framework, and by
implication an appropriate question for geomorphology, was not, it seems, a concern.
The nature of questions in physical geography had altered since Davis posed questions
on a ‘grand’ scale. The quest for relevance and the need to justify their academic exist-
ence meant a focusing of geomorphology on questions of relevance to society. Whether
these questions were questions of relevance to everyone or to particular groups in par-
ticular locations has not been made clear in the histories of the subject. Of central con-
cern, however, was the recognition that most questions concerning landscape on a human
spatial and temporal scale were just unanswerable as well as unaskable using the Davisian
framework. Identifying a planation surface did not help in identifying the stability of a
specific hillslope, nor did the identification of a section of the landscape as mature 
help in identifying and predicting rates of change. The nature of questions of interest to
geomorphologists had altered, and so their operating framework had to change.

Other parts of physical geography had long discussed issues at scales other than the
regional and geologic. Climate studies, for example, had integrated short-term measure-
ments of changes in variables such as temperature into explanatory frameworks at 
a range of scales. Prediction of weather patterns relied on the rapid collection and
processing of information within changing models of how the atmosphere operated.
Small-scale and large-scale phenomena were both recognized and modelled using the
same physical laws. Aggregation of behaviour was needed to predict at the regional and
global scale, but the principles on which the models were based were similar. Ecological
studies had likewise developed a scale-independent framework for analysing and inte-
grating information. The ecosystem concept had been forcefully put forward by Tansley
(1935). The ability to identify, classify, define and relate entities within the landscape
at any scale made this form of explanation an extremely powerful tool for understanding.

Geomorphology overcame the scale problem of the Davisian model by sidestepping
it. As Haines-Young and Petch (1986) noted, the solution was not a new theory, it was
an alternative means of interpreting the information that already existed. The new inter-
pretation could not be tested directly, but its explanatory framework offered a means of
ignoring the temporal and spatial scales of Davisian focus. Schumm and Lichty’s classic
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paper (1965) overcame the Davisian framework by restricting its scope of operation to
a specific type of time: cyclical time (Figure 1.5). This was the longest temporal scale
they envisaged. At this scale only certain variables, as identified by Davis, were of signif-
icance in explaining landscape development. In other words, there were only a limited
number of variables that changed at this scale. There were, however, two other temporal
scales: steady-state and dynamic equilibrium. At these two scales the variables that were
significant for long-term landscape development could be treated as if they were
constant, and so were unchanging. Other variables, considered insignificant in cyclical
time, became variable, and so significant at the other two temporal scales. Initial relief,
for example, is significant as an independent variable in cyclical time but irrelevant as
a variable at other time-scales. Drainage network morphology is a dependent variable
at cyclical and graded time-scales but an independent variable at the steady-state time-
scale. In this manner Schumm and Lichty provided the beginnings of an explanatory
framework that retained the Davisian view but which permitted other conceptual frame-
works for explanation to be applied at other temporal, and, by implication, spatial scales.

Systems analysis (see Chapter 6) developed rapidly as the integrative explanatory
framework of physical geography. As important, however, were the ‘new’ questions that
this approach made legitimate – questions already being asked and answered about
processes of change and their rates. Although the importance of process for under-
standing geomorphology had been recognized (e.g. Strahler, 1952), and even attempted
as a basis for classification in climatic geomorphology, the seemingly immature devel-
opment of the subject relative to the ‘hard’ sciences seemed to condemn geomorphology
to a ‘mere’ description of forms. Identifying and understanding processes and their rates
of operation were essential, even to the development of the Davisian explanatory
framework. If process rates could be identified from current processes and agents then
extrapolation and postdiction could be made and the length of Davisian stages calcu-
lated. Changing the scale of study, however, permitted collection of empirical data on
processes and so the immediate assessment of the operation of environmental systems.
A spate of publications in the 1970s and early 1980s (Huggett, 1980; Trudgill, 1977;
Chorley and Kennedy, 1971) all illustrate the acceptance of process studies as a key
feature of geomorphology.
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This is not to imply, however, that such views were not around before the 1960s and
1970s. Gilbert’s work on the Henry Mountains (1877) and dynamic equilibrium was an
alternative approach to Davis’s historical geomorphology. The development of the
physics of sand movement by Bagnold (1941), the association of mathematical model-
ling and hydrology by Horton (1945), the study of mass movement by Rapp (1960), as
well as the research of Strahler (1952) and Schumm (1956), were all examples of process
work in geomorphology. Gregory (1985) assesses the publication of Fluvial Processes
in Geomorphology (Leopold et al., 1964) as the most influential publication in the ‘new’
field of process studies. These authors were working within an academic context where
process studies were not unknown and where systems analysis was beginning to take
hold as an alternative explanatory framework to the cycle of erosion. Their work was
important, but it illustrates a trend rather than marks a discontinuity. It could also be
argued that Gregory was talking about an academic audience that was relatively small
and insular. The textbooks mentioned above were aimed at specialist undergraduate
courses, presumably taught by academics who agreed with the approach taken. As
important, if not more so, are texts that were written at the time for a wider audience.
In this context Cooke’s book Geomorphological Hazards in Los Angeles (1984), as well
as Cooke and Doornkamp’s Geomorphology in Environmental Management (1974),
were early examples of attempts to apply concepts and practices in physical geography
to an audience beyond the academic. Indeed, the applied work of Brunsden, Cooke,
Doornkamp and Goudie within the UK in the 1970s and 1980s in geomorphology could
be viewed as an attempt to develop an applied niche for geomorphological analysis
within civil engineering projects and environmental management in general. By playing
to this wider audience, it could be argued that these publications are of more signifi-
cance in promoting the working practices of physical geography than are the textbooks
mentioned above. Similar arguments could be made for US counterparts in applied work
such as Graf and Schumm, just to name two. In this manner these workers were applying
practical geographic knowledge in much the same way as their nineteenth-century coun-
terparts.

In addition, the significance of graduates pursuing a non-academic career has rarely
been considered in subject histories. Graduates who take up posts in consultancy or in
management are in positions to influence greatly the type of physical geography applied
to ‘real’ world problems. The trajectory of such individuals, and their use of the acad-
emic tools they learnt, has not really been discussed within the literature of physical
geography. This may partly be due to the perception of physical geography as a non-
vocation subject. The potential impact of these key figures in promoting and imple-
menting physical geography practices could have aided, via feedback to academics, a
more policy orientated approach to the subject with all the baggage of moral and ethical
dilemmas that this entails.

The development of a process orientation to physical geography meant that the defi-
nition of the discipline itself began to change. The need to reach into other disciplines
for the necessary theoretical, field and increasingly mathematical techniques for analysis
grew as each subdiscipline became more acquainted with the new focus. Gregory argues
that many individuals became familiar with the new focus through specific textbooks
associated with each subdiscipline; for example, desert geomorphology via Cooke and
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Warren (1973); Embleton and King (1975a, 1975b) for periglacial and glacial landforms;
and Carson and Kirkby (1972) for hillslope forms. This meant that the core of study of
physical geography became harder to define. The quest for an integrative explanatory
framework for physical geography became somewhat superseded by a search for disci-
plinary homes with their own, existing frameworks. Whereas under the cycle of erosion
the reconstruction of the environment was the core of study once process became the
focus of study, each subdiscipline became concerned with process agents. Studying these
could involve the analysis of mathematical models of slopes, or the detailed physics of
wind motion to the habits of limpets in weathering rocks. The common focus of study
disappeared in the mêlée of process agents. Although it could be argued that the spatial
variation of these agents gave each study its geographical flavour, it could equally be
argued that the geographer only added an additional viewpoint to an existing field. This
problem of discipline definition is a matter that physical geography still has not been
able to answer.

Important to the development of a process basis for physical geography was the devel-
opment of techniques for quantifying landforms and the landscape. The trend to increas-
ingly complex representations of the physical environment within each subdiscipline
further added to the separation of the subject. Within climatology and ecology, this trend
for making description numerical had long been under way. Climatology had established
its data-gathering credentials in the nineteenth century and had encountered and dealt
with, albeit in its own way, problems of representation and scale, long before geomor-
phologists began to grapple with these issues. Likewise, ecology had developed tech-
niques to identify and even simply count the entities of interest at a range of scales by
the time geomorphologists got around to considering the problem of what to measure.
Quantification of the landscape, or rather components of the landscape, was essential 
to enable assessment of the contribution of specific processes to the operation of the
landscape system.

Despite the great advances made in technology, data collection and a re-orientation
towards process studies, physical geography in this period still retained the roots of its
past. Despite the new theoretical framework of plate tectonics, physical geography, or
rather geomorphology, still retained a focus on landscape development, but at a more
human scale. This promoted relevant studies of landforms and landforming processes
within such features as landslides and, more generally, in environment management.
Despite the greater volume of information, the push for relevancy and the focus on
process studies, the basic tenets of physical geography remained the same. The search
for universality, the emphasis on the empirical and a concern with change, albeit as
equilibrium and process-response rather than as Davisian stage, remained at the focus
of work in physical geography. The perennial problem of scale remained as a sticking
point for the integration of processes found at different scales and acted as a brake on
a purely reductionist view of the scientific endeavour in physical geography.

A further trend that has been identified by several authors (e.g. Frodeman, 1996;
Baker, 1999; Rhoads and Thorn, 1996c; Lane and Richards, 1997; Lane, 2001) is an
increasing recognition of the importance of philosophy for the practice of physical geog-
raphy. Although this may not be a surprise, given the purpose of this book, the manner
in which this concern is reflected in the work of physical geographers should not be
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expected to be consistent. The new concern with philosophy does not reflect a new
search for a universal framework for explanation, but rather a questioning of the ability
of physical geographers to reach such a consensus. One outcome of this new concern
has been the recognition of the importance of studying small areas in great detail; for
example, the significance of small-scale studies as noted by Lane (2001) in relation to
fluvial geomorphology. Focusing at this scale of local detail, the universal and contin-
gent become intertwined. Explanation and prediction become more difficult, but also
more interesting, as the application of a general solution is not possible without the
‘local’ also entering into the equation.

Summary

Ideas in physical geography differ over time and space. Development of understanding
about reality can follow one of three models: progressive, paradigms or research
programmes. A progressively better and truer representation of the world is achieved
by building upon the successes of past researchers in the first model. Knowledge is
cumulative and towards an absolute understanding of reality as it really is. Paradigms
focus a group of researchers about a specific set of ideas about reality. Paradigm choice
is as much about social pressures as about logical, objective choice. There can never be
certainty that the understanding derived from one paradigm provides a true representa-
tion of reality. Confidence that specific paradigms do provide a true representation of
reality may be high, but they can never be absolute. Research programmes highlight
that researchers do cluster around specific ideas, but their choice of these ideas is based
on logical and objective grounds of theory success. The status of these programmes as
true representations of reality is problematic and unlikely to be absolute.

Although it is not possible to write the definitive history of physical geography, it is
possible to pick out trends that seem to permeate much of the history of the study of
the physical environment. Three key themes are identified: the search for universality
in explanation, the study of stability and change in the physical environment, and the
primacy of empirical information to study the environment. The three themes are related
and have evolved together, each affecting and encouraging changes in the others. From
these themes have developed the notions of a uniformitarian-based approach to processes
in the physical environment. Likewise, the rise of Darwinian evolution and evolutionary
interpretations of change in the physical environment have developed from the study of
contemporary forms and processes. Central to supporting these ideas was the collection
and classification of empirical data about natural phenomena. These themes survived
into the late twentieth century, but the questions asked altered. Process-based studies 
and a concern with complexity echo the themes of universality and change, but with
increasingly complicated empirical data to analyse the physical environment.
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Chapter 2

The nature of reality

What is reality?

Before analysing how physical geographers understand and measure the world it is
important to discuss the nature of the reality physical geographers believe they study.
This may seem like an odd place to start, as it seems clear that the physical environ-
ment is a real and solid thing that is open to study by our senses and the various instru-
ments we have designed to enhance our senses. Such an initial assumption immediately
sets up the concept of an objective, real reality of which physical geographers can have
knowledge. Indeed, improvements in methods and theories to explain this reality could
eventually result in a complete understanding of the physical environment. With this
view it is easy to fall into the trap of believing that what is sensed and measured is real;
that there is a direct and absolute correspondence between what we think exists and
what really exists. All our models of reality capture at least part of a true representa-
tion of reality. Refining our measurements or theories, or both, results in a ‘truer’ repre-
sentation of reality. In this view of reality, scientific progress means increasing our
knowledge towards a true representation of reality, an absolute understanding of it.

The correspondence view of reality outlined above is difficult to sustain in the light
of wholesale changes in concepts in areas such as geology, geomorphology and ecology.
The introduction of concepts such as plate tectonics, complexity theory and non-selective
evolution all imply that previous views of reality were wrong at worst or incomplete at
best. How can we be sure that these ‘new’ concepts are true representations of reality
and that the old ones were wrong? The old concepts were thought to be true represen-
tations of reality, so their replacement implies that there is something wrong with the
correspondence view.

A more appropriate view of reality may be that our current theories provide us with
a coherent and non-contradictory representation of reality. In this coherence view, theo-
ries seem to work, they seem to explain what is sensed and measured, but there is no
certainty that they are true representations of reality; theories can be subject to change.
This means that theories tend to be coherent with our current state of sensing the phys-
ical environment, and with our current ideas about how the physical environment works.
An important point, however, is how do you select which theories are the most coherent?
What criteria do you use and who has the final say? The arguments become very similar
to those for and against paradigms and research programmes. The scientific community
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seems to develop and agree theories, but this is not necessarily a guide as to how true
those theories are. Despite the seemingly conditional nature of theories, there is an
implicit assumption that some contemporary theories are truer representations of reality
than older theories. Science improves and progresses, our theories begin to mirror reality
in a clearer fashion. Even if we recognize that we have not got an absolute understanding
of reality, we feel we have a better grasp of it than we did in the past. Unfortunately,
there is nothing in a coherence view of reality to support this assertion. All we can say
is that our current theories seem to cohere with what we sense; we still do not have any
absolute basis for believing our theories are better, or closer representations of reality,
than theories in the past.

Being extremely pessimistic we could just plump for a more utilitarian definition of
reality. Our theories make predictions that happen, our theories produce useful results
so they seem to be useful: the pragmatic utility view of reality. This view tends to be
seen as the least acceptable by scientists. It makes no claims about any movement
towards an ultimate knowledge of reality. It makes no claims that our theories are more
coherent than theories of the past, nor that coherence with current beliefs is the most
appropriate way to assess the worth of a theory. Instead, usefulness replaces the quest
for truth as the basis for theory selection and representation of reality. Taking a prag-
matic view is not, however, necessarily a denial of a consistent working method for
scientific investigation. Rescher (2001), for example, outlines functionalistic pragma-
tism as a possible approach to scientific investigation. Theory is central to this view of
scientific investigation. The success of a theory is judged on how successful it is in its
practical implementation. Success, of an instrument, or methodology, or procedure, lies
in its successful application. Functionalistic pragmatism is not concerned with the truth
of reality, but with how truths about reality are thought to be identified, with the
processes of scientific endorsement. It is concerned with how and why ‘truths’ are vali-
dated. Success is defined by how well practices provide answers to our particular goals.
Importantly, however, Rescher makes the point that although goals and purposes are
important and can be matters of taste, evaluation is not. Evaluation requires a rationale,
it requires rules and procedures that permit comparison of ‘truths’ between individuals.

The above views do share a common foundation by accepting that there is an external
reality that is capable of study. We may not be able to get a real or true representation
of that reality, but there is definitely something out there to study and, more specifi-
cally, to interact with. In addition, there is an implicit assumption that the reality we
study has some causal basis. There is a reason, which is discoverable, for why some-
thing happens. Events in the physical environment are determined by other events and
mechanisms; it is a deterministic universe. Such a view stands in distinct contrast to
some of the philosophical stances of human geography, such as humanistic views of
reality. The idealist view of reality as constructed in our own heads, the phenomeno-
logical view of reality as about deriving essences, and the essentialist pessimistic view
of reality as angst and woe do not assume that there is something external to humans.
The assumptions of being able to understand reality without reference to some external
and real environment are difficult to find counterparts for in physical geography.
Although some have suggested that a quantum-mechanics-based view of physical geog-
raphy implies an idealist view of reality (Harrison and Dunham, 1998), reality does not
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exist until we measure it or interact with it; there have been few, if any, attempts to
implement such views. Assuming an external reality does not necessarily mean that
scientists have to assume they will eventually understand that reality in full. Likewise,
this assumption does not mean that scientists need assume that their representations are
of reality as it really is. What the assumption of an external reality does provide is a
basis for intersubjective communication – a basis for discussion within a common frame-
work. One scientist may believe they have identified a process or an entity. Their analysis
will probably be based on commonly agreed practices and involve criteria for identifying
and manipulating the process or entity. This means that other scientists have a basis for
recreating and redefining the process or entity identified by any single scientist. Hall
(2004), for example, used data from short-term measurements of temperature variations
in a stone block to identify the release of latent heat when water freezes in the stone.
He used this information to suggest that standard views of freeze–thaw were inappro-
priate as they overestimated the frequency of this weathering process. The proposition
is supported with evidence from sensed data that is available to other scientists to rein-
terpret, Hall noting that one reviewer suggested that instrument sensitivity or reliability
might explain the slight change in temperature measured. Similarly, Hall describes the
monitoring set-up in sufficient detail for other scientists to copy his whole monitoring
procedures to assess if they get similar results. Hall’s assertion is, in other words, assess-
able by other scientists because they all assume that what he is observing is some aspect
of an independent reality that is open to interpretation both in how it is sensed and in
the replication of his observations. Without assuming that there is a common reality,
such refinement or even redefinition of phenomena would not be possible.

Views of different philosophies

Despite the assumption of an external reality there is no single philosophy covering all
of physical geography. This problem is made more acute by some attempts to graft
various philosophies on to what physical geographers do. Reviewing, with the benefit
of hindsight, ‘old’ masters or even current practitioners of physical geography as really
practising a contemporary philosophy without knowing it is fraught with the same prob-
lems as developing Whiggish histories of the subject. It is important, however, to be
clear about the different philosophical standpoints that have been advocated in physical
geography and to be aware of their similarities and differences. Central to identifying
the nature of the four philosophical standpoints considered here – logical positivism,
critical rationalism, critical realism and pragmatic realism – are the ontology and epis-
temology of each. Ontology refers to what each philosophy believes is real. Raper (2000)
identifies ontology as being concerned with concepts of identity; the way in which reality
is identified and ordered. Epistemology refers to how each philosophy believes we can
know that what we think is real is real. It is the study of how knowledge can be acquired,
how it can be validated. Together these provide the basis for a detailed consideration
of each philosophy.

Logical positivism is usually held up as a relatively naïve philosophy with little to
recommend it in contemporary physical geography. Its ontology is that what is real are
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the laws and entities that interact in reality. Reality is as it is because there really do exist
the laws we believe to exist, and these underlie the operation of all entities that also really
exist. We can know about this reality by observing or sensing the interactions of entities
through the operation of laws. This is achieved by observing and, where possible, mea-
suring changes or the lack of change in entities under the action of specific laws. From
such an analysis we can derive the structure and nature of reality as it really is. Logical
positivism has its roots in the Vienna circle of philosophies in the 1920s, although as a
view of how science works it goes back further, depending on how far you want to push
the argument that early scientists worked with a philosophy as coherent and consistent as
outlined by the Vienna circle. Central to the logical positivist is the idea that you can iden-
tify, observe and measure real entities and their interactions. From these observations it is
possible to derive laws of behaviour that can be proven to be real by further observation.

Critical rationalism, developed mainly by Karl Popper (1968) as an alternative to
logical positivism, has the same basic ontology and epistemology. Critical rationalists
believe that there are entities capable of observation that interact in a regular manner.
The key difference between the two philosophies lies in the belief of the possibility of
obtaining truths about reality. Logical positivists believe that it is possible to assess a
theory and determine if it is a true reflection of reality. We believe something because
we can prove it. Popper’s critical rationalism denies that it is ever possible to be certain
that a theory really does reflect reality. All we can do for certain, according to Popper,
is to show that a theory does not reflect reality. Theories can be disproved, falsified, 
but they can never be proved. Falsification of a theory becomes the hallmark of the
difference between science and non-science. This view does, however, tie Popper to a
continual conditional view of reality. There can never be absolute certainty that our theo-
ries match reality. There is no gold standard of truth to which to compare our ideas.
This could be seen as a problem as it implies that even cherished and seemingly correct
theories and their outcomes, such as gravitation and the rising of the sun, are not absolute
certainties. Popper suggested that although theories could not be proven there could be
increasing certainty of agreement with reality, increased verisimilitude or truth-value –
but never really stated how this worked in practice.

At the heart of both these views of reality is the use of induction and deduction in
developing scientific explanation. Inductive reasoning believes that the ‘facts’ can speak
for themselves. This could be seen as the ‘vacuum-cleaner’ approach to science. Collect
as many facts as you can, and theories will spontaneously form and emerge full-grown
into the world from this mire of data. Along a similar vein, inductive reasoning assumes
that the truth of a statement is proportional to how often it has been shown to be correct.
Statements become true by collecting data that show they are true. This form of
reasoning puts a premium on data collection as the source and basis of theory and truth.
Unfortunately, it is a logically flawed approach. Rarely, if ever, are data collected
without a reason, without some guiding concept, that determines what type of informa-
tion should be collected and how. Likewise, if a single counter-example to a theory is
collected this destroys the logic of inductive reasoning. A single data point that does
not fit the theory developed reduces the truth-value of that theory, breaking its supposed
explanation of other data.
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Deductive reasoning is based on the development of a logically, internally consistent
argument. This approach has been called syllogistic reasoning: a conclusion follows
logically and inexplicably from two premises. In its guise as the covering law model,
the two premises are a set of initial conditions and a covering law. Applying the covering
law to the initial conditions, the conclusion is an inevitable outcome. This form of
reasoning provides consistent and logical statements. The only problem is that these
statements need not bear any relationship to reality as outlined in Table 2.1. Popper,
however, used this structure of reasoning in his philosophy of critical rationalism. The
derived statement could be viewed as a prediction of how reality should be if the
covering law operates. It provides a statement that could be compared to reality to see
if the covering law works under those initial conditions. Popper viewed the derived state-
ment as a hypothesis capable of testing. Unlike the logical positivists, however, Popper
was intent not to prove the statement true but to devise ways of disproving or falsifying
it. Falsification became the key criteria for judging if a theory was scientific or not. If
no statement could be derived that was testable, then the theory was non-scientific. A
standard comment at this point is that this meant that Einstein’s theory of relativity was
defined as non-science until 1918 when its predictions could be tested by a solar eclipse.
This is not quite the case, as the theory of relativity was capable of falsification. There
was an experimental situation that could be envisaged with the existing technology in
which the theory could be tested, in which it could be capable of falsification. The
specific circumstances required to undertake the crucial experiment had not been avail-
able until the solar eclipse of 1918. This makes the rigid demarcation between science
and non-science much hazier, as ‘capable of falsification’ is a more difficult idea to pin
down than actual tests of falsification.

Falsification also implied that there is never any certainty about the theory you are
trying to falsify. Popper’s ideal was to test competing theories until one could not be
falsified. This was Popper’s method of multiple working hypotheses. Different theories
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Table 2.1 Deductive reasoning.

A

Initial conditions: Gerald is a budgie

Covering law: All budgies are killers

Conclusion: Gerald is a killer

B

Initial conditions: Rocks in coastal environments are more subject to cycles of wetting
and drying as the tide goes in and out than are rocks in inland locations

Covering law: Alteration of rocks by wetting and drying increases as the number of
cycles increases

Conclusion: Rocks in coastal environments are more severely altered by wetting and 
drying cycles than are rocks in inland locations

Argument A is logically consistent, but unless you believe budgies are killers, is totally
ridiculous. Statement B is logically consistent, but also unlikely. The statement refers to only
a single process that is more dominant in its operation at the coast. The problem is that this
process covaries with other processes such as salt weathering. Despite the logic of the
statement, the researcher requires an a priori knowledge of reality to assess or test the
‘truth’ of logically valid statements.



generate different covering laws that when applied to the same initial conditions should
result in different, testable hypotheses. Each hypothesis should be capable of being falsi-
fied by critical testing. Ideally, you should be able to eliminate every hypothesis bar one
by such critical testing. At this point you accept the hypothesis that has survived falsi-
fication, and its associated theory, as provisionally correct. The theory was never
accepted as true, never accepted as proved, just not capable of falsification at this point
in time. This means that any theory is unprovable. Achieving absolute truth, getting to
reality as it is, is not possible in Popper’s scheme. Popper suggested that although no
theory could be proved, as a theory withstood more tests to falsify it, confidence in that
theory grew. The truth-value of a theory increased the more testing it survived, but it
never became true. This rather unsatisfactory end point for a theory implied that key
scientific ideas such as the law of gravity were not necessarily true, just unfalsified.
Their stability as cornerstones of scientific thought came from the confidence derived
from their continued non-falsification, and the lapse in interest in trying to falsify them
resulted from this confidence.

Recently critical realism (Bhaskar, 1978, 1989; Collier, 1994) has been put forward
as another possible philosophical framework for physical geography. Although there are
many flavours of critical realism, there are certain important differences in their ontology
and epistemology compared to critical rationalism. Critical realism views reality as both
stratified and differentiated. Reality is made up of entities that interact according to
underlying laws related to underlying structures; it is differentiated. This differentiation
reality is also stratified. Entities at the level of physical and chemical particles are subject
to laws at that level. Organisms, being composed of molecules, are subject to the same
laws, but in addition their interaction produces new laws found only at that level of
reality. These new laws are constrained by the laws at lower levels. No organism can
behave in a manner that would break or contradict physical and chemical laws. Within
these constraints new relationships emerge which, although inherent within the lower
levels, are not predictable from them. This means that laws at one level or strata of
reality cannot be reduced to laws of another level. Evolution, for example, is not
reducible to purely genetics, although genetics plays a role. Evolution occurs at the level
of the organism and as such it is relations at this level that determine the nature and
regularities of evolution. This also means that causation and explanation need to be
appropriate to the level of the entities of interest.

A differentiated and stratified reality means that the level of our observations is not
the only level at which explanation can or should occur. All reality is encompassed at
the level of mechanisms and structures. These structures and mechanisms provide the
range of possible relations that could produce events. Below this level is the level of
the actual. These are the events actually produced by the interaction of structures and
mechanisms. Below this level is the level of experience. These are the events that we
can identify and sense. As you go down from the level of structures to experience there
is a decrease in the events available for study. At the level of structures, there are a vast
number of possible events that could happen. Structures do not exist in isolation.
Interactions between structures eliminate some events, whilst permitting and even gener-
ating others. These interactions restrict the types of behaviour possible and so reduce
the potential events that structures could generate individually. This contingent and
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Case Study

Critical rationalism – an example from environmental
reconstruction

Battarbee et al. (1985) discuss the possible causes of lake acidification in a specific
region of southern Scotland. They identified four possible causes of lake acidifica-
tion for this part of southern Scotland: long-term natural acidification, afforestation,
heathland regeneration and acid (humanly produced) precipitation. For each possible
cause a plausible scenario could be developed linking effect to cause. Long-term
natural acidification had already been identified in other temperate environments and
may have been related to adjustment of the environment to the end of the last glacial.
In this scenario acidification of lakes is likely to have increased little since 1800.
Afforestation would alter the soil characteristics and increase the acidity of runoff to
lakes. Heathland regeneration, specifically the increased dominance of Calluna
vulgaris in Galloway in the wake of a decline in grazing, would again alter soil char-
acteristics and so increase the acidity of the water reaching the lakes. Finally, acid
rain from industrial and other activities would increase lake acidity by direct input
from precipitation.

These four causes could be tested by analysis of lake sediment from Loch Enoch
by looking at changes in diatom populations, pollen composition and heavy metals
content. Diatoms are microscopic planktonic creatures with a silica skeleton. They
live as communities in lakes and when dead can settle on the lake bed and become
incorporated into the sediment. The composition of a population is highly sensitive
to the pH of the lake water. Identifying the species present in a lake sediment permits
a characterization of the overall structure of the diatom community and therefore
indicates the pH level of the lake water. Pollen grains, at least those that enter the
lake and are preserved in the sediment, indicate the nature of the plant community
within the lake catchment. Heavy metals are not found in significant quantities within
the lake catchment. Any heavy metals within the lake sediments are therefore likely
to have been transported into the catchment, probably via precipitation. Their pres-
ence points to pollution sources external to the lake catchment. Each of the above
causes would be expected to alter the nature of either the diatom or pollen commun-
ities or the amount of heavy metals. This means that each cause can be rephrased 
as a simple question, a hypothesis, to which there is a simple yes or no answer; a
falsifiable question.

The four causes need to be rephrased as hypotheses and the criteria for falsification
clearly identified. Long-term lake acidification can be restated as:

Do diatom communities indicate that acidification has been either increasing
steadily or has not increased in the last 200 years?

This question takes the data from diatom analysis as the basis for falsification.
The question defines a specific time period to which the assessment should be applied



and identifies the two conditions that would mean this cause could not be falsified.
Diatom analysis suggests that acidification began in 1840, so the above question can
be answered as no to both parts.

Afforestation as a cause can be rephrased as:

Does the recent (last 50 years or so) afforestation increase the acidity of lakes
in this region as indicated by diatom communities and by evidence from
other lakes in the region?

This hypothesis is assessed using not just the sediment core data, but also using
information from other studies. The investigators reject this hypothesis by referring
to the acidification of non-afforested catchments, such as Loch Enoch, as well as the
evidence of acidification of other lakes beginning in the late nineteenth and early
twentieth centuries, before afforestation of the lake catchments.

The land-use hypothesis is assessed using the pollen in the sediment core in
combination with the evidence of the timing of acidification provided by the diatom
community data. The hypothesis can be rephrased as:

Does an increase in heathland area as indicated by the plant communities
found in the pollen analysis result in an increase in the level of acidification
of the lake as indicated by the diatom communities?

The pollen data suggest that the plant communities have been relatively stable
over the last 200–300 years and, if anything, that Calluna vulgaris has declined in
the recent past, not increased.

Finally, the investigators test humanly produced acid rain as the cause of lake
acidification. The cause can be rephrased as:

Do heavy metal fluxes in the sediment core increase as lake acidification as
indicated by the increase in diatom communities?

The question requires the identification of fluxes of heavy metals, specifically zinc,
copper and lead, all metals that would not be expected to have high natural concen-
tration in this type of catchment. The only source for these metals that the investi-
gators entertain is acid precipitation from human sources. Background concentrations
of these metals from the catchment show no abnormalities. The variation and increase
in the concentration of these heavy metals in the sediment core can be correlated
with the acidification of the lake as indicated by the diatom communities. This means
that the question can be answered as yes, and so the hypothesis is not falsified. The
conclusion of the paper is worth quoting in full, however:

We cannot prove that an increase in acid deposition was responsible for the
acidification of Loch Enoch and similar lakes in Galloway, but we have 
shown that alternative hypotheses, as presently formulated, are inadequate.

(Battarbee et al., 1985, p. 352)
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unpredictable juxtaposition of structures produces events that actually happen. These
events further define and constrain the future interactions of structures and so the actual
can influence the development of the structural level. The level of the actual is not,
however, the level that is studied. The level of experience is a much smaller range of
events that we can identify and sense. Positivism and critical rationalism tend to reduce
reality and explanation to this final, empirical level. At this empirical or experiential
level, the pure operation of structures is not likely to be clear. The power of individual,
underlying structures to generate events has been influenced, potentially even nullified,
by the interactions with other structures. All that is likely to be observed is a weak signal
of the potential behaviour generated by an underlying structure.

Pragmatic realism and semiotic approaches to physical geography have recently been
suggested as an appropriate framework for understanding in physical geography. Baker
(1996a, 1996b, 1999) looks back to the founders of geomorphology in North America
and the practically minded philosophy of Charles Peirce (1957), semiotics, as a basis
for developing a pragmatistic approach. Pragmatic realism is not a simplistic philosophy
about usefulness being the measure of worth – this is the pragmatic utility view of reality.
Ontologically pragmatic realism believes that an external reality exists with entities that
interact with each other. Epistemologically, as researchers, however, we can never be
certain we have divided up reality as it is. All we know is that we have divided it up
in a way that seems reasonable and consistent for our purposes – it is pragmatic in this
sense. There may, however, be a number of ways in which reality could be divided and
studied that are consistent and pragmatic; there could be a number of ways of world-
making. Pragmatic realists accept that this is the case and that their models of reality
are conditional and subject to debate and change. Having accepted this, pragmatic real-
ists still believe that reality is underlaid by structures that produce law-like behaviour.
We can theorize about these structures and laws, but as with entities we can never be
certain that we have identified reality as it really is. Understanding itself develops by
relational thinking. Understanding is only possible because we relate one entity to
another; we only understand an entity by its relationship to other entities. These entities
are only understood, in turn, by their relations to other entities, and so on.

Baker (1999) believed that physical geography should use the concept of signs to
study reality. Baker suggests that, from Peirce, signs involve certain conditions. First,
the sign must represent an object in some manner. This representation is based or
grounded in the sign itself. The sign provides a quality to the object that exists within

1

Nothing has actually been proven as true. The inability to falsify the last hypoth-
esis is viewed only as indicative of what is likely to be the ‘real’ cause. There is 
the potential for other evidence and, as importantly, other formulations of hypotheses
that could be assessed and falsified. Acceptance of acid precipitation as the cause 
of lake acidification is only provisional in the absence of other candidates. The
conclusion is scientifically accurate in Popperian terms. It does not extend its results
beyond the Galloway region to an area of similar geology, ecology or remoteness as
the study site.
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the sign. The example Baker uses is of a rock being observed as foliated. The quality
of foliation is a quality given to the object, the rock, by the sign. Second, the sign must
be interpreted by an interpretant. A sign represents an object only if there is an inter-
pretant to correlate or draw the two together. There is no base to this interpretative
process, however. The foliated rock, for example, is not just foliated, it is composed of
a past history and a current state that are also conveyed in the sign of foliation. The
relationship between foliation and the rock texture it expresses is a further sign rela-
tionship, a relationship requiring an interpretant. Baker makes the point that this chain
of sign interpretants is never ending. This idea is illustrated in Figure 2.1. The fossil in
the figure has a relationship to its object, the past organism that it represents. Baker
identifies this as a causal or indexical relationship (Baker, 1999, p. 641). Fossilization
itself produces a kind of interpretant, the fossil within its geological bed. It is sign waiting
for realization. Baker suggests that this sign can be triggered by a trained palaeontolo-
gist who can interpret its causal relations. The causal connection between the fossil and
its past organism is translated into a mental process of connections in the observer. In
turn these become further triggers for products, such as scientific papers, and further
inquiry, all interpretable as signs in themselves. The important point of Baker’s analysis
is that the fossil on its own has no value or worth. It is only when it becomes enmeshed
within a network of signs that it can be interpreted and act as a stimulus for further sign
generation. Significantly, this view of reality links the object and subject directly and
blurs the distinction between the two. This is a theme that will be developed further in
relation to entities (Chapter 3). It is sufficient to note this now and suggest that this
makes a clear objective/subjective division of reality almost impossible within prag-
matics. This view of a continual shift between the objective and subjective in working
practice in the study of the physical environment is not new. Van Bemmelen (1961),
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for example, noted that the interrogator of reality, the geologist, needs constantly to
move from induction to deduction and back again in pursuing a comparative analysis
of observation and evidence.

Reality as a dialogue

The philosophies already outlined provide a snapshot of current thinking in science, but
they also reflect a general bias in most discussion of scientific philosophies. The philoso-
phies tend to focus on the ‘hard’ sciences, and in particular on physics as their model
of what science is and how it should be done. This means that most discussions
concerning philosophy may appear to be dealing in the abstract, but often use concepts
of direct relevance to the practice of physics. Physical geographers have tended to
assume that their approach to reality has to match that of the ‘hard’ sciences. Problems
unique to trying to undertake what is variously described as a field science, a historical
science or an environmental science have been viewed as merely local problems that
should not concern the general philosophies used. This has resulted in post hoc justifi-
cation for research designs, and particularly phases of reductionist work in physical
geography, as essential to ensure that physical geography remains a ‘proper’ science.

There may be nothing inherently wrong with this view, but if it is taken as the only
view of physical geography, the only way to approach this particular and unique scien-
tific endeavour, then it can become highly restrictive. This view tends to perpetuate the
idea that there is an objective reality from which we draw real knowledge. Reality is
there, we are clever and extract real data from it to find out what reality is really like.
This view is one that it is difficult to sustain once you start the practice of actually doing
physical geography. At this point, another view of how reality is understood may become
more appropriate: the view of reality as constructed by a dialogue.

The metaphor that an understanding of reality is at heart based on a dialogue between
scientist and reality is not a new one, and has been associated with physical geography
as a historic science. Demeritt and Dyer (2002) identified this trend in both human and
physical geography. They identify different uses of the term applied to the research strate-
gies of geographers, including literal and metaphorical. The metaphor of dialogue begins
to make problematic what appeared to be natural. The metaphor highlights the importance
of both the observer and the observed and continually switches between them.

The use of metaphors, such as a conversation with nature or reading nature as a book,
is common both as a teaching method and as a view about how to study nature (e.g.
Cloos, 1949; Wright, 1958; van Bemmelen, 1961). Despite the common use of these
metaphors, they have been little used to form a basis for trying to devise a philosophy
of physical geography and its practice. Although these metaphors can be interpreted as
backing up a very reductionist view of reality, implying that there is a single, correct
reading of the book of nature for example, they can also be interpreted as implying a
less rigid view of reality. Van Bemmelen (1961) noted, for example, that the character
of the subject, the researcher, can become as important as that of the object of study.
Indeed he compared the geologist to a doctor highlighting the ‘art’ of investigation as
much as the ‘science’.

1

The nature of reality • 35



The dialogue metaphor strikes a particular resonance with the critical-realist and prag-
matic-realist views of reality. The dialogue metaphor highlights the negotiated nature of
reality. Reality is not just a thing to be probed and made to give up pre-existing secrets.
Reality enters into the dialogue by answering in particular ways and by guiding the types
of questions asked. Central to this metaphor is the interpretative nature of inquiry. This
does not deny that an independent reality exists, only that it is the engagement with that
reality which is the focus of study. Some pragmatic realists have argued that the assump-
tion of a real, external reality is vital for any dialogue to work. Although absolute know-
ledge of the external reality can never be achieved, the idea that one exists means that
researchers have an assumed common basis for reference and discussion of their under-
standing. Each researcher is willing to enter into this dialogue because each recognizes
the potential fallibility of their own view of reality, and so the potential for modification.
Reality itself plays a constraining role for this debate amongst researchers, guiding
research questions and methods, but not along a predetermined or predefinable path.

The dialogue rather than the subject of the dialogue is what we can know about. This
puts engagement with reality, or rather physical geography as it is really practised, at
the heart of any philosophical discussion. This also means that the false distinction
between ‘theoretical’ and ‘practical’ work dissolves, as practice involves both undivided.
Similarly, the dialogue metaphor pushes debate away from other polar opposites such
as ‘realism’ and ‘idealism’ or ‘objectivity’ and ‘subjectivity’. Rather than looking at
these as ‘either/or’ debates, practice or the ‘doing’ of physical geography involves the
investigator in continually shifting from the ‘objective’ of the entity under study to the
‘subjective’ of mental categories and concepts used to understand the entity. Continual
shifting and informing of practice by the ‘real’ and the ‘mental’ means that neither can
be understood in isolation. Practice brings out the relational nature of understanding in
physical geography and the haziness of seemingly concrete concepts such as entities.

Theory, reality and practice

Defining theory precisely is highly problematic. Some authors provide rigid and highly
formalized definitions of theory, whilst others question the value of the term at all.
Theory can be viewed as a framework of ideas that guide what we think reality is and
how to go about studying it. Abstract ideas such as force and resistance can be thought
of as theoretical constructs. These two ideas can be linked together to suggest what
should happen in reality. For example, if force is greater than resistance then change
should occur. The two ideas form irreducible elements of the theory. They are the
axiomatic elements. Their existence is not questioned; it is taken as given within the
theory. Likewise, their interactions, usually based upon some set of physical principles
or mechanisms, are the axiomatic principles of the theory. The ideas are, however, very
abstract and need to be translated or superimposed upon parts of reality. Theory needs
to be linked to reality. This is usually achieved by bridging principles, rules that define
how abstract ideas can be interpreted as real entities capable of identification and testing.
Within science, these bridging principles are essential as the means by which theories
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can be tested and, in a pure Popperian sense, rejected or accepted (see Figure 2.2 for
an illustration of the structure of a theory).

It is interesting to note that Haines-Young and Petch (1986) distinguish between theo-
ries and myths. Within myths they include Schumm and Lichty’s (1965) paper on time,
space and causality, Wolman and Miller’s (1960) paper on magnitude and frequency,
as well as Hack’s (1960) paper on dynamic equilibrium. For many geomorphologists in
particular these papers would seem to be central to any understanding of the physical
environment. Haines-Young and Petch, however, make the point that all these papers
express what they term as ‘truisms’. For Schumm and Lichty, for example, they state
that the truism is ‘that theories explain variables and that only certain theories have been
developed’ (p. 139), a problem at the time of the paper, but, in their eyes, a trivial issue
in retrospect. Wolman and Miller (1960) are merely stating the truism that whatever
landscape feature is observed, it must have been formed by processes that had some
magnitude and frequency (p. 139). These papers, as well as Hack’s (1960) outline of
dynamic equilibrium, state ideas that cannot be disproved. They can be linked to reality
in a multitude of ways excluding nothing, and can never be falsified because of this.
Inability to focus or narrow down a set of ideas to form a distinct and singular set of
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bridging principles means that there is always scope for reinterpretation of the ideas in
a favourable light; that is, the ideas are unfalsifiable. Myths are not useless in physical
geography, however. Haines-Young and Petch point out that although these ideas are
not theories, as defined within critical rationalism, and so are not sources of any under-
standing about reality, such myths form the basis of a lot of testable theories in science.
They view it as possible to derive testable and coherent theories from the myths. They
see it as the task of a scientist to develop such links between myth and theory, to prompt
questions based on these myths that are amenable to testing in reality. Where the dividing
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Case Study

Myths and theories

The classic paper on ‘Time, space and causality’ by Schumm and Lichty (1965) is
often viewed as a major turning point in thinking about geomorphology. Haines-
Young and Petch (1986), however, suggest that the main argument of the paper
amounts to a ‘truism’ or myth rather than a theory. The basic idea is that at different
temporal scales, different variables will be independent, dependent or irrelevant for
understanding the functioning of the landscape. The temporal scale of analysis you
are interested in determines which of the variables you need to study. Undertaking
a study of a catchment within graded time, for example, would require an analysis
of relationship between dependent and independent variables. Variables such as time
and initial relief are irrelevant for your study as these are unchanging over this time-
scale. Haines-Young and Petch (1986) characterize this point as merely the state-
ment that geomorphologists have developed different theories to explain landform
behaviour at different scales. The variables vary in their status as dependent, inde-
pendent or irrelevant, because the theories used change. It is not the variables that
alter their status, it is theories that alter to explain a different variable at a specific
scale. Tinkler (1985) notes that the key point to Schumm and Lichty’s analysis was
to point out that theories actually relate to different things at different scales.
Acceptance of one approach, the historical, is not incompatible with another, say that
of equilibrium, as each deals with different things at different scales. Each is mediated
by different theories that identify different objects of study.

The ideas of Schumm and Lichty are not falsifiable. They are only statements of
how research into reality is structured within geomorphology. The idea that theories
relate to different variables at different scales does not generate any hypotheses to
assess. The idea could, however, provide a basis for directing thinking about reality.
If theories relate to different variables at different scales, then an investigator is not
bound by an overarching single scale-independent theory. What is an appropriate
theory, an appropriate approach to study, could vary with the scale of object being
studied. Indeed, the objects themselves could change as you change scale. It is in
this sense that the ‘myth’ of scale put forward by Schumm and Lichty is of use in
geomorphology.



line is between the myth and the derived theory is unclear. There may be many ways
of undertaking such a translation from myth to theory, and so the problem of an unfal-
sifiable base remains, despite the presence of a falsifiable product, a theory.

Von Engelhardt and Zimmerman (1988) suggest that theories are hierarchically
ordered systems of hypotheses interlocked by a network of deductive relationships 
(p. 235). This highlights the significance of hypotheses to one view of theory and pos-
sibly may give myths a role as a higher-level structure. They view theory, hypotheses
and the empirical levels of reality as interlinked. Using the theory of plate tectonics they
construct a hierarchical framework of theories, hypotheses and ‘facts’.The highest level
of the theory are the basic hypotheses from which the partial hypotheses are derived.
From the partial hypotheses are derived the inductive generalizations and empirical basis
of the theory. Each level informs the others. Note, however, that the basic hypotheses
are few but that the hypotheses derived from them are many. Likewise, the empirical
‘facts’ are more in number than the partial hypotheses that they inform. The structure of
an increasing number of derived statements is a common one. Both empirical and theo-
retical ‘facts’ (by which they mean theoretical concepts such as the atom) can both be
used to construct theories. Within physical geography it can be assumed that most the-
ories will contain both and be informed by the success or failure to explain or predict
the behaviour of these entities.

Von Engelhardt and Zimmerman draw little distinction between theory and hypothe-
ses regarding the two as related to each other. Theories only differ in being further up
the hierarchy and being greater in the scope of their application, their significance as
explanatory structures, and being more reliable in terms of consistency. According to
von Engelhardt and Zimmerman (1988), a theory should be both internally consistent,
in terms of its logic structure, and externally consistent, in terms of its consistency with
the hypotheses derived from other theories. These other theories include the underlying
physical and chemical theories that usually make up unquestioned components of theo-
ries in physical geography. They do recognize that both theory and hypothesis represent
generalization, abstractions of reality. They are not mirror images of reality, they describe
and explain only the empirical and hypothetical components of reality and so are only
indirectly reflecting reality as it is.

Theories can be identified at a number of levels in any study. A theory about force
and resistance within fluvial systems requires bridging principles to link its elements to
measurable entities within the fluvial system. If force is equated with flow velocity then
measurement of flow velocity becomes a surrogate for this part of the theory. But how
can flow velocity be identified and measured? Flow velocity will vary across the river
profile, so there need to be criteria for selecting precisely where flow is measured.
Watching a river you may notice that flow need not always be directly downstream.
River flows swirl and are deflected, forming eddy currents of various sizes. Again agree-
ment is required concerning the appropriate point or section of river to measure flow.
The instruments used to measure flow can vary from an orange and a stop-watch along
a measured reach to an acoustic or a laser Doppler device. How can we be sure that
these instruments are measuring the same thing – river flow? Instruments such as the
laser Doppler-flow monitor measure movement based on specific physical principles
about how reality works. In other words, our theory of river flow as a force is being
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measured by an instrument that is itself designed and developed on the basis of a theory
about reality. If the principles upon which the instrument is based are wrong then the
measurement of flow is flawed.

All observations are theory-laden to some degree or other, as Rhoads and Thorn
(1996b) noted. The question is, does this theory-ladenness matter to the final identifi-
cation and testing of the theory at the level of interest to the physical geographer?
Identifying that laser Doppler devices are dependent upon a theory about how reality
works developed within physics is something inherent to all instruments of this type.
The theories associated with the production of laser light, the interaction of the laser
with the environment, are all assumed to be correct. Without this assumption there could
be no assessment of theories developed at the level of the entities of interest to phys-
ical geography. We would instead be continually questioning and testing the physics
and chemistry of our methods.

Bogen and Woodward (1988) provide an interesting spin on theory-ladenness, a view-
point developed by Basu (2003) in relation to the work of Priestley and Lavoisier on
oxygen. They suggest that, contrary to popular belief, theories do not make predictions
or explanations about facts. Instead they believe that a distinction has to be made
between data and phenomena. Data have the task of providing evidence for the exist-
ence of a phenomenon and are relatively easy to observe. Data, however, cannot be
predicted or explained that well by theory – data just are. Phenomena, on the other hand,
are detected through the use of data, but, in all but the most exceptional cases, are not
observable. Data stand as potential indicators of a phenomenon, but not necessarily just
one phenomenon. Data could be used to identify many different phenomena depending
on what the data are thought to detect. Phenomena are viewed as being generated by
establishing a particular experimental design. The design is produced to identify and
monitor the phenomena. There are a limited number of circumstances that will permit
the phenomena to emerge from the experimental situation. It would be expected,
however, that phenomena would emerge once the limited circumstances had been
obtained. Data involve such disparate and numerous combinations of factors, often
unique to the experimental situation, that no general theory can be constructed to explain
or predict data. Phenomena have stable and repeatable characteristics that can be
detected, provided the appropriate circumstances are present, by a variety of different
types of data. The different types of data need to be produced by the phenomena in
sufficient and appropriate quantities to enable their detection and interpretation within
the theory being assessed. Data cannot, therefore, be produced by any means, they need
to be produced within a context appropriate for the assessment of a phenomenon. This
means that data production is informed by the theory under assessment and will be
restricted in its location and timing of production as dictated by the phenomenon under
study. If a phenomenon can only be isolated in the laboratory, then only data produced
within the experimental confines of the laboratory will be considered as relevant.
Production of such data may involve long processes of establishing adequate control
and techniques for ensuring data quality, as well as alteration of the data to a form
amenable to appropriate statistical analysis. This theme of evidence and its construction
will be taken up again in Chapter 5.
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Physical geography as historical science

There has been a tendency, both historically and currently, to try to set the working prac-
tices of physical geography as a separate type of scientific explanation: as a historical sci-
ence (e.g. Gilbert, 1896; Chamberlin, 1890; Johnson, 1933; Mackin, 1963; Leopold and
Langbein, 1963; Frodeman, 1995; Cleland, 2001). Some practitioners have assumed the
inferior status of a historical science. Andersson (1996), for example, in relation to expla-
nation in historical biogeography, stated that the explanatory structure of mathematics,
physics and chemistry was clearly the most prestigious model of explanation with the
greatest explanatory power, but one hardly applicable to historical biogeography.

Johnson (1933) identifies seven stages to investigation in historical sciences 
(Table 2.2). Within each stage he believes it is vital to undertake detailed analysis. By
analysis he means detailed and thoughtful testing of the basis of each investigation at
each stage or ‘tracing back each part to its source and testing its validity, for the purpose
of clarifying and perfecting knowledge’ (Johnson, 1933, p. 469). His preferred method
for studying the environment is by the use of multiple working hypotheses, through
which different ideas can be tested and analysed.

The basis for distinguishing the practice and explanations developed in physical geog-
raphy – whether it is in the guise of ecology or geology – from those of ‘traditional’ or
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Table 2.2 Classification on investigation based on Johnson (1933).

Stage of investigation Role of analysis

Observation Identify all facts bearing on problem

Facts assessed for their relevance to the problem and exclusion of
irrelevant facts

Avoidance of incomplete observation and interpretation within
observations made

Classification Grouping of relevant facts based on fundamental characteristics

Generalization ‘Legitimate inferences, induced from the facts themselves’ (p. 477)

Inferences must grow out of a sufficient number of facts –
triangulation?

Invention Facts and generalizations used as basis for invention of as many
explanations as possible

Need to have specific deductions derived from them – testable
hypotheses

Mental assessment of hypotheses

Verification and Deduces what features should characterize reality if surviving 
elimination hypotheses correct

Verification with existing facts confirms hypothesis

Verification meaning to have shown hypothesis to be competent to
explain certain facts – not as true

Confirmation and Direct observations to produce new facts to assess remaining 
revision hypotheses

Interpretation Although a single hypothesis may survive, it is not necessarily the
answer for all types of a phenomenon

Present interpretation is a ‘highly probably [sic] theory, rather than
a demonstrated fact’ (p. 492)



experimental science, lies in the subject matter of study and the explanatory framework
sought. A historical science is not necessarily concerned with generalities, instead it is
concerned with explaining particular events, both present and past:

Similarly, in geology we are largely interested in historical ‘individuals’ (this
outcrop, the Western Interior Seaway, the lifespan of a species) and their
specific life history. It is possible to identify general laws in geology that have
explanatory power . . . but the weight of our interest lies elsewhere.

(Frodeman, 1995, p. 965)

In explaining specific individuals and events reference may be made to general laws
derived from ‘hard’ sciences, but they will be used as part of the logical arguments
concerning the specific individuals or events. The ‘laws’ will not be the explanation of
the specific, instead they will form part of the explanatory framework.

The historical scientist has observed phenomena as their focus of study, but without
the luxury of observed causes (Cleland, 2001). In experimental sciences, causes are
observed, often under controlled conditions, and phenomena can be observed as
produced by them under the controlled conditions. Historical science has to deal with
what Cleland (2001) calls the asymmetry of localized events. An event such as an erup-
tion produces a multitude of effects of which only a few need to be identified to infer
that an eruption has occurred. A single effect cannot, however, be used to infer a cause.
There are many possible and plausible causes that can be linked to a single effect.

Historical sciences have developed strategies – that of multiple working hypotheses
being one – with which to whittle down the number of cause-and-effect relationships.
Historical science searches for the most plausible set of cause-and-effect links as the
explanation for a phenomenon. Historical science looks for what Cleland calls the
‘smoking gun’, the piece of evidence that unequivocally links a specific cause to a
specific effect. Failing a singular, decisive piece of evidence, historical science instead
focuses on identifying a subset of effects, or ‘traces’ as Cleland calls them, which can
be viewed as evidence that only a specific cause could have produced them. Tradition
and experience will identify the small subset of traces or types of evidence that usually
provide information for this judgement. Within environmental reconstruction, for
example, pollen analysis or stratigraphy is probably the most widely adopted and versa-
tile method (Lowe and Walker, 1997). Pollen can be extracted from different sediments
and used as evidence for a whole range of environmental conditions.

Causation within historical science is recognized as a complicated and potentially
complex affair. Sets of traces, or evidence, are built up to construct a picture of the past
and the manner in which past events caused effects in the past and resulted in the present
state of affairs. It is often unclear where causation lies within this picture. The bursting
of a glacial dam might produce a catastrophic flood that alters the course of a river and
is a major formative event in the development of a number of landforms. Identifying
evidence of the dam-burst might be supposed to have identified the cause of the changing
river course or of the slope profiles of the catchment. The dam-burst may have triggered
the effects, but is it the cause? The flood of water would have had a lesser impact had
the river channel been highly constrained by existing geology. Likewise, a large flat
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floodplain with few steep slopes would not be affected by the catastrophic flood in the
same manner as a newly deglaciated landscape with unconsolidated moraines scattered
across it. In other words, the context within which the trigger event occurs is as important
as the trigger itself in any explanation. Simpson (1963) noted that the immanent or ahis-
torical processes, that experimental science is good at identifying, need to be consid-
ered with the configurational aspects of a situation to understand or explain reality. The
configurational is the series of states that have uniquely occurred through the interaction
of ahistorical processes with historical circumstance – the context. Without an under-
standing of both, causation may be mistakenly attributed to a single event. Of itself, the
trigger is not sufficient to cause the effect; the trigger is only a cause because of the
specific configuration of reality it occurs within.

It is worth noting that historical science also has a major problem with identifying
the nature of the individuals it is trying to study (Hull, 1978, 1981). Individuals do not
appear fully defined and fully formed for study. A set of characteristics are needed to
differentiate the individual from its context. Furthermore, the individual may alter in
these characteristics over time, as its individuality is degraded and becomes increasingly
undifferentiated from its context. For example, as a mass of material moves down a
slope at what point is that mass no longer a part of the slope? When does it become an
individual in its own right? Alternatively, as soil properties change, moving across a
landscape, at what point does one soil type become another? Although there may be
standardized classification criteria for identifying soil types, is a distinct value at which
a soil is one thing and then another appropriate to understanding reality?

Summary

Physical geographers study a reality that they assume is external to themselves and that
is capable of study. Although they may never have absolute knowledge of this external
reality they can organize and use information to argue and come to an agreement about
the nature of their representations of reality. Logical positivism believes that it is possible
to sense reality as it is and that it is possible to discover real laws about real entities
through sensor information. Research is directed towards proving reality to be as we
believe it to be. Critical rationalism takes a more critical view of our search for an under-
standing of reality. Critical rationalists view the testing and falsifying of ideas as the
essential feature of scientific research. Knowledge is never certain or absolute, it is only
the ideas which we cannot disprove that we accept as true for the time being. Within
both philosophies deductive and inductive reasoning are used to reason about reality.
Deduction is the only logically consistent method of argument, but unless it is connected
to reality via empirical assessment it can produce invalid arguments.

Critical realism highlights the differentiated and stratified nature of reality, the asym-
metry between the real and the actual. All we can observe is the actual, but this is a
pale reflection of the structures and mechanisms that underlie reality. Assessment of
ideas is more problematic in critical realism, but testing of hypotheses about reality is
still a central means of understanding. Pragmatism emphasizes the importance of the
mental image the researcher has of reality in understanding that reality. Any testing of
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ideas makes use of entities as signs, as signifiers of ideas and divisions of reality. The
interpretative network of signs of which the entity under investigation is a part is not a
closed network. Relations are always open to reinterpretation and entities can undergo
renegotiation. Object and subject of investigation cannot be easily separated.

Understanding reality increasingly becomes a dialogue between the socially embedded
researcher and reality. The ideas of the researcher are guided by theory, as are the means
by which reality is investigated and the methodologies employed. Theories provide a
framework for deciding what to study, how to study it and how to interpret the outcome
of the dialogue.
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Chapter 3

Entities and classification

Introduction

Entities, which are vital in any study, are often viewed as unproblematic and distinct
divisions of reality. Traditional practices, entrenched theories and increasingly advanced
monitoring technologies can all conspire to make entities appear unproblematic. Entities
form the basis for the units upon which theories, and their translations to assessable
hypotheses, are based. The entities studied indicate how researchers believe reality oper-
ates; how it is divided up, and by what processes divisions are made. Despite their
pivotal role, entities remain relatively poorly conceptualized. Problematizing the status
of entities seems to many to bring into question the whole process of scientific study.
Questioning entities, however, is a key part of the dialogue between researcher and
reality. What is being studied is being continually redefined, renegotiated and refined.
The whole process of research results in an often slow, occasionally rapid, invisible
renegotiation of an entity. The same name may be used, but the connotations associated
with an entity change.

It is clear that physical reality does not change as paradigms change. It is even likely
that the property-based definitions of mountains do not alter. So what did change? What
changes is how the entity or individual is defined and the classes into which these indi-
viduals could be divided. Therefore a central concern has to be what do we mean by
change in entities? Are we discussing a physical reality or a mental construct?
Unfortunately, the answer is both. This is because physical reality can only be grasped
via our theories. If these alter, what we believe physical reality to be alters – even if it
appears that the entities remain the same physical things. Entities become defined and
entrenched within particular theories, which in turn provide the basis for identifying new
properties, that further help to define the entity, as well as guiding how the entity should
be measured. In other words, new theories renegotiate entities in their own image.

Physical geographers have negotiated, although they would probably generally view
this engagement as improving their understanding of reality rather than as a process of
renegotiation. This chapter tries to address the issues above by looking at, first, the nature
of entities, what they are, and how they are defined, as well as why they are important.
Of importance in this discussion is the relationship between entities and kinds. Kinds
are linked to the issues of classification and standardization of reality. The act of 

1



classifying and standardizing gives an impression of a fixed, unchanging and therefore 
objective reality.

What are entities?

Philosophically this is a tricky question. Entities are the units we believe exist in reality.
They are the things we try to study. How they behave, and why they behave in that
manner, is what we are trying to explain. Whether they really exist as we think they do,
however, is a more difficult issue to clarify. We may, for example, study a landslide
and try to explain its behaviour by reference to smaller parts. By focusing on the compo-
nent parts, does this mean that the landslide is not really the focus of study or the basis
of explanation? Are not the component parts the focus of study and so the things that
really exist and hence the ‘real’ entities of study? Could we go even further, and believe
that only physics and chemistry study the real basic entities? Physical geographers
merely study aggregates of these basic entities. The next section will highlight why,
within physical geography, such a reductionist view of entities, and the reality they
represent, is misplaced.

A key characteristic of an individual entity is that it is assumed to exemplify a distinc-
tiveness through having a particular property or attribute or set of these attributes (Loux,
1998). However, viewing entities as isolated islands of distinctiveness is not of great
use in explanation. Entities need to be viewed as signs or as representative of something
else – as illustrations of universals, for example – to be of use in explanation.

There are at least two possible views of entities (Loux, 1998). One view is that reality
is made up of universals. These universals are real entities that find expression, at least
partially, in entities we find in our ‘real’ or experiential world. Such universals can be
exemplified simultaneously by different objects, as there need not be a one-to-one corre-
spondence between universals and experiential entities. Universals define the properties
a thing has, and its relationship to the kind to which it belongs. Mudslides have a set
of properties by virtue of being mudslides. These properties are universal, possessed by
any entity defined as a mudslide. Mudslides we observe are not ‘pure’, however. The
realization of the full set of properties may be polluted by the nature of the material the
mudslide occurs in, the specific environment conditions it occurs under, and so on. We
know that these properties are not fully expressed because we have in mind the ideal
type, the universal mudslide, which exists in reality but only finds expression in the pale
realizations we can observe.

Another view is that reality is only made up of particulars, of individual entities them-
selves. These entities are not examples of some underlying universals. Instead, each
particular has properties that may or may not be the same as properties possessed by
other particulars. In this view two things may occur that possess the same velocity of
movement, that are composed of roughly the same material, and seem to behave in a
similar manner as far as we can identify and measure their behaviour. They are both
called mudslides. These mudslides have similar properties because we say they do.
Possession of similar properties is not an indication of any relationship between the two
entities, of any prediction of behaviour of one from the other. This possibility would
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imply that both entities are linked in some manner to a universal. Both views of reality
do, however, accept that entities can be structured and complex in nature, and not the
simple basic units of reality a more reductionist view might envisage.

Properties that are the hallmark of a distinct entity can, however, be held in different
ways. Any entity could be viewed as an entity shell devoid of any properties – the so-
called substrata view. Properties are independent of the entity and not necessary for its
existence. An entity exists and properties fill it. Despite being associated with an entity,
the properties do not define it. Almost diametrically opposed to this view is the concept
of an entity as a bundle of properties. There is no empty shell to fill. Instead, it is the
association of properties or attributes that define the entity. An entity has no physical
existence outside of the potentially contingent association of properties. Without prop-
erties the entity melts away; it has no substance. Both these views have severe meta-
physical problems (see Loux, 1998), and within physical geography neither would be
able to enhance explanation. The first assumes the existence of an entity without prop-
erties, the very things we identify, define and by which we measure an entity. The second
provides no solidity to a form, just viewing an entity as, at the extreme, a contingent
and potentially random association of properties. An understanding of reality based on
either would be very limited.

Entities and kinds

A way out of the explanatory dead-end of the above views of entities is provided 
by the concept of substance or essence. The idea has been traced back, as much of 
philosophy, to Aristotle. The central tenet of the idea is that entities can be seen as irre-
ducible. Irreducible entities are not merely the sums of their parts, they are more than
this. When put together the whole has properties grounded in universals that refer to the
essential nature of the substance of the entity. It is these properties that define an entity.
This means that not all properties associated with an entity are of equal importance for
the essence, the substance of the entity. Without a limited subset of specific properties
the entity could not exist or be identified. These properties define, or rather permit the
researcher to identify, the substance of the entity. The properties are not, however, filling
an empty shell. The properties exist, take the values they take, and enter into the rela-
tions they do, because they are part of a specific entity. The relationship between entity
and properties is mutual and indissolvable.

A key universal is that of a kind. Kinds provide an identikit of the essence of an
entity. Membership of a kind defines those properties that should be present in any entity
of that kind. Non-essential properties do not alter an entity’s membership of a kind, but
they can mean that entities of the same kind need not all have properties in common,
nor essential properties with the same values. Kinds can be thought of as templates,
outlining the basic contours of what it means to be an example, a member of a kind.
Kinds can also form nested hierarchies of more general or more specific essences,
depending on which way you move through the hierarchy. Animals, for example, could
be seen as a general kind of which apes are a more specific kind and humans an even
more highly specific kind. Each more specific kind retains the general properties of the
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more general kind, but is differentiated by other properties which do not contradict or
prohibit their membership of the more general kind. Linnaean classification in biology
could be seen as a classic example of nested kinds.

Providing a template for the essence of an entity is fine, but does it aid explanation?
If you had an entity of a certain kind you would expect it to behave in a certain way.
Membership of a kind defines the relationships possible, the essential properties, and,
potentially, how an entity can change. But is the kind then the appropriate focus of
explanation? Could not a geomorphological feature, such as a slope, be composed of
other smaller kinds such as soil? Are these smaller kinds more fundamental than the
slope? Are they more appropriate as foci of explanation? Could you keep this reduc-
tionist regression going until you reach ‘real’ kinds, often referred to as natural kinds?

Rhoads and Thorn (1996b) highlight the significance of the object rather than the
method of study for geomorphology. They discuss whether landforms are natural or
nominal kinds. Natural kinds they view as having some objective and real nature in
reality, whilst nominal kinds are humanly constructed artefacts (Schwartz, 1980). If
natural kinds exist, their objective nature could imply a superior status in any explana-
tion. Explanation involving natural kinds would be viewed as involving real things,
reality as it is, rather than a potentially subjective and changeable human artefact.
Studying an entity as a natural kind has distinct advantages. Researchers can assume
that they are studying the world as it really is and so obtain objective, independent
information. Investigation of natural kinds derives the essences of ‘real’ objective enti-
ties, their generative mechanism and causal powers (Harre and Madden, 1973; Putnam,
1994; Wilkerson, 1988). Powers of an entity exist independent of its context and who
is studying it.

The identification of a natural kind from other kinds becomes important for expla-
nation if only natural kinds are seen as really existing. Establishing some criteria or
practice for demarcating natural and human kinds becomes a vital task. Putnam (1973)
and Kripe (1980) claim that empirical research provides the basis for naming and
assigning natural kinds. Li (1993) suggests that this merely moves the question of kinds
from the realms of philosophical debate to scientific debate without really tackling the
basis of the question. Schwartz (1980) similarly holds that natural kinds are defined by
traits that are discoverable empirically and tested for by his counter-example test.
Scientists identify which traits are associated with natural kinds through study of indi-
vidual entities. These entities are, however, studied in a manner consistent with their
being the member of that kind. This somewhat circular argument makes it difficult to
break out of an empirical bind.

Unfortunately, for physical geography the status of entities such as rocks, rivers, and
even the events that trigger landslides, as natural kinds, is debatable. Aristotle, for
example, only gave the status of natural kinds to a limited range of entities (Loux, 1998),
the elements of his day. Contemporary fundamental quantum physics might claim the
same status for its entities, but the changing nature of what has been seen as funda-
mental or elementary entities over the last 2,000 years seems to count against a view
of a once-and-for-all answer to the delineation of a fundamental ‘natural’ kind. Although
the existence of geographic entities is not denied, except in extreme interpretations 
(e.g. van Inwagen, 1990), their explanatory status is often viewed as inferior.
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Dupre (1993) and Shain (1993) suggest that the definition of natural kinds is depen-
dent upon the context of enquiry. Li (1993) argues that in naming a natural kind there
is always a vagueness at what, precisely, the process of naming is directed. It is only
possible to know natural kinds through instances, individual entities that exemplify the
kinds. There is no direct access to a natural kind. Naming is based upon experience,
both individual and collective, and not upon some absolute knowledge of reality.
Identification and naming is based upon a comparison of entities. As the process of
comparison can be virtually endless, it is for all practical purposes never complete or
capable of completion. This means that the absolute assignment of an entity to a kind
can never be certain:

I have argued that, because we have no direct access to a natural kind as we
do to an individual object, when we name a natural kind exactly what the kind
is cannot be determined without further focus. The process of further focusing
can never come to an end.

(Li, 1993, p. 276)

Nominalists, according to Hacking (1983), do not deny the reality of an external
world containing entities which interact. They believe, however, that we impose our
classification, our own divisions, upon this reality. Hacking (1991) suggests that kinds
become defined and important when their properties are important to the individuals
who want to know what entities and, by extension, kinds do and what can be done to
them. Practice and experience become central and important factors in the process of
identifying kinds:

When we recognize things to use, modify or guard against, we say they are of
certain kinds. Singular properties are not enough. Realizing that a thing has some
properties or stands in certain relations prompts belief that it is of a certain kind,
i.e. has other properties or stands in other relations. Kinds are important to agents
and artisans who want to use things and do things. Were not our world amenable
to classification into kinds we cognize, we should not have been able to develop
any crafts. The animals, perhaps, inhabit a world of properties. We dwell in a
universe of kinds . . . Natural kinds, in short, seem important for homo faber.

(Hacking, 1991, p. 114)

Hacking (1999) identifies two types of kinds that may prove a useful typology in
geography. Indifferent kinds have no reaction to being named. A limestone rock does
not respond to being classified as a limestone rock. Its nature or essence does not alter,
nor does it begin suddenly to behave as a limestone rock when it did not before. This
is not to say that we, as investigators, do not interact with the rock in a particular manner
because we have defined it as a limestone rock. A stonemason might work the lime-
stone in a particular way and expect a particular response. Scientists may test for the
presence of limestone by watching for bubbling from the rock surface after the appli-
cation of hydrochloric acid. Neither of these behaviours provokes a response from the
rock independent of our interpretation and action upon it.
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Interactive kinds, on the other hand, react to the act of classification. An individual
defined as a refugee becomes embroiled in a set of relationships that operate because of
that act of classification. The individual reacts to that classification and responds in a
manner permitted by or in keeping with that classification. The act of classification pro-
vokes a response. Most, if not all, kinds in physical geography could be thought of as
indifferent kinds. There may be an implicit assumption that indifferent kinds are some-
what more ‘real’, more stable than interactive kinds and therefore a ‘better’ basis for
explanation. Even indifferent kinds, however, are both social and real (Hacking, 1999).

The basis for identifying and researching kinds is the dialogue between reality and
the researcher. Extraction of properties is always made for some purpose. The distinc-
tion is not between some real, indifferent natural kind and some interactive socially
constructed kind. There is no distinction to worry about. Trying to establish a distinc-
tion is irrelevant. Goodman (1978) identifies relevant kinds as those defined as relevant
for some purpose by the user. Goodman emphasizes that relevant kinds assume an
external reality with real entities. This reality is, however, only accessible through our
actions, guided by our intents. We divide reality up and make entities for our own rele-
vant ends. There is no indication, and no way of knowing, if our divisions of relevance
match ‘real’ divisions.

Kinds in physical geography are always relevant kinds derived from a time- and place-
specific dialogue. Their contextual nature makes them no less real in the framework of
study of which they are a part.

Semiotics, as put forward by Baker (1999), has a similarly blurry image of entities
and recognizes their indeterminate status. Entities have to be viewed within the web of
signs of which they are a part, as noted in Chapter 2. Entities, and by extension kinds,
become contextually defined rather than objects defined independently of study context:

As a thing it merely exists, a node of sustenance for a network of physical rela-
tions and actions. As an object it also exists for someone as an element of
experience, differentiating a perceptual field in definite ways related to its being
as a thing among other elements of the environment. But as a sign it stands not
only for itself within experience and the environment but also for something
else as well, something beside itself. It not only exists (thing), it not only stands
to someone (object), it also stands to someone for something else (sign). And
this ‘something else’ may or may not be real in the physical sense; . . . Divisions
of things as things and divisions of objects as objects are not the same and vary
independently, the former being determined directly by physical action alone,
the latter being mediated indirectly by semeiosy [sic], the action of signs . . .
Divisions of objects as objects and divisions of things as things may happen
to coincide . . . But even when they coincide the two orders remain irreducible
in what is proper to them.

(Deely, 1990, pp. 24–25)

This quotation provides a useful perspective on the semiotic or pragmatic realist inter-
pretation of entities. An entity takes on a meaning and is only constituted because of
its relations in a triad of sign, interpretant and interpreter. The entity exists as a thing,
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Case Study

Species as natural kinds

The status of species as a natural entity (Ruse, 1987) for biological classification has
been questioned by a number of researchers. Dupre (2001) suggests that the species
do not effectively function as a unit for both evolution and classification in general.
He makes the point that a unit of evolution needs to be an individual, whilst a unit
of classification by definition has to be of a kind. It is the individual organism that
is in competition with others of its kind, as well as eking out a living from the environ-
ment. According to Dawkins (1978), the unit of evolution is the gene that provides
the basic building block for evolution to occur. Organisms are merely differentiated
shells surrounding genes. The interdependence of organism and gene is just one
problem with this restrictive view of the basic unit of evolution. According to Dupre
(2001), evolution occurs when a set of properties that characterize individuals in a
phylogenetic lineage change over time. The lineage is the unit of evolution, not some
entity at a single point in time. If this is the case then what properties alter and how
does their alteration not change the essence of that species or gene? Both for species
and genes the temporal dimension raises problems for identification and classifica-
tion. The idea that a species can be the same thing throughout its evolution implies
that the same species, or rather aspects of it, exists at all stages of its evolution. Such
a view implies that each current species is somehow inherent in its past evolutionary
lineage.

Levins and Lewontin (1985) and Lewontin (1995) highlight that the organism may
be the unit of evolution, but it is not necessarily a passive unit. A classic view of
evolution implies that the environment sets problems and organisms find solutions.
The environment is fixed; organisms are malleable. The organism is a passive respon-
dent to changes in the environment. The advent of genetics may seem to imply a
more active role for the organism, but instead it has emphasized the internal, inherent
characteristics of the genes. The organism is still a passive unit; the genes alter so
the organism has to. The organism becomes almost an infinitely deformable conduit
for the external influences of the physical environment and the internal influences of
its genetic make-up. Levins and Lewontin (1985) and Lewontin (1995) instead
suggest that the organism is an active motor of change and, at least partially, a deter-
minant of its own destiny. They base their claims around a number of key points.
First, organisms determine what are relevant characteristics of the environment for
them. The concept of a simple niche model to reality is difficult to sustain. Adaptation
to fit a niche requires defining the niche before the organism exists. In a similar vein,
organisms can create their own microenvironments. As Levins and Lewontin (1985)
note, even without manipulation of their surroundings, all terrestrial organisms have
a boundary layer of warm air resulting from the metabolism of the organism. Second,
organisms alter the external world that they interact with. Plants alter the substrata
they are on by their activities, and alter the soil structure and chemistry locally. Third,
organisms interpret the physical signals they receive from the physical environment.



Any environmental change is mediated to the organism through its senses, and its
response will depend on what it senses and how it interprets this change. Fourth,
organisms can alter the statistical pattern of variation in the physical environment.
Changes in air temperature may be dramatic, but an organism with feathers does not
sense anything other than extreme changes in temperature. Lastly, it is not the
environment that defines the traits to be selected by evolutionary processes, it is the
relationship between the organism and the environment that defines these. The
organism is an active participant in the environment, and it is how the organism
relates to the physical environment, other organisms and its own species that deter-
mines which traits are of use and which are not. There is no predefined set of traits
that are inherently better than some other set of traits; it all depends on context. The
above points illustrate that the unit of evolution is difficult to isolate from its rela-
tions. Likewise, the organism as a member of a kind needs to be thought of as an
active rather than passive agent. Its properties are context-dependent and subject to
change, but these properties are present, and therefore have the potential to change,
because the organism is a member of a particular kind. Activation of these proper-
ties is not inevitable, it all depends on the relations an organism has in a specific
context.

The above discussion implies that classification of species is fraught with prob-
lems. Dupre (2001) suggests that classification, when associated with a central theory,
can produce a ‘real’ classification of reality, even if it is, he believes, a weaker claim
that is traditionally assumed for natural kinds. Kinds themselves, however, are not
the sort of things that exist in reality. Instead it is the members of the kind that
undergo the effort of existing in reality.

Case Study

Magnitude and frequency – entities out of context

Wolman and Miller (1960) outlined the significance of magnitude and frequency of
events in geomorphology by abstracting events from their context of operation.
Measuring an input, an event, to the system and then its immediate output or effect,
they could construct a relationship between the two that was meant to hold for any
system anywhere. Events were defined as discharges of given magnitudes, whilst
output was defined as the sediment load carried by the river. The theory they devel-
oped, or ‘truism’ as Haines-Young and Petch (1986) describe it, was that middle-
size events, normal events, did the most work in a catchment (Figure 3.1). Small
events were frequent, but of insufficient power to move material. Large events moved
a great deal of material, but were not frequent enough to move material with suffi-
cient regularity to sculpt the landscape. It was the middle-size events (bankfull
discharge events in their study) that occurred with sufficient frequency and force to
move material around and out of the catchment so as to sculpt the landscape.
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Lane et al. (1999) noted that this initial description of the relationship between
magnitude and frequency relied heavily upon the idea of a ‘normal’ operating mode
for the fluvial system within a catchment. The idea that the fluvial system tended
towards an equilibrium form with a ‘normal’ mode of operation was an important
basis for legitimating the abstraction of events and effects from their context.
Abstraction was permitted, because the events and effects were illustrations of this
normal mode of operation. Event characteristics were reflections of an ideal event
type that had a specific and contextless relationship to an equally ideal effect. This
meant that the relationship between event and effect could be modelled as a simple
input–output relationship that could be transferred between fluvial systems. The
magnitude–frequency curve derived could be applied to any system regardless of its
environmental context.

Subsequent development of the magnitude–frequency concept by Wolman and
Gerson (1978) gave some recognition to the context dependence of the abstracted
relationship. They introduced the idea of effectiveness to describe how different land-
scapes may respond differently to the same event, the same input. Effectiveness
related the magnitude of the change caused by an event to the ability of the land-
scape to restore itself. Both parts of this equation were context-dependent. Within a
temperate environment an event of a given magnitude will have an impact of a
specific magnitude. The temperate environment will tend to recover from this impact
and move back towards its ‘normal’ state. In a semi-arid environment, the impact
from an event of the same magnitude will be greater and the time required for
recovery will be longer, possibly even longer than the time intervals between events

Work
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Event magnitude and frequency

Figure 3.1 Magnitude/frequency relationship.
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an object and sign simultaneously, and each of these elements is interdependent and
uninterpretable without the others. The sign, the focus of study in semiotics, is the ‘some-
thing else’ of the quote. The sign is constructed through interpretation by an interpreter
of an object. If the object and thing are identical the sign is an interpretation of reality
as it is. The coincidence can never be known for certain, but it would also be inappro-
priate to assume its presence meant an object could be reduced to a thing or even vice
versa. The nature of a thing is associated with its relations to a physical reality, rela-
tions beyond the knowable for a researcher. The thing is wholly or partially related to
an object that is constituted by relations to the researcher. This latter set of relations
means that the object is constituted via signs; it stands as an outcome of interpretation.
This means that its very nature is different from that of a thing, the reality, that it is a
representation of. Any knowledge a researcher can glean about reality is via the object
and so only knowable via signs, via interpretation. Knowledge without relations to signs
is not possible.

Entities are not reducible to some common baseline of reality, they are only reducible
to objects of study, with all the difficulties of being part of a dialogue that this implies.
In some ways this interpretation of the individual entities is similar to the relational view
of entities put forward by Whitehead (1929). He understood entities to be capable of
distinct definition, but only by virtue of an entity’s relations to other entities and, in
turn, their relationships to the wider whole of reality. Any single entity at a specific time
contains within it, its relation to itself in the past and future. Past relations express the
constraints on an entity, whilst future relations, as yet unrealized, express the poten-
tialities of an entity. In Whitehead’s view all the relations that come to define an entity
in the present are the constraints of its past and explain why it is as it is. The uncharted
future of an entity is not random nor completely expansive. An entity’s future is
constrained, but not singularly determined by its past (what it is). The nature of an entity

producing the same impact. Although context is now introduced into the analysis, it
is still a very limited view of context. Likewise, the system still retains a movement
towards equilibrium or ‘normality’ as its functional goal.

Lane and Richards (1997) highlight the need to distinguish between the ‘imma-
nent’ ahistorical processes and the ‘configurational’ (Simpson, 1963). The former are
general processes that always occur under specific conditions, whilst the configura-
tional represent the result of the historical interaction of the immanent with partic-
ular historical circumstances. This mirrors the complicated relationship between
event magnitude–frequency and impacts. The relationship can be abstracted and
general properties derived. The relationship is a generalization, often a statistical
caricature of complicated and temporally distinct relationships. The relationship
cannot be understood as an ahistorical process. Generalities are only derived from
particular circumstances. Without knowledge of these circumstances the generalities
cannot be related back to reality. General properties are only discernible because 
the processes that cause them operate within specific contexts derived by unique
historical sequences of change.
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defines its possible futures, its potential relations. In this way, an entity embodies both
what it is, what it has become and what it could be or is becoming. There is, however,
no need for an entity’s nature to be rigidly fixed or stable over time. Entities can vary
in their spatial and temporal stability. Whitehead’s vision of entities as observer-defined
abstractions, solidifications, of the flow of processes, captures the distinct, but ever-
changing, nature of an entity. Entities require flows of processes, their relations with
other entities and the wider whole of reality to continually reproduce themselves.
Stability of these relations provides the appearance of solidity, of illusory permanence.
Semiotics, with the continual creation and destruction of networks of signs that constitute
an entity, is a view in a similar vein.

The semiotic approach means that both entities and kinds do not need to have any
physical reality, although they will have relations to this reality. In semiotics and prag-
matic realism there are no natural kinds or entities – neither exists independently of an
interpreter:

And the metaphysical categories that emerge through this endeavour yield an
understanding of nature or the dynamical object which, as an indefinitely rich
evolving continuum that must be made determinate for our awareness by the
manner in which we ‘cut’ into it, cannot provide the basis for final ultimate
knowledge. Nature or the dynamical object, with its qualitative richness, lawful
modes of behaviour, and emerging activities, constrains our interpretations,
pulling them or coaxing them in some directions rather than others. It answers
our questions and determines the workability of our meaning structures, but
what answers it gives are partially dependent on what questions we ask, and
what meaning structures work are partially dependent upon the structures we
bring. Thus, within this interactive context of interpretation and constraint,
different structurings yield different isolatable dynamical objects, different
things, different facts. Truth is always related to a context of interpretation.
This is not because truth is relative but because without a context of inter-
pretation the concept of truth is senseless, indeed literally so. Knowledge
involves convergence, but convergence within a common world that we have
partially made, and continually remake in . . . various ways.

(Rosenthal, 1994, pp. 127–128)

As the quotation points out, the divisions of reality, the kinds studied, are of our
making. We do not, however, start with a blank page. All our interpretations are
constrained by an underlying and independent reality. We interrogate that reality and
kinds emerge as an outcome of that interrogation, but are not existent independent of
that interrogation. Entities of study, likewise, are dependent upon this interrogative
process. It is of vital importance, however, to realize that the dependence of kinds, enti-
ties and objects upon interpretation does not mean that they reflect a purely relativistic
version of reality. Kinds and entities are not relativistic in the sense that there are an
infinity of other possible interpretations, all equally valid, as there is no basis for
assessing the validity of each. The basis for assessing the validity of entities and kinds
constituted is the interpretative context of their constitution. It is only relative to this
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context that appropriate methods of validation can be constructed. It is the interpreta-
tive context within which judgements concerning appropriateness can be passed. The
interpretative context, like the entities and kinds within it, is open to continual renego-
tiation, to continual alteration and evolution. Many scientists would claim that this
renegotiation is the convergence mentioned in the quotation towards a ‘truer’, in the
absolute sense, version or interpretation of reality. This assumes a progressive direction
to the alteration of the interpretative context of which we can never be certain. The
continuation of certain entities and kinds with changing interpretative contexts testifies
to their adaptability rather than proof of their ultimate reality. A more appropriate
metaphor for alteration of interpretative contexts may be that of evolution. Changes in
interpretation in the interrogation are appropriate for the needs of the researcher in that
time and place. These needs, and the alterations they cause, constrain the nature of
further alterations in interpretation; but how is unclear, because, in the present, we work
only with the singular, historically unique and constrained outcome of the past.

Classification

The above discussion of entities and kinds provides the basis for dismissing the idea
that there are natural classifications in reality. Division of reality is undertaken by
researchers working within a unique interpretative context with associated versions of
kinds and entities. The above discussion suggests that these kinds and entities do not
correspond to reality as it is, but rather to reality as a useful framework for the researcher.
Classification practices reflect this view of reality. Classification is based on usefulness
to a researcher rather than determining the absolute structure of reality. Classification
of reality, therefore, becomes a means to serve the researcher or group of researchers’
ends. Classification is a research tool like any other; it is an aid to interpretation rather
than an absolute statement about the nature of reality.

Decisions about how to divide up reality, which at heart is what classification is, require
the use of some property or properties associated with entities and kinds. There are two
ways in which properties can be used to classify reality: by lumping things together and
by splitting reality apart. Lumping and splitting are two diametrically opposed ways of
looking at reality. ‘Lumping’ views properties as being a cumulative means of combin-
ing entities into a single reality. Properties should be chosen that help in linking diverse
entities. Commonalities are searched for. ‘Splitting’, on the other hand, looks for proper-
ties that enable an initially undifferentiated reality to be divided into distinct, unique parts.
The two approaches to classification could be seen as bottom-up (lumping) and top-down
(splitting), the former working from the level of individuals up, the latter down from the
level of the morass of an undifferentiated reality. Choosing whether to lump or split can
also influence the seemingly objective choices of quantification of classification. Foley
(1999), for example, in relation to analysing hominid evolution, noted that multivariate
statistics tend to highlight overlaps between hominid morphologies whereas cladistics
operates most effectively when differences between morphologies are the focus of study.

A key question is which properties to select to differentiate reality, whether lumping
or splitting. Property selection for classification may be related back to the theoretical
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framework used. Theory defines what properties reflect the essence of entities and which
are contingent. Theory, in other words, guides the researcher and defines which prop-
erties to use for classification of the ‘real’ entity or kind. Ideally, properties that are
essential for the entity to exist would form the basis for classification. These properties
are in combination associated only with that entity and so provide a clear and unam-
biguous means of separating the entity from the rest of reality. Such property identifi-
cation and association is rare. Often classification requires not properties unique to an
entity but properties that vary between entities. These can be measured over a range of
values and entities assigned to a class based on their position in this limited continuum.
Assignment requires division of the range of properties into specific zones. If a prop-
erty value falls within that zone the entity is assigned to that class, if the value is outside
the zone it is assigned to another. Many properties can be used in combination to provide
a more complex, composite measurement scale, or rather multi-dimensional measure-
ment space in which to classify entities. The principles are, however, the same as for a
single index. The measurement space is divided into discrete volumes. A composite
value within the range of a specific volume means assignment to that class.

The issue is more complex than just identifying properties of essence, however. Often
properties useful for the classification cannot be measured. They may be properties that
exist in theory, but which have no clear or tenable translation into measurable properties.
In these cases, surrogate properties that are measurable and assumed to be related in some
manner to the unmeasurable theoretical properties are used instead. The problem is that
there is not usually a one-to-one relationship between measurable and theoretical proper-
ties. A measurable property may only reflect a particular aspect of a theoretical property.
Similarly, a property may be illustrative of a number of theoretically derived properties.
A simple measurable property may reflect a whole host of theoretical properties to varying
degrees.

A lack of a one-to-one correspondence does not provide an ideal basis for classifying
entities in an absolute manner. The implication is that all classification is conditional,
although some classification schemes seem to be more stable than others. The Linnaean
division of the living realm, as mentioned earlier, seems to be a successful and stable
classification scheme. Stability does not, however, equate with reality. Just because a
classification has been stable or appeared stable does not mean that we can say for certain
that its divisions divide reality as it is. As with entities and kinds, classes are convenient
and relevant divisions for researchers.

Classification using measured properties requires another factor: standardization.
Classification, particularly in the natural sciences, requires the repeated measurement
and consequent consistent assignment of entities to a specific class. Classification would
expect or demand that an entity be assigned to the same class by independent observers.
Property measurement and class allocation need to be consistent across space and time
to permit such comparison and assignment. Without confidence in the classification
procedure providing consistent assignment, researchers could not be sure that they are
studying and discussing the same entities and kinds. Without this confidence inter-
pretation of phenomena would not be a focus of analysis; rather, it would be the validity
of the entities used.
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In this context the process of standardization of property identification, measurement
and use for assignment ensures that definitional quality is maintained or guaranteed.
Standardization, however, requires the implementation and co-ordination (convergence
and alignment in actor network terminology (ANT)) of a complex social and material
network. Indeed vast volumes of papers have been written to justify a particular classi-
fication system and the particular methods of measurement required to implement it.
The example of soil classification provided below illustrates how classification schemes
require detailed and often committee-based agreements concerning the precise methods
to be used and the interpretation of results. Such concerns are not minor details amongst
important theoretical or philosophical discussions. Given the central importance of stan-
dardization to the investigation of physical phenomena, the life blood of physical geog-
raphy, it is a surprise that it is not considered in more detail in the appropriate literature.
Procedures of standardization are often so entrenched within the traditional practices of
subject that they pass without comment or are relegated to methodological footnotes or
dismissed as irrelevant methodological niceties. How agreed and common procedures
for measurement arose, and the assumptions and often highly personalized battles that
classes embody, are lost in their routine application. The discussions, the compromises,
the accepted exceptions and the basis for redefinition of the standard are not part of the
usual publication diet of physical geography. The sociological, and therefore, by impli-
cation, subjective and relativistic connotations are not seen as part of an objective study
of physical phenomena.
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Case Study

Classification of soils

Soil classification is essential to help clarify a complex phenomenon. Although most
authors accept that classification is imperfect some believe that certain types of soil
classification are superior to others:

If, however, the criteria of grouping are based on intrinsic properties not
specifically linked to the objective [of the study or activity] it is hoped to
achieve they may be called ‘natural’. For the broadest use of ‘natural’
systems of classification are likely to be more generally helpful and there-
fore should be based on fundamental properties of the objects in a natural
state.

(Townsend, 1973, p. 110)

The quote illustrates that Townsend views intrinsic properties as the key determinant
of a natural versus artificial classification. This is a common view within soil clas-
sification. Inherent properties are viewed as objective criteria, yet defining what is
inherent is difficult. Properties derived from the parent material within which soils
form could be viewed as inherent, but these alter as the soil develops. Assuming soils
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progress through predefined stages of change could provide a basis for defining
inherent properties based on the development stage. This argument could become
circular, however, as the stage will be defined by the properties. Another common
belief illustrated by the quote is that a ‘natural’ classification will be superior to any
other and by implication form a sound, objective basis for the definition of other,
more purpose-orientated classification schemes. The implication is that somehow the
‘natural’ scheme proposed as the ideal has no purpose!

Other authors, however, take a more pragmatic view of soil classification:

[A]ny classification must have a purpose and with soils the aims can vary
widely. For the most part, general systems developed for the definition of
map units in soil surveys designed to aid land use will be discussed, but
others have been constructed with less practical aims and more emphasis
on soil formation and evolution to summarize relationships for scientific
purposes.

(Clayden, 1982, p. 59)

Classification is justified as long as it is related to a specific purpose and is
consistent and coherent with that purpose. Whether this same scheme will be of use
for other purposes is open to debate even if the properties being used for classifica-
tion are similar. This has important implications when classification schemes are used
to produce products such as soil maps for agricultural productive purposes. If the
classification schemes, no matter what their purposes, are referring to the same
phenomena in reality, then overlaps or commonalities between schemes may be
expected. These arise not only because the theory underlying identification and
description of the phenomena inform both schemes, but also because theory also
informs the properties to be measured and their means of measurement. This means
there may be convergence in the characteristics considered in classification schemes
despite their different purposes.

Clayden (1982) makes the point that there are two potential ways of classifying
soils. Hierarchical classification can be used. This framework has a ‘family tree’
structure with an initial ‘type’ defining membership of the class in terms of a range
of properties and finer divisions being made within these properties to refine the clas-
sification. An example of this is the USA soil taxonomy developed by the Soil
Conservation Service of the US Department of Agriculture. Soils in the hierarchical
system are divided on the basis of precisely defined diagnostic horizons and soil
moisture and temperature regimes. Soils are then classified into orders, suborders,
great group, subgroup, family and series.

An alternative means of classification is the co-ordinate classification system. In
this system entities are still differentiated, but the properties used are not necessarily
arranged in a hierarchy or even ranked. The former classification type is, according
to Clayden, easier to remember as properties are prioritized in importance. Although
the latter classification scheme has been used in Russia, East Germany and Belgium,
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Summary

Entities are the centre of any study of reality. Entities are the units that we believe exist
and which we can manipulate and use for testing ideas. Entities have properties or attrib-
utes associated with them, but not all of these are essential for defining the essence of
an entity. Entities and kinds are intimately related. Kinds provide a template for what
it is to be a member of that kind. They dictate the essential properties that define a
member of that kind, as well as the behaviour to be expected. The kind becomes the

the number of classes that are needed and their unstructured nature has meant that
these systems have not been taken up internationally.

Classification systems such as employed by ISRIC (1994) are the result of a long
process of negotiation between usually national agencies. The first FAO/UNESCO
soil map of the world began in response to a recommendation in 1960, with the first
maps being published in 1969. From that date numerous meetings have been held to
develop a common basis for classification, a common nomenclature and common
methods of analysis. The result is not an agreed and single coherent framework based
on a unifying theory or agreed hierarchy. Instead the product is a compromise
between existing systems developed for national and even regional interests and a
need for international clarity in what researchers are referring to. The result is a clas-
sification scheme full of familiar local names such as chernozems and kastanozems,
mixed with rigorous methods of demarcation. Clarity is provided by the use of two
sets of properties for defining soils: diagnostic and phases. Diagnostic horizons are
used for identifying soil units, and their presence is based upon the operation of
specific diagnostic processes in the soil. Diagnostic properties are soil characteris-
tics that do not produce distinct horizons, but which are of importance in classifica-
tion. Terms such as ‘andic properties’ (exchange capacity dominated by amorphous
material) and ‘hydromorphic properties’ (water saturation conditions) reflect such
properties. Surface diagnostic horizons are defined so that their main characteristic
properties are not altered by short-term cultivation. This is an attempt to permit the
application of diagnostic horizons to lightly cultivated areas. Phases are features of
the land that are significant for its use and management. These features enable land
use and its impact to be considered in the classification.

Significantly, it is the soil in its ‘natural’ uncultivated state that is seen as the basis
for classification. Soil altered by cultivation is viewed as a secondary or inferior
entity with secondary properties. This reflects a general attitude in soil classification
schemes, ‘natural’ first then modifications to the natural. Natural relates back to the
various theories embodied by the different classification schemes the FAO/UNESCO
classification tries to accommodate. These theories reflect a concern with under-
standing the causes of soil formation – primarily the role of climate. Latitudinal and
altitudinal variations in climate are matched by variation in soil properties and modes
of development. Deviations from these ‘model’ forms are viewed as oddities within
specific developmental sequences, and are treated as such.
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focus for explanation; the entity becomes an illustration of the kind. There are different
types of kinds and it has been argued that research should focus on natural kinds. Even
if geographic natural kinds exist, all kinds are defined for a purpose. This means that
all kinds are to a large extent observer-defined and defined for a purpose, not as some
natural building block that forms the ‘real’ basis for explanation. Kinds and entities are
enmeshed within a network of signs and their meanings are likely to evolve as their
purpose alters. Hacking (1999) identifies two types of kinds: indifferent and interactive.
Physical geography deals with indifferent kinds; that is, those that do not respond to the
act of classification.
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Chapter 4

Forms of explanation

Explanation in physical geography

This chapter outlines and justifies the different types of explanation that are regarded as
acceptable within physical geography. Central to each mode of explanation are the
researchers themselves. By defining the nature of the study, the questions to be asked and
the entities to be studied, the researcher also sets the criteria by which a study is judged
to be successful. Despite the wide variations in underlying philosophies, what is regarded
as an acceptable explanatory framework needs to be established in order to understand
where certain philosophies may be more appropriate for certain types of explanation and
subject matter.

What is explanation?

This question is a difficult one to answer despite its seeming simplicity. Although it is
difficult to separate explanation from its philosophical framework, a general discussion
of what explanation is may help to provide an outline of what physical geographers
would find an acceptable explanation.

Explanation can be summarized as providing an answer to the question ‘why?’ – or,
more specifically, why is something as it is? Given what we know about why, what
should we expect the something to do in the future? In answering these questions our
explanations reduce uncertainty about reality and the future of our reality. Explanation
and prediction are not the same, but are related to each other.

Explanation could be viewed as a need to make the unexpected expected, to reduce
the amount of surprise that anyone encounters. Surprise is replaced by expectation. When
expectations are confounded by the unexpected, people tend to want to know why
(Toulmin, 1960). The impetus for explanation may be that simple. Some arguments could
be constructed about the evolutionary advantage such a search might provide, but such
speculation is not really a concern here. An argument could also be made that replacing
the unexpected by the expected reduces individual and social stress. By reducing unex-
pectedness, explanation could also be viewed as beginning to represent reality as it really
is. Stating that something has an explanation is tantamount to stating that we have been
able to identify what reality is and from that identification been able to understand how
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reality works. Explanation and understanding of reality come together. Explanation
implies that a mirror has been held up to reality and an undistorted, or at least accept-
ably distorted, reflection obtained. Whatever the case, the impetus immediately pushes
the interaction between an individual and their surroundings to the fore. The need for
explanation is based upon interaction; it is based on a need, an impulse to know about
the environment and its behaviour.

The impetus for explanation need not be the same for different individuals. The
example Toulmin uses is that of a stick appearing to bend in water (see Harvey, 1969).
For some people this is a ‘so what’ moment. The significance of the interaction with
reality is of no concern to them. For others, it poses questions about their reality. For
the latter group of people, explanation provides an insight into how reality really is.
Explanation produces a possibility of organizing reality into simple categories – what
is explained and what is not. Additionally, these categories can be refined into, for
example, what explanation A explains and what it does not, what explanation B explains
and what it does not, and so on. In other words, a systematic body of explanations can
be built up and used to define which parts of reality, or rather our interaction with reality,
are explained and which are not. Viewed in this manner explanation needs to be contex-
tualized. Without some way of classifying reality, without a particular means of inter-
acting with reality, the sources of unexpectedness that provide the basis for explanation
are unknown. Training and experience in what to expect and what is unexpected, and
the significance of each within one’s frame of reference, needs to be identified. In this
manner explanation, theory and philosophy are interwoven.

Accepting an explanation as valid implies that there is a set of criteria by which an
explanation is judged. Once again the context of explanation becomes important. What
is thought to be a valid explanation tends to depend upon the rules and conventions of
a particular group. This could be interpreted as saying that explanation is socially deter-
mined. The exact rules may depend on social factors, but it could be argued that the
need to predict expectations of reality from explanations means that the rules must
converge to provide a version of reality adequate for the purposes of that group. This
could be taken to mean that rules for an acceptable explanation should be rules that
permit explanation to reflect reality as it is. This would severely limit the nature of the
rules that could be applied.

Hempel (1965) suggested that scientific explanation was concerned with both
universal and statistical laws. Universal laws are general principles, possibly derived
from observation of regularities in reality. Given an initial set of premises, universal
laws are applied to these to deduce an outcome logically. This is the classic covering
law model. Universal laws usually imply that we have an idea of the reasons why
premises and outcomes are linked, that we have some mechanism in mind. This mech-
anism will always produce the outcome, given the premise. Statistical laws can be
applied in the same manner to premises and outcomes; the covering law model can be
used, but we may not be certain that we will always get the outcome. The laws may 
be statistical because we do not understand the mechanisms involved or because they
reflect observations of common conjunctions of premises and outcomes. Statistical laws, 
unlike universal laws, are only true because we observe them with our current level of
knowledge; they have the potential to change, unlike universal laws.
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Causality

An important feature of any explanation is the idea of causality. At its heart the prin-
ciple of causality assumes that every action, every event observed, has a cause. The
event is determined by the cause. An event is as it is because it has been determined
by events before it in a long chain leading back to what a researcher would identify as
the cause. This means that physical geography and physical geographers tend to believe
that events they observe are determined, that there is some knowable explanation, some
knowable cause (or causes).

The simplest view of causality is the idea of cause and effect. An event happens 
prior to and probably close to another event. The first event can be interpreted as the
cause of the second event – the effect. Cause and effect imply temporal and spatial
proximity, although their linking may also require some ideas of why they are linked –
a theory.

Simplistically, there are two views of causality: the successionist and the generative.
In the successionist a cause is merely something, an event, that happens before some-
thing else. Connecting one event to another is something humans do, but the connec-
tions are merely our constructions and have no existence in reality. In this view of cause,
the entities that form the events that occur in succession are passive objects. They do
nothing to influence each other; they do not interact in any manner to produce events.
The generative version of causality takes the opposite view. In this view an event is
generated by a cause and so the two events are linked and dependent upon each other.
Taken together, cause and effect could be viewed as forming a single event, they cannot
be considered separately as single events. A specific cause must generate a specific effect
of necessity (Harre, 1985). In this view it is the nature of the entities themselves that
generate the relationship. The nature of the entities involved in an event determine that
event. An entity, by its very nature, being of a particular type, must possess particular
properties that determine the manner in which it must, of necessity, behave under a
given set of circumstances. Abstracting causality from the entities involved can produce
information about general relationships, but it also tends to highlight the successional
view of causality as cause is displaced from the actual entities involved in generating
the succession.

The choice between these two views of causality has been the core of much meta-
physical debate (e.g. Cooke and Campbell, 1979; Holland, 1986; Oldroyd, 1986), but
the debate largely boils down to issues considered in previous chapters on the nature of
reality and human ability to understand reality as it is. Hume viewed cause and effect
as a succession of events linked together by humans by an assumed mechanism. This
was a human construction based on experience, not a real structure of reality. Rescher
(1991) views causality as part of our conceptual framework for bringing shape and order
to a formless reality. The researcher is the centre of the construction of causality.

A generative view of causality sees events as linked of necessity and therefore
reflecting reality as it is. Entities possess the potential, depending upon circumstances,
for causing effects. Causality is about real relationships between entities and their
actions. The key problem is that humans have no absolute knowledge of reality, no
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privileged position from which to view things as they really are. Kant tried to resolve
the two views by invoking two realms of existence, the noumenal and phenomenal
worlds. The noumenal world is reality as it really is. Humans do not have direct access
to this world, instead all they can know is the phenomenal world, the world of phenom-
enon as constructed by humans. Causality then becomes a messy mix of the two. Causes
and effects are generated by entities and their relations, but all we as humans can know
are the succession of events. It is this succession of events upon which we impose an
interpretation based on what we believe to be the ‘real’ relations between ‘real’ entities
based on ‘real’ laws. All the ‘reals’ being human constructed, but constructs based upon
a participation in reality, an active structuring of phenomenon.

Bunge (1962) identified three meanings of causality. First, causation which associ-
ates a particular event with a particular result (cause–effect). Second, the causal principle
which casts law in terms of cause and effect. Lastly, causal determinism; that is, a
doctrine that asserts the universal validity of the causal principle. The three meanings
are not unconnected. Assuming that everything is explainable by cause-and-effect rela-
tionships implies acceptance of a causal deterministic view of reality. It implies that
cause and effect are observable because of the underlying importance of laws in deter-
mining how reality works. Within science causality has a more restricted scope and defi-
nition. Humean cause is based on constant conjunction (Peters, 1991). Cause is always
accompanied by an effect, with the cause occurring before the effect. This conjunction
was believed to be sufficient to provide a basis for establishing a causal link. Such
constancy in conjunction is difficult, if not impossible, to achieve in a field science, so
more rigorous concepts are required. The operation of laws ensures that reality is
composed of events that are causally linked both spatially and temporally: cause-and-
effect relationships.

The presence of cause-and-effect relationships can be interpreted in terms of neces-
sary and sufficient conditions. Any event could be thought of as having a set of causes
associated with it. These causes are the conditions required for an event to take place.
A potentially infinite set of conditions is not capable of study, so a subset or subsets of
conditions are the focus of study. These are the necessary conditions and the sufficient
conditions. Necessary conditions refer to the conditions that would justify the non-
occurrence of an event, whilst sufficient conditions are the conditions that would justify
the occurrence of an event. Necessary conditions are more restrictive than sufficient
conditions. Necessary conditions define the set of requirements that must be present if
a certain event is to happen. These conditions can only be identified, however, if the
event is prevented from happening by these conditions not being present. They imply
an ability to manipulate reality to prevent the necessary conditions to allow their iden-
tification, a luxury that is not usually possible in field sciences.

Cause-and-effect relationships reveal the laws that govern reality. Underlying any
cause-and-effect relationship is a set of structures. The operation of these structures
ensures the consistency of causes and effects being observed. Where cause–effect rela-
tionships are not observed these underlying structures either are not present or their oper-
ation is influenced by other structures. Identification of the underlying structures can be
useful in identifying expected causal relationships.
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Case Study

Necessary and sufficient conditions

Simms (2002) identified a series of karst forms around the shores of Irish lakes that
had a very specific distribution. The rohrenkarren or tube karren are vertical upward-
tapering, closed tubes. In a detailed study of the distribution of these forms Simms
found that the three lakes he used in his study, Lough Carra, Lough Corrib and Lough
Mask, all shared a common feature: all were in a near-permanent state of carbonate
saturation. At all three active precipitation of carbonate, as exhibited on the encrus-
tation of plant stems and mollusc shells, was observed. Lakes that were significantly
undersaturated did not show any tube karren formation. This means that carbonate
saturation is a necessary condition for tube karren formation. The absence of this
state means that this karst form will not be produced whatever the other favourable
conditions for its formation. Identification of this necessary condition relied upon
knowledge of the saturated state of other similar lakes, such as the Killarney lakes
of County Kerry. Saturation was not itself, however, a sufficient condition for the
formation of tube karren. There needs to be a set of sufficient conditions as well,
conditions that produce the form.

Simms used his observations of the distribution of tube karren to advance a
possible mechanism for their formation. Tube karren were confined to the epiphreatic
zone produced by seasonal lake fluctuations. The level of fluctuation varied between
lakes from 1 to 3 metres in tandem with the magnitude of tube karren found. Tube
karren were formed by the condensation of water vapour in the air-filled apex of 
the tube (Figure 4.1). This water vapour is not saturated, unlike the lake water 
from which it is derived. Condensed water dissolves limestone at the apex of the

tube, but dissolves less as its aggressiveness
is reduced by reaction as it runs down

the tube. This means that the base of
a tube expands at a lesser rate
than the apex, as limestone at
the base is dissolved at a slower
rate. The almost perfect circular
cross-section of the tubes re-
flects the uniform condensation
of water onto the side of the
tubes and the uniform dissolu-
tion that results. When the con-
densed water reaches the lake
water there will be enhanced
precipitation of carbonate. Car-
bon dioxide will be released by

Water condenses
at apex

Solution decreases in aggressiveness
as it runs down side of tube

Figure 4.1
Formation of tube karren.
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Causal relationships can be represented by linkages between causes and effects. At
the simplest level is the single cause-and-effect relationship (Figure 4.2). In this rela-
tionship cause precedes effect and the link is assumed to be the causal mechanism. The
link itself, however, could be viewed as being composed of a series of smaller events
that link the cause to the effect (Figure 4.3). Linking a rainfall event to a landslide occur-
ring may seem like a simple cause and effect. The link between a rainfall event and a

Figure 4.2 Simple cause-and-effect relationship. The arrow indicates the direction of
causality, from cause (C) to effect (E).

Figure 4.3 Cause (C) is connected to effect (E) by a number of intermediate events (A, B,
D). The key question is whether A, B and D are always needed to produce E from C. If any
one of the intermediate steps is not necessary, or can be substituted by another step, then
the causal structure of C to E is open to change and possible instability.

this precipitation that enriches the atmosphere in the tube apex. More carbon dioxide
is able to dissolve into the condensing water film and so increases the aggressive-
ness of the water film.

Associated with these sufficient conditions is a necessary condition, the absence
of which would mean that condensation and subsequent dissolution could not occur.
For condensation to occur there needs to be a temperature difference between the
rock and the water vapour. If both the rock and the water vapour were at the same
temperature then condensation would not occur. The temperature of the limestone
fluctuates at a higher frequency and amplitude than the lake water. This results in
the two systems being in disequilibrium, at least for a few hours, when the rock is
at a lower temperature than the water.

Simms also suggests that the initiation of tube karren may require a set of neces-
sary conditions. Calm water is essential for trapped bubbles to initiate the indenta-
tions that can develop into tube karren. For such indentations to survive the lake
water must be at the point of carbonate saturation. Only under these conditions can
the minor irregularities persist without dissolution to form tubes. The Killarney lakes
of County Kerry, for example, had sufficient seasonal fluctuations of lake levels to
permit the above mechanism to operate, but all were undersaturated so the initiation
of tube karren could not occur.
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landslide could, however, be viewed as being mediated through smaller and shorter 
duration events, such as a rise in porewater pressure. When this series of links is observed
over a number of particular instances of the phenomenon called a landslide, then the
causal structure obtains some sort of stability, at least in the mind of the researcher. A
problem is, however, that the causal chain perceived is capable of further and further
refinement; it is capable of infinite regression, reducing causation down to the lowest
level.

The causal chain may be assumed to be linear and restricted, i.e. a single causal
pathway. This is unlikely in reality. It is more likely that a single event at the start of
the chain will propagate a number of subsequent events. In other words a single cause
need not generate a single event, and nor need the links between a single cause follow
a singular path to a particular event. There may be intervening factors that produce
multiple potential pathways to an event or even series of events (Figure 4.4). A rainfall
event may generate porewater pressure sufficient to cause a mass of regolith to move,
but it may also provide a lubricated layer over which the shear plane can move. In addi-
tion, a rainfall event may weather material in the mass of regolith and thus weaken the
coherence of the mass, increasing its susceptibility to movement. The single causal event
can have a multiplicity of effects, all of which can contribute to the landslide, possibly
even at a range of different temporal and spatial scales. Although the theory linking
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Figure 4.4 Illustration of multiple pathways to multiple effects. Note the impact of J in the
network. J can be activated by A and so affect K. K can produce either E2 or E3, depending
on its behaviour – specifically the behaviour of J, which in turn depends on A. This illustrates
that once intermediate factors are viewed as part of an interrelated mesh of effects, the idea
of a simple cause–effect relationship disappears. Instead, activation of different possible
causal pathways becomes a concern.



porewater pressure and rainfall may be all that is required to explain the occurrence of
a landslide, the other effects are no less real and still contribute to the timing of the
landslide.

A possible alternative view of cause-and-effect relationships is to view these as a
causal web. Causes produce a range of effects that in turn function as a range of causes
for other effects. Very soon a complex network of relationships can be built up between
events with an associated range of outcomes. Tracing which of these relationships is
necessary and which are only sufficient for any particular outcome becomes increasingly
difficult as the complexity of the web grows.

Explanatory frameworks

Given that explanation is the goal of investigation in physical geography then we need
to look at how causal relations are put into an explanatory framework. Chapter 2 outlined
the basics of deductive argument, and this style of argument is useful for some causal
webs. The deductive argument provides a means of linking a cause to an effect through
the intermediate stages of effects. Each stage could be seen as a logical outcome of the
previous stage and so form a string of logical conclusions and premises that lead from
cause to effect. Clearly, the problem of infinite regress of cause has to be addressed at
some point; that is, at what level of reduction do you draw the line for an adequate
explanation? Despite this problem, deductive reasoning provides a valid and formal basis
for explanation. Deductive reasoning provides a basis for identifying what must be the
case logically. The logical basis of the links is provided by reference to a ‘law’. The
law provides the reason why the cause and effect should be linked. It provides the logical
basis for the effect. If C, the cause, happens, then the law derived from an overarching
theory predicts that E, the effect, must happen. Put another way, if a state of reality
exists at time t0 which is knowable to the researcher, then applying law L, derived from
a specific theory, predicts that at time t1 there should be another state of reality. An
outcome state can be predicted from the initial state, if a law is applied to that initial
state. There is a problem, however, with arguing, or rather presenting, cause and effect
in this manner. Using ‘state of reality’ or ‘state of affairs’ as shorthand for the situation
before and after a law has operated is very unspecific. Cause seems to be located within
the phrase ‘state of affairs’ rather than in an object or entity. The phrase implies that
had the state of affairs been different then the outcome may have been different.
Questions of how different, and therefore what the role of any individual entity has
within this explanatory framework, are not addressed by the phrase ‘state of affairs’.

Induction, according to von Engelhardt and Zimmerman (1988), refers to the situa-
tion where the controlling or initial state of affairs is known, as is the resulting state of
affairs. What is unknown is the link between them, the theory and derived law that can
connect the two states. Rather than arguing for a link between two states logically, induc-
tion infers the link between the states; there is no logical necessity for the inference to
be true. All the problems of induction outlined in Chapter 2 are still relevant to this defi-
nition. If causation is located within entities and relations, inductive reasoning is arguing
that if cause and effect are known then the link can be derived. The manner in which
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it is derived is unclear, and how the derived link can be assessed is likewise unclear.
Any link put forward as a likely candidate can, presumably, be argued for within some
context, or else it would not be put forward. If there were no recourse to information
about cause and effect other than that contained in the initial statement of positions, then
there would be no way in which to compare candidate links. It is only the possibility
of other means of assessment, or using other information, that provides a way of
assessing candidate links. Once the researcher moves into this form of analysis, however,
it could be argued that they are moving from pure inductive reasoning into a fuzzier
arena of investigation and explanation.

There is a third style of explanation. Often the effects are known and there is a link,
a law that produced them. The unknown is the initial state of affairs, the cause. The
argument works back from effect to cause, from resulting state of affairs to initial state
of affairs. Unlike induction, there is a possibility of applying logical argument to the
analysis. The law can be applied to the effect and a cause predicted in retrospect; in
other words, retrodiction can be used as the basis of argument. Given an outcome
produced by a given process, we should be able to infer what the initial situation was.
This style of argument is called abduction. A key limitation of abduction is that there
is no logical necessity for the initial state of affairs to have existed. Unlike deduction,
the logical final statement is not a necessary one. Only if the law assumed to link cause
and effect, initial and final states of affair, really operated can the argument be logically
watertight. The initial state of affairs is the unknown, so there can never be certainty
that the law operated – only a likelihood. There could be other laws that could be applied
that suggest that other initial states of affairs could have been the initial state. There
needs to be a way to assess which of the possible links back to a range of possible initial
states is the most likely. In other words, abduction requires additional information in
order to help in selecting what is viewed as an appropriate explanation.

From the above discussion it should be clear that only the deductive argument
produces a link between cause and effect that arises out of logical necessity. There can
be no other effect, given the cause and the law operating. Admittedly, unless the deduc-
tive argument is somehow linked to reality, unreal statements can be logically deduced
from inappropriate or unrealistic initial conditions. This means that much like induction
and abduction, deduction requires information from outside the confines of the logical
structure of the argument to assess it. Deciding where, in the argument structure, to
derive that information, and how that information is actually of use in assessing different
explanations, is a relatively little discussed area in physical geography. This is not to
say that it is not considered and considered in some depth. The importance of sedi-
mentary profiles for reconstructing past environments is of vital importance in
Quaternary studies, but why this type of information is used and how it intervenes in
the explanatory structure is not usually made explicit. Datable sedimentary markers such
as molluscs are vital because they provide a temporal framework for defining when
events occurred. Likewise, pollen from sediment can be used to infer the nature of past
environments, providing information on the general nature of the environment at
different times. Event-specific markers such as volcanic ash could be used to infer if a
specific event happened and when. Combined, this type of information can be used to
test different arguments about the occurrence of specific events at specific locations at
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specific times. The type of evidence available may, however, focus an investigator solely
on the type of events that can be identified and so limit explanation to these events
alone.

In order to try to understand the importance of explanatory, or rather causal, structures
in explanation in physical geography it might be useful to rethink the above discussions
of different types of explanation as causal networks.

Deduction could be represented by Figure 4.5. Cause and law are known and the
effect is a logical and necessary outcome of the two. In induction, only the cause and
effect are known. A link could be made between the two, but its status is indeterminate
and the number of possible links is high, if not infinite. In abduction, the effect and law
are known, but the link is not stable nor is the status of cause fixed. Figures 4.5–4.7
highlight the stability and certainty of cause, effect and links or laws between them. The
situation is rarely as simple as is illustrated in these three figures. Often there are a
number of intervening states between the initial state and the resulting state. For deduc-
tive explanation, this is not a major problem as long as each link can be viewed as a
logically necessary outcome from the previous set of conditions. The states are linked
together by the operation of the law. As the number of intermediate states increases, it
may become increasingly difficult to sustain the logical necessity of the argument.
Uncertainty over what the states are, over the influence of other confounding factors
and the possibility of ‘other’ outcomes, can all affect the confidence a researcher may
have in their explanatory structure. This may partly explain the concern with maintaining
tight experimental control and keeping causal chains short, as this reduces the need to
consider ‘complicating’ factors. Indeed, it could be argued that short and certain explana-
tory chains between initial, intermediate and final states are only possible under very
specific conditions, and in relation to very specific questions. The movement for process-
based geomorphology could be seen as an attempt to ensure that explanatory frame-
works were based on short deductively argued chains. Although such studies might
derive important general relationships between a specific set of initial conditions and a
resulting state under the action of a single law, once the relationship was moved beyond
the confines of its controlled system, what happened to the nature of the relationship is
likely to become unclear.

Induction seems to have severe limitations as well (Figure 4.6). In the absence of
other information, outside of the confines of the immediate statement of a relationship
between cause and effect, the route between the two is almost completely indetermi-
nate. There are a multitude of links that may be possible, that could be argued for, and
there is no way of judging them. Similarly, a multitude of intermediate states can be
suggested and a range of convoluted linkages put forward to enable even seemingly
absurd explanations. As with deduction, maintaining a simple set of links may seem to
make an argument more reasonable. Once there is the possibility of a range of possible
links, the certainty of any single link is called into question.

Abduction operates as in Figure 4.7. The effect is known and, supposedly, so is the
law, the link between the effect and cause. Working back along this chain, the cause
can be found. Abduction is based on being able to tell a plausible story to link effect
and cause together via a valid law. There are, however, potentially a range of laws that
could be applied to explain any effect. By extension this means that there are a range
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of potential starting points, a range of potential causes by which laws operate to produce
effects. This sounds much like the problem associated with induction, the problems of
how do you pin down the law and cause. Unlike induction, however, abduction starts
with both law and effect; explanation, in other words, assumes that the law is the correct
one to start with. The issue then becomes forming appropriate links back to the cause.
Linkages could be simple, such as a single one, or more convoluted, such as requiring
a large number of linkages and the operation of co-varying laws. At this point
Goodman’s discussion of simplicity (1958, 1967) in such reasoning being the important
guide could be invoked to aid explanation. Put simply, Goodman stated that given alter-
native explanations, preference should be given to the simplest. Defining simplicity is
not a simple task in itself, however. Simplest does not just refer to how many links there
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Figure 4.5 Structure of
deductive argument,
with known qualities
shown in black-filled
lettering. Cause, or
initial state of affairs, is
known as the law or
process. Deduction
logically derives effect,
final state of affairs,
from these first two. The
arrow indicates the
direction of the
argument, predictive
from cause and law to
effect.

Figure 4.6 Induction.
Cause (C) and effect (E)
are known. What is
unknown is how they
are linked, if indeed
they are. There are
innumerable potential
ways to link the two via
a number of possible
laws, but all links are
untestable and so
uncertain.

Figure 4.7 Abduction. Effect (E)
is known, as supposedly is law
(L) – shaded grey so conditionally
accepted. Argument works from
effect to cause. Law is applied
and different plausible links back
to cause made, but with differing
degrees of confidence (different
shadings). This means that there
are different potential initial
conditions (the ‘dashed’ Cs) that
the effect could start from.
Testing of the links back from
the effect can be undertaken to
select the most plausible
scenario.



are in a causal chain, but also to the ease of understanding, the relation of the explana-
tion to other explanations of similar phenomena and the context within which the expla-
nation is to operate. A long causal chain or even causal web may be appropriate in some
cases where a particular law provides a simple explanation in terms of always producing
a given effect, but which requires a long series of events to link cause and effect. In
other words, simplicity is not an absolute property of an explanation but a contextual
one. Viewing abductive explanation as being contextually bounded is important. It
highlights the conditional nature of this form of explanation.

Turner (2004) points out that there are two types of abductive arguments. The first
is for unobservable tiny entities, the second for unobservable past entities. Unobservable
tiny entities, such as electrons, are only known through their interaction with other
phenomena in experimental situations. Their existence is deduced from their effects.
Their use in explanation is that they function as a unifier for a range of phenomena that
would be difficult to explain without them. Additionally, they can be manipulated to
produce new phenomena through which new properties about them can be deduced.
Unobservable past entities cannot produce new phenomena as they cannot be manipu-
lated. Historical entities instead serve as unifiers of phenomena only. The reasons for
believing a historical entity indicates that a particular event happened, or that the entity
behaved in a certain manner, and may be based on manipulation of or analogy with
contemporary entities. Belief, for example, that a specific species of mollusc indicates
a change from fresh- to salt-water conditions may be based on observations and
manipulation of current mollusc species. This does not negate the fact that the fossil
mollusc cannot be directly observed or manipulated. The presence of the fossil mollusc
in a sedimentary profile can, however, serve to indicate a particular environmental condi-
tion. The fossil mollusc acts as a unifying entity integrating within it information about
the nature of a past environment, even if this information is derived by analogy with
current environments.

Abductive argument can be biconditional or conditional. An abductive argument is
biconditional if the cause thought to result in the effect can produce only that effect.
The usual statement of this is that if, and only if, C then E is true. If and only if a
specific cause C occurs then and only then will a specific effect E occur. There is, in
other words, a necessity for a specific effect to follow only from a specific cause. In
most cases, however, it is more likely that the abductive argument is only conditional.
The link between effect and cause implies only a probable inference. The usual statement
is along the lines: if C is true then E is true. In other words, a specific cause, C, occurs
and a specific effect, E, occurs, but C need not always result in E and E need not only
result from C. There is a varying degree of doubt that C will produce E. Abduction
searches for the range of hypothetical conditions that could link effect to cause via suit-
able laws. The laws should link the premises, the cause and effect, in a manner that
ideally produces a biconditional argument. Failing this the conditional argument should
be a highly probable or stable one. At its heart abduction requires a researcher who can
select. Selection of both what makes a suitable law, selection of causal pathways linking
cause and effect, as well as selection of what is the ‘simplest’.

Abductive arguments cannot be decided without recourse to reality, without inter-
action to determine which of the potential pathways linking cause and effect are present
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and which, if any, have or are operating. In reality, as von Engelhardt and Zimmerman
(1988) note, science is about the interplay of all three types of explanation: deduction,
induction and abduction.

Looking at Figures 4.5 and 4.7 it is clear that deduction and abduction are, in a limited
sense, mirror images of each other. Deduction works from cause to effect, abduction
from effect to cause. They work through the diagrams in opposite directions. The key
difference is that deduction has a logical necessity about its outcomes, whilst abduction
can only infer. Deduction permits only one certain link between cause and effect, whilst
abduction admits to an infinity of links – but each link has a different degree of certainty
or probability. Inserting deductive arguments into an abductive explanation could
provide the basis for limiting the potential pathways linking cause and effect, particu-
larly if induction, in the hypothesis-testing sense outlined by von Engelhardt and
Zimmerman, can assess the existence of the logic outcome in reality.

Any study of causality in science is likely to involve developing an abductive frame-
work within which competing or different potential pathways can be subject to deduc-
tive arguments and empirical testing. The exact make-up of any explanatory framework,
whether it is 50 per cent deductive or more, is largely irrelevant; what is relevant, as
critical rationalists have noted, is that any explanatory structure is capable of being tested
at some point within its structure. The possibility of failure of a structure, the potential
for falsification, remains a central feature of scientific argument, but it needs to be placed
within a larger context of the logic of the intermingling explanatory frameworks of which
it is a part.

Accepting the above argument, that science, or more specifically a field science such
as physical geography, is about constructing explanatory frameworks that are both abduc-
tive and deductive, the next question is how can we test these frameworks? Figure 4.8
illustrates a possible set of cause-and-effect relationships and is based on diagrams from
Pearl (2000), who also provides a probability-based justification for this approach. In
Figure 4.8a, cause and effect are clearly linked – one follows of necessity from the other.
No problem for discussion here. In the next case, Figure 4.8b, the situation is compli-
cated as there is now a third factor, Z, which could cause both C and E, breaking the
causal link between C and E. C is reduced to an outcome of a common cause of Z rather
than the cause of E. The more complicated case in Figure 4.8b is where Z can influence
C as well as C potentially causing E. There is a range of causal links, each of which may
be active or passive, and to differing degrees.

How can we decide which causal framework is correct or, rather, which is more
appropriate for our needs? In the cases above there is no way of deciding which causal
framework is most appropriate. Any information can be interpreted in favour of any
framework. The issue can be resolved if there is an intermediate effect in the graph, in
this case T. What T provides is the possibility of constructing a set of relationships in
which the causal linkage of one factor can be eliminated. Figure 4.8c outlines how this
can be done in this case. The link between C and T and between T and E is removed.
The figures illustrate the effect of controlling the influence of one factor whilst letting
the other factor vary. This is a simple illustration of what researchers have done for ages
in experimental designs. Assessing the influence of one factor whilst keeping others
constant is not a new idea, but within the context of causation it highlights the importance
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of understanding cause by intervention. Causation is no longer seen as something that
can be derived from theory alone; determining causation, deciding between causal path-
ways, requires intervention. Causal networks highlight that causation is a product of
human intervention in a system rather than as a property existing independent of that
intervention. Causation, in other words, has no meaning without human intervention.

Constructing causal networks also highlights another property of causation. A set of
entities and relations can be identified and defined as causal networks of a general type.
Any landslide, for example, will be expected to consist of a set of entities and relations.
The occurrence of a particular landslide will involve the activation of specific pathways
within the causation network. The former causal network is the general or type level,
whilst the specific landslide is the token level (Pearl, 2000). The token level is an instance
of the general or type level. The two levels are structurally the same, it is only the
specifics of each landslide scenario that differ. The two levels interact and inform each
other. More token-level events can help to clarify and refine the type-level structure,
whilst the description and explanation of token-level events relies upon the structures
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Figure 4.8 Initial simple cause and
effect relationship is complicated by
a confounding factor (Z). Introduction
of an intermediate factor (T)
between C and E provides
opportunity to assess the
cause–effect relationship.
Eliminating pathway C to T means
that only Z can cause. If E does not
occur in this situation then it implies
that C is required for E. Eliminating
pathway T to E, whilst retaining Z,
has the same result. This highlights
that causality is determined as
much by the activity of doing, of
finding appropriate intermediates to
eliminate or control for, as it is by
theorizing.



developed at the type level. In this manner the stability of certain causal networks is
established as more token-level events confirm the structure of the type level. Once a
researcher becomes confident of the nature of the type-level causal structures then
prediction and extension of the explanation can take place. This may involve stripping
the type-level event down to what the researcher regards as the essential components
and modelling likely behaviour based on these. The constant interplay between type-
and token-level structures can become ossified if the research community believes that
it has clearly established the causal network. In this case measurement of an effect and
its explanation may become so unproblematic that the effects are not questioned and
form a building block in the development of explanations for other effects.
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Case Study

General and token-type landslides

The identification of general types of landslides relies upon an extensive knowledge of
specific landslides. Detailed knowledge of the causes and characteristics of specific
landslides provides the basis for abstracting information that can be used to define gen-
eralities, or rather similarities, between specifics. A set of properties that seem to pro-
duce similar types of landslide, and upon which other types of landslide can be
differentiated, can be identified. These form the basis for classification schemes such
as Varnes (1958). At a simple level the classification schemes divide landslides up on
the basis of the material within which failure occurs, the speed of failure and the water
content of the landslide. On this basis classification schemes such as in Figure 4.9 are
constructed. Using such schemes any landslide can be located within the classification
matrix. Classification is not just a neutral activity. Identifying a landslide as a mudflow
means that you have identified that it possesses specific properties and, in addition, that
it will have other properties that you have not identified and will behave in a certain
manner. A mudflow will behave as a highly viscous fluid and would be expected to
move in a certain manner and at a certain velocity. The specific characteristics of any
individual mudflow may vary and velocities will not be identical, but they will be
expected to be within an identifiable range associated with that class.

Token level or individual landslides are, however, able to influence the classifi-
cation scheme. Apart from being the initial starting point for abstracting properties
for the original classification scheme, individual landslides can behave in a manner
that calls into question the expectations of classification. Petley et al. (2002) identi-
fied differences in velocity profiles between landslides undergoing failure along a
shear plane and failure by ductile deformation. Each landslide would have similar
characteristics of moisture content, failure speed and fail in the same material.
Detailed analysis of their profiles of velocity movement prior to failure highlights
that the mechanisms of failure are different (Figure 4.10). In the case of failure along
a shear plane, crack nucleation is followed by crack growth that establishes a failure
surface. In ductile deformation the stress is such that crack nucleation is possible,



but crack growth is not. This means that no shear plane can develop and the mass
fails as a single unit rather than along a plane of weakness. This difference is reflected
in the velocity of pre-slide movement. Identification of this difference in mechanisms
of failure, based on detailed investigation of specific landslides, could be used to
modify the classification scheme, the general level.

Material Rate of Movement

Fall
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Topple Slump Slide Sperad Flow
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Water Content

Rock

Debris/soil Topple Slump Slide Spread Flow

Figure 4.9 Landslide classification.

Figure 4.10 Plots of 1/v against time for different deformation modes in landslides, after
Petley et al. (2002).
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Summary

Explanation is a means of reducing uncertainty about reality. Explanation implies that
there is an interaction between the researcher and reality, based upon an impulse to
know about the physical environment and how it behaves. Deciding what is and what
is not an explanation implies that there is a set of criteria for judgement. This suggests
that explanation is a communal activity based on rules and conventions. At the heart of
explanation is a belief in causal relationship being present between entities in reality.
Deriving where causality lies, in the succession of events or in the entities, is an
important consideration. If causality resides in entities then they take an active role in
determining the nature of reality.

Linking cause and effect is a difficult process and relies upon some underlying theory
about how reality operates. This provides the basis for deciding that event A should be
connected to event B; indeed, that event A should be the cause of effect B. From this
simple relationship a different explanatory framework can be imposed. Deduction
assumes that cause and the connecting law or mechanism are known and that the effect
can be logically derived from these. Induction assumes that cause and effect are known,
and that it is only the law or mechanism that is unknown. Abduction assumes that effect
and law or mechanism are known and that a plausible cause can be inferred. Explanation
usually involves a combination of all three explanatory frameworks. Deciding on the
plausibility of a cause-and-effect relationship will involve the researcher intervening in
reality to try to control for factors assumed to be important in the explanation.
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Chapter 5

Probing reality

Probing and the dialogue with reality

Even when physical geographers have developed a theory about how reality operates
they still need to determine if this theory ‘works’ in the ‘field’. The ‘field’ refers to the
arena within which the theory is assessed to see if it operates as expected. This could
be the field as understood as the natural environment; it could be the field as understood
as a controlled subsection of the environment as in field trials. Laboratory-based and
computer-model simulations would also count as the ‘field’ in this context. ‘Work’ in
this context is assessing if the results of probing reality, its measurement, match the
expectations that have been derived from the theory.

The assumption is that the ‘field’ is the same reality whoever defines it, whoever
studies it and whatever instruments or techniques are used to assess reality. Recognizing
that the field is defined in different ways is not just an acceptance that different phys-
ical geographers are doing different things but that they may be operating within and
referring to different worlds. Despite these differences, physical geographers have to
assume, as outlined in Chapter 2, that there is a physical reality behind their investiga-
tions. This assumption does not, however, mean that their ‘fields’ of practical research
need to be defined the same way or approach each other in their characteristics. Much
as noted by Goodman (1960, 1978), researchers are into ‘world-making’. Important in
such world-making are the purposes and objectives of the research. These begin to define
the type of reality, the phenomena, which forms the basis of the researchers’ views of
reality. These objectives define the type of study to be conducted; that is, whether it is
a laboratory-based experiment, a field-based experiment or a field study involving direct
monitoring of the environment.

Any probing of reality is a form of intervention. Some researchers (Harrison and
Dunham, 1998) suggest that, as in some interpretations of quantum mechanics, reality
does not exist until the researcher intervenes. They suggest that reality does not cohere,
the wave functions do not collapse, until measured by the researcher. Interpreted in this
extreme manner, this means that the state of a glacier, the velocity of a river and the
entrainment of particles do not exist or occur until the researcher measures them, until
the researcher intervenes into the system. However, coherence of a physical system
above the quantum level does not necessarily require a human observer. The quantum
system is only observable under the unreal conditions of highly controlled laboratory
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conditions. Under these conditions the observer is the only entity that interacts with the
quantum system. In the ‘real’ world, quantum particles interact and the wave function
is resolved by these interactions with other entities (Spedding, 1999; Collier et al., 1999).
In other words, the uncertainties of the quantum level are resolved before the researcher
intervenes and measures the system; the wave functions have been collapsed. This means
that physical reality is not fuzzy and incoherent, nor in a series of potential multiple
states before the researcher measures it. Reality is a resolved, singular whole. This does
not mean that the researchers will have absolute knowledge of this singular whole, only
that they will be interacting and having a dialogue with an entity that exists indepen-
dent of them. This means that reality will operate and function as it does, whether
humans recognize it or not.

Intervention does, however, create different worlds by creating different dialogues.
The first step in this intervention is the framing of reality. Framing of reality involves
deciding what variables are important, how these are to be defined and measured and,
vitally, defining what is not important. This latter point highlights what is not to be
defined and considered important to the objectives of the project. Undertaking labora-
tory experiments could be viewed as the most extreme form of intervention as the reality
made becomes the experiment itself. A laboratory is used to exclude all reality other
than the variables thought to be important for the operation of the part of reality under
investigation. These variables are excluded because they are not thought to be important
for the creation of the phenomenon that is the focus of study. Only those variables and
relations thought, by some theory, to be important and involved in the creation of a
phenomenon will be used in a laboratory study. Even these variables and relations will
be closely controlled and maintained at magnitudes and frequencies that can produce
the phenomenon with the equipment available.

Laboratory studies require, therefore, a clear identification of the phenomenon to be
investigated. This often involves transferring observations of changes in the ‘field’, the
environment outside of the laboratory, and their interpretation as a significant phenom-
enon. The laboratory conditions then try to recreate the phenomenon as observed. A key
question that needs to be asked is whether the phenomenon being replicated in the labo-
ratory really is the same phenomenon as that observed in the ‘field’. Hacking (1983)
suggests that it may be the case that the phenomena in experiments only exist in the
experiments. The phenomena require the experimental conditions to exist. Rather than
replicating the conditions in reality that produced the phenomenon, the experiment
produces the only conditions under which a phenomenon can occur. These may be the
only conditions in which it can exist or conditions that differ from those that produced
it in reality. In addition, there is the problem of equifinality in the production of phenom-
enon in experiments. The experimenter can never be certain that the output from the
experiment, the phenomenon, is only producible by the conditions in the experiment.
There may be other conditions under which the phenomenon may be produced and these
may be more reflective of the conditions under which it is produced in the ‘field’. This
problem of replicating reality, or rather the conditions that produce the phenomenon of
interest, is a general problem in any study of physical reality. This problem was partic-
ularly acute within salt-weathering experiments in the early 1970s. Initial experiments
such as Evans (1970) and Goudie (1974) were designed to illustrate the potential effec-
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tiveness of salt as a weathering agent. The experiments were designed to maximize the
destructive power of salt on rock. This meant that saturated solutions were used and salt
supply was fairly continuous. This ensured a supply of an aggressive weathering agent
to the rock. This is a situation unlikely to occur in reality. Within the confines of the
experiment, however, this produced the desired effect: the rock broke down relatively
rapidly. Given the extreme circumstances, however, it was possible the effect might only
exist in the experiment itself rather than reflect the phenomenon thought to be observed
in reality.

McGreevy (1982) makes the point that a great deal of the variation observed in the
nature and rates of salt weathering in laboratory experiments may be the result of vari-
ations in experimental design rather than variations in the phenomenon itself. As the
desire to make the experiments more ‘realistic’ increased, so did the potential variation
in experimental designs. Alterations to variables such as salt concentration, salt supply,
weathering conditions and sample shape all become potentially important factors in
producing different degrees and types of weathering. The phenomena identified in the
‘field’ became increasingly complicated and difficult to understand as attempts to model
‘reality’ in the laboratory became more ‘realistic’. An important problem with these
studies is the type of effect measured. The manner in which weathering was measured
tended to be by weight loss or percentage weight loss of a sample. The relationship of
this index of change to phenomena observed in the field is unclear at best. Rocks under-
going salt weathering in the field exhibit specific forms of alteration such as flaking,
pitting and crumbling. Loss of material does occur, but visually it is the production of
distinctive forms that brings a phenomenon to the attention of an observer. Weight loss
is a relatively simple index to measure, although it reflects gross losses and gains to a
sample rather than just the effect of salt alone. Focusing on weight change as the index
for salt weathering severely restricts both the type of experiments that can be run and
the type of questions that can be asked about salt weathering. The researcher will focus
only on questions that can be answered by analysing weight change. Similarly, the whole
experimental design will be dictated by the need to weigh and reweigh samples. This
means that any design that does not involve repeated removal of the sample for weighing
would not give results that are comparable to other experiments. Once a technique
becomes established it is difficult for other techniques to develop to assess the same
phenomenon. This is because the results from the new technique cannot be, except in
certain circumstances, calibrated with the established index.

Moving to field-based experiments, such as erosion plots or weathering exposure
trials, there is less control over the variables and their variations. Experiments, such as
erosion plots, try to mix supposed control with the variability and uncertainty that 
is present in the reality. In erosion experiments, for example, variables that can be
measured and whose spatial variability can be restricted are usually ‘controlled’.
Identification of variables and their properties is dependent on the ability of the
researcher to measure them and to ensure that these properties remain constant or
different from each other within experimental plots. The researcher has to be confident
that the variable and properties measured do not vary spatially by a magnitude greater
than the variability between plots. The researcher is relying on the spatial homogeneity
of a variable or property to exist. Similarly, the researcher is relying upon any internal
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variability of a variable within a plot to have an impact upon the output measured that
is less than the impact of the difference in variables between plots. The researcher is,
therefore, assuming that they can determine the variability of reality at a scale relevant
for their study and that they can also measure a meaningful output from the reality they
have controlled. The researcher is relying on their measurement methods and theories
identifying and being sufficiently accurate so as to constrain variation to a level that
they deem sufficient for their analysis.

Monitoring of the environment suffers from difficulties as well. Although the
researchers may not be trying to control reality, or even ensure a lack of spatial vari-
ability, their activity is still interfering with reality. The act of measurement is always
an act of intervention. An example of this effect are attempts to measure stream veloc-
ities. Inserting a probe into a flow will affect the flow itself. There is a feedback between
the measurement instrument and the phenomenon that the researcher is trying to
measure. Eliminating the feedback and the impact of intervention is difficult as the
researcher cannot know what the phenomenon would have been if the intervention had
not occurred. The only way to measure the phenomenon is with the instrument that
causes the interference. The possibility of using a different instrument to measure the
same phenomenon may be seen as a solution to this problem. This entails a major
assumption, however. It assumes that the phenomenon has an existence independent of
the measurement instrument.

The above illustrates that the ‘field’ can be defined and constructed by the researcher.
Significantly, the field of one researcher is not necessarily the same as the field of another
researcher. Each researcher will have different theories to assess and define different
boundaries to the world they want to assess. It could be argued, however, that the devel-
opment of traditions amongst practising physical geographers means that there will be
similarities in the bounding of reality. Clear identification of boundaries, as noted by
Richards (1996) and Lane (2001), is vital for the development of intensive research.
Analysis of whether such clear and consistent bounding occurs between researchers is
unclear. World-making is a vital part of the research process, but it is often neglected
(or rather ignored) by scientists as it implies subjectivity in their world-view. World-
making does not negate objectivity but it does mean that researchers need to bear in
mind the consistency of their world-making as the basis for their decisions.

Measurement systems

Measurement of a phenomenon requires the use of instruments to probe reality and
impart quantitative information about its variability. Instruments are not selected in a
vacuum. Although the use of a particular instrument in a particular type of study may
become automatic, this does not mean that the use of the instrument is made without
some regard to theory. Theory guides the researcher in terms of what to study in the
physical environment and also what to measure.

Translating theory into something that can be assessed in the physical environment
means that phenomena are made measurable. As with the field discussed above, it is
often assumed that the phenomenon being measured is the same no matter how it is
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measured. Translations of theory into practice may differ, but these do not alter the
nature of the phenomenon being measured. Without this assumption measurement
between different individuals made in different places or at different times could not be
compared. The assumption does not, however, mean that this viewpoint is correct.
Within quantum physics there is a view that the observer and phenomenon cannot be
separated. The observer and phenomenon make up a single system, a measurement
system. In this context it is not possible to separate the measurement made from the
measurement system within which it was made. The measurement and the phenomenon
become combined in an unbreakable link in the measurement system. It is impossible
to talk of a separate existence for the phenomenon and so also, therefore, to talk of an
independent measurement of that phenomenon. This means that within the supposedly
objective, hard science of physics, it is accepted that reality and how it is measured form
an inseparable whole.

Rhoads and Thorn (1996b), based on the work of Suppe (1977), van Frassen (1987)
and Giere (1988), put forward a view that the measurement of information in the environ-
ment cannot be divorced from the theory guiding instruments used to measure the
phenomenon. They summarized this view within the model-theoretical view (MTV) of
scientific research (Figure 5.1). In this view a theory has associated with it a class of
abstract structures: its models. These models are all derived from the theory and form
a closely related family, related by the same postulates and laws. The models are inti-
mately linked to their parent theory, but the models also need to be linked to reality in
order to assess the theory. The linking is, as noted previously, achieved by the construc-
tion of hypotheses. These hypotheses are, however, related to the model, to the repre-
sentation of the theory, rather than directly to the theory itself. Previously, however, it

has been assumed that there is a link between
hypotheses and reality. This link is more indi-
rect. Hypotheses are linked to user-defined
classes of phenomena that are thought to be
present in the real world. Hypotheses are linked
to data collected about the phenomena classes,
not data collected about the real world as such.
Data production is not independent of its own
theoretical structures. Measurement of veloci-
ties within rivers by laser Doppler or acoustic
Doppler monitors relies upon auxiliary theories
in physics that link the change in wavelength
of light and sound with changes in velocity in
a fluid. Likewise, these theoretical changes are
only perceivable because they are ‘sensed’ by
the instrument. This produces another layer of
auxiliary theories concerning the changes in
voltage caused by changes in the environment
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external to the sensor. Similarly, there is a series of theories and protocols associated
with appropriate methods of data collection and appropriate methods of data analysis.
The layers are potentially infinite.

Combined, the auxiliary influences mean that there is a dynamic and ongoing process
of construction involved in defining, collecting and analysing any data set. Rhoads and
Thorn (1996b) call the aggregate of such a process a data model. The data model ensures
that there is compatibility between the data harvested from reality and the requirements
of the model to be assessed. As Rhoads and Thorn note this means that

a theoretical model specifies the pattern of data a phenomenon or set of
phenomenon should generate under a particular set of idealized conditions and
the data model reveals whether this pattern of data is, in fact, present in the
data collected from the real world.

(Rhoads and Thorn, 1996b, p. 128)

This means that the theory explicitly guides the researcher and ensures that the data col-
lected are appropriate for its assessment. Data are not raw material, ready for collection
and divorced from theory. Data are defined and constructed by the theory via its theoret-
ical models. The wonder is that the same data can be appropriate for the assessment of
different models. This implies that the link to a specific model is not limited to a one-to-
one relationship. Aspects of data are relevant to different models, potentially related to
different theoretical frameworks. This may imply that data are real, that data do exist inde-
pendently of theory. Alternatively, this property may reflect the limited manner in which
models are perceived, and the limitations on what can be measured in the real world.
There may only be a limited number of models that can be derived from a theory that are
capable of assessment and of these most may require the same data for assessment.
Similarly, what is appropriate data may be defined very narrowly by a specific field of
enquiry. This means that a tradition or habit will prevail in what counts as correct data.

It should not be assumed, however, that data are static. The information collected by
a single instrument may be capable of conversion into other data, other information,
using different analytical procedures. Velocity measurements of a single point of flow
may appear to produce no pattern when plotted against time. Their subsequent analysis
using a running average may highlight patterns that were not visible before. Could you
say that the same data were involved in each case? If you accept that data refer to the
single measurement points then the answer is yes, but if you view data as the final
information produced then the answer is no. Information is always capable of reinter-
pretation. Reinterpretation depends upon the development and application of new auxil-
iary theories and upon the impetus to extract such information based upon a new theory
or new model that specifies different data for its assessment.

Rhoads and Thorn (1996b) highlight that the MTV view could be advantageous in
physical geography. MTV puts the model rather than the theory at the focus of analysis.
This is useful in seeming to mimic what actually happens in physical geography,
according to Rhoads and Thorn, but it is also problematic. The model is the thing being
assessed and so it is also the thing being rejected or accepted. The status of the theory
from which it is derived is always uncertain. Much as in Lakatos’s research programmes,
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the central core can never be attacked, can never be accepted as a firm or even ‘real’
foundation for understanding. It is only the protective belt of models, in this case, that
are exposed to debate. This does, however, mean that study tends to focus on the level
of reality appropriate to the model. Assessment is being made of the model derived from
a theory that is likely to use other theories based in physics and chemistry for its
construction. These ‘deeper’ theories do not become the focus for rejection, only the
models derived from a theory of which they are building blocks.

MTV does not require that models be expressed mathematically. This means that cher-
ished concepts in physical geography that are expressed qualitatively are acceptable as
theories. This does not imply anything about what is acceptable as data within a data
model, however. Physical geographers may be happy to accept qualitative theories, but
may be more reluctant to accept qualitative information in their data models. Criteria of
acceptance need not be the same for each part of the MTV process. Central to the MTV
is the role of hypotheses, which many physical geographers have argued are a central
aspect of practice (e.g. Chamberlin, 1890; Gilbert, 1896; Schumm, 1991; Baker, 1996a,
1996b). The application of MTV to biology, with its similar field-based phenomenon, is
a good illustration of the potential of the approach (Thompson, 1983; Beatty, 1987).

Although the MTV has yet to be fully applied in physical geography, it does suggest
a potential for developing an alternative, but compatible, framework for investigating
reality in a field discipline relative to the ‘hard’ sciences. Physical geography has tended
to ‘borrow’ heavily from physics and chemistry to justify its methods and practices. The
difficulty of applying conditions of control and certainty of causality, however
misplaced, to phenomena in the field has proved difficult if not pointless. Physical geog-
raphers have tended, whether by design or by intuition, to employ a technique that they
feel increases the certainty of their explanations: the principle of triangulation. Although
the term is again borrowed, this time from surveying, it does act as a good metaphor
for the development of practices for obtaining evidence in physical geography. Within
surveying triangulation refers to the technique for locating a single unknown point from
different known points. Increasing the number of known points from which a single
point is observed should fix that point’s absolute location more and more accurately.
There is increasing confidence in the belief that the point is accurately located the greater
the number of surveying stations used to determine its location.

Triangulation within physical geography metaphorically refers to the use of different
methods and different sources of information to assess the same model and, by impli-
cation, theory. This does not necessarily mean that different data models are being used.
The same data model may permit different types of information to be collected, each
valid as a means of assessing the theory. When the different methods or different sources
imply that same result, then there is a convergence of evidence. When the different
methods all diverge, they imply that there is no agreement about the status of the model;
that is, whether it is valid or invalid. Their divergence does cast doubt over the status
of the model, and hence theory, increasing the level of uncertainty about its explana-
tory potential. An interesting situation may arise where there is both convergence and
divergence. In this case some methods may imply a similar result whilst others may
imply a different but consistent result. In surveying this would point to a systematic
error in the locating of a point by certain surveying stations. A search would then 
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Case Study

Multiple working hypotheses

The method of multiple working hypotheses (MWH) has been championed by many
authors (e.g. Haines-Young and Petch, 1986; Baker, 1999). An early paper to explore
this method was by Gilbert (1896) in relation to what he described as a topographic
problem. Gilbert called a hypothesis a ‘scientific guess’ (1896, p. 1) and viewed the
initial guess as the first step an investigator made to connect a group of facts and a
cause. Rather than starting with a blank canvas Gilbert saw the hypothesis as linking
existing cause and effect. The role of the hypothesis was to provide a means for
extracting information that would assess the validity of the link between the two.
Gilbert reasoned the link as follows:

In other words, he [sic] frames a hypothesis or invents a tentative theory.
Then he proceeds to test the hypothesis, and in planning a test he reasons
in this way: If the phenomenon was really produced in the hypothetic
manner, then it should possess, in addition to features already observed,
certain other specific features, and the discovery of these will serve to
verify the hypothesis.

(Gilbert, 1896, p. 1)

The hypothesis suggests new features, new observations which should exist if it is
true. The investigator searches for these new features and if they are found the theory
is supported; if not, it is rejected. Gilbert states that a theory is accepted as satisfactory
if the new features found to support it are numerous and varied. Gilbert does not
seem prepared to accept a single new feature as sufficient for accepting a theory.
Gilbert states that a series of trials will result in inadequate explanations being set
aside until one is found that satisfies all the tests carried out. Unlike Popper, Gilbert
views this method as leading to verification of a satisfactory theory rather than 
non-falsification.

Gilbert then applies his technique to the problem of a crater at Coon Butte in
north-eastern Arizona. Gilbert put forward four hypotheses that could explain the
crater: explosive formation, meteorite impact, volcanic intrusion and volcanic explo-
sion. Gilbert assesses each hypothesis in turn, using existing evidence in the case of
the explosive formation and volcanic intrusion, and then outlining the critical testing
he undertook to assess the remaining hypotheses. In each case Gilbert outlines a
logical, deductive sequence of events that could have resulted in the formation of
the crater under each hypothesized cause. Associated with each sequence was a set
of features that should be present if the sequence occurred. Data collection and
analysis is then focused on identifying the presence or absence of these features for
each hypothesis. This means that data collection and analysis is always done with a
clear purpose, never for its own sake.
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The explosive formation was initially supported by the circular shape of the crater
and by the presence of iron, which was thought to have been ejected by the explo-
sion. Analysis of the iron suggested it was of extra-terrestrial origin, so eliminating
the explosive hypothesis. The volcanic intrusion hypothesis relied upon the presence
of a laccolite under the crater. This intrusive form would have forced the limestone
and sandstone strata to deform as a dome. The crater would represent the remains
of this updoming. The lack of any volcanic rocks within the crater eliminated this
hypothesis.

The last two hypotheses were assessed by Gilbert in the field data himself. He
devised two critical tests, highlighting his concern that no single line of evidence be
sufficient to verify a hypothesis. First, a detailed topographic survey should indicate
if volume of material in the rim matched the volume of material excavated from the
crater. Gilbert believed, from experimental work with projectiles, that a meteorite
with a volume of 7.5–60 million cubic yards was necessary to produce the crater.
Absence of any difference in volumes between the rim and crater would indicate that
no such additional mass was present. Second, Gilbert carried out a detailed magnetic
survey, reasoning that an iron meteorite should leave a high iron content in the crater
that would produce a deflection of a magnetic needle. The topographic survey found
the same volume of material in the rim as excavated from the crater, 80 million cubic
yards. Likewise, the magnetic survey found no deflection within the crater relative
to the plain upon which it was located. Both these critical tests meant that the meteor
hypothesis should be rejected. Although Gilbert does reject the hypothesis, he appears
reluctant to do so. In the text he states that this was his favoured hypothesis before
fieldwork began. Even when the data confronted him, Gilbert resorted to experi-
mental work to assess if the meteor could have been smaller or at a depth where its
magnetic influence would not be detectable at the surface. Although he does not
accept the meteor hypothesis, his comments leave it as an uncertain rejection rather
than one condemned outright.

The remaining hypothesis is not contradicted by the field data, but neither does it
seem to be critically verified. Gilbert argues by analogy with other craters that are
thought to have been formed by volcanically induced steam explosions. It is
important to recognize that Gilbert’s analysis does not just rely on the field data.
Gilbert switches between argument by analogy with other known forms and to exper-
imental work on processes such as projectile impacts. He uses the information from
each to try to justify his deductive arguments about what features should be expected
for each hypothesis. If the links between experimental work or analogy and his argu-
ment are later shown to be erroneous then his chain of reasoning breaks down. The
results and rejections rely on his reasoning being valid; if it is not, then the status of
each hypothesis could alter.
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Case Study

Triangulation of techniques – measurement of surface
form on rocks

Analysis of the morphology of weathered surfaces has used a variety of techniques.
Trudgill et al. (1989, 2001) used a micro-erosion meter to measure changes in the
height of points on a surface relative to a reference plane. An indication of change for
each surface was derived by averaging the height changes for 120 points over each time
period. It was assumed that 120 points provided a satisfactory representation of the sur-
face. Williams et al. (2000) used a laser scanner to characterize surfaces on wave-cut
platforms. Their method collects tens of thousands of height points in each time period.
Inkpen et al. (2000) used close-range photogrammetry to derive a photogrammetric
model of rock surfaces. The number of point data on any particular set of images col-
lected depended upon the requirements of the operator in analytical photogrammetry
and the software in digital photogrammetry. Both papers assume that the surface they
are trying to measure is real, but both also highlight that the techniques being used have
problems, or rather limitations, in providing a ‘true’ measure of the surface. Any mea-
surement technique carves reality up in a distinct and limited number of ways. The
entity resulting from the carving of reality is not understandable outside of the context
of its associated measurement technique. Linking entities between techniques implies
an ability to agree on the presence of an identical carving of reality.

In both studies, the surface heights are only the final outcome in a complicated
network of relations. Hidden behind these heights are a raft of other networks such
as technical experts and commercial organizations, as well as material networks such
as electronics and other equipment. These networks are often hidden and become
‘black boxes’ of which the individuals measuring the surfaces know very little. With
the laser scanner, for example, detailed knowledge of the electronics and how these
influence the operation of the scanner may be required to interpret the behaviour of
the laser. This is contained within the software used to analyse the returning laser
light. With commercially available scanners, it is likely that few users would under-
stand the equipment in such detail or even be aware of how different contextual
conditions may influence results. An important part of these intertwined networks is
the training required to produce the surface heights. Close-range photogrammetry,
for example, requires the user to understand surveying techniques, photogrammetric
techniques such as the ‘floating point’ measurement of heights, and to establish
appropriate control networks. The implementation of this training requires existing
and often expensive capital equipment, such as the total station and analytical plotter.
The recent and increasing use of digital photogrammetry to interpret stereo-images
does not remove this knowledge, but again hides it within the software.

Each paper uses a different property of the surface to determine the nature of that
surface. The laser scanner measures surface height by measuring the time it takes
for light emitted by the laser to return from a surface. The return time is a function
of the laser velocity as mediated through interaction with the target surface as well
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as its transmission through the instrument lens and detector. These data can then be
related to the control frame to permit a calculation of surface heights. Close-range
photogrammetry uses stereo-images of a surface taken with a calibrated camera as
the data source. There are particular photographic requirements that must be met to
provide an adequate pair of images; for example, at least 60 per cent overlap between
the images. The surface properties as detected by the film and transmitted through
the lens are the basis of all further manipulation of the information. A long proce-
dure of image interpretation is then required before a product of surface heights can
be produced. With digital photogrammetry there is often the additional step of scan-
ning photography to go through, a step which can introduce another source of change
into the information contained in the images. These differences in the routes used to
determine the same product, surface height, can remain hidden once the data are
presented and interpreted as a real set of surface heights.

Despite the similarity in the final output, surface heights, and the commonality of
the subject area, both papers are associated with slightly different networks of rela-
tions that define their techniques. Both networks, however, provide for stable trans-
lations of instrument readings into representations of a ‘real’ surface. Similarly, both
networks have a set of established common practices and are highly dependent on
the crystallization of network relations into durable and expensive equipment.

Both sets of height values are interpreted as if they refer to the same entity. Outputs
from both measurement techniques are assumed to be different pictures of the same
real surface. The differences between the two networks are reconciled through the
idea that they refer to the same entity: surface height points. The unproblematic nature
of these points hides the differences in training and errors. Differences in surface
heights are usually interpreted as errors that displace the surface heights from their
‘true’ values. Assuming a common external reality removes the point measurement
from the measurement system of which it is a part. Taking the point measurement
out of this context means that it can be manipulated and interpreted independently
of its origin and, significantly, context. It might be argued that the various control
networks and systematic testing of each technique means that the results produced
are reliable and do refer to the same underlying reality. Likewise, comparison of the
two systems by measuring a standard surface should illustrate their accuracies and
errors. Such testing and control is, however, only ever made within the context of
the measurement system itself. How can a standard surface be produced without a
measurement system to define it as a standard surface? The techniques measuring
the surface would still produce error terms specific to and an integral part of that
unique measurement system. Although it would be assumed that both techniques
provided the same data on the standard surface it could equally be argued that each
measurement system is measuring a property of the surface that has been defined as
surface height. The surface and instrument properties each measurement system is
using to derive information could be different, but within our interpretative network
they are lumped together as surface height. It is the assumption of real external
surfaces with a singular property called surface height that permits both the
accommodation of the information from each technique into a common interpreta-
tive framework and the decontextualization of the information about surface heights.
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be made for possible reasons why these stations produce such systematic variation. 
A similar conclusion might be drawn in physical geography. The presence of both
convergence and divergence may point to a systematic variation in what each model,
and the associated data model, explains or indicates about the phenomenon. Such differ-
ences may point to different theories and models illuminating different aspects of a
phenomenon rather than being the explanation of a phenomenon.

Practice in physical geography

Putting any theory and its associated models and data models into practice, actually
assessing them, involves the development – or rather construction – of a location for
that purpose. Location can refer to a laboratory as much as to the field or experimental
plot. The important point is that all locations are prepared in some way; they are not
reality as it is, they represent reality as conditioned and constructed, often physically,
by the researcher. This construction has been noted above, but the question becomes
how is this carried out in any study? Richards et al. (1997) and Richards (1996) provide
some indication of the approaches available to physical geography. Richards et al. (1997)
view two relationships as key in measurement: from the real to the actual and from the
actual to the empirical. In other words, taking a realist perspective on measurement, the
key relationships concern the interpretation or mediation between the levels of reality,
the real, the actual and the empirical. Richards et al. (1997) see physical geography as
having vague and imprecise concepts such as equilibrium, and it could be claimed more
recently self-organization, that are translated into entities capable of measurement, as
noted in Chapter 2. They see a problem, however, in this imprecision. Imprecision means
that there may be more than one translation thought to be acceptable, and so different,
distinct entities are classed as the same thing. Equifinality appears because of this impre-
cise translation. The second relationship, between entities and facts, they term ‘trans-
duction’. Relating their definition to Pawson (1989), they view transduction as the
conversion of an entity to a measurable quantity. The process involves conversion of
one thing into another, or rather the representation of one thing by another. Different
measurement systems could be used to identify and measure an entity and all could
concur that it exists and responds in a similar manner to each measurement system. In
this case it could be argued that there is increasingly greater confidence in the ‘real’
existence of the entity. The idea is, as noted by Hacking (1983) as well, that if different
measurement systems with different auxiliary theories identify and quantify the same
thing in the same manner then there is likely to be something ‘real’ behind the measure-
ments. Whilst this is a reasonable starting point, the researcher can never be certain that
what the measurement system coincides or triangulates upon is the entity that they
believe exists. It may be an entity, but its properties may produce effects beyond those
measured and its actions may only be measurable through its constant co-occurrence
with other entities in the measurement contexts studied. These problems may become
clearer if fieldwork is undertaken. This is another case of the importance of practice and
theory informing each other.
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Richards (1996), building on previous work, sets out the case for different types of
research strategies within physical geography. He tends to build upon the intensive/
extensive division suggested by Sayer (1992) for use within the social sciences. In this
framework, an extensive research strategy, which Richards broadly equates with more
‘positivistic’ science, identifies, defines and even quantifies relationships between enti-
ties by using a large number of measurements or samples. These are samples of reality.
Samples are used in extensive research strategies to illustrate the product or the form
of a variable. Samples are required in large numbers because they are used to define
and quantify statistical relationships. More samples means greater confidence in the pres-
ence and nature of the statistical relationship. Extensive research strategies focus on
gathering information on generalities, on patterns of forms. This requires a lot of
information on these forms, and so requires a large number of samples. The samples
studied possess the property in which the extensive research strategy is interested.
Individually samples may possess other properties that could vary between samples.
Unless these other properties dramatically disturb the predicted pattern produced, they
are invisible in the extensive research design. Extensive research is not interested in
assessing the complexity or even complicated nature of the production of a particular
form. Richards (1996) suggests that this reflects the usefulness of the extensive approach
for positivistic and reductionist views of science. Patterns exist across different specific
contexts. Data are collected concerning these patterns from different specific contexts
and so they represent generalities that can be discovered in reality. The relationships
that produce these patterns can be quantified and even modelled. Predictable outcomes
from simple interactions of specific variables are the end result of extensive research.
Why these patterns occur, and why they occur in specific situations and not others, is
not really within the scope of an extensive research design.

Intensive research strategies are, according to Richards (1996), more in tune with a
realist perspective on reality. Examples rather than samples are the focus of this strategy.
Intensive studies deal with few or even only one detailed case study. The purpose of
this case study is to identify and explore how mechanisms (the real) operate in a given
set of circumstances (the actual) to produce measurable alterations (the empirical). Case
studies permit analysis of phenomena across all three levels of realism’s stratified reality.
Central to the development of the case-study approach is a clear understanding of the
theoretical aspects of a location. Abstraction of a theoretical basis for entities and inter-
actions within a location provide the basis for any case study. From this framework,
expectations of behaviour can be derived and applied to help in measurement of the
environment. Observations within the case study are the contingent outcome of the pres-
ence of general mechanisms and the coincidence of appropriate entities for the media-
tion of them. These entities exist only within a specific spatial and temporal context:
the field location. Their mediation of mechanisms produces the range of measurable
variables used in analysis. Mechanisms operate with differing intensities because of the
uniqueness of the context, the uniqueness of the entity mix, with some mixes enhancing
the action of a mechanism whilst others inhibit it totally. It is only through an explo-
ration of these different and unique contexts that the generality of mechanisms can be
recognized and, importantly, the conditions of their operation even partially understood.

1
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This form of strategy is viewed as more appropriately suited to trying to understand
detailed process–form relationships.

Case-study protocols have been commonly used within social sciences. Their role is
much as identified by Richards (1996): the application of theoretical structures to specific
situations or contexts. As in Richards’s scenario, this application permits a greater under-
standing of the operation of a theoretical structure by identifying the parameters and
limits of its actions. This strategy, however, relies upon the appropriate identification of
a theoretical structure and its translation into a field location. Richards (1996) suggests
that rather than field studies just being either extensive or intensive, it is more appropriate
to view them as continually switching from one form to the other:

However, these two styles of research, and the generalisations and explanations
that they generate, are inextricably linked, and in any area of geomorpholog-
ical enquiry there is a continual spiralling between them. This reflects a move-
ment of the study from outside the case(s) in more extensive investigations, to
inside a case in an intensive investigation (when new questions may be posed
that require the embedding of additional extensive enquiries within the intensive
case study).

(Richards, 1996, p. 175)

The important point is that the two forms of strategies need to be combined to study
physical reality. Constructing a theoretical framework for intensive study requires some
initial starting point, often provided by information derived from extensive studies.
Extensive studies can help to identify entities that may be of significance within a partic-
ular theory, that tend, for example, to co-vary in a predictable manner producing distinct
patterns. By using this information it is possible to identify field locations where these
variables are present and where their operation should be open to monitoring and further
analysis. Vital to this latter task is the appropriate closure of the location. This means
that the identification of the system under study and its environment are significant
preliminary stages of any investigation. Identification of boundaries and the theoretical
context within which they are identified are important aspects of any investigation.
Likewise, the measurement of a range of entities and their values within the bounded
location is important. Rather than just a single property, intensive study is interested in
characterizing the location. For this it is necessary to understand the detailed spatial and
temporal variations in the location. The operation of a mechanism is likely to be reflected
in and impact upon these variations in process and form. The purpose of the intensive
study is to trace the mechanism in its mediation to the actual and empirical. This means
detailed and wide-ranging measurement of entities and properties rather than just a
simple single property measurement.

The analysis of the operation of mechanisms can only be made if the conditions of
their operation are fully understood. Although this may be impossible to achieve prac-
tically, the narrowing of the potential uncertainties in the system can help to narrow the
potential range of actions of mechanisms. It is important that the properties of any
selected field location are outlined clearly and justified in terms of the mechanisms under
investigation. In this manner it becomes clearer why specific results might be expected
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at these locations. Establishing the action of mechanisms at one location does not,
however, imply that these mechanisms operate in a similar manner elsewhere. This is
where further extensive studies to identify locations with similar properties and with
dissimilar properties are necessary. Intensive study of similar locations provides inform-
ation on the general nature of the operation of mechanisms for a given set of conditions
and how variation of these conditions affects the mechanisms. The dissimilar locations
can help to assess if mechanisms can operate even when specific conditions appear to
be inhibiting. Additionally, undertaking an intensive study may require the use of exten-
sive surveying techniques to analyse a particular aspect of the operation of mechanisms
in a location. For example, in a detailed study of velocity structures within a stretch of
river, intensive strategies involving monitoring of a range of parameters may still require
the use of a sampling strategy to select appropriate points. The points sampled are then
likely to require further statistical manipulation to produce a ‘representative’ numerical
description of the flow. Although the statistical manipulation may be tightly constrained
by established practices, the data collected and analysed still require both extensive and
intensive methods of data collection.

1
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Case Study

Linking process and form – intensive study of bedforms

Interpretation of process and form links in physical geography has often been viewed
as a simple cause-and-effect relationship. Process is equated with cause and form
with effect. The relationship is likely to be more complicated than this simple view.
Lane and Richards (1997) assessed the linking of form and process within a specific
river channel. Initial analysis of the data from an active braided reach of a river, the
Arolla, in a glacierized catchment in the Swiss Alps, suggested that there was a good
correlation between the magnitude and direction of a change in discharge and the
volume of material eroded or deposited. Large events produced the highest erosion.
This observation would support a simple interpretation of magnitude and frequency
relationships outlined by Wolman and Miller (1960). Closer analysis of the data
suggested a more complicated relationship, however. Sediment supply seemed to also
influence the magnitude of erosion or deposition. Specifically, points later on the
rising limb of the hydrograph showed less erosion and even deposition in some cases,
whilst the falling limb often showed deposition independent of the magnitude of flow.
This suggested that both discharge and sediment supply controlled channel change.
The situation was even more complicated. Sediment supply itself was determined by
patterns of upstream erosion and deposition as well as local supply of sediment from
bank erosion. Upstream sediment supply depends on the interaction of daily discharge
with available sediment. The possible multiple combinations of discharge and sedi-
ment supply mean that it is impossible to specify in advance what discharge will be
the ‘dominant’ flow within the channel producing alteration. The concept of a ‘domi-
nant’ or formative event can only be meaningfully understood within the context of
the whole catchment. Understanding a particular reach where measurements need to



be taken cannot be divorced from the relationship of that reach to the rest of the
catchment.

This view of magnitude and frequency relationships also meant that the response
of a reach to an event could not be understood without reference to the history of
that reach, the ‘conditioning’ effect of previous events. Lane and Richards suggest
that history has a spatial manifestation in the morphology of the reach. Process of
sediment transport will be influenced by channel morphology and vice versa. As the
channel morphology alters so the sediment-transporting capacity of the channel will
alter. Figure 5.2 illustrates how the patterns of erosion and deposition altered in the
reach. Initial deposition on both sides of the channel, with erosion confined to 
the scouring of a narrow channel, produces a morphology that will influence further
zones of deposition and erosion. The lateral depositions acted as sediment 
sources for the next morning flow. Consequent downstream deposition encouraged

the development of a new medial
bar. The sensitivity of different
areas of the morphology to change
varied as well. The fossilization 
or otherwise of features depends
upon their interaction with pro-
cess events, that are themselves 
mediated by morphology. Lane
and Richards suggested that 
the long-term development of the
main medial bar was determined
by the effects of processes oper-
ating at a shorter time-scale and
smaller spatial scale. These pro-
cesses, however, altered as the
morphology evolved. This means
that process events cause change
in the morphology of the reach,
but in turn the process events are
mediated by the initial morpho-
logy. The precise response of a
reach to a process event will vary
as the morphology evolves. His-
tory, as noted by Schumm (1991),
is important for understanding
physical systems.
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channel, from Lane and Richards
(1997).
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Case Study

Probing reality – fluvial flow structures

The nature of river flow has recently been the subject of debate in the study of gravel-
bedded rivers (e.g. Yalin, 1992; Biron et al., 1996; Bradbrook et al., 1998; Lane et
al., 1999). Buffin-Belanger et al. (2000) set out to confirm the existence of large-
scale flow structures and develop a technique for improving the visualization of these
forms. From this technique, they suggest that the high-speed ‘wedges’ of flow display
a complex organization. This paper illustrates a number of points relevant to this
chapter. The construction of the entity of study – the high-speed wedges – relies
upon the use of specific detection methods and a specific theoretical framework. The
new technique of analysis actively constructs the new entity of analysis, the velocity
fluctuations in a space–time matrix. Lastly, the outcome of their analysis provides a
basis for further discussion of their constructed entities. The entities can be treated
as if they were real and so debated amongst other researchers in the field. This does
not mean to say that they are ‘real’ or understandable isolated from the measurement
system, only that they can be treated as such for discussion.

Buffin-Belanger et al. (2000) begin by noting that Falco (1977) modelled a link
between small-scale eddies and larger-scale flow structures. These forms could be
identified by their velocities relative to the velocity of the flow as a whole; they were
either higher or lower. Similar theoretical and empirical structures were identified by
Brown and Thomas (1977) and Nakagawa and Nezu (1981) (Figure 5.3). Importantly,
these large-scale features have been identified by a combination of procedures
involving multiple sensor arrays and visualization techniques rather than single
sensors. The flow structures are only identified when time periods are aggregated
and compared to the average flow velocity of the river. The flow structure is an arte-
fact of a comparative computational process. This highlights that the entities are
represented only within computational analysis; without this computation, and deci-
sions about periods of time being above or below the average values, the entities
would not exist within studies.

There has been a triangulation of different techniques, upon what is perceived to
be a real set of entities, that seems to increase confidence in their reality. Kirkbride
and Ferguson (1995) and Ferguson et al. (1996), for example, use Markov chain
analysis on velocity data from three different heights in a natural gravel-bedded river
to identify different velocity states. Roy et al. (1996) use a single-probe burst tech-
nique to identify flow structures near-bed and in the outer reaches of flow. The flow
structures are assumed to be real and so must possess certain properties, common to
all flow structures, which can be measured. It is these properties that the measure-
ment systems are designed to identify and quantify. The runs of higher and lower
values than average have a pattern that reflects the theoretical structure of the entity,
of the flow structures. The convergence of different measurement techniques on the
presence of these runs of values is viewed as evidence for the reality of these entities.



The measurement systems used, however, are all designed to identify the units that
make up the entities, the velocity measurements of a specific time slice.

Buffin-Belanger et al. (2000) measure their velocities in a straight section of the
Eaton North river, Quebec, Canada, at relatively low flow. The river had a poorly
sorted gravel-bed with a D50 of 33 mm and a sorting coefficient of 2.9. Mean flow
depth was 0.35–0.40 m and mean flow velocity was 0.36 ms–1. A beam was stretched
across the river and a movable support arm attached to this. Three March McBirney
bi-directional electromagnetic current meters (ECMs) were fixed 8 cm apart on a
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wading rod attached to the support arm. Each probe had a sensing volume of 3.25–3.9
cm3 and a low-pass RC filter with a time constant of 0.05 s. These sensors were
arranged to permit three simultaneous measurements of streamwise and vertical
velocity components. The simultaneous measurement of these components was
essential for the latter processing of the information to derive representations of the
flow structures. The data model even at this stage influences the nature of the
measurements taken. Twenty-three combinations of three simultaneous velocity
measurements along five vertical profiles were taken along a 1.3 m transect parallel
to the average flow streamline. This means that the latter condition of the average
flow streamline had to be identified in the field and the equipment moved to be
parallel to it. This restricted the experiment to a relatively straight stretch of river,
as already noted. This could restrict the phenomenon being identified to only these
experimental conditions rather than identification of a universal feature of all
stretches.

In each vertical profile initial velocity measurements were taken at 3.5, 11.5 and
19.5 cm, with additional profiles being taken at 2 cm intervals up the rod until a
height of either 25.5 or 27.5 cm was reached (the water surface). This experimental
design produced 12–13 elevations with a total of 69 points of velocity measurements.
At all points the streamwise (U) and vertical (V) velocity components were sampled
for 60 s at a frequency of 20 Hz. In addition to these data additional information was
obtained from a triplet of measurements over a 20-minute period at a frequency of
20 Hz. This permitted an assessment of the temporal variability of flow structures
identified.

The above detailed description of the location and method provides information
on the requirements for identifying the phenomena. The entities trying to be identi-
fied are not obvious from visual examination of the river. Instead, the entities are
believed to exist from theoretical considerations, but their presence can only be
confirmed by their signal in a specific and well-controlled set of information. This
means that a detailed and well-confined experimental design is required to generate
the quantity of information that can be statistically processed to derive appropriate
representations of the entities. Do the phenomena exist outside of these carefully
constructed experiments? For discussion of the entities, it has to be assumed that
they do, but argument about the nature of these entities requires the same painstaking
control of the environment to glimpse the entities.

Analysis of the data takes a similar approach of triangulation. Many statistical
interpretations of the data are used, rather than a single one, to obtain different repre-
sentations of the entities. Space–time correlation analysis (STCA), based on the
calculation of correlation values between samples at different spatial locations and
at different time lags, is used. From STCA the maximum correlation values (rmax)
and the time lag of this, (Lmax), are key derived properties of flow. A multi-signal
detection technique is also used, based on computing the joint time-series by aver-
aging instantaneous velocity fluctuations for the three signals over a time period 
(1 s in this study). Flow structures are detected using the U-level technique (Bogard
and Tiederman, 1986). This is based on the magnitude of the deviation of an
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instantaneous velocity value (standardized) from the average value of the time-series.
High- or low-flow velocities are identified relative to some threshold value, in this
case the mean and variation from it.

The key innovation is, however, the use of a novel method for visualizing flow
structures. Velocity fluctuations (deviations of instantaneous velocity from the
average of a time-series) are represented for each height as either a positive (black
line) or negative (white line) deviation. The resulting matrix provides a visual repre-
sentation of the persistence or otherwise of flow structures (Figure 5.4). Buffin-
Belanger et al. suggest that the matrix is like an unrolled film beginning at the right
edge and ending at the left. Visually it seems similar to a bar code and could be seen
as representing the ‘signature’ of a river’s flow over a given time period. With this
method large areas of black or white represent the persistence of flow structures, and
the timing of these structures or wedges between the sensors can be determined so
identifying the characteristics of the shape of these flow structures. Refinements can
be made to this matrix by adding thresholds for low and high flow enabling ‘noise’,
small fluctuations, to be downplayed relative to the large fluctuations at the core of
the high- and low-velocity wedges.

The whole paper is concerned with being able to identify and visualize the flow
structures. The structures as such cannot be sensed directly, but what can be sensed
are the expected properties of these entities. Changes in velocity are a representation
of these entities, although they are only a single, specific property associated with
them. To this single measurable property a range of statistical techniques have been
applied that seem to converge on both the identification of the entities and on their
nature. Whether the convergence is because the entities are real or because the
measurement systems are searching for the same type of change is irrelevant. The
information is treated as if the entities are real and have a representation in the data.
Flow structures are constructed by both sensors and statistics, but their reality is no
less ‘real’ because of this. Their reality lies in their use as objects for discussion and
analysis, objects that can be identified by others with measurement systems and their
nature contested and tested by others.
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Figure 5.4 Representation of velocity changes, from Buffin-Belanger et al. (2000).
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Computer simulation of reality

Computer simulation of reality is another means by which the operation of reality can
be probed. Models are particularly relevant within physical geography where they can
provide information on changes that may be beyond the lifespan of investigator or
project funds. By building process-based models, for example, it may be possible to link
process studies to long-term evolution of the landscape. Likewise, models can provide
useful ‘what if’ scenarios where manipulation of reality at a scale sufficient to provide
such information is not possible. Haines-Young and Petch (1986) class simulations such
as the global circulation models (GCMs) used in climatic-change studies as Aristotelian
or pure thought experiments. They produce results, but are the results testable? For
GCMs the time required to wait for testing of their outputs is too long to be practical.
It could be argued that models such as those used to simulate hydrological properties
of rivers do provide testable results. These models can be assessed as any other hypoth-
esis concerning reality. An unfalsified model does not, however, mean that the model
provides an appropriate simulation of reality. A model may produce a result that cannot
be falsified, but one that also does not reflect how reality operates. A model that produces
patterns that look similar to those found in reality does not necessarily imply a model
that accurately reflects reality.

Haines-Young and Petch (1986) argue that models are often indistinguishable from
theories and hypotheses in much of scientific writing. They focus on the role of models
as devices that can make predictions. Models take existing information and process it,
based on a set of rules. Processing this information produces new information that was
not immediately known from the original information. Models provide a formal means
of deriving hypotheses about reality.

Beck et al. (1993) argue that a model is a complex assemblage of constituent
hypotheses. A model is based on a set of hypotheses that operate together to produce a
set of outcomes that can then be compared with reality. They also suggest that there are
three objectives to modelling: to predict the future, to identify the mechanisms crucial
to the generation of patterns observed in reality, and to reconcile observed patterns with
concepts via the model. They view the model as an essential tool in simulating reality.
The simulation becomes the focus of study and, in particular, its relationship to observed
patterns of phenomena. Beck (1991) outlines a threefold typology of models: metric,
conceptual and physics-based. Metric models are based upon observations and try to
characterize system response from these observed data. Observations are the driving
force in developing these models, with empirical data providing the raw input into the
model. Conceptual models identify the model structure before any data are collected.
These models already have the important processes identified and use environmental
data to calibrate these processes. Physics-based models work from first principles and
build a physically coherent model of reality from these building blocks.

Kirkby (1996) argues that the preferred models should be physically based. In other
words, the most appropriate models are those that have some physical mechanism or
relationship as the basis of their construction. The model applies and extrapolates the
operation of this mechanism to a specific set of parameters to provide an outcome that
can be compared with reality.
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Although a model may be seen as a simplification of reality, this itself is too simple
a view. A model summarizes what an investigator regards as important about the section
of reality under study and how it operates. Parameters and relationships used in the
construction of a model are selected by the investigator, hence they reflect their a priori
view of what is important and how entities of interest are related. Kirkby (1996) suggests
that effective models should be simple. This means that they should specify reality in
as few terms as possible.

Models should be sufficiently general in their specification to allow transfer between
areas, but sufficiently rich in their structure to allow diverse work within the subject
area to be understood via their operation. The model provides, more than a quantifica-
tion of reality, a means of thinking about reality. Models provide a means of assessing
if the understanding we have is sufficient to provide an adequate explanation at other
levels. For example, does our understanding of processes at a micro-level provide a
sufficient basis for extrapolation to landscape-scale processes and forms? Any model
cannot, however, prove the validity of our processes as explanations. Models can only
provide a possible explanation that does not contradict existing knowledge, or rather
one that is consistent with it.

Summary

Dialogue with reality requires analysis in the field. The ‘field’ can be defined in different
ways and reflects, to some extent, the different ways in which different physical geog-
raphers construct the reality they are studying. Dialogue requires intervention.
Intervention means a researcher has to frame reality, has to decide what to include and
what to exclude from their consideration. Examination of reality requires the use of
measurement systems to provide information about the nature of phenomena and their
variations. All measurement will be theory-laden, but this does not automatically mean
that all measurement is subjective. The model-theoretical view (MTV) illustrates the
intimate link between theory, data models and hypotheses. Theory guides the researcher
as to what data to collect, ensuring that the data are compatible with the identification
and quantification of the type of phenomena the theory expects to be present.

Triangulation through different instruments upon the same phenomenon can increase
the confidence researchers have in the reality of that phenomenon. In such cases, the
basis of each measurement system needs to be considered in detail as they may be based
on the same principles rather than reflect different data models. Increasingly, the
complexity of the physical environment is being recognized as extensive studies of enti-
ties and relationships yield little in the way of explanation. Extensive studies focus upon
statistical relationships and the identification of generalities and patterns through the use
of a large number of contextless samples. Intensive studies put entities and relations
back into their context. These types of studies are concerned with why patterns occur
in specific situations and not in others. Intensive studies identify and explore how mech-
anisms operate in a particular set of circumstances to produce empirically measurable
change.
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Chapter 6

Systems: the framework for
physical geography?

Systems analysis in physical geography

Systems analysis came to the fore in physical geography in the 1960s and found formal
expression in the classic textbook of Chorley and Kennedy in 1971. The introduction
of systems analysis into physical geography was not without critics, but the new
approach rapidly became one of the cornerstones of thinking about the physical environ-
ment. The continued success of systems analysis is probably best illustrated by a perusal
of any set of modern textbooks on introductory physical geography. Often the titles of
such texts use ‘systems’ as an explicit indication of their approach. Almost invariably
the contents pages divide the subject matter into specific environmental systems, each
of which is considered in turn – for example, the atmospheric system, the lithospheric
system, the biosphere, and occasionally with a chapter attempting to integrate the
disparate systems at the end of the text. Systems analysis, if judged by column inches
of text in undergraduate books and even research papers, has become the overarching
framework for understanding in physical geography. With such success it is important
to understand what systems analysis is. Systems analysis has also moulded thinking
about the physical environment. Entities and relations are viewed in a specific frame-
work and studied according to expected modes of system behaviour. An understanding
of the constraints on thinking imposed by systems analysis needs to be clear, so that the
limits of systems analysis do not become a barrier to comprehension of the physical
environment.

Systems analysis did not develop in physical geography – its pedigree is far longer.
‘Systems’, as a term, has been around since modern science developed in the seven-
teenth century. The rise of systems analysis owes a great deal to the attempt to develop
an integrated and all-encompassing framework for all science in the twentieth century.
The existence of such a framework implies, first, that all reality is capable of being
understood; there are no areas or topics outside of its analytical scope. Second, all reality
can be understood in a common framework using the same sets of terms. This means
that understanding in supposedly different subject areas does not require specialist terms
or specialist knowledge, but rather translation of these terms to the common terminology
of systems analysis. Third, as there is a common framework, all reality can be expected
to behave as predicted by this framework. All reality becomes potentially predictable
and, by implication, potentially controllable. Systems analysis should not, however, be
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viewed as something that emerged fully formed for incorporation into physical geog-
raphy. Similarly, systems analysis has not remained a static form of study in the 40 
or so years it has been used within physical geography. Having said this, the basic tenets
of systems analysis remain pretty much the same as they did 40 years ago and the
implications of the approach for how the physical environment is studied have become
ingrained within geographical practice.

Van Bertalanffy proposed general systems theory as a unifying framework in the late
1930s. Tansley pushed the concept of the ecosystem in the same period. Both had a
similar view of a system as an integrating concept unifying the different entities found
in an environment within a common analytical framework. The advent of cybernetics
in the 1940s and 1950s added another level of understanding to the systems approach
(Shannon and Weaver, 1949). Cybernetics is an underrated influence on the develop-
ment of systems analysis within physical geography. Physical geography tends to focus
on its perceived antecedents within ecology, biology and physics as the source of its
development of systems analysis. As such these subject areas hark back to the pre-war
era of geographic research. The work of Gilbert (1877, 1896) or Penck (1924), for
example, is reinterpreted in system terminology. Gilbert’s use of terms such as ‘system’,
and his systematic approach to analysis, is taken as an indication of systems thinking
even if the terminology had not been invented. Likewise, Penck’s view of landscape
development is often recast as a systems diagram (Thorn, 1988) even though the term
was never used by him. Both examples reflect, as noted in Chapter 1, a tendency to
reinterpret the past in the light of current thinking. The influence of these individuals
and subject areas is not denied, but the nature of the systems they suggested was not
the same as ‘systems’ as used and understood today.

Cybernetics, the study of self-regulating mechanisms in technology, along with the
development of information theory, had a profound influence on the nature of systems
analysis that physical geography encountered in the 1960s. Shannon and Weaver’s
development of a mathematical basis to information flow and interpretation provided a
means of quantifying change in abstract phenomena. Coupled with the lexicon for
describing relationships between entities provided by cybernetics, these new analytical
frameworks resulted in the development of a highly mathematical and formalized
description of systems analysis by the 1960s. It was this version of systems analysis
that physical geography tried to bring into the heart of the subject. The success of
systems thinking cannot be denied within physical geography; the total incorporation of
a fully fledged systems analysis is harder to justify.

Systems thinking can be reduced to a few relatively simple ideas as illustrated in
Figure 6.1. The key ingredients of a system are the variables or elements, the relation-
ships between the variables or elements, and the bounding of these variables and rela-
tionships from the rest of the world. Hall and Fagan’s (1956) definition of a system has
been used by a number of authors as a starting point (e.g. Thorn, 1988; Huggett, 1980).
Their definition is: ‘A system is a set of objects together with relationships between the
objects and between their attributes’ (Hall and Fagan, 1956, p. 18).

The importance of the previous chapters for understanding the limitations of systems
thinking should be clearer now. The definition of variables and relationships implies an
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ability to define and divide the world into distinct entities and relations. Likewise, the
definition and bounding or closure of the system itself requires a particular view of
reality as divisible and understandable by this division. Systems thinking depends on
the reality of the physical environment being displaced from the observer. The observer
defines a system made of real entities and relations, the sum of which becomes a sort
of super entity with its own properties and relations to the rest of the physical environ-
ment. This super entity may or may not be simply the sum of its elements and relations.
The observer is a passive and objective interpreter of the system, almost by definition
outside of the boundaries they have imposed.

A distinction is often made between a system and a model (Thorn, 1988). A system
is viewed as an abstraction that is assumed to exist in reality. A model is a fully spec-
ified, although abstract and incomplete, version of reality. A model is an abstraction and
a simplification of reality and it is recognized that it does not, nor is intended to, mirror
reality. The distinction is made to clarify the purpose-led construction of models as
opposed to the supposed universal nature of systems. A model is designed to serve a
purpose. It does not need to specify reality fully, nor to be agreed by all. A system may
be unknowable in full, but agreement can be reached that such a set of entities and rela-
tionships exists. The distinction may be helpful in distinguishing an operational model
from an abstract, but universal, system, but it has the side effect of implying that the
system is in some manner more ‘real’ than the model. The system has some universal
status whilst the model does not. Systems, therefore, seem to be a closer representation
of reality despite the user-defined nature of all their entities and relationships. Within
physical geography it is usually system models (Thorn, 1988) that are being considered
rather than systems as universal abstractions.
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Application of systems thinking

Development of typologies of systems application has resulted in long lists of different
types of systems based on a range of criteria. Chorley and Kennedy (1971) provide one
of the first based on the form and function and complexity of the systems studied.
Complexity increases from simple cascading and morphological systems to process–
response systems and on to biological and social systems. Strahler (1980) develops a
typology based on similar criteria to Chorley and Kennedy. Terjung (1976) uses four
criteria to separate system modelling in physical geography into different levels. The
criteria used relate to the type of logical argument used in explanation (induction or
deduction), the level of explanation (individual entities or the system as a whole), 
the degree of deterministic behaviour and finally the level of description as opposed to
explanation. An important basis for these typologies is the increasing openness of 
the systems. Isolated systems are an ideal type, ones where there is no movement of
matter or energy across system boundaries. Closed systems permit the flow of energy
across boundaries, but not matter. Open systems permit the flow of both energy and
matter across their boundaries. These distinctions are important as they begin to define
the expected behaviour of systems. The definitions derive from physics, where an
isolated system will tend towards an equalization of the distribution of energy within 
it and hence eventually exhibit maximum entropy and disorder or randomness in the
organization of its components. Systems that have their boundaries open to flows –
particularly if these are of both energy and matter – are able to stave off this 
‘entropy death’ as they retain their organizational structure. Open systems are viewed
as able to retain both entities and relationships by maintaining gradients of energy levels
between different system components. Flows from high to low energy are maintained
and so the entities and relationships, the network that produces the system, are 
maintained. Energy and matter are derived from beyond the boundaries of the system
to maintain that system. Although the overall entropy within the universe may be heading
towards a maximum level, the smaller system being studied is able to reverse this 
trend within it by importing energy and matter to maintain its order. Entropy is kept at
bay by continually exporting disorder and ‘borrowing’ energy to keep order.

Each of the above classifications implies an increasingly structurally complex view
of the world using systems. Within each classification scheme, the simplest level is
viewed as description and definition. From this level the structure of the system is iden-
tified (the morphology of the system) to which flows of matter and energy are added
(the cascading system). Resultant from these two levels is the process–response system,
where energy and matter flow through a set of entities arranged in a specific manner.
The flows interact with the entities to produce change or stability in these entities and
their relationships to each other.

What complexity means, however, is rarely made explicit. There seems to be an
implicit acceptance that the lowest level in the hierarchy represents ‘mere’ description.
At this level it seems to be assumed that there is no real explanation. Setting up the
system, defining the entities and relationships to be modelled, seems to be viewed as a
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relatively simple and uncomplex task. This is the level upon which all other levels
depend and which forms the basis for ‘real’ explanation. Complexity seems to be asso-
ciated with increasing refinement in the specification of entities and relationships.
Likewise, a more complex system is one where the entities and relationships are dynamic
in the sense of being specified and identified and measured as they change. Full under-
standing of the system implies that explanation can be generalized and applied to all
systems with the same entities and relationships. The problem that full specification
would define the uniqueness of the system, and so the uniqueness of its explanation, is
not considered as an issue.

One of the most important impacts of systems thinking in physical geography has
been the framework it provides for directing and organizing thinking about reality.
Thinking is not directed at an individual entity but at the relationship of that entity to
other entities and the context of the entity within a system. Not only is thinking directed,
but it can also be represented in a formal manner (Figure 6.2). Representing reality by
symbols that can be applied to different systems provides a strong unifying bond between
different parts of the subject. This gives the impression of a uniformity of approach and
purpose that, although it may be illusory, provides a myth of commonality that is lacking
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in human geography. It also could be interpreted as a singularity of approach and there-
fore misidentified as a lack of conceptual and philosophical breadth and depth by human
geographers. Symbolic representation of diverse systems also means that they can be
modelled, conceptually and mathematically, and so general relationships established and
tested between systems. In this manner trends and patterns identified in one part of
reality can quickly be transferred and assessed in another part of reality. Systems
analysis, from this viewpoint, has helped to identify the holistic and universal nature of
physical reality more rapidly and accurately than any technique before it.

Systems thinking and application in physical geography has not been without prob-
lems, however. Some of the most important issues relate to the points raised in previous
chapters concerning reality and how it is viewed through different philosophies. Central
to the problems of systems thinking is the potential to believe that the system is reality.
A system is only a model of reality; it is a simplified representation of what the researcher
believes to be real and important for the operation of the particular small area of reality
they are concerned with. Any system, its components, its relationships and behaviour
can only be identified and understood in the context of the theory or theories that have
informed its construction. Identifying and maintaining the link between theory and the
system constructed should be at the forefront of the mind of any researcher. Without
this link the rationale for system construction, and the expectations for system behav-
iour, is unknowable. Assuming that the system is reality could result in the same system
framework being applied inappropriately to different parts of reality.

Systems and change

Within the application of systems thinking in physical geography an important property
that has been developed is the ability to identify and predict certain types of behaviour.
In particular the ability to identify when and why systems change or remain stable has
become a focus of study. Within systems analysis the types of changes expected are related
to how the system and its components change as the inputs change. As inputs, usually
considered as discrete events, change in their magnitude or frequency, or both, it is
expected that the output from the system or even the internal organization of the system
will alter. The type of change will depend upon how the system is organized and the rela-
tionships between variables. Importantly, the presence of feedbacks within the system will
determine system behaviour. Negative feedbacks will tend to dampen the impact or ten-
dency to initiate change in system behaviour. Positive feedbacks will tend to enhance the
changes caused by any input in system behaviour. Implicit within most assessments of
system behaviour is the assumption that the system will behave in a specific and pre-
dictable manner. This usually means that the system will exhibit some form of equilib-
rium behaviour. Equilibrium itself is a complicated and increasingly contentious concept
within physical geography, and full discussion of it is left until the next chapter. Chorley
and Kennedy (1971) view equilibrium as the maintaining of some kind of balance within
a system, whether that be of the relationships amongst the variables, the level of the out-
put or some steadily moving set of conditions. This highlights the idea of equilibrium
equating to balance and being the expected or ‘normal’ behaviour of the system.
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The idea and significance of change in the physical environment did not start with
systems analysis, but the framework provided by systems thinking has been useful for
formalizing the different ideas about change. To clarify how systems analysis has helped
to codify change and stability it is useful to review how time has been seen within phys-
ical geography and then how change has been incorporated into physical systems.

Change (and stability) can occur in both time and space, although it is temporal
change that has been the focus of most study. Discussion of temporal change has been
seen as a key ingredient in defining contemporary physical geography. Schumm and
Lichty’s (1965) paper on ‘Time, Space and Causality in Geomorphology’ is still viewed
as a classic presentation of different scales of temporal change, even if the theory is
untestable. They identified three types of time: cyclical, graded and steady-state (see
Figure 1.5). At each temporal scale different variables will be important for the opera-
tion of the physical system. As the scale changes what were previously important vari-
ables effectively become constant, unchanging variables, the context of the system.
Although Schumm and Lichty were aiming their critical review at the Davisian model
of landscape development, their use of concepts from other parts of science such as
equilibrium in developing their argument provided a theoretical basis for changing the
emphasis of what geomorphologists did. They highlighted the need to focus on the
appropriate scale of study and the variables appropriate to that scale. Davis was not
disproved, merely regarded as irrelevant for more process-orientated studies which
focused on reality at a different scale from Davisian landscape evolution. In this respect,
although Schumm and Lichty did not use system terminology, their study highlights the
importance of appropriate boundary and entity definition for studying reality. Likewise,
the use of diagrams such as the one above provided a set of expected behaviours for
the scale of reality being studied. They had started to define what type of changes should
be expected in particular variables under certain conditions. They had started to define
systems behaviour in geomorphology.

Wolman and Miller (1960) looked at how the magnitude and frequency of events
could be used to understand change and stability within the physical environment.
Although they limited their definition and exemplification to fluvial systems in temperate
environments, their form of analysis did provide an insight into change. They identified
the magnitude of an event by how much ‘work’ it did in a catchment. Work was defined
by amount of sediment moved by events of given frequency. Importantly, the sediment
moved had to be measured as output from the catchment to count as having been ‘worked
on’ by an event. A ‘normal’ event was viewed as bankfull discharge. This definition
limited work to a relationship with sediment movement out of the catchment. Movement
within the catchment, or work done in weathering material for transportation, was not
included, for example. With this definition of work it is clear that large events do most
work – they move most material. Wolman and Miller also noted that events of a given
magnitude occur with differing frequencies. Large events are relatively rare, small events
are common. Combining the two trends for events, they produced the magnitude/
frequency curve. From this curve they identified that medium-size events are doing most
of the work within a catchment. They linked these medium-size events to bankfull
discharge within the catchment and identified forms such as river banks as being adjusted
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to these size events. They were, in other words, defining expected behaviour for the
catchment system in terms of river bank morphology and ‘normal’ events. The relation
between form and event was, however, defined only in terms of the absolute magnitude
and frequency of the event. The form and its reaction and interaction to an event is
assumed to be constant, the system is devoid of feedbacks. They did, however, draw a
distinction between events that may be formative, that may produce landforms in the
landscape, and those that did the ‘normal’ work. In other words they recognized the
potential for qualitatively different types of events in the landscape.

Wolman and Gerson (1978) developed a more complicated version of the relation-
ship. In this paper they define event effectiveness – not in absolute terms but in rela-
tion to the ability of the landscape to ‘restore’ itself. This assumed a tendency for the
landscape as a whole to move towards a preferred characteristic or equilibrium state
once a disrupting event is removed. The event is still viewed as a discontinuity to the
system, as an interruption to the ‘proper’, normal behaviour of the system. Once the
event disappears, the system, in their case the landscape, can once again return to its
normal modes of operation. Events are not seen as important parts of how a system
operates in these papers, instead they are seen as disruptions to be endured. Event effec-
tiveness did not solely depend upon the property of magnitude. The context of occur-
rence was vital. If two large events occur one after the other, the second event would
have no sediment to remove from the catchment as the first event would have already
removed it. Event sequences became important, so the event in the context of other
events had to be considered. In addition, an event of a given magnitude would have a
differential impact depending on the power of the restorative forces in a catchment.
Although Wolman and Gerson tended to limit these forces to vegetative regrowth, the
concept could be applied more widely. This new definition highlights that the context
within which an event occurs is important for the relationship between event magnitude
and frequency and landform change. In other words, the behaviour of the system depends
upon the system as much as it does upon the input into the system. The presence of
strong negative feedbacks can dampen the changes initiated by an event. Weak negative
feedbacks reduce the ability of a system to ‘repair’ the damage of an event. It might
even mean that the system could not return to its previous ‘normal’ mode of behaviour.

Brunsden and Thornes (1979) added a further dimension to expected system
behaviour in their version of landscape sensitivity. They defined landscape stability as
a function of the temporal and spatial distributions of the resisting and disturbing forces
within a landscape. This concept can be expressed by the ratio of the magnitude 
of barriers to change and the magnitude of the disturbing forces. The sensitivity of
landforms to internally and externally generated changes can be expressed through the
transient-form ratio:

TF =
mean relaxation time

mean recurrence time of events

This definition highlights the significance of both temporal and spatial changes in a
system due to an event. Events are no longer simple single inputs, their nature can change
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and in changing their nature the behaviour that they induce changes. Likewise, systems
are no longer viewed as simply responding to an event, the event is instead mediated
through the system and the mediation itself becomes a form of creeping change within
the system. Events still have impacts, but the impact is more dispersed and complicated
than previously envisaged. System behaviour still adheres to the idea of equilibrium,
but the nature of change depends more upon the interaction between system state and
input rather than just input. In Brunsden and Thornes different time-scales for individual
landforms become important. Time can be divided into the time taken to recover from
a disruption (relaxation time) and the time period during which the ‘normal’ or charac-
teristic form is present (Figure 6.3). The characteristic form is the form the landform
takes when it is able to absorb disruptive events. Relaxation time is a time period when
a landform is adjusting to a disruption and when it exhibits non-normal forms. These
transient forms are not in equilibrium with the processes forming the landform; in other
words, they are not characteristic forms. Landforms will have different stabilities and
react to the same disruptions in different ways depending on if they are adjusting or
adjusted to disruptions. Figure 6.4 illustrates this idea by viewing the landform as being
entrenched to differing degrees in its current state. Different parts of the landscape will
have different degrees of entrenchment and so different sensitivities to the same event.
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In this way Brunsden and Thornes provide a very complex and spatially and temporally
differentiated view of landscape and landform behaviour, but retaining at heart the idea
of a tendency to some equilibrium condition.

From the above the significant aspect for the behaviour of the system is the relation-
ship between the resisting and the disrupting forces. These general concepts can only be
made operational by the definition of the researchers. There are no hard and fast rules as
to how to define each of these properties, but their conceptualization is vital for under-
standing how systems behave. Brunsden and Thornes’s analysis requires that entities in
the system be defined in relation to an input or event as either resisting or enabling its
mediation as a disruption to the ‘normal’ operation or behaviour of the system. In this
manner, the definition of normality or expectations of system behaviour become essen-
tial to defining what to study and how to understand changes in system behaviour.
Understanding the system is inherent within the manner in which the system is constructed.

Schumm (1979), in the same volume as Brunsden and Thornes, further developed
the concept of thresholds in a system and the potentially complex behaviour that even
simple thresholds could produce. Thresholds make points in the system where the behav-
iour changes from one mode of operation to another. In other words, the system stops
following one expected course of behaviour and, after some brief odd behaviour, settles
down into a different but expected (i.e. predictable) course of behaviour. Thresholds can
be extrinsic, a system responding to an external influence. Thresholds can also be
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intrinsic, with the switch in behaviour occurring without any change in the value of the
variables external to the system. Adjustment of a landslide to the continual process of
weathering of its regolith could be viewed as an internal threshold. At some point the
continual operation of weathering agents could weaken the strength of the regolith suffi-
ciently to induce a failure during a rainfall event that previously would have passed
without incident. Schumm identifies a geomorphic threshold as one that is inherent
within the system, one that develops through changes in the morphology of the landform
itself, such as suggested on p. 111.

A system does not necessarily respond rapidly to a threshold being crossed. Schumm
uses the example of an experimental channel where there has been a single change in
base level. Incision at the river mouth progresses upstream, rejuvenating tributaries and
removing previously deposited sediment. As this erosive wave progresses upstream, the
sediment load increases in the main channel with consequent deposition and aggrada-
tion in the previously incising channel. Eventually, the tributaries become adjusted to
the change in base level and the sediment supply to the main channel dries up. This
initiates a new phase of channel incision. From a single event, the change in base level,
a series of incised channels and terraces have been formed and different parts of the
catchment have responded at different rates and in different ways to the same stimulus.
This experiment, plus the example of Douglas Creek that Schumm uses, implies that
even a simple system can have a complex response to events. The precise sequence of
changes will depend on the context of the system and its thresholds. Importantly, there
remains the problem of identifying sensitive parts of a system and the thresholds before
changes occur.
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Case Study

Systems and landscape sensitivity

Landscape sensitivity as expounded by Brunsden and Thornes (1979) is an important
means of understanding systems and change. In explaining the idea, and in develop-
ing its application (Brunsden, 1990, 2001), use is made of major concepts in systems
thinking. The application of these concepts provides a systems framework that could
be applied to most phenomena in the physical environment. From a Popperian
perspective this could call into question the basis of landscape sensitivity as a theory,
casting it instead as a myth. In Brunsden and Thornes (1979), four fundamental propo-
sitions concerning landscape development are put forward as the basis for construct-
ing the idea of landscape sensitivity (Table 6.1). These propositions could be viewed
as basic postulates of the theory, or as untestable truisms in the sense put forward by
Haines-Young and Petch (1986). Brunsden and Thornes (1979) view landforms as
either being in equilibrium with environmental conditions (characteristic forms) or as
forms moving towards that state (transient). The landscape is continually in a state 
of change as external inputs force it to adjust towards its characteristic state or as 



internal thresholds are crossed. The distribution of disruptions, and therefore of landforms
in different states of transience or stability, is both spatially and temporally complex. The
result is a complex assemblage of landforms in varying stages along a sequence of adjust-
ment. The susceptibility of any specific part of a landscape can be expressed by the rela-
tionship between the forces resisting change and those forcing it. In other words, there are
spatial and temporal variations in the balance of the landscape and its components. Sensitivity
expresses how close the landscape and its components are to the edge of this balance.

Table 6.1 Propositions for landscape systems, based on Brunsden and Thornes (1979).

Proposition Description

Proposition 1 For any given set of environmental conditions, through the operation of a
constant set of processes, there will be a tendency over time to produce a
set of characteristic forms.

Proposition 2 Geomorphic systems are continually subject to perturbations which may arise
from changes in the environmental conditions of the system or from
structural instabilities within. These may or may not lead to a marked
unsteadiness or transient behaviour of the system over a period of 102–105

years.

Proposition 3 The response to perturbing displacement away from equilibrium is likely to
be temporally and spatially complex and may lead to a considerable diversity
of landforms.

Proposition 4 Landscape stability is a function of the temporal and spatial distributions of
resisting and disturbing forces and may be described by the landscape
change safety factor, here considered to be the ratio of the magnitude of
barriers to change to the magnitude of the disturbing forces.

Brunsden (2001) emphasizes that landscape sensitivity permits an assessment of the
likelihood that a given change in the controls of a system will produce a sensible, recog-
nizable, sustained but complex response (Brunsden, 2001, p. 99, and figure 1, p. 100). The
image of the landscape system is one that is in a state of possible change. Whether change
occurs or not depends upon the characteristics of the system, but always in relation to the
disruptive forces affecting it. The landscape system is balanced between its propensity for
change and its absorption of the disruptions within its existing structure. Brunsden (1993,
2001) outlines several sources of resistance to or absorption of disruptions (Table 6.2).
These usually reflect the structure or morphology of the system under investigation. System
response will also depend on the sequence of events experienced. Different sequences will
activate different pathways in the system and so create different responses.

As the system responds to events it alters its own characteristics, and so what Brunsden
calls ‘time-dependent preparation processes’ can alter the sensitivity of the system.
Weathering, for example, can weaken the bonds within a rock mass and increase its suscep-
tibility to failure by future disruptive, triggering events. Brunsden refers to Crozier et al.’s
(1990) model of slope-ripening by increasing regolith thickness through weathering as an
example of a preparatory process. Operating in the opposite direction, changes in the system
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Summary

Systems analysis has been a dominant method of thinking about the physical environ-
ment since at least the late 1960s. Systems analysis provides a set of formal and stan-
dard terms for translating the physical environment, a common framework for analysing
the whole of the physical environment. Systems are still, however, a simplification of
reality, not reality as it really is. Despite some discussion of the meaning of the term,
systems thinking has been applied extensively. Systems thinking has, however,
constrained the type of behaviour researchers expect from the physical environment.

1

can increase its resistance to disruptions. Church et al. (1988), for example, suggested that
the coarsening of bed surface textures occurs in tandem with a rearrangement of the coarse
clasts into increasingly stable geometric arrangements.

Table 6.2 System properties and system behaviour, from Brunsden (2001).

System properties Description

Strength resistance Barrier to change imparted by the properties and dispositions of the
materials out of which the system is made.

Morphological resistance Variable distribution of potential energy across the system. Scale
dependent depending upon the processes considered.

Structural resistance Design of the system – components, topology, links, thresholds and
controls. Subdivisions are location resistance (location of system
elements relative to that of the processes capable of generating
change), transmission resistance (ability of system to transmit
impulse of change).

Filter resistance System control and removal of energy from landscape – shock
absorbers of the system.

System state resistance Ability of system to resist change because of its history. Past
history will have configured system pathways in a specific, unique
manner, so no two systems will respond the same to the same
input.

Development of landscape sensitivity has resulted in a vast number of related ideas that
emerge as logical extensions of the initial propositions. The couching of each in systems
terminology provides a means of incorporating these into systems thinking. The range of
ideas, however, is almost too inclusive. Little in terms of change or stability does not come
under the descriptive preview of one of these ideas. Testing the presence of a specific type
of change is difficult. In the case of preparatory process, they can only be identified after
the change; before the change they are only one of many possible processes of change.
Similarly, resistances as identified in Table 6.2 are defined by the nature of the system, an
entity identified and populated with elements by the observer. System resistance is built
by the knowledge and experience of the observer, but it is unknowable if there is a basis
or even correspondence for this in objective reality.
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Specifically, features such as positive and negative feedbacks and equilibrium are
assumed to be present and to be ‘explanations’ for behaviour. Likewise, there has been
a tendency to use and apply system terms, such as ‘robustness’, ‘sensitivity’ and ‘relax-
ation’ to the physical environment. These terms have very flexible definitions, depending
upon the context in which they are applied. This makes the testing and falsifying of
theories expressible in these terms problematic as many translations of these terms are
possible.
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Chapter 7

Change and complexity

Equilibrium: an ex-concept?

Understanding change in the physical environment has meant understanding and
applying the concept of equilibrium. Equilibrium and its validity is the focus of a contin-
uing debate amongst geomorphologists (e.g. Welford and Thorn, 1996; Mayer, 1992).
Despite the disquiet with the notion, it still has a powerful hold over how physical geog-
raphers think about reality. Even where alternative concepts are offered, they often refer
to equilibrium to illustrate their difference from it. Equilibrium acts as a reference point
for debate, even for its opponents. Given the important position of equilibrium, it is 
vital to understand what it is and how it has been applied and so affected how physical
geographers think.

Equilibrium is a concept borrowed, as usual with physical geography, from the ‘hard’
sciences of physics and chemistry. As with most appropriated concepts, its application
in physical geography has not adhered to the stringent definitions applied in these
subjects (assuming they ever were applied stringently in the first place). For example,
within statistical mechanics equilibrium is viewed as the most probable macrostate of a
system composed of potentially different microstates (Welford and Thorn, 1996, p. 670).
Howard (1988) makes the point that the definition of equilibrium relies on a great deal
of subjectivity in the sense that the researcher often defines the input and output vari-
ables in a search for equilibrium. Similarly, the variables selected for measurement must
be capable of changing over the time and space scales of the study. Likewise, Howard
(1988) also emphasizes that just using the term ‘equilibrium’ does not make a statement
about cause and effect within a system. Instead it describes a presumed state without
necessarily explaining that state.

Renwick (1992) introduces the term ‘disequilibrium’ to describe landforms that tend
towards equilibrium but have not had sufficient time to reach this condition. This is
contrasted with non-equilibrium landforms that can undergo rapid and substantial
changes in form such that there is no average condition to which they seem to tend over
time. In this manner Renwick distinguishes two types of opposites to equilibrium rather
than a single opposite.

Equilibrium implies some sort of balance as well as the maintenance of that balance.
In other words, equilibrium implies both a condition for a system and a behaviour for
the system in order to maintain that condition. Within physical geography, this idea of
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balance has been applied at a variety of scales. It has been used to refer to the overall
state of the system (unchanging in terms of inputs and outputs), to describe the rela-
tionship between inputs and outputs (they are the same), as well as to describe the status
of individual variables. Some researchers have claimed that ‘equilibrium’ is a term that
should only be applied to the last of these states. More contentious has been the exten-
sion of equilibrium to apply to systems that are changing in their states.

Equilibrium is also used to describe trajectories of system behaviour (Figure 7.1).
Within a systems framework the interaction of variables will produce changes in both
the variables and the system itself. If measured outputs from the system are taken to
represent its behaviour then these outputs for any given time period can either remain
the same, increase or decrease. Plotting these changes over time indicates the trajectory
of system behaviour. A similar set of changes can occur at the level of individual
variables or between variables. Schumm and Lichty (1965) make use of this expanded
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Figure 7.1 Types of system trajectories defined with respect to equilibrium. (a) Steady state
equilibrium. (b) Metastable equilibrium. (c) Dynamic equilibrium. Combing these equilibria can
produce a range of different system behaviours.



definition of equilibrium in their analysis of time and causality in physical geography.
This view of equilibrium has spawned a range of different types of equilibrium such as
meta-stable, dynamic, and quasi-dynamic. Interestingly, there is even non-equilibrium,
using equilibrium behaviour to define alternative behaviour by its absence. Each of these
definitions is possible to apply, because equilibrium is viewed as the typical behaviour
of a system, but without any detailed explanation of why this is so.

Using a systems framework implies that it may be possible to identify feedbacks and
thresholds within a system and, importantly, these will influence how the system
behaves. Equilibrium relies on the presence of negative feedback loops within the
system. This means that researchers begin to define an expected behavioural pattern for
systems. Inputs may vary, but the system will respond by tending to dampen the impact
of these changes and returning to its previous condition. The system will have a ‘normal’
behaviour and tend to want to return to it. This expectation raises issues of teleology in
system functioning, i.e. that the system behaves as if it had a predefined function. These
types of behaviour are generally explained away in terms of system tendencies rather
than imputing functional behaviour to a system. The expectation of an identifiable
‘normal’ state for any physical system does imply that change is unusual in reality.
Researchers will therefore tend to look for evidence of change being reduced rather than
change being amplified. The latter suggests positive feedback which will create unstable
structures within systems. Stability of entities and what appear to be coherent systems
to the researcher imply that reality must be dominated by negative feedbacks.

By ‘disturbance’ researchers have tended to mean events, or rather inputs into the
system. A range of different types of inputs have been identified (e.g. ramped, pulsed,
continuous) which can all influence system behaviour in different ways and over
different time-scales. If system equilibrium were defined as a fixed relationship between
input and output or between variables and their states then the concept would have
limited application in reality. Inputs vary both as discrete units and as continuous values,
and as a result so do outputs. There are fluctuations in both, and hence in the variable
states that produce them. Ironing out these variations has been the basis for identifying
equilibrium as an average state of a system. Once an average is involved the idea of
equilibrium as a user-defined state begins to become clearer. An average implies the
selection of a time-scale (and more rarely a spatial scale) over which values for the
system state can be averaged. Likewise, it also implies a series of measurable system
states at a temporal resolution (or spatial resolution) shorter than the averaging time
period. In other words, as noted in previous chapters, the researcher makes the world,
the reality, of the equilibrium via their measurement systems and theoretical constructs.
Equilibrium becomes identifiable because the researcher is trying to find it.

Defining equilibrium by an average system state provides the basis for defining
steady-state equilibrium. It also, however, permits the extension of the concept to situ-
ations where the average state is not constant. Although inputs and outputs may change,
the structure of the system may remain constant. The morphology of the system may
remain constant even if the flows through it increase or decrease. In this sense, the
system can be said to be stable. Researchers have tried to capture this stability of
morphology as opposed to constancy of input and output values by the development of
concepts such as dynamic equilibrium. Dynamic equilibrium refers to the progressive
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change of a system around an average fluctuating state. This type of system behaviour
appears to show the system changing, and indeed it is. The system structure, how flows
are organized and how disturbances are nullified, remains constant. What alters is the
value of variable states within the system. Within a slope system undergoing slope
decline, for example, the manner in which material is moved across the slope surface,
the transfer of energy from rainfall input to movement of soil material, does not alter.
What alters is the rate of this movement. Flows alter because state variables alter; in
the case of this example, slope angle slowly declines and so other connected variables
such as slope length and height alter. The state of system variables is therefore under-
going constant and predictable change. In no manner could this be described as a steady-
state equilibrium, even in terms of an average state. This does not, however, capture the
point that the operation of the system remains the same. Dynamic equilibrium allows
this point to be conceptualized. It highlights that change can occur in the system, but
that stability is also preserved in how the system functions. Once again the idea of a
system tending towards a normal mode of operation, and this stability being the normal
state of the physical environment, is central to systems thinking.

Preservation of system morphology is also a theme within the development of defi-
nitions of equilibrium such as ‘meta-stable equilibrium’ and ‘quasi-equilibrium’. On
occasions systems change their behaviour dramatically. Schumm’s (1979) identification
of internal thresholds within systems implies that progressive change may result in the
crossing of an irreversible boundary. A point of no return is reached where the struc-
ture of the system breaks down or begins to operate in a different manner. At this point
the previous expected types of behaviour disappear. They are replaced by a new ‘mode’
of behaviour: a new normal condition is established for the system. The flip between
states is the meta-stable part. The system approaches a threshold in either its overall
behaviour or for individual variables. Crossing this threshold changes the relationships
between variables and a ‘new’ system state is born.

The identification of this change is up to the researcher. It may involve the redefin-
ition of the system structure to include new variables or the redefinition of how vari-
ables interact or what they are. The important point is that there is a user-defined
restructuring of the system. Despite this restructuring, there is still an expectation that
the ‘new’ system will continue to attempt to establish and maintain an equilibrium, that
a ‘normal’ set of behaviours will emerge and function. At this point it may be possible
to begin to define domains of expected behaviour. The possible trajectories for a system
can be mapped out in terms of this behaviour space. This means that researchers will
expect system behaviour to focus about these ‘norms’.

Of equal significance, researchers will predict what changes will result in which equi-
libria being reached and how long a system might occupy a specific equilibrium. In
other words the physical environment becomes a predictable entity. Brunsden and
Thornes (1979) use ‘characteristic’ forms to represent landforms in equilibrium with
their environmental conditions and ‘transient’ forms as landforms tending towards char-
acteristic forms and so not in equilibrium with their environment; both are examples of
the pervasive grip of equilibrium. Characteristic forms are viewed as the ‘normal’ forms,
whilst transient forms are ephemeral, unexpected and not ‘normal’. This underlying set
of expectations is further enhanced by the use of both terms in defining landscape
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stability – ratio of characteristic as opposed to transient forms. In other words, the ratio
of normality to oddities in the landscape. The greater the oddities, the less stable the
landscape.

The expansion of the range of definitions of equilibrium means that the opposite of
what equilibrium is becomes harder and harder to define. The flexibility, fuzziness and
adaptability of definitions of equilibrium are a key strength of the concept and also its
key weakness. Some have claimed, and not without cause, that equilibrium can mean
anything and so is of little use as a workable and explanatory concept for understanding
the physical environment. As the sphere of system behaviour encompassed by the term
‘equilibrium’ increases, it becomes increasingly difficult to determine any sort of behav-
iour that cannot be redefined as some sort of equilibrium. Meyer’s (1992) definition of
non-equilibrium forms still uses the standard system behaviour diagrams to illustrate
how unlike equilibrium his non-equilibrium forms are. Such problems of trying to define
an alternative to equilibrium illustrate how common and constraining the thinking devel-
oped by the concept has become in physical geography. The emergence of chaos theory
and complexity in the last twenty or so years has suggested that there may be other
ways of thinking about the physical environment and how it changes, but the use of
these concepts has shown how ingrained equilibrium is within physical geography.

Chaos and complexity: more of the same?

Chaos and complexity are not the same thing. Although Manson (2001) recognizes that
there are different types of complexity, each with different and often contradictory
assumptions, he still attempts to provide a threefold classification of complexity.
Algorithmic complexity refers to complexity as the simplest computational algorithm
that can describe and so reproduce the behaviour of a system (Manson, 2001, p. 406).
Deterministic complexity is related to chaos in Manson’s typology. This type of
complexity displays sensitivity of system trajectories to the initial system conditions. It
also assumes the possibility of attractors, to which a system trajectory tends, in amongst
the seemingly chaotic behaviour. It is this form of complexity that Manson feels appeals
most to post-modernist human geographers. Aggregate complexity refers to the holistic
behaviour resulting from the interaction of system components. These interactions
produce emergent behaviours, behaviours that cannot be predicted from the individual
components alone. The basis for this emergent behaviour lies in the interaction of system
components. Reitsma (2003) provides a critique of Manson (2001). She suggests that
Manson’s typology is one that identifies different measures or definitions of complexity
rather than different types. She also carefully draws a distinction between complicated
and complex. A complicated system is one where a complete and accurate description
of a system can be given in terms of its individual component parts. Although such 
a description may contain a lot of information, a lot of data, the operation of the 
system can be predicted from its parts. Indeed, in the examples Reitsma presents of a
computer and VCR, the predictability of the machinery is the whole point of their
construction. In contrast, complexity refers to a system where the description of compo-
nents does not provide enough information to predict the behaviour of the system. She
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suggests that often complexity is assigned to complicated systems. In a reductionist view
of the world complicated systems are likely to be the norm, as parts predict the whole,
whilst in a world of complexity emergence reigns and the whole is unique relative to
the parts.

Reitsma also states that chaos and complexity are not presented as clear and distinct
theories within Manson’s discussion. Reitsma accepts that there is no common frame-
work or set of definitions for distinguishing chaos and complexity, but the two need to
be clarified as different. Chaos theory is concerned with the operation of simple, deter-
ministic, non-linear, dynamical and, importantly, closed systems. It is these systems that
are sensitive to initial conditions, and which can produce seemingly chaotic behaviour
under the action of slight perturbations. Complexity theory is concerned with complex,
non-linear and, in contrast, open systems. Complex systems, rather than ‘degenerating’
into chaotic behaviour, respond to a perturbation by organizing their components into
emergent forms that cannot be predicted from the system components themselves. This
is system self-organization.

Table 7.1 outlines the two typologies suggested by Manson (2001) and Reitsma
(2003), along with the difference between these two classification schemes. They are
similar, however, in what they are trying to say about physical reality. They are both
alternatives to what they regard as a restrictive, and generally simple, linear view about
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Table 7.1 Complexity and chaos typologies.

Manson (2001)
Algorithmic complexity Simplest computational algorithm that can reproduce

system behaviour. Complexity lies in difficulty of
describing system characteristics mathematically.

Deterministic complexity Interaction of variables produces systems that can be
prone to sudden discontinuities. Sensitivity to initial
conditions and bifurcation are key characteristics.

Aggregate complexity Individual components of a system operate to produce
complex behaviour.

Reitsma (2003)
Deterministic complexity Based on information theory. Algorithmic content of a

string of bits. Complexity equated with randomness.

Statistical complexity Measure degree of structure present. Randomness
equates to maximum complexity.

Phase transition Maximal complexity is mid-point between order and 
chaos.

Chaos derivatives Precise definition through indices such as Lyapunov
components – system’s sensitivity to initial conditions.

Connectivity Complexity is measure of degree of connectivity in
system. Greater connectivity equates to greater
complexity. Oddly, this may mean greater system
stability.

System variability Increase in system variability reflects an increase in
complexity.

Relative and subjective complexity Complexity arises because of human perception and so
only exists relative to the observer.



relationships and change within the physical environment. Most introductions to these
concepts define them as contrasts to the Newtonian view of the world. Although this
caricature is shorthand for a particular linear modelling view of the environment, it is
also a straw-man that is probably an inaccurate description of how most researchers
perceive the physical environment anyway. Nonetheless, the image of physical reality
painted by the linear view does sound familiar. Variables interact in a regular manner
and we can determine patterns to this regularity that we can model so as to predict future
behaviour. An important part of this transferability of prediction is the idea that system
states that are close together will evolve or change along similar, if not identical, trajec-
tories. Chaos theory holds that systems may be extremely sensitive to their initial condi-
tion and that change may be non-linear rather than linear (Figure 7.2). Both these
conditions imply that systems will behave in an unpredictable, if not chaotic, manner.
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Figure 7.2 Trajectory of system under ‘normal’ and chaotic behaviour.



Even if the initial state of a system can be measured, the accuracy of that measurement
may be insufficient to preclude such behaviour. In this sense chaos theory goes against
the grain of scientific thinking since Newton. It begins to suggest that some ‘laws’ 
of nature may be unknowable to us because they produce irregular behaviour in our
user-defined physical systems.

Phillips (2003) provides a set of common types of complex non-linear dynamics that
provide a wide coverage of different types of system behaviour. Behaviour of most sys-
tems observed in the field could be interpreted within the framework of chaos 
and complexity, or, as Phillips prefers, non-linear dynamical systems. Phillips (2003)
also identifies that non-linearity has a variety of sources within the environment (see
Table 7.2). His definition of why the sources are non-linear, as well as the examples
used, highlights the continuing view that geomorphologists have been studying non-linear
relationships all along, but have not recognized these as such. Importantly, within
Phillips’s scheme is the point that the presence of non-linearity does not necessarily mean
that chaotic or complex system behaviour will occur as of necessity. Complexity is not
relevant to every geomorphic problem even if the potential for it to occur is present. The
sources of non-linearity are varied and have often been explored and explained by other
means by geomorphologists. This does not negate the potential importance of non-
linearity for providing other types of explanations for complex behaviour, but it means
that non-linearity need not be the obvious or immediately clear source of complex
behaviour. Non-linearity is only one tool in the explanatory kit of physical geographers.
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Table 7.2 Sources of nonlinearity, from Phillips (2003).

Source Why is it non-linear?

Thresholds If a threshold exists, then outputs or responses by
definition cannot be proportional to inputs or stimuli
across the entire range of inputs.

Storage effects The addition or removal of mass from storage creates
lags and discontinuities in mass balances and
input–output relationships.

Saturation and depletion The effect of a unit change in an input or forcing varies
with respect to some optimum.

Self-reinforcing, positive feedback Changes or disturbances promote their own growth and
development independently of external forcings.

Self-limiting processes Developmental pathways are limited by factors internal
to the system, independently of external forcings.

Opposing or competitive Opposing interactions or competitive feedbacks may 
interactions or feedbacks cause systems to tip or switch abruptly.

Multiple modes of adjustment Because of many degrees of freedom or simultaneous
‘tuning’ of several variables, systems may take multiple
possible configurations in response to a single forcing
or set of boundary conditions.

Self-organization Some forms of self-organization involve complex
adaptations independent of external forcings.

Hysteresis A dependent variable may have two or more values
associated with a single value of an independent
variable.



Within physical geography chaos and complexity have been mentioned, but still not
widely embraced. Where they have been seriously assessed it is usually in relation to
existing concepts such as equilibrium. Phillips (1999), for example, provides an outline
of some of the definitions used within complex non-linear dynamics. The two concepts,
equilibrium and chaos and complexity, seem to produce similar definitions. Phillips’s
analysis seems to suggest that physical geographers had been using complexity all along,
but just had not realized it. This view suggests that chaos and complexity theory is
already operating within physical geography, so there is little that physical geographers
need to do to incorporate it fully. It also implies that the types of explanations offered
by chaos and complexity theory are already familiar to physical geographers, and so
little needs to be done to adapt physical geography to these new ideas. Alternatively, it
could suggest that there is little point in physical geographers adopting the new concepts
as they add very little to the explanatory frameworks they already have. There may be
something to this point, but it may also be fair to say that the explanatory framework
suggested by these two theories is one that a lot of physical geographers would feel
uncomfortable with.

Just stating that a system is chaotic and so unpredictable does not sound much like
an explanation. It could be that this negation of explanation, as some may interpret it,
is part of the resistance to accepting chaos and complexity theories. However, it could
be argued that equilibrium is little better. Assuming a tendency towards a ‘normal’ state,
even when dressed up with terms such as ‘negative feedback loops’, is still a constraint
on explanation. Acceptance of inherent uncertainty as a valid form of explanation does
seem to be almost anti-explanation. Likewise, the acceptance of chaos and complexity
implies a change in what is defined as explanation in physical geography. Identifying
chaos implies inherent instability in the operation of physical reality. It implies that a
simple linking of one event to another, of linking a cause to an effect, may no longer
be possible. Within systems analysis and the concept of equilibrium, a causal chain could
be set up between events and outputs. The chain may be long or short, resistant to disrup-
tions or sensitive to change. Within chaos, events now have multiple effects, singular
patterns of cause and effect are potentially lost, and the context of the causes becomes
important. A system close to chaos will produce different outcomes to one far from
chaos. Although an argument could be made that equilibrium explanations have a similar
type of change when the system is near a threshold, chaos regards these multiple rela-
tionships as inherent within the system – they are normal, they are not reflections of
behaviour at the extreme of the system. In other words, chaos and complexity begin to
redefine what is normal for a system. Identifying variables, their states and relations no
longer guarantees that certain modes of behaviour will occur or can be predicted.

As well as unpredictable behaviour, concepts from complexity theory have also been
applied to try to understand how order, in particular self-organization, has developed
(e.g. Dunne et al., 2002 and Williams et al., 2002 in relation to food webs). Early work
by Kaufmann on the self-organization of molecular systems indicated that at a critical
threshold connecting entities within a system resulted in the emergence of ‘organiza-
tion’. The example Kaufmann (2000) uses is illustrated in Figure 7.3. Initially, the
system of ‘buttons’ is relatively weakly connected. Adding more ‘threads’, a point is
reached, as the ratio of threads to buttons reaches 0.5, where suddenly the whole network
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of buttons becomes interconnected. The sudden jump in connectivity was reflected,
Kaufmann believed, in molecular systems that were autocatalytic, that had self-rein-
forcing feedback loops for individual molecules. These molecular systems became very
stable and able to resist changes in the environment, and even act as relatively
autonomous agents in the physical environment. Maintaining this organization or struc-
ture despite the perturbations thrown at the molecular system by the environment illus-
trated how robust such self-organized networks could be. Rethinking other networks of
entities in the same light, questions could be asked about their ability to maintain their
structure when disrupted and the relative importance of different types of nodes with
different degrees of connectivity within such networks.

Emergence and hierarchies: scale revisited?

The development of chaos and complexity theories has, however, begun to highlight 
the importance of context for explanation. Additionally, the development of critical
realism and pragmatism has brought alternative explanatory frameworks to the atten-
tion of physical geographers. This has stimulated consideration of some old ideas within
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Figure 7.3 Initially a random network of nodes is linked by a few randomly placed links (a).
As the number of links increases, some small clusters occur (b). After a threshold value, a
critical point (c), the proportion of the nodes connected increases dramatically; a change in
the system has occurred, similar to that of a phase transition. From Kaufmann (2000).



physical geography in a new light. Significantly, the role of context in explanation has
surfaced as a key issue in contemporary physical geography.

The importance of reductionist forms of explanation cannot be underestimated within
physical geography. However, like equilibrium, reductionism has undergone various
changes in definition that make the establishment of its precise nature difficult to deter-
mine and the identification of a potentially alternative explanatory framework difficult
to establish. Reductionist, as noted in Chapter 4, refers to the tendency to reduce expla-
nation to the level of the lowest identified entities. Within physical geography this
usually involves assuming that all ‘real’ explanation is located at the level of physics
and chemistry. At this level, explanation is viewed as generalized and applicable to all
entities. Increasingly, field sciences such as physical geography have found such senti-
ments of universality difficult to sustain, given the questions of interest about reality in
their subject. The problem seems to lie, as noted in Chapter 3, with the fixation of phys-
ical geography to provide what are perceived to be ‘scientifically valid’ explanations
using the lowest entities available. Explanation is reduced to what are perceived to be
natural kinds, which are therefore viewed as real entities, ones that actually do exist in
reality.

Increasingly, use and familiarity with philosophical positions such as critical realism
and pragmatism have highlighted the errors of this reductionist view of reality and have
generated, amongst other things, a redefinition of reductionism. Critical realism, in par-
ticular, has enabled a reconceptualization of what is an appropriate explanation. Critical
realism recognizes that reality is differentiated and stratified, as noted in Chapter 4. Each
stratum of reality is composed of entities that are composed of, but not reducible to, enti-
ties found at lower strata. Similarly, the entities in a particular stratum operate according
to regularities (‘laws’) that are not necessarily derivable from laws at lower strata. In other
words, each stratum may have unique entities which interact according to unique sets of
laws as well as obeying, or rather interacting, according to laws found in lower strata.

Explanation can be divided into the vertical and the horizontal. Vertical refers to
explanation that focuses in on explaining one level by reference to laws at another level.
This form of explanation looks for the underlying mechanisms that explain the specific
power of a specific phenomenon. For example, the reaction of acid rain with calcium
carbonate can be explained by reference to valency theory. Valency theory in turn can
be explained by reference to the interaction of atomic and subatomic particles. At the
lowest level the interaction of these particles can be explained by quantum physics.
Extending this form of analysis to its logical conclusion would be a classic reduction-
ist approach. Everything would be reduced to explanation at the quantum level.
Unfortunately, at this level all entities are reduced to quantum particles. Building up
from the level of quantum mechanics to that of the entity of interest is problematic.
Some practitioners prefer to locate explanation at the level of fundamental mechanics
and chemical reactions. Stopping at this level, it is often argued, is more appropriate.
This implies that researchers have in mind an adequate level of explanation for 
their studies. Adequacy and appropriateness are therefore user-defined and capable of
alteration.

Horizontal explanation is concerned with linking entities at the scale of study. This
contextualizes explanation. This level of explanation highlights the significance of the
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juxtaposition of different mechanisms, different causal structures in determining the
actualization and the power of a phenomenon. The contingent sets of relationships that
define why something happens in reality, rather than how, form the focus of this level
of analysis. In the case of acid rain and calcium carbonate, the question is not so much
why do they react, but why do they occur in the environment in that location at that
point in time to be able to react?

Hierarchically based explanations follow a similar differentiated view of reality and
of explanation. Hierarchical explanations such as are outlined in biology and ecology
(Allen and Starr, 1982; O’Neil et al., 1980; Salthe, 1985) and within geomorphology
(Haigh, 1987) provide guidance as to what levels are appropriate for explanation. The
level of study is viewed as providing the entities and relations that require explanation.
The level below the level of study is the level at which processes and mechanisms are
located, whilst the level above the level of study provides the context. This three-level
view of explanation does provide a useful starting framework, but clearly problems arise
over exactly how each level is defined. What it does highlight is that each level acts to
mediate the actions of the levels below it, whilst being constrained in its actions by the
levels above it. The series of complex interrelationships between levels provides a much
richer and more diverse set of explanations than a single and simple view of links
between scales.

This form of explanatory structure has similarities to the ideas put forward in hier-
archy theory, used predominantly in ecology (Platt, 1970; O’Neil et al., 1980; Allen and
Starr, 1982; de Boer, 1992). Within this form of explanation it is accepted that reality
is divided into different, distinct layers or strata, as recognized in critical realism. The
levels in the hierarchy interact and can influence each other. The rate of processes in
the lower levels is much greater than the rate of processes in the upper levels of the
hierarchy. Processes of photosynthesis, for example, are much faster than those of plant
growth. Although the processes and entities of the upper levels are constrained by the
processes operating at lower levels, they are not solely determined by, nor predictable
from, the lower-level processes. Interaction, the development of ‘laws’ or rules of inter-
action specific to a particular level, also influences behaviour. Likewise, the upper levels
can influence the lower levels by affecting the conditions within which the faster
processes operate. Salt weathering may be rapid on a building, but it will not occur if
the conditions are not appropriate for the combination of salt and moisture. Significantly,
the researcher defines what is the appropriate level of study. Once this has been deter-
mined it is then only the lower and upper levels immediately adjacent to the level of
study that should be used in any explanation. Moving beyond these levels is reducing
or generalizing the explanation beyond what is deemed appropriate. Too general or too
reductionist in mode and the explanation becomes unrelated to the specifics of the level
of study.

Recent debate has focused on the possible existence of emergence as a possible means
of explanation in physical geography (Harrison, 2001; Lane, 2001). ‘Emergence’, like
most of the terms involved in explanation, is difficult to pin down accurately. Some
researchers view it as referring to the tendency for new and novel entities or structures
to emerge from the interaction of processes. These new entities are dependent upon the
operation of processes and other entities for their existence, but their behaviour is not
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merely an aggregate of these other entities. Instead, the emerging entity has a coher-
ence of form and function that defines it as a distinct and separate individual at a partic-
ular scale. The emerging form can interact with other entities and respond as a single
whole. The behaviour of the entity is greater than the sum of its parts. This view of
emergence sees entities as forming at distinct scales as a response to processes at other
levels. Action at a particular scale is not dependent upon processes at a smaller scale
but on the emergence and behaviour of emergent entities. Other researchers view emer-
gent entities as being distinct individuals at a particular scale, but that these individuals
are explainable by reference to the processes that formed them. The entities may act as
individuals and even interact with other individuals at that scale, but their behaviour is
an aggregation of processes and entities found at a lower scale. In this view of emer-
gence, entities emerge, but their behaviour and existence are predictable from our know-
ledge of their aggregate components. Such distinctions are vital, as in the latter view of
emergence explanation is placed at the level of the components, whilst in the other view
explanation is placed at the level at which the entity emerges.

The above views of entities and emergence have echoes in the writings of A.N.
Whitehead (e.g. Whitehead, 1929). Whitehead viewed entities as being temporary
concretizations of flows of processes. Processes became solidified in the act of creating
entities. The entity only remains, however, if the flows themselves remain constant. The
entity could affect the flows and so enhance the solidification of its form. Any single
entity, though, was connected to all other entities by virtue of the flows that formed it.
This meant that a single entity was connected horizontally to other entities at a scale
similar to itself. Likewise, entities were formed by processes that were governed both
by internal mechanisms and by their context.

Combined, this view of emergence begins to ask interesting questions about scale
and its definition in physical geography. A common assumption is that scale is concerned
with an absolute set of spatial and temporal dimensions. Entities have an existence
relative to this fixed frame of reference. Different entities exist at different magnitudes
within this fixed frame of reference (Figure 7.4). Recent papers, such as Raper and
Livingstone (1995) in relation to GIS and by Massey (1999) and Harvey (1994) in rela-
tion to geography in general, have begun to suggest that scale may not be as clearly
defined or fixed as previously thought. As with Whitehead’s philosophy, a more rela-
tional or even relativistic view of scale may be more appropriate to physical geography.
Rather than scale being absolute within a fixed reference frame, with the entities fitting
within this, scale could be thought of as being defined by the entities themselves. Scale
is no longer absolute but dependent upon the entities under study. The entities them-
selves define the processes or flows forming them; they define the spatial and temporal
dimensions of importance rather than being defined by these. Scale is no longer an
absolute quantity but one that varies with the entities being studied, and so is defined
by the study itself. This is rather different from the static spatial and temporal frame-
works provided by Schumm and Lichty (1965). Within their framework space and time
are absolute quantities within which variables vary in significance. The fixed spatial and
temporal frame provides a common and unfaltering backdrop for the action of variables.
Turning the whole structure on its head, the spatial and temporal framework becomes
relative, defined by the variables themselves. This provides a more dynamic view of the
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framework within which variables and relations operate. The scale of operation of a
variable is defined by its relation to other variables, not by a fixed framework.

Phillips (1988, 2001) also looks at the issue of scale within physical geography.
Following the work of Schaffer (1981), Phillips (1986, 1988) notes that it can be demon-
strated mathematically that in systems where interactions operate over time-scales of
greater than an order of magnitude, these can be thought of as being independent:

Controls acting at any given scale can be considered to be an abstracted subset
of all system components operating at all scales. If the abstracted and the omit-
ted relationships operate over spatial scales an order of magnitude different, the
relationships are independent of each other in terms of their influence on system
behaviour.

(Phillips, 1988, p. 316)
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Figure 7.4 Entities are placed with a fixed x, y co-ordinate system. If an entity develops over
time from circle to square there is no change in the reference frame used. If the circle entity
defines the nature of the x and y co-ordinate system, then development into a square with
its own associated co-ordinate system implies a change in the nature of the co-ordinate
system within which description and analysis take place.



This is a similar argument to that put forward for a hierarchical view of reality (see 
pp. 128–129). In this view processes at the lower levels of strata operate at rates so fast
as to have little influence on the upper strata. Likewise, the upper strata, although con-
strained by the lower strata, operate at their own rates and have little impact upon the state
of the lower strata. Each level has its appropriate conditions for stability that may only
be influenced by the other strata in exceptional circumstances. One of these circumstances
could be the presence of chaos or complexity within and between the levels.

Importantly, in Phillips (2001) this recognition of scale differences is combined with
a recognition that this means that there is unlikely to be a single, best representation of
reality across all scales. An appropriate representation at one scale, derived from a
specific method, will not form an appropriate representation at another scale. A micro-
scale form may most appropriately be identified and measured by a particular method-
ology. This same methodology will be unable to represent the phenomenon that the
entity represents across all scales. As the scale of study changes, the nature of the
phenomenon changes and the means to represent it in an appropriate manner alters. The
problem becomes, as Phillips notes, one of trying to reconcile unsuccessfully different
and sometimes competing methodological approaches. This is not a problem if it is
accepted that reality is not capable of continuous and singular representation:

Any frustration and despair arising from accepting the argument that there are
fundamental limits on the ability to use single representations across scales
would likely come from reductionists confronted with the realization that 
their methods are not always sufficient, or even worthwhile, for address-
ing some problems. Proponents of historical and system-oriented approaches 
have acknowledged that their methods are often insufficient and sometimes
useless, and have generally recognized and accepted that historical or systems
approaches are best suited to particular ranges of time and space and ill-suited
to others.

(Phillips, 2001, p. 757)

The scale changes, and so does the means of representing phenomena. The entities that
reflect the phenomena have to alter as the means by which they are identified and
measured alters. Entities and scale covary. It is pointless to view scale as independent
from the entities being measured; the two cannot exist independently.
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Case Study

Complexity and change – landscape evolution and
organization

Phillips (1995) outlines how the concept of non-linear dynamical systems (NDS) can
be applied to the analysis of relief evolution. The key question he is trying to answer
is does landscape evolution exhibit deterministic chaos? (Phillips, 1995, p. 57).



Deterministic chaos would result in complex, irregular patterns resulting from deter-
ministic systems regardless of the presence of other factors such as stochastic external
forcing factors or confounding factors. Phillips considers the non-linearity in land-
scape development to arise from a non-proportional relationship between inputs and
outputs resulting from changes in stores and system thresholds.

Phillips suggests that deterministic chaos would leave a signature magnifying the
imprint of disturbances of any magnitude and so produce complex (or convoluted)
topography. Without deterministic chaos small disturbances would be irrelevant and
quickly removed as the topography converged on a steady-state standard topography.
Stated simply this means that if relief increases over time, chaotic behaviour is
implied, whilst if relief decreases over time non-chaotic behaviour is implied. It is
important to recognize that Phillips does not state that relief divergence (increasing
difference over time) is indicative of chaotic behaviour, only that it could be. He
recognizes that other factors could cause such behaviour, including stochastic forcing
factors.

In a NDS of the landscape there will be n interacting components, xi = 1, 2, . . .
N. Over time the behaviour of any of these individual components could be expressed
as a function of other components (x) or parameters (c) in the form of an ordinary
differential equation:

dx1

dt = f1 (x1, x2, . . . xn, c1, c2, . . . cm)

In an ideal world, everything would be known about the system, every component
and every parameter would be known and would be expressible as above. In this
case how a system changed could be described by mapping these equations in n-
dimensional phase space. In reality, such complete knowledge is not possible, so a
smaller subset of the n-dimensional phase space is plotted: q-dimensional phase
space. Phillips introduces the concept of phase space to help in his description of
system behaviour, but it is also worth noting that the recognition that a smaller subset
is used in reality to map system behaviour raises questions about component and
parameter selection. How representative is the subset of the larger phase space and
if other components and parameters were selected would the description produced
change?

Whether the landscape has a tendency towards convergence or divergence of relief
can be determined by looking at the Lyapunov exponents (λ). Lyapunov exponents
of a system are a set of invariant geometric measures that indicate system dynamics.
If system behaviour is visualized as a set of trajectories in phase space, then the
Lyapunov exponents quantify whether trajectories converge or diverge and how
rapidly they do this (Figure 7.5). Where the average Lyapunov exponent is positive,
then the trajectories diverge; when it is negative, they converge; when it is zero there
is no divergence or convergence. The average Lyapunov exponent refers to the
general behaviour of the system. A positive value only implies that chaotic behaviour
will be exhibited, not necessarily that chaotic behaviour will always be exhibited.
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Taking the Lyapunov exponents for individual components there will be a range of
values. Where positive values occur, this implies a potential for chaotic behaviour
with the largest positive value indicating the potential rate of divergence. Calculation
of Lyapunov exponents is relatively straightforward if all the differential equations
describing the system components and parameters are known. In reality, this is never
the case. Instead, Phillips makes use of a useful property of NDS: that the dynamics
of the system can be derived from a single observation. This observation integrates
the mode of system behaviour and charting its change over time will reflect the
behaviour of the NDS as a whole. If the NDS is chaotic then randomly chosen pairs
of initial conditions will diverge exponentially at a rate equal to the largest Lyapunov
exponent. Mathematically, once two trajectories become separated it is increasingly
difficult to describe the trajectories using the Lyapunov exponents, so every so often
the variations in trajectories need to be rescaled, or better still renormalized, to
produce trajectories that are close together.
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Figure 7.5 Visualizing Lyapunov components. (a) shows two trajectories remaining close
together. The lower graph shows the shape and location of the components remaining
almost the same for each trajectory. (b) is a pair of diverging trajectories. The
components show an increase and expansion of the shape represented in the graphical
phase space. Axes on the lower graphs are two-dimensional representations of
components.



For landscape development the theoretical terms can be translated into compo-
nents capable of assessment. Phillips uses two theoretical points in the landscape, 
i and j, with elevations hi and hj at two times, to and t. The elevation difference is
given by hi–hj and the rate of change is:

di, j (to + t) = [hi(to+ t) – hj (to+ t)] = [(hi(to) + hi) – (hj(t) + hj)]

For this representation of the landscape and its dynamics a positive Lyapunov
exponent is present when:

di, j (to+ t) – di, j (t) > 0

In other words, if the rate of change at time t is greater than the rate of change at
time to then the system has a positive Lyapunov exponent and is chaotic.

Using this relatively simple means of identifying chaotic and non-chaotic behav-
iour Phillips defines ten types of behaviour for relief (see Table 7.3 and Figure 7.6),
five stable, five unstable. Phillips notes that the NDS model of topographic evolu-
tion could provide a unifying framework for all existing theories about topographic
evolution. All these theories could be mapped onto the ten modes of change, making
the NDS model itself unfalsifiable.

Table 7.3 Relief behaviour, from Phillips (1995).

Behaviour type Description

Stable 1 Planar surface experiencing spatially uniform rates of erosion, accretion
and uplift.

Stable 2 Both points eroding, with erosion rate at the initially higher point greater
than or equal to that at the lower point.

Stable 3 Both points accreting or being uplifted, with rate of increase in height at
initially higher point less than or equal to that of the lower point.

Stable 4 Initially higher point is eroding and lower point is accreting or being
uplifted.

Stable 5 Higher point is not changing and lower point is accreting or being uplifted.

Unstable 1 Planar surface with any variation in erosion, deposition or uplift rates.

Unstable 2 Both points eroding, with rate at the initially higher point less than that at
the lower point.

Unstable 3 Both sites accreting or being uplifted, with rate at the higher point greater
than at the lower point.

Unstable 4 Initially higher point is being uplifted or accreting and lower point is
eroding.

Unstable 5 Higher point is not changing and lower point is eroding, or lower point is
not changing and higher point is accreting or being uplifted.

Despite the un-Popperian status of the NDS theory, Phillips does think it provides
some basic tenets for a model of landscape evolution. These are, first, that there are
ten modes of topographic evolution differentiated by the average rates of uplift/
accretion or erosion/subsidence at initially higher and lower points. Second, that the
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five stable modes involve constant or declining relief over time, whilst the five
unstable modes involve increasing relief over time. Third, neither stable nor unstable 
modes can persist over geologic time-scales or across the whole landscape. Fourth,
chaotic modes involve sensitivity to initial conditions and inherent unpredictability,
but within well-defined boundaries associated with relative rates of change in the
landscape. Lastly, planar surfaces are unstable.

Phillips’s view of NDS as a potential integrative theory for landscape development
is an interesting application of ideas from chaos theory. The development of a math-
ematical basis to his argument permits him to identify some indicators of chaos within
systems, provided that the theoretical concepts can be appropriately translated into
real entities capable of measurement. It is problematic that the theory predicts almost
every mode of landscape development as this makes the falsification of the theory
virtually impossible. Any pattern of behaviour is permitted by the theory and so every
pattern of behaviour can be explained away. NDS does, however, provide a relatively
easy to understand interpretation of landscape development using almost the simplest
of systems: two points. The range of behaviour that these two points exhibit can be
interpreted in terms of stability and change, but does the framework of NDS provide
any more explanatory power than the traditional framework of equilibrium?

S5

S4∆ hj > 0

∆ hj = 0

∆ hj < 0

∆ hi > 0∆ hi = 0∆ hi < 0

S3

C3

C2

S2

C4

C5

Figure 7.6 Behaviour of points in different relief models, from Phillips (1995). Stable (S)
and chaotic (C) modes of topographic evolution in the NDS conceptual model. S1 and C1
apply to initially planar surfaces and are not shown. The subscript i represents initially
higher and j initially lower points in the landscape. S5 and C5 plot along the principal
axes as shown.
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Summary

Change and stability in the physical environment have been explained via systems
thinking. Equilibrium has been used as a reference point for different types of behav-
iour – even alternatives to equilibrium are defined relative to it. ‘Equilibrium’ is a term
borrowed from other sciences and applied in a manner that makes it very difficult to
disprove. The concept can be translated in a range of ways depending on the circum-
stances. The use of equilibrium as an explanation has resulted in the expectation of
certain types of behaviour and constrained research to look for these forms of behav-
iour. The development of complexity as an alternative to equilibrium has suffered from
many of the same problems. Depending on the interpretation, complexity and chaos
theory can be interpreted as including equilibrium as a form of expected behaviour.
Terms such as ‘self-organization’ are capable of translation to reality in a number of
ways and so are difficult to test as explanations. Similarly, identification of chaos or
complexity relies on the same measurement systems used to identify equilibrium.
Separating the two concepts and devising decisive tests has been problematic.
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Chapter 8

Physical geography and
societies

Paradigms and social networks

The idea that scientific thought and its change is strongly influenced, if not determined,
by the society within which it exists is something that Kuhn developed into the concept
of paradigms. Although a paradigm is not a well-defined concept (at least 54 definitions
according to Masterman, 1970) it has acted as a useful beacon for studies that empha-
size the importance of social context for science and, probably more contentiously, for
the idea that changes in scientific ideas are illogical and totally socially constructed.
Even if you do not subscribe to the very strong social or even socially determined view
of change in scientific ideas, the development of science within a social vacuum cannot
be sustained any longer. Science, and by implication physical geography, develops
within a range of social networks which, even if they do not impact upon the logic of
selecting theories or paradigms, certainly do contribute to what and how reality is
studied.

Physical geographers are part of society; in fact, they are part of a number of inter-
locking and interweaving societies. This detail is often lacking in a discussion of both
paradigms and of the social construction of reality. The assumption of a single and easy-
to-identify ‘society’ with, likewise, simple and singular ‘social influences’ is a fallacy
that requires some correction. It may be more appropriate to think of any physical geog-
rapher (or indeed any scientist) as located within different social networks, different sets
of social relationships, that can influence how they perceive, study and hence under-
stand reality. Physical geographers are members of humanity and as such are constrained
in their behaviour and thoughts. This general level is, however, not usually the sense in
which the term ‘society’ is used in papers exploring paradigms and the social construc-
tion of knowledge. A more common use of the term is in relation to membership of
either Western or capitalist society. At this scale, the scientist is often viewed as some
sort of automaton playing out, more often than not in a very negative and detrimental
manner, a set of capitalistic and imperialist imperatives. This form of analysis has echoes
of the simplistic analysis of imperial imperatives used in studying geography in the nine-
teenth century. Patterns of behaviour and study may be recognizable, but the subsuming
of every physical geographer in the UK or USA as a direct and unthinking agent of
capitalistic dogma, and every action and thought as being explicable in such terms, is
highly reductionist and overly simplistic. Even if actions and thoughts can be interpreted
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as influenced by the individual being in a capitalist society, the other social networks
of which the individual is a part, as well as the individual her/himself, provide the frame-
work within which such a broad social influence is mediated. It should not be expected,
therefore, that classifying individuals as from the same society at this scale confers some
sort of explanatory power onto that level. Any influence is mediated and negotiated
through different social networks. As with imperialist studies of geography, this can
mean that different individuals can have very different ideas about what the imperatives
of their societies are.

Moving down from the scale of capitalistic society, the problem of social influence
upon scientific thought becomes more problematic and more interesting. An individual
physical geographer is bound into social networks at different levels. The individual is
a member of social networks defined by space, such as a nation or even a nation-state,
as well as more regional and local communities. At the smallest scale the individual has
a tight and close social network of immediate work colleagues, friends and kin. Although
often only the ‘professional’ relations are highlighted in an analysis of social influences,
the other relations do not disappear just because the researcher focuses on the profes-
sional. Any individual will be influenced by social networks other than professional
ones, if only in the amount of time they devote to these other networks. An individual
will also be located within seemingly aspatial social networks such as class, economic
and international networks of fellow professionals. These seem aspatial as they do not
require space for their definition, although they do require a physical, and therefore
spatial, manifestation for their operation. As the scale at which social networks are
considered becomes increasingly refined, the detail required to understand the networks
increases and the potential range of influences increases. The individual will respond
and act within these different networks in different and not necessarily consistent ways.
This makes the unravelling of a model of general social influences extremely difficult.
The uniqueness of the individual and their interactions with their individually
constructed social networks make such generalizations difficult and often irrelevant to
understanding how ideas develop and change.

The above is not an argument for neglecting the social influences on the develop-
ment of ideas in physical geography. Instead it is a plea for a more subtle and thoughtful
approach to what the nature of this influence might be. The individual physical geog-
rapher should be placed in their complete and complex social networks rather than cari-
catured as unthinking and unfeeling passive agents of social trends. It is as responsive
and emotive individuals that physical geographers interact within their different social
networks, and indeed with different physical environments, and from this interaction
that their beliefs and opinions concerning concepts in physical geography develop.

Despite the above comments, some general models of the influence of social networks
on physical geographers and the development and selection of ideas have been devel-
oped. Stoddart (1981) provided a very general model of the hierarchical nature of the
social networks within which physical geographers are embedded. The important aspect
of the model is how the individual mediates the social influences. Not all social influ-
ences are the same, however. Some social practices may not be viewed as such as they
have become ingrained within the social networks as expected norms or rules of behav-
iour. This is equivalent to the ‘disciplinary matrix’ identified by Kuhn. It is the tangi-
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bles, such as textbooks and written documentation, and the intangibles, expected norms
of behaviour, that make up the professional practice of ‘doing’ physical geography. The
rules defined by such practices could refer to the type of questions to be asked, the
methods used to answer particular questions and the forms of analysis employed. These
practices are not questioned, and once established by continual practice and repeated
publication they become viewed as the way to undertake a particular type of study or
the route to understand a particular phenomenon.

Social construction and physical geography?

Recent discussions in geography have focused on the social construction of reality.
Papers by Demeritt (1996, 2001a) in relation to climatology have put forward the argu-
ment that the reality studied by physical geographers is socially constructed. Countering
this view, Schneider (2001) has suggested that such a strong social constructive view is
detrimental to the subject. Specifically, this view highlights the relative nature of know-
ledge and denies the possibility of objective knowledge of the physical environment.
Whilst social construction of reality is undeniable in the sense that physical geographers
always work within social contexts, the strong ‘sociology of science’ view, that partic-
ular brands of social construction demand, paints a relativistic picture of knowledge that
most, if not all, physical geographers feel uncomfortable with.

Discussion of social constructionism should begin, as Hacking (1999) notes, with
assessing why you need to assert that something is socially constructed. Social construc-
tion in relation to social phenomena usually develops an argument concerning the nega-
tive nature of the phenomenon under investigation. Central to the argument is the
seemingly natural nature of the phenomenon despite its social construction. There is 
no discussion of the reality of the phenomenon; its negative nature is to be negated by 
its social construction and, by implication, its non-existence in an objective reality.
Applying the same argument to physical geography implies that a physical and real basis
to the entities and properties studied does not exist. As noted in Chapter 3, this view of
reality is at odds with other philosophies such as critical rationalism, critical realism and
pragmatism which all assume the existence of an independent reality. Although these
all also do not assume that this reality can be known directly, they do assume that it
exists and that physical geography is striving to interpret it. Social constructivism, in 
its strongest sense, appears to deny this possibility or even encourage any attempt
towards it.

It may be that the subject matter that is the focus of physical geography is different
in nature from the subject matter of human geography. This is not to say that social
constructivism, in the ‘weak’ sense identified above, cannot be applied to the subject
matter but rather that the presence of an underlying reality that the subject matter refers
to is not denied. As noted in Chapter 3, Hacking identified two types of kinds that 
can be the focus of study. Indifferent kinds are kinds or entities that do not react to 
the process of being classified. Interactive kinds are kinds or entities that do react and
can respond to the process of being classified. Physical geography tends to deal with
indifferent kinds or entities. They reflect the dialogue between the researcher and an
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independent reality. The indifferent kinds do not necessarily accurately mirror reality,
but they do arise from a social constructed, yet consistent, dialogue. It is this consis-
tency and its agreed nature that provides the products of the dialogue with their objec-
tive power. Objective in this sense does not mean that the entities or kinds are ‘real’,
only that they have been derived by a consistent process of dialogue and are treated as 
if real. The exact nature of the entity or kind may alter as the dialogue changes, but
once defined the entities or kinds themselves influence the dialogue. In this sense it is
pointless to begin to contrast ‘real’ as opposed to ‘socially’ constructed phenomena. 
The dichotomy is a false one. In effect, phenomena are both real and social at the 
same time.

Ethics in physical geography: reflection required?

Ethical considerations in physical geography have not received much attention within
the printed literature, although some debates have arisen at conferences. Scientific study
in fields such as medicine and sociology have developed increasingly sophisticated
means of assessing the ethical contents of their subject matter. Given that the focus of
their research is on humans, this may seem an inappropriate place to look for guidelines
about how to tackle ethical issues in physical geography. The basis that these fields have
established does, however, provide information on the type of questions that should be
considered. Within physical geography there are specific areas that should be questioned.
First, at an abstract level the acceptance of an external, independent reality imposes a
series of moral obligations on the scientific researcher. If the researcher is committed
to uncovering, as far as they can, the operation of this reality, then there is an implicit
obligation to ‘truth’. This is not as simple as it appears. Most physical geographers might
assume that this means that the researchers should follow procedures diligently and
record and revel in success and failure both the same. In other words, the researcher’s
work should reflect reality: the researcher holds a mirror up to reality and records the
reflection without distortion. Hopefully, all of what has gone before illustrates the impos-
sibility of such a naïve view of reality and its scientific study. Commitment to truth
could be interpreted as ensuring that you derive data that reflect how reality is. Your
view will be driven by theory and so truth, and these will become one and the same
thing to you. Denying the theory is to deny the truth of how reality is. Reality may be
interpreted to fit your theory. Ethically the researcher is committed to the truth, but other
researchers may deny their version of the truth.

Commitment to the truth could be interpreted in another way. It could be viewed as
commitment to use a specific approach to understanding reality and to abide by the
outcomes of this approach. The centrality of falsification and testability in the philoso-
phies outlined previously provides another means of reflecting reality. Researchers admit
to the fallibility of their views of the world. Researchers submit their theories to rigorous
testing in a dialogue with reality and with their co-researchers. Commitment to the truth
then becomes commitment to this process of scientific scrutiny. It is through this method
of rejection of theory that reality is to become knowable. Adherence to this process does,
however, rely on an agreement between the researchers that the process of scrutiny is
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‘fair’ and legitimate. Mechanisms for legitimating the process have evolved with the
subject, from initial acceptance of the accounts of ‘gentlemen’ to the complicated peer-
review systems for academic papers and research projects. The development of legiti-
mate pathways does, however, also constrain research that is acceptable or capable of
judgement by the formats made available by these pathways.

Second, physical geography is embedded within social networks as previously noted.
These networks include moral ones that are variable in space and time. These networks
may dictate what is an appropriate set of questions to ask, and what are appropriate
methods of scientific investigation and appropriate forms of explanation. The early
history of the study of the physical environment is littered with what seem now to be
irrelevant moral constraints. Chorley et al. (1969) illustrated the need to retain the study
of landscape development within a temporal framework that respected biblical events
in the seventeenth and eighteenth centuries. The development of a catastrophic view of
landscape development then produced a reaction of strict uniformitarianism within
geological and evolutionary thinking. Within contemporary society, of which physical
geographers are a part, there is increasing discussion of the moral rights of the environ-
ment and its components. Issues of preservation and conservation of the physical
environment impinge directly on the subject matter studied by physical geographers.
The indifferent entities and kinds that physical geographers study are part of the phys-
ical environment. Rivers, rocks and soils all contribute to the landscape, which has
become a focus for moral concerns both in its own right and as the basis for supporting
ecosystems and particular rare species. Concern that these entities are preserved for
future generations as they are now, or conserved as dynamic entities, is the basis for
this moral concern. A whole literature has developed concerning the moral and legal
rights of future generations. Likewise, this concern has resulted in the development of
sets of principles by which research activity is judged in terms of its impact upon the
physical environment.

Principles such as minimum impact and minimum tools are used within the US
National Park Service to guide the assessment of the environmental impact of scientific
research. These principles define the type of practical steps researchers need to build
into their experimental designs to be granted permission to work within national parks.
Principles such as minimum impact, for example, ask the researcher to consider how
they reach the site. Do they take a car, what damage do they cause by their interfer-
ence? and so on. The minimum-tool principle likewise requires the researcher to justify
data collection using the proposed method. Issues such as environmental damage using
a particular instrument relative to other instruments are put near the top of the agenda.
Each principle and its practical implications are designed with resource conservation in
mind. The principles begin to question the assumptions researchers make about what
are appropriate methods of study and bring to bear issues of general responsibility for
actions that may have rarely entered into a researcher’s consideration before.

Third, a more general view could be taken of the ethical considerations within phys-
ical geography. The practice of physical geography involves a range of ethical choices,
some of which are not viewed as choices at all but as established working practices.
Recent discussions of the position of women within the earth sciences (Macfarlane and
Luzzadder-Beach, 1998), for example, raise the issue of whether the practice of physical
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geography is inherently biased. The number of women, and the positions they occupy,
could be viewed as being an indicator of gender-bias within physical geography. The
development of an academic community requires that individuals acquire certain qual-
ifications and become members of certain groups to be accepted in the field. Is selec-
tion of candidates for Ph.D.s based on gender lines? Do decisions about the employment
of academic staff get caught up with expectations of social worth and individuals’
expected life choices (i.e. women get pregnant and look after the children, so are to be
expected at work less)? You would hope to be able to say that in contemporary society
these issues would not be a concern and that the answers to the above questions would
all be an emphatic no! Suggestions such as physical fieldwork is based on a macho
image of a fieldworker, and that the society to which they belong (e.g. a drinking and
male-orientated culture) sometimes make it difficult to answer the above questions confi-
dently. That these issues are rarely aired in physical geography does not mean they are
not important.

In a similar vein there has recently been concern for the ‘invisible’ researchers within
geography (Bromley, 1995; Ni Laoire and Shelton, 2003; Shelton et al., 2001). The
Research Assessment Exercise in the UK has thrown into sharp relief the role and lack
of career structure for post-doctorate researchers and even Ph.D. students. The trends in
the employment of this group could be viewed in the same light as the general trend
towards casualization of the labour force as a whole with all the associated problems.
Academics, often the employers of these individuals, have been relatively slow to appre-
ciate and develop strategies for career development. Often academics working with
short-term contract researchers do not see it as part of their job to think about their
employees. Often the employees are unaware of what their rights are. Likewise,
comments are usually made about the increased flexibility of work practices for
researchers by full-time academics. The dialogue between the groups, if indeed there
are identifiable groupings, is one of an unequal power relationship. Oddly, academics
have rarely researched this personal and close relationship between themselves and their
researchers. Increasingly, in the UK at least, as research funds become concentrated in
a few ‘top’ institutions, the development of academic careers will be controlled by fewer
and fewer individuals. The ethical implications of this have rarely if ever been discussed.

The above discussions illustrate the important role that issues of responsibility play
in developing an ethical code for research in physical geography. Although policy instru-
ments such as minimum impact and minimum tools impose a framework of compliance
upon researchers, they can also be viewed as practical and codified practices for environ-
mental responsibility. The development of an ethical framework can be imposed from
above, as in this case, but it is more relevant to ask why the framework has to be imposed
in the first place. Questions of moral uncertainty may be part of the answer, but it is
likely that unaddressed issues of researcher responsibility are also part of the problem.
Scientific research tends to focus on a particular problem. As the book has highlighted,
and as others have commented, science is the art of the possible. Researchers break
questions down into manageable chunks and answer what they believe they can using
the tools that they have learnt to use. Questioning of the questions being asked and the
impact of their investigations upon the state of the physical environment for future gener-
ations is not a question directly involved in their framing of research. Particularly where
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research is focused around the short-term research grant with its associated promotional
rewards, individual justification for an action may outweigh potential ethical concerns
if they are even articulated. Development of an ethical framework needs to be devel-
oped within the individual researcher. A researcher may claim they have an ethical
commitment to discover the ‘truth’ of reality, but what do they do if the method they
intend to employ causes irreversible damage to the environment they are studying?
Which ethical concern has the greater moral imperative? Development of such an indi-
vidual ethical framework will require a lot more work at the level of individuals and
their training, as well as being translated as a payback in career success. If the context
of the individual researcher is not given as much weight as the ethical argument, then
any ethical framework will founder on the grim personal practicalities of the individual.

Although great consideration has been given to the ethics of research in the physical
environment, the same consideration should be given to ethics in the process of research.
Increasingly, research is a group or team activity rather than the solitary undertakings
of a lone scholar. Similarly, with the advent of the Research Assessment Exercise 
in the UK, as well as the traditional peer-review system for publications, success of
research activity is dependent upon a community. How individuals deal with other indi-
viduals in this research process is as much the sphere of ethical considerations as is the
output from the process, the research itself. Once again this sort of issue is something
that academics have not had to deal with and often it does not even register as part of
their ethical framework. Within the UK, for example, there has recently been a concern
over the casualization of researchers, almost the development of a research underclass.
The status of these individuals in the research process is often left to the vagaries of
individual research team leaders. The responsibility of employer to employee and vice
versa are part of this relationship, but one which academics are rarely trained for or
necessarily have an ethical framework in which to assess. It is telling that a number of
universities have developed rules for inclusion and precedence of authorship on aca-
demic papers involving such teams. These raise issues of unequal power relationships
within the research process. The inequality of these relationships requires a recognition
and consideration that has been lacking in the recent past.

Physical and human geography: division or integration?

Recent discussions over the nature of geography often refer to the human/physical divide
in the subject. Despite protests and pleading to the contrary, the divide is often seen as
insurmountable, with some even claiming that geography has become effectively split
into two specialisms (some even carry the subdivision amongst specialisms further).
Massey (1999) tried to tease out the commonalities between the two parts of geography
via a consideration of the role of entities. Raper and Livingstone (1995) confirm the
potential for discussion, as did the ensuing printed debate (Lane, 2001; Raper and
Livingstone, 2001; Massey, 2001). Despite these overtures across the divide, there seems
to be little real movement of positions so far.

This debate about the possibility of integrating physical and human geography is not
a new one. A special issue of the Transactions of the Institute of British Geographers
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in 1986 provided a series of short papers on different geographers’ opinions on the 
likelihood of such common study. These concerns and hopes have also been expressed
further back in the century, as in Man’s Role in Changing the Face of the Earth 
(Thomas, 1956). Several geographers have explicitly been concerned with develop-
ing concepts that would provide this integration, such as Carl Sauer and the concept of
landscape (1956). By the end of the twentieth century, the debate still continued without
resolution.

Keeping the two sides apart are centrifugal forces that vary from place to place, but
which collectively are likely to prevent the integration wished for by many. Academics,
as noted above, are only human. Career paths and funding requirements mean that people
will pursue courses of action profitable to them in their particular context. If funding
councils do not recognize an integrative physical/human geography then why pursue it?
There is no money in it; there are no rewards. This may sound cynical, but an academic
life is short, the period available to make an impact even shorter, so why waste it in
pursuit of an unattainable goal? There is also the feeling amongst key researchers on
both sides that what they study is different from that being studied on the other side.
The subject matter of human and physical geography is seen as fundamentally different.
Hacking’s (1999) distinction between indifferent and interactive kinds may be taken by
some to be a good description of the differences between physical and human geog-
raphy respectively. This may be simplifying the matter, but it does have an appeal in
explaining the continued divide. If the subject matter is different at a fundamental level
then the techniques employed to study one kind cannot necessarily be easily transferred
to the study of the other kind. This means that a reductionist approach will not be of
any use in a post-modern analysis of asylum seekers. Likewise, what could a post-
modernist say that is meaningful to the study of gravel-bedded rivers? Acceptance of
such a key divide will justify the lack of communication between the camps.

With such entrenched and well-funded camps is there any point in pursuing the issue
of integrating physical and human geography? Maybe, unsurprisingly, my reply is yes!
Although some may regard any integration as superficial and part of a propaganda drive
to maintain a university subject that has run its course, I still believe that there is room
for an integrative approach. The methodologies of human geography can be applied to
the study of the practice of physical geography. Collier and Inkpen (2002, 2003), some-
what simplistically, began to analyse how surveying at the RGS in the nineteenth century
was influenced in its practice by the context of the period. Livingstone (1984, 1987) has
analysed Shaler’s work in both eugenics and geology in the context of the development
of Darwinian concepts at the time. Such historic studies can help us to see how seem-
ingly objective facts and concepts are actually constructed by individuals in societies
and how the nature of ‘objectivity’ is affected by these contexts.

Likely to be of more significance to current physical geography is the increasing
recognition (stating the obvious maybe) that it is difficult to separate human and phys-
ical environments. The interpenetration of the physical and human means that it is diffi-
cult to justify that processes of environmental change are purely physical or that social
structures rely solely upon human processes. Maintaining that one realm does not influ-
ence the other would be to view each as meshing together at increasingly smaller scales,
but never actually overlapping or merging. Gould (2001) provides a similar image 
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of the relationship between science and religion, labelling it as ‘fractal’ as the two
spheres mixed, but never merged no matter the scale of resolution they were observed
at (Figure 8.1). For human geography I mean the more humanistic approaches that seem
to address different questions and a different reality from the ‘scientific’ approaches.
The seemingly clear divide between the two becomes messy when closely examined in
terms of, say, the purpose of study, the questions asked, the entities and processes iden-
tified. The two, however, never mix, their realities remain different but interwoven. The
two never merged as each answered questions about a specific realm: science, what
reality was like; religion, how we ought to live. One could not answer questions about
the other. Keeping human and physical geography separate implies the same key distinc-
tion. Interestingly, however, this separatist view would not actually deny the importance
of either branch of geography; it would merely accept that human and physical ques-
tions were distinct and separate, but equally as valid to ask in the first place. This view1
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would enable an uneasy truce to prevail in conflict over the integration or division of
the subject.

An important consideration that has rarely been considered is that both human and
physical geography are not homogeneous masses. There are distinct approaches within
both with differing methodologies and views of reality. Arguments for separation, and
even some for integration, have usually focused upon the extreme members of both
realms. The argument seems to run that if these end members cannot be integrated then
none of physical and human geography can. It may be that these end members follow
Gould’s fractal description, but other parts of human and physical geography may be
easier or rather more appropriate to integrate. The approaches and topics that ask the
same questions about reality or can inform the questions that each subdiscipline asks
may be more appropriate candidates for integration. As environmental degradation
continues, this may be an area that of necessity becomes a concern for geography as a
subject for both its relevance and survival.

Summary

Physical geographers work within different societies at different scales. All are members
of different networks and may behave in different, even contradictory, manners,
depending on the network being considered. Individuals should not be seen, however,
as automatons responding blindly or consistently to their context. Context is mediated
by individuals in a complicated and often unique manner. Recently, ethical concerns
have become an important consideration in physical geography, whether forces upon
researchers through instruments such as minimum impact or from within by moral
considerations. There is little in terms of a coherent and explicit professional code of
conduct for physical geographers to follow. Ethical obligations to the truth, to the phys-
ical environment being studied, to other researchers and to the individual are all aspects
of the research process that are not usually considered in detail.
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