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Preface

The first edition of VMuware View 5: Building a Successful Virtual Desktop is the first book
from VMware Press to cover virtual desktop computing.

About This Book

VMware View 5 is a truly enterprise class virtual desktop product that has integrated all
the necessary technology, such as View Persona and Local Mode desktops, to deliver a
complete solution for delivering desktops. When we set out to write this book, there was
very little available that provided a single source and reference for all the pieces. Although
there is a wealth of information on all the individual components provided online by
VMpware and independent bloggers, it was difficult to find the information all in one
place. Our approach was to take the most important topics and bring them together under
one cover. As we go to publication, there are a number of items that we would like to

have included, such as VMware’s Project Horizon, which has been released as VMware’s
Horizon Application Manager.

Products like Horizon attempt to bridge between the PC and Post-PC era. With the
aggressive trend toward Cloud, HTMLS, and pure application delivery, opinions vary

on any long-term trend toward desktop virtualization. The reality is, though, that the
virtualization of the desktop is important for many reasons. As I'T" professionals, we are
very familiar with the concept of a desktop PC. The technologies and lifecycle processes
for desktop management have been around almost as long as the desktop itself. What we
are less comfortable with is running I'T as a Service. This is the transformation that is
being driven by the promise of Cloud computing. In preparing for this paradigm shift,
the virtualization of your desktops becomes a necessity. It allows I'T departments to move
closer to the I'T as a Service model using a form factor that they are comfortable with: the
desktop. This book is designed to get you moving down the path comfortably. We have
taken a very operational viewpoint and looked at not just the deployment but also what is
required to ensure success.

Some of the points we make are not necessarily about the VMware View software but the
importance of your approach. From our experience, one of the most important consider-
ations is the engagement of the end users in the process in a structured way. This comes
back to thinking about the service of delivering desktops versus the mechanics. As you are
designing a service to meet the requirements of your end users, it stands to reason that
involving them in the process provides an opportunity to “market test” before opening up
the service to everyone.

It is our hope in providing this book, we will have simplified some of the challenges and
taken some of the mystery out of how the technology works.
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In Chapter 5, “Building Your Virtual Desktop,” we initially developed two versions of the
chapter: the first based purely on what was capable using VMware tools, and a second based
on using a more generic tool, the Microsoft Deployment Toolkit (MD'T). Given the series
and audience, we decided to include the one on VMware tools in the final print version.
However, if you are interested in the MDT version, it is available via Safari Books Online.
There is a coupon code in the back of the book that provides free limited access (45 days) to
the book and the additional chapter.

On a more general note, in this book, we use the terms View desktop, virtual desktop, and
desktop instance interchangeably. These terms refer to the deployment of a Windows
desktop OS deployed in a virtual machine, running on VMware vSphere and managed by
VMware View.

What This Book Covers

Here is a quick overview of all the topics covered in this book:
m Chapter 1, “Virtual Desktop Infrastructure Overview”

In this chapter we cover the grassroots of desktop virtualization and how it evolved
to become a key technology today. We delve into all the components of a virtual
desktop environment in a general way so you understand their value and where they
fit into your planning. We also review licensing and the underlying infrastructure at

a high level.
m Chapter 2, “VMware View Architecture”

From the more general topics in Chapter 1, we delve into the specific architecture of
VMware View 5. In addition, we cover key aspects of the supporting vSphere virtual
infrastructure and how they add value to a virtual desktop environment. We also
look carefully at network and storage because problems in these layers can quickly
translate to performance issues in your virtual desktop environment.

® Chapter 3, “VMware View 5 Implementation”

In this chapter we go through the steps required to set up the virtual infrastructure
and add VMware View software. This is the step-by-step guide to installing

and configuring your VMware View environment properly. We also cover the
integration of View Persona.

m Chapter 4, “Application Virtualization”

In Chapter 4 we discuss the benefits of application virtualization and then the
specifics of ThinApp. We discuss how to properly set up, package, and manage
the process in your VMware View environment. Originally, I had considered
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changing the order of Chapters 4 and 5 because we are four chapters into the book
and have not yet talked about building a virtual desktop or desktop template. In

my experience, however, I find that ThinApp is often not considered carefully in
many View environments. By ordering the chapters this way, I am hoping that you
consider the capabilities and benefits at an earlier stage so that you can get the most
out of this technology.

Chapter 5, “Building Your Virtual Desktop”

In Chapter 5 we discuss the building of the virtual desktop and tuning it properly.
We have incorporated a shared server desktop as a component of this chapter.

"This was actually debated by the technical team quite a bit because the integration
of Windows 2008 R2 RDS is an underused feature of the View platform. It does
provide a real opportunity for cost savings if you can meet the requirements of a user
segment using this versus a full-featured desktop, so we considered it important to
include. We review all the steps required to make this appear as seamless as possible.

Chapter 6, “View Operations and Management”

Many books do a good job of explaining software installation. To add additional
value, we thought it was important to talk about the long-term management of
things like ThinApp packages. We also wanted to spend some time reviewing the
features of pools and how pools are applied to user segments and translated to
functional requirements, which can be a challenge in large environments.

Chapter 7, “VMware vShield EndPoint”

Antivirus software can be a challenge in a virtual desktop environment if you take a
traditional approach involving distributing agents to all endpoints. The solution is

integrated in VMware View as vShield EndPoint but often not well understood to

enable you to take advantage of it. In Chapter 7 we step through how it works and

then use a sample installation so that you are comfortable with the implementation
and configuration.

Chapter 8, “A Rich End-User Experience”

How do you ensure that the end-user experience is good, and more importantly, how
do you qualify and quantify it in a controlled manner before you deploy the solution
in production? We review the many improvements in PColIP and additional param-
eters you can tune in Chapter 8. We then look at a number of tools to enable you to
simulate different conditions and quantify the effect it has on the PCoIP protocol.

Chapter 9, “Offline Desktops”

Offline desktops allow you to deliver View desktops in a variety of different situa-
tions. To do so, you must understand the requirements and how to control them



through policy. In Chapter 9 we review the benefits, go through the configuration,
and discuss the policies required to manage offline desktops.

m Chapter 10, “Migrating from Older Versions of View”

In Chapter 10 we look at a scenario that allows us to go through the migration
process from start to finish. We provide detailed steps on how to ensure the compo-
nents are properly backed up before the migration and the steps required finish it

properly.
m Chapter 11, “High Availability Considerations”

To provide a production VMware View environment, you must make sure that you
have considered all the single points of failure. In Chapter 11 we start looking at
multipathing from the ESXi hosts all the way up to clustering and site-to-site repli-
cation using native technologies. We examine a real-world scenario and go through
the step-by-step process to configuring the environment to provide HA within a site
and to extend that to a second site.

m Chapter 12, “Performance and Monitoring”

In Chapter 12 we review the importance of monitoring the VMware View
environment. We go through all the steps to integrate vCenter Operations Manager
with the recently released VMware View Adapter. We review all the information
that is provided by integrating vCenter Operations. We also discuss how you can
turn up the Alerting feature of vCenter Operations Manager to ensure that the
environment is being actively managed.

Author Disclaimer

All steps in this book have been reviewed to ensure they are accurate; however, because
we are dealing with software, they may change from release to release. Although every
precaution has been taken in the preparation of this book, the contributors and author
assume no responsibility for errors or omissions. Neither is any liability assumed for
damages resulting from the use of the information contained herein.

I appreciate your buying this book and hope this helps ensure that your VMware View
environments can scale to meet the needs of your users.

Featured in Safari Edition

In the version of Chapter 5 only available in the Safari Online version, the integration of
Windows 2008 R2 RDS is covered as a component of the complete build process. If you
don’t have a subscriptions to Safari, you can access this version free for 45 days. See the ad
in the back of the book for more details.
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Chapter 1

Virtual Desktop Infrastructure

Overview

The Evolution of the Virtual Desktop

The notion of x86 virtualization actually started with the idea of consolidating underuti-
lized server infrastructure. As VMware evolved the product line, it was quickly realized
that virtualization could not only add value to underutilized server hardware, but also
could deliver desktop operating systems. Of course, virtualizing a desktop creates opera-
tional challenges that the virtual infrastructure itself cannot solve. Just as in server-based
computing environments or terminal services, the ability to manage sessions became

a necessity. From the early beginnings of simple session management, the concept of
virtual desktops has evolved into a suite of products designed to deal with many challenges
apparent with end-user computing. In this book we start from the early beginning and
work our way to the development and current release of VMware View.

Where Did It All Start?

The concept of Virtual Desktop Infrastructure (VDI) began not with a software solution,
but with an idea from VMware’s user community. Although people had been virtual-

izing servers for years on ESX servers, customers were also deploying a limited number

of desktop OSes. The notion of deploying a desktop operating system on the same infra-
structure evolved to deal with a very specific set of use cases, such as centralizing developer
desktops or delivering an isolated remote access environment. VDI has grown from a
technology applicable to certain scenarios to become a strategy for delivering end-user
computing requirements and supplanting physical desktops. From the early concept of
deploying a desktop on ESX, the solution has matured considerably.
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VMware recognized an opportunity in virtual desktop infrastructure and developed

a Professional Service offering that included 10 days of professional services and a
web-based connection broker. Other independent software companies realized an oppor-
tunity as well and began realigning their products for desktop virtualization. One of these
independent companies was a software company in the UK called Propero. Propero

had traditionally competed with Citrix in the server-based computing arena. As Citrix
Solutions continued to scale and incorporate new features and services in server-based
computing, Propero decided to specialize in desktop virtualization to capitalize on the
emerging market. Propero had an integrated Java-based RDP client that allowed you to
connect to both desktops and terminal servers. In addition, it had a feature that allowed
you to blend access to applications, virtual desktops, and servers on a single web page that
was similar to Citrix’s Web Interface. Ironically, the traditional “desktop replacement
solution” from Citrix was late to catch on to the value of virtualizing the desktop.

VMware decided to jumpstart its VDI solution by acquiring Propero in April 2007,

and the first VMware version was released as Virtual Desktop Manager, or VDM. The
solution was criticized by former Propero customers and new VMware VDI customers
because much of the functionality had been removed. It was rumored that a lot of code
required rewriting from the ground up, so VMware had been forced to drop many features
to meet the release date. These early solutions primarily focused around the introduction
of a management role more commonly called a connection broker. Because VDM was
closely tied to ESX (now ESXi) and Virtual Center (now vCenter), it was able to make use
of the templates and auto deployment to quickly scale up additional virtual desktops.

Figure 1.1 depicts a simple overview of the technology involved in VDI, including both
end clients, which can consist of thin clients, physical desktops, or laptops.

A connection broker provided a new management point by brokering user requests for
virtual desktops and end-user connections. Doing so allowed administrators to see the
status of the connections and whether they were connected or disconnected. In addition,
it allowed some administrator functionality, such as the ability to reset the connection or
reboot the virtual desktop. One of the main use cases for VDI was similar to the value of
Terminal Services: you could deliver a higher-powered virtual desktop (more CPU and
memory) to an underpowered physical one.

Although you could deploy virtual desktops without connection broker technology, they
did not scale because the more users you deployed, the less manageability and visibility
you had. It is important to be able to see the number of users with active sessions and the
number of virtual desktops in use and to have some ability to manage these connections.
In addition to visibility, the broker gave the administrator the ability to “entitle” or enable
the users to access a virtual desktop.
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Virtual

VMware Virtual
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Connection
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@

End Users

Figure 1.1 Early virtual desktop infrastructure.

Although these early connection brokers generally enabled the deployment of virtual
desktops, they were a long way from enabling customers to replace a true physical
desktop experience. In addition, these connection brokers did nothing to address the cost
of deploying virtual desktops against traditional storage area network (SAN) —attached
VMware virtual infrastructure.

One of the big challenges in these early virtual desktop environments was the cost of
storage. Deploying virtual desktop OSes could be costly because most early VDI environ-
ments used the same underlying hardware and storage assets found in their server virtu-
alization environment. Scalable virtual infrastructure consisted of several VMware ESX
hosts attached to SAN storage.

Figure 1.2 shows a logical layout of all the components involved, excluding the virtual
desktop management infrastructure. This layout includes the VMware ESX hosts attached
to switches that, in turn, attach to SAN storage. The virtual desktops run on the ESX
hosts, with the storage shared between all hosts, thus creating a cluster.
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Shared Storage
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Figure 1.2 Logical layout.

Most customers at the time tended to extend their virtual server environment to allow for virtual
desktops. Making the use case for storage was easy in a server virtualization environment
because servers store critical data and are backed up. The nature of a desktop image makes

the business case difficult because organizations treat their desktop images as disposable. In a
distributed physical desktop environment, much work is done to redirect user data to file repos-
itories so that in the event a desktop fails, no user information is lost. It is extremely uncommon
for desktops to be backed up in a distributed desktop environment. To illustrate this scenario,
let’s look at an example in Figure 1.3.

e,

Desktop Image
X 100 Desktops =1.46 TB

Figure 1.3 Storage requirements for 100 Desktops.

For example, let’s say my desktop image is 15 GB, and I want to provide virtual desktops
to 100 users. My storage requirement is approximately 1.46 T'B.
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Convincing an organization to commit a large amount of expensive storage space in which
only a small portion of the data is actually critical to the organization is a difficult sale.
This is not to say that companies did not deploy this technology for certain use cases, but
it was not common for an organization to look at scaling the solution because the cost was
prohibitive. Clearly, more engineering would be required to increase the scalability of the
solution and lower the price point.

Virtual infrastructure is enabled through the use of shared storage. Host clustering, hot
migrations, and distributed resource leveling are not possible without the use of some
form of shared storage. Many options available today provide great performance, such as
NAS, NFS, and iSCSI. Historically, however, the choices were limited. Many organiza-
tions would tier storage to rationalize the cost of virtual desktop infrastructure, but it was
still relatively expensive when contrasted with the price of local storage. Clearly, for the
technology to have practical applications, a simpler approach was required to manage the
images and reduce storage costs. Today modern VDI products such as VMware View
allow you to incorporate both local and shared storage to deliver the best cost advantage.
In earlier releases, this issue was addressed using advanced image management solutions to
deliver storage savings on traditional shared storage technology.

The latest generation of virtual desktop infrastructure comes bundled with image
management software that allows a single image to be served out to many virtual desktops.
VMware added the linked clone technology that was available on VMware Workstation
and VMware Lab Manager into its VDI product line. The technology was integrated

and called VMware View Composer. It allowed a single image to be represented to many
different users without requiring a full clone of the parent image for each virtual desktop.
The impact this development had to SAN storage was dramatic. Now a single 15 GB
desktop image could be shared by multiple virtual machines (VMs) while appearing to be
an independent desktop OS to each user. This technology lowered costs and dramatically
simplified the management of images. When the master could be patched and upgraded
once and have these changes propagated to all users at the next reboot or login, opera-
tional costs were also lowered when compared to a distributed desktop environment. The
integration of VMware View Composer allowed customers to consume less storage space
to deliver a higher number of desktops, making VDI a more cost-effective technology.

Virtual Desktop Manager evolved to become VMware View. VMware View introduced a
technology to address the storage cost of VDI. The product integrated a method of using
linked clones to mitigate the cost of storage. The feature was called View Composer, and
it enabled a larger number of virtual desktops to be deployed while reducing the storage
requirement to lower overall costs. As with any feature, sometimes it should be used and
sometimes it may not be the ideal approach. The “usability” of View Composer depends
on how much work is done to redirect user data and whether the desktop will be persistent
or nonpersistent (floating).
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With the introduction of VMware View 5, companies now have an enterprise solution
that lowers the cost of delivering virtual desktops so that they are a competitive alternative
to a distributed desktop environment. In some organizations, this still means that they
maintain a certain percentage of physical desktops, but virtual desktops are becoming

an integral part of the desktop environment. In other organizations, virtual desktops

are replacing physical desktops entirely. As the technology has improved, the return

on investment (ROI), or the amount of money returned in relation to the amount of
investment, has increased so that the cost of deploying a virtual desktop can be cheaper
than the cost of deploying a physical desktop. This situation is especially true if you look
at the operational cost of managing virtual desktops that incorporate technology such as
application virtualization and View Composer. The overall cost, or total cost of ownership
(TCO), on a properly designed virtual desktop infrastructure can allow a smaller number
of administrators to manage a larger number of desktops. As with any technology change,
to take advantage of it, you need to thoroughly understand and master it.

We go through the architecture of VMware View 5 in detail later in this book. This book
examines each of the features of VMware View so that you fully understand how the
technology works and when it should or should not be applied. More than that, however,
the book leads you through the process of introducing virtual desktops in a way that
ensures the technology can be used both tactically and, more importantly, strategically
across the organization.

The Importance of Application Virtualization

One of the early realizations with virtual desktops is that just moving a desktop OS to
the datacenter did not enable you to take full advantage of the technology. Some of
the challenges in decentralized desktop management do not change when you virtu-
alize desktops. What VMware realized is that it could make the VDI story even more
compelling by addressing some of the support problems that are common in desktop
environments.

One of the problems in distributed desktop environments is application lifecycle
management. Lifecycle management is the testing, deploying, upgrading, and removing
of applications that are no longer needed. In addition, installing applications into desktop
images increases the number of images that need to be maintained. With every unique
application workload, a separate image is developed so that different users or business
groups have the appropriate applications. This development led to desktops being segre-
gated based on the types of applications; for example, the finance department used a
finance image, and the marketing department used a marketing image, and so on. As appli-
cation incompatibilities were discovered, desktop images became locked to a specific build
with static application and operating system versions.
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In a terminal server environment, this situation caused servers to be siloed based on appli-
cation compatibility. Application streaming or application virtualization was originally
developed to solve this problem on shared server environments; however, it was ported

to the desktop space to deal with the same operational set of problems. VMware provides
ThinApp as a part of the VMware View Suite. ThinApp can be integrated into your virtual
desktop environment to handle most application incompatibilities. Dealing with appli-
cation incompatibilities reduces the number of images you need to maintain and further

reduces the TCO.

Application virtualization is a form of packaging that isolates the application in a

separate set of files that have read access to the underlying operating system but only
limited or redirected writes, and in some cases, no writes to the underlying operating
system. Packaged applications and sequenced applications like VMware ThinApp can be
configured to write no files to the underlying operating system. When the application

is abstracted from the desktop image, the number of images that need to be maintained

is reduced. In addition, depending on the software, the applications can be delivered to
users based on file or Active Directory (AD) permissions. The big benefit to implementing
application virtualization is that applications can be tied to users versus the more tradi-
tional approach of installing them into a desktop image. It is common for organizations
that manage large distributed desktop environments to over-license software by installing
it on every desktop instead of just to the required users because this approach simplifies
management. Application virtualization allows the desktop image to be truly universal
because a single image can be applied to all users.

Unless you have the same application workload for every business unit, you should
consider “application virtualization” to reduce the operational overhead of managing
applications in a VDI environment. Virtualization eliminates application interoper-
ability problems and reduces the management of deploying new applications. Because
the applications are prepackaged, the application configurations are centrally managed,
lowering application support. Although these technologies are available without desktop
virtualization, they are more problematic to implement because it is difficult to maintain
a consistent desktop OS baseline in a physical environment even if user changes to the
desktop are restricted. Because of the consistent representation of physical hardware
within a virtual machine, a consistent desktop baseline is much easier to enforce in a VDI
environment, also making application virtualization easier to implement.

To add application virtualization to the VMware View platform, VMware acquired
ThinStall in January 2008, and it became VMware ThinApp. At the time, there were three
main players in the application virtualization space: Citrix XenApp, Microsoft App-V
(formerly Softricity), and ThinApp. They were not the only organizations in the market,
but they were the three most commonly found deployed in customers’ environments.

One of the competitive advantages that ThinApp had over the other two was that it did
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not require additional back-end infrastructure to integrate the technology. It is essentially
agentless. To be fair, Microsoft also developed the capability to deploy application virtu-
alization as a standalone MSI, but this was an option, not a core design feature. ThinApp
was truly a method of packaging the application in a manner that isolated it from other
applications without supporting infrastructure or agent integration.

Application virtualization is similar to application packaging in the sense that you go
through the installation routine of an application to customize the install package. If you
have ever attempted to automate application installations, you know it can be a painstaking
and laborious process. In addition, after you have packaged it, the testing and remediation
process is typically quite lengthy because everything must happen unattended.

Application virtualization is similar but can be much more straightforward. In standard
application packaging, we typically take a packaging desktop, run a baseline analyzer,
install the application, and then rerun the analyzer so that the application can be packaged
into a standard executable. There are differences in the way that each vendor approaches
this; for example, Citrix uses a streaming client to build a streaming package not an MSI or
EXE like ThinApp or App-V. In addition, App-V refers to the process as sequencing versus
packaging, or in Citrix, case profiling. The application is then tested to ensure the desired
result is achieved and the application installs.

With application virtualization, an additional step is added: the execution of the appli-
cation. This additional step is required because the secret sauce of the application virtu-
alization process is that the installer looks for the portions of the operating system that
the application writes to during runtime. The portions of the registry, DLLs, and files
that are written to are incorporated into the final package. This becomes the application
bubble, or the sandbox in VMware terminology. This sandbox is a separate application-
specific location that ensures one application cannot interfere with another by isolating the
code. This virtual application can be executed from the local desktop or “streamed” down
from a centralized file repository or website. I use streaming loosely here, as in the case of
ThinApp, the package can be stored on a file share and executed in memory versus using
a streaming protocol, as in Citrix XenApp or as an option in App-V. When you purchase
the ThinApp Suite, you receive a copy of VMware workstation that you can use in combi-
nation with the snapshot feature to capture different OS states before, during, and after
the application packaging process. These snapshots can speed up the packaging process by
enabling the possibility of rollbacks when needed. We go through this subject in detail in
Chapter 4, “Application Virtualization.”

When VMware acquired ThinStall, the company rebranded it ThinApp. The version of
ThinApp shipped with VMware View 5 is 4.6 although your license is carried forward to
ThinApp 4.7. ThinApp 4.6 supports linking virtual applications to each other to avoid
having to layer multiple codependent applications together into a single application virtu-
alization package. This capability reduces the complexity of deploying applications that are
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codependent on each other. For example, say you have an application that uses a feature
in Microsoft Office. Prior to the capability to link virtual applications, you had to include
a full version of Microsoft Office in each application package. Now you can package both
applications separately and simply link them.

Now, in addition to virtualizing desktops, you can solve operational problems that make
desktop support difficult with ThinApp. We review application virtualization in depth in
Chapter 4.

The Importance of User Data Management

Another challenge that has been overcome is user data management, or persona management
as it is called in VMware View 5. To take full advantage of the advanced image management
capabilities in a virtual desktop environment, you have to homogenize the image by
ensuring user data is redirected, not written to the desktop image. Within a Windows
environment, user configuration information is typically stored in local or roaming profiles.
To ensure this information is maintained across multiple sessions on different desktops, the
profile is typically stored centrally and cached locally at login (roaming). When the user
logs off, any changes are synchronized to the centrally stored profile.

This technology has been around for many years and has been used in both desktop and
terminal server environments. Profiles can be configured as read-only (mandatory), read-
write (normal), or a mixture of both (flex) profiles. Flex profiles are based on a mandatory
profile, but user changes are written to a separate location, such as a user directory. The
tlex profile merges both the read-only profile and user customizations to provide the speed
of a mandatory profile while still allowing user customizations.

A number of things must work in harmony to ensure a user profile loads and unloads
properly: the profile directory must be available, the user must have the appropriate
permissions, adequate space must be available on the login device, and all this must happen
within a reasonable window of time so that the user is not affected. The same mixture of
technology must also work when the user logs off to ensure that any changes are properly
captured and the profile unloads cleanly. If a user is logged in to two separate environ-
ments, the profile that is unloaded last overwrites any prior updates. Given the number of
components that must interoperate, it is quite common to experience many operational
challenges when introducing Windows roaming profiles.

In a traditional server-based computing model, this situation is typically addressed using
Windows profiles. The problem with Windows profiles is that they do not perform well
when you are attempting to manage thousands of users. To resolve this problem, VMware
acquired a profile or user data management company called RTO Software. RTO
software can be used in place of Windows profiles or complementary to them. With the
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release of VMware View 5, the integration of the acquisition is complete and is now called
Persona Manager.

The Importance of Multimedia

To replace a feature-rich, multimedia-capable desktop device with virtual desktop
technology, companies are putting a lot of development work into display protocols. Much
of that development is increasing the bandwidth utilization of the display protocols. In
some cases LAN speeds may be required, and throughput will have to be more carefully
considered on consolidated desktop infrastructure. The concept of simply extending

an existing server virtual infrastructure to incorporate virtual desktops may be overly
simplistic because virtual desktop infrastructure may require more engineering than a
virtual server environment.

Originally, when VMware acquired Propero, the display protocol was based on the
Remote Desktop Protocol, or RDP. Microsoft developed RDP and introduced it in
Microsoft Terminal Server 4. RDP was designed to deal with high-latency low-bandwidth
links. The problem with using RDP as the primary display protocol in delivering virtual
desktops is that today’s desktops are driven by high-definition multimedia because most of
the content we now view over the Internet is visual versus textual. Microsoft has evolved
RDP to a new set of features and capabilities designed to deliver a high-fidelity desktop
experience called RemoteFX. In a similar manner, Citrix has evolved the ICA protocol for
multimedia delivery and rebranded all the capabilities as HHDX.

Historically, one of the early attempts to provide a more robust protocol came when
VMware integrated HP Remote Graphics Software (HHP RGS). HP RGS was designed to
provide 2D and 3D graphics support when connecting to PC Blade servers. Support for
the protocol appeared in VMware View 3.X but has been dropped as of VMware View 4.6.

VMpware looked at all the options and finally made an arrangement with the company that
developed the chipset used in most digital television sets, Teradici. What better way to
deliver high definition than to look into some of the technology embedded in HDT'Vs?
An agreement was signed, and the technology was moved from microchip to a software
kit designed to run over IP. The display protocol was aptly named PC over IP (PColP).

It 1s different from RDP, which is based on bitmaps and bitmap caching. PColP is based
on compressing and sending pixels in a similar manner to HD'T'V. PColP is a lossless
protocol by default, which means it builds the display without losing any of the definition
or quality.

When we are looking at an HD picture on a television screen, only the pixels that are
changing in the screen are compressed and sent, not the entire screen. PColP is designed to
work in the same way. This has also been a bit of a drawback because scaling the protocol
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across longer distances requires a trade-off in the quality of display. The capability to tweak
PColP to perform better across wider distances and a 75% increase in bandwidth efficiency
over prior releases are some of the many enhancements in VMware View 5. We review how
to tweak the display protocol in Chapter 8, “A Rich End-User Experience.”

VoIlP

The capability to do VoIP often comes up in discussions when deploying virtual desktops
because computers are largely converging into an all-in-one appliance that is our phone,
television, and primary business device. VoIP does not perform well as you tend to impose
longer routes in traffic by sending it to and from a virtual desktop. Consider the example
of two thin clients located in the same branch office. If a user wants to call from one thin
client to another, the traffic would typically need to pass all the way down to the private
branch exchange (PBX) and back even if the thin client is located on the other side of the
local office. This scenario is referred to a bairpinning and leads to unnecessary penalties

on VolIP traffic. Essentially, the communication takes place over a much longer path than
the shortest possible circuit between the two endpoints. With VMware View 5, it is now
possible to integrate VolP into your virtual desktop environments. Many traditional VoIP
vendors have integrated platforms that allow a unified delivery of both virtual desktops and
softphone technology. These integrated solutions allow the virtual desktop display and
VolP traffic to be dealt with as separate streams but integrated from the thin client device
to provide a seamless experience for the end user.

Through the support of thin client PCs, it is possible to integrate VoIP and a VMware
View experience. You need to check which vendors actually support this feature, but
essentially it integrates a VoIP phone into the thin client on which you access the
VMware View environment. Although it appears as though the environment is completely
integrated, the remote and local software are married so that they appear as one to the

end user. These solutions not only can provide two-way voice audio but also enhance
video conferencing through the support of the H.264 channel for video encoding. The
integration of these features does have hardware requirements, such as local hard drives to
manage the compression and decompression of the video encoding.

Considerations for Deploying VDI

To deliver a successtul VDI environment, you need to understand various related technol-
ogies—from storage to network and the software layers in between. This book guides you
through how to properly plan out all the aspects of the deployment. We look at designing
the underlying software to deploying the VMware View components to supporting the
adoption of the technology within your organization.
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There are several ways to approach deploying virtual desktops, such as identifying the ideal
use case or as a strategic replacement of a decentralized desktop environment. The general
term for this process is a desktop rationalization study. A desktop rationalization study finds

a business requirement that is ideal for VMware View, such as providing desktops to
contractors while they are working onsite. Strategically, the approach may be similar to a
virtual server project in which all desktops from a certain point are virtual versus physical
unless there is adequate justification for them not to be.

You must also factor in a certain part of your strategy if it is to replace a distributed
desktop environment to deal with the migration phase of your project. Often in this
phase the overhead is quite high because the user may operate with two desktops for a
short period of time while transitioning to a virtual desktop. With VMware View 5.1, the
transition is made easier because you can deploy Persona Manager for both physical and
virtual desktops, ensuring the user data is consistent during the transition phase.

One of the key drivers of costs in scaling a VDI solution is the percentage of persistent
versus nonpersistent desktops in your design. Persistent desktops are those desktops
associated with the same user unless a problem occurs; nonpersistent desktops or floating
desktops are assigned based on the availability of the virtual desktop with no association
with the user. From experience, I can tell you that the higher the proportion of nonper-
sistent desktops the better the return on investment. ROl is one of the metrics used to
assess whether a technology will provide value to an organization. When you are deploying
virtual desktops, if the company invests in the infrastructure, it is important to understand
how long will it take to recoup the value of the investment. The return on virtual desktop
technology is a combination of capital and operational costs.

To help calculate your ROIL, VMware has an online tool available at http://roitco
.vmware.com/vmv/. In general, the ROI calculations are based on taking the loaded costs
of buying, supporting, and maintaining physical desktops. These costs typically include
user administration, hardware and software deployment, application management and
support, and I'T administration. They are measured against the cost savings of virtual
desktops, which can provide efficiencies in reducing hardware replacement, simplified
management, higher security, and PC power savings when including thin clients. These
savings are factored over the desktop lifecycle, which is typically three to five years, to
provide your overall ROL.

Nonpersistent desktops can further reduce the overall costs of deploying virtual desktops.
It is often the percentage of persistent versus nonpersistent that influences the ROI that
you are likely to see. Nonpersistent desktops are more difficult to engineer because the
profile of a nonpersistent desktop has a static application load unless application virtual-
ization is applied. I often come across environments where the desktop management team
allows the users to self-provision applications that are advertised but not installed to the
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users. This approach can be a problem if users hit a new desktop every time because they
are forced to reprovision all over again. An improperly designed nonpersistent or floating
desktop would penalize the users and create a terrible user experience. With View 5,
VMware offers Persona Manager to help deal with profile management to allow users to
leverage floating desktops while ensuring their user data roams with them. ThinApp also
prevents the problem by enabling you to put the common applications into an image and
stream or host applications that not all users are entitled to.

Image management has always been a challenge in physical desktop environments due to
the number of desktop hardware profiles that need to be maintained in large organizations.
Although virtualizing eliminates the problem of hardware profiles, it adds the requirement
for centralizing the storage of desktop images. If we look at “typical” desktop policies, it is
common for desktop images to be categorized as disposable. User data, which may consist
of desktop and application customizations and files, is redirected from the desktop to a file
server that is backed up on a regular basis. Often this practice is reinforced with a company
policy that requires users to utilize centralized file storage through mapped user and

group directories. This problem was compounded in early virtual desktop environments
because you often had a mixed mode of a physical desktop and a virtual desktop image

to manage for each user. Even in current environments, customers rarely consider the
support overhead of running in mixed mode for a period of time while physical desktops
are replaced by thin client (desktop appliance) devices. When VDI was first introduced,
the overhead of doubling the number of desktops per user during the rollout phase and

the high cost of storing the virtual desktop centrally made it difficult to support and costly
when compared to a physical desktop approach. With VMware View 5.1, it is possible

to integrate Persona Manager for use in a physical desktop environment to simplify
migration of users to a View desktop, making it easier to transition to a thin client.

How you approach a virtual desktop deployment is as important as your design and archi-
tecture. You must keep in mind that you are taking something that is locally available to
the users and delivering it over-the-wire. In so doing, you are introducing dependencies
that are more critical to a virtual desktop than they are to a physical desktop. These
concerns have been mitigated over the years as networks have proliferated, ensuring much
more accessibility and reliability than before. One of the keys to being successful is to be
able to change everything about how the desktop is constructed and delivered in a way that
is transparent to the users. If you can do that, you will have a successful implementation.

To create this implementation, you must focus on performance and functionality of the
virtual desktop. It is very important to profile users to fully understand how they consume
a desktop. End user profiling is to virtual desktop projects what capacity planning is to
server virtualization environments. End user profiling involves surveying how users use
the virtual desktop at a fairly early stage in the virtual desktop project. The purpose is to
understand the expectations each user has from the desktop and what features the user
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deems critical. This early feedback can be invaluable to you in helping you be successful. It
also is important for other aspects because often, as I'T people, we believe we understand
the business requirements but may not fully understand how the user interprets and uses
them in practice.

In addition to surveying users, you should use tools that collect empirical data over a
period of time (30-60 days). You should inventory software so that a complete under-
standing of the desktop environment is available for planning. Some tools that are highly
recommended are LakeSide Software’s SysTrack tool or Microsoft SysTrack Virtual
Machine Planner.

Profiling of users and desktops also ensures adequate physical resources are available in the
VDI environment. A successful virtual desktop implementation changes the desktop infra-
structure without changing the end-user experience. The only way to map that end-user
experience is to carefully profile the way the users leverage their existing desktop by

using auditing tools. This task is similar to the requirement to profile physical workloads
before P2Ving or migrating them to a virtual server environment. Profiling provides a
benchmark to ensure the new technology meets all the resource and feature requirements
that are delivered by the existing desktop. The risk to not understanding or not properly
matching the user requirements to the virtual desktop solution is the failure of the users to
adopt the new technology. Once the end user has rejected the technology, it is exceedingly
difficult to restart the deployment. Some of the key areas that should be understood are
the requirement for multimedia, printing, synchronization to any peripherals, or unified
communications such as VoIP and messaging, in addition to physical resources (CPU,
memory, disk I/0, network bandwidth).

For anyone familiar with server-based computing, profiling was an integral component
to designing a server-based computing environment. Typically, a single user session was
monitored to provide metrics on CPU, memory, disk I/0, and network bandwidth. This
raw data was averaged with the usage type of profiled user (for example, power user,
task-based, or intermittent). These numbers were adjusted based on items such as region
or time zone and whether shift work was involved to understand the concurrency rate
(number of connected users) at different times of the day, week, or month.

If you want to deliver successful VDI, your design specifications should include not only
the VMware View components, but also your network requirements, storage require-
ments, and end-user client and device considerations. You should also review your support
processes, technical expertise on the helpdesk, and possible training considerations.

From a networking perspective, you need to understand the distance that you are moving
the desktop to and from. Distance translates to latency in networking terms, but it is also
influenced by the type of connection, such as T'1, OC3, or broadband. Specifically, the

concern is based around taking a locally available resource to the user (a physical desktop)
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and then moving it so that it is subject to latency (a virtual desktop). Latency is the round-
trip time it takes for a network packet to go from the user to the datacenter. The round-
trip latency is the return distance. Virtual desktop technology is generally designed to be
optimal at 150 ms of latency and less.

Although this technology can be tweaked to perform at latencies longer than 100 ms,

this is typically the point at which you are introducing some concessions to the end-user
experience. For example, you may degrade the end-user experience by restricting Flash
to ensure Office applications perform better. PCoIP has been tested up to 250 ms latency
with good performance, but your job, from an I'T perspective, is to make sure that this
performance is consistent for everyone.

As with server-based computing, latency and bandwidth may dramatically impact the
overall user experience. It is important to thoroughly test the user experience under
various network conditions to understand how users experience a hosted virtual desktop.
Emulating different bandwidth and latency settings can be very helpful during the testing
phase of any virtual desktop rollout. In addition, you should conduct a thorough review
of the network topology to uncover any existing problems and determine how traffic is
prioritized to ensure the environment is ready for large-scale VDI deployment.

By moving from a physical desktop to a virtual desktop, you are moving from a locally
available resource to a wired service. As with any service delivered over the wire, it is
subject to more environmental elements that will impact the end-user experience that you
need to consider. In many cases, the deployment of virtual desktops actually reduces the
bandwidth requirement to the user network because virtual desktops are typically deployed
in the datacenter, so only screen display and keystroke information is transferred over the
wire. This is not always the case, however, if the virtual desktop is being bundled with
additional user services. In any case, the environment will likely consist of both physical
desktops and virtual desktops during the migration period.

From a storage perspective, you have burst I/O and operational I/O to contend with. Burst
I/0 1s a demand for large amounts of storage I/O typically caused by a mass deployment of
virtual machines or a boot storm. Operational I/O is the storage I/O demanded by virtual
desktops that are up and running.

Thin Clients

Another often under-considered component in a VDI environment is the thin client
device or “desktop appliance.” Reducing the total cost of ownership with a virtual desktop
environment often depends on removing the thick client device and replacing it with

a desktop appliance. Although the operational requirements are reduced on a desktop
appliance, you still need to consider and plan for them as part of the deployment strategy.
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Desktop appliances come with an integrated operating system that may be Windows or
Linux based. In addition, they may have image management solutions that need to be
deployed, although for proof of concept or a limited-scale environment, imaging can
usually be done by unlocking and shuttling the image through a USB device.

One of the common problems with desktop appliances is the integrated version of the
desktop agent that is shipped is typically not current enough to provide all the features
of the VDI solution. Other vendors use their own version of the View Client, so updates
may not be readily available when VMware has a new release. In addition, the desktop
agent may have additional requirements such as Windows compatibility that need to be
considered before selecting a specific embedded OS for the desktop appliance. Desktop
agents may not have feature parity between Linux or Windows agents or may limit
support to Windows derivatives only. Enough time should be allowed in the deployment
plan to understand how to manage the desktop appliance and also how to apply upgrades
to the embedded image. It is useful to have surplus units available for ongoing operational
support, such as image testing or agent upgrades.

An interesting alternative developed for VDI is the no-software desktop appliance or
Zero-client. These devices reduce the management overhead by running only firmware
on the desktop appliance and moving the management to a centralized administration
console. While reducing operational overhead, these devices currently are very vendor
biased and restrict the customer to certain vendor platforms only. The other potential
drawback is the possible physical replacement of the device for any major revisions to the
product line or feature set. These devices are designed for VDI only, so if the environment
requires a blend of server-based computing and VDI, a standard desktop appliance may
be better suited. In addition, Zero-clients come with integrated management consoles
providing simplified management. For example, the PColP Management Console from
Teradici is free and supports all compatible Zero-clients.

Test Failure Scenarios

Session management is an integral part of any virtual desktop environment. Any
environment larger than a few dozen users needs a way to intelligently associate users to
virtual desktops. The technology that makes these associations is the session manager or
connection broker. Connection brokers can tunnel connections between the users and
virtual desktops to provide additional security such as SSL encryption or simply hand
off the connection. The connection broker becomes a proxy to the user and the View
desktop and therefore is a critical component and needs to be available at all times. Most
connection brokers work in an active-passive mode with a designated primary broker.
VMware View allows the Connection Server to be used in an active-active configuration.
Both the View Connection Server and View Security servers are in fact both brokers but
the View Security Server proxies connections to the Connection Server.
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It is important to thoroughly understand what happens in the event a connection broker
is unavailable. Often the testing of a broker failure uncovers another single point of failure
such as where the virtual desktop environment stores its configuration information. It
may also uncover the requirement for additional front end services such as hardware based
load balancing to ensure failover occurs without administrator intervention. As with any
technology, failures can occur; it is important to fully understand what happens when each
component fails so that you can either reduce or understand the associated risks.

Engage the Users

Whenever you embark on any major changes to the end-user environment, it is important
to engage the users in the review and verification of the environment at various stages in
the deployment process. Involving a user representative in the early stages of the testing
and development of the virtual desktop environment is a great way of building acceptance
and buy in for any major rollout. Generally speaking, this step is called user acceptance
testing (UAT) and is one of the most important pieces of a virtual desktop deployment
and very often overlooked. When you design the verification process, you should ensure
that the tests that the users run are detailed but allow an appropriate amount of space for
additional comments and feedback. Detailing the tests ensures that any problems can be
resolved and rechecked for consistency. Additional comments allow any requirements that
may not have been identified to be documented and integrated or deferred for a follow-up
phase. Often it is a good idea to start with a department such as desktop support or the IT
department because these departments are more forgiving when problems arise and often
are very helpful in resolving issues.

Planning for VMware View

One of the main areas that people tend to neglect in the design and scoping of their
VMware View environment is the impact on the network, as shown in Figure 1.4. When
you virtualize the desktop, the monitor cable essentially becomes your network path
because the display is dependent on the underlying network environment. If the network
is poorly managed or close to saturation, it is likely that adding another service may create
more problems than it solves. This result is not always true because moving the desktops
into the datacenter can actually reduce the overall load on the networks. The point,
however, is that it is not something that you can leave to chance. You must clearly under-
stand what load you will add and what load you are likely to remove by introducing virtual
desktop technology. We go through this topic in depth in Chapter 10.
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Desktop Experience Depends on
Network

Figure 1.4 The display protocol is dependent on the network.

Although it is possible to deploy VMware View out of the box running the default config-
urations, the environment is not properly tuned for performance. You can tune perfor-
mance at many different points in the VMware View architecture—from the VMware
View Administrator or View Connection Server through to the optimization of the
desktop images themselves and the configuration and layout of the storage. This book is
designed to guide you through all the configurations and explain how adjusting them will
benefit your virtual infrastructure.

Much has been incorporated into VMware View 5, and many of the options and configu-
rations are largely intuitive. To ensure this book provides value, we go beyond the default
configurations and drill in depth into the optimizations and settings that will ensure your
VDI environment is tuned properly.

Where your project begins depends on what your drivers are for the VDI environment
and who is doing the driving. If you are driving the introduction of the technology, you
may have to start with the business case to ensure that the project can be funded. If you
are being directed to implement VMware View, maybe starting with the architecture and
design is more appropriate.

The business case for virtual desktops is a little different from the business case that drove
the consolidation of physical server workloads. The point at which they overlap is perhaps
the general underutilization of computing resources, both in our datacenters and end-user
environments. Much has been done over the past few years to drive down the cost of the
virtual desktop, but as with all technologies, there is a price of admission. The price of
admission often requires that we buy additional host servers and ensure that we have a
storage strategy in place to enable us to virtualize our desktops. Many of the advance-
ments in shared storage, such as deduplication and thin provisioning, have made this more
cost effective. As most organizations do not typically start with wholesale replacement of
physical desktops, the rate of return on your virtual desktop investment might be longer
than your server virtualization investment. In addition, desktop virtualization adds a layer
of complexity that, although dramatically simplifying the operation and support, may
introduce a new requirement for skills in your desktop support environment.

There is, of course, another driving reason for virtualizing your desktops, and that is the
demand for mobility that has never been more prevalent than today with the introduction
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of the tablet computer. To deliver your business applications without redeveloping them,
you may need a virtual desktop. This virtual desktop essentially allows your end users the
flexibility to work from anywhere in a way that allows you to maintain your security and
data integrity.

If you are starting with architecture, then in addition to the VMware View components,
you need to understand what sorts of technologies need to be addressed in your design
that View depends on. They include storage, networking, user data management, and also
intelligent load balancing in front of the VMware View environment.

The other thing that should be part of your planning exercise is how to ensure the people
you have supporting your physical desktops will be comfortable supporting your virtual
desktops. This task may involve both retraining and the introduction of the new process.
For example, say that your desktop strategy is to hold the line going forward on physical
desktop replacements with virtual ones. So any new desktops purchased will be virtual
unless there is some mitigating factor that requires otherwise. You should introduce the
notification and creation of a virtual desktop for a user into your desktop request process.
In the early stages of virtual desktop adoption, we also recommend that you maintain a
user profiling process.

For example, when you receive a new request for a desktop, this starts a creation phase in
which you author the combination of technologies that meet the user requirement. For
example, do the users need the desktop to persist between reboots, or should it always roll
back to a clean, pristine state? After the desktop is configured, the users should verify it
does meet their requirements before the View desktop is released into production. This
process is highlighted in Figure 1.5.

(" ™

Figure 1.5 The process of creating a virtual desktop instance.
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A slightly different strategy may involve doing all the pre-vetting upfront so that new users
are not really aware whether the desktop is physical or virtual. Each approach is valid and
can be appropriate depending on how you introduce virtual desktops. If you introduce
them properly, the users should not notice anything different except for better perfor-
mance if the desktops are designed properly.

Your virtual desktop should always be designed for virtualization. For example, many of
the default settings on a Windows 7 desktop are designed with physical hardware in mind.
For instance, it makes sense to ensure good power savings when you are running a physical
desktop; however, in a virtualization platform, you are not looking for power savings of
the individual desktop instance. You want the resources to be retuned back to the pool
when a user logs off to make them available to another desktop instance. VMware provides
a VMware View Optimization Guide, which we discuss at length later in the book. You
can find it at http://www.vmware.com/files/pdf/VMware-View-OptimizationGuide-
Windows7-EN.pdf.

VMware View can deploy three types of desktops: virtual, physical, or shared server
desktops. To be frank, it is rare that shared server desktops are incorporated into most
VMware View environments, but the integration is still included and enables the View
Connection Servers to become a single point of access for both environments. Most
information typically focuses on virtual desktops, but in some situations the other two
make sense. This is especially the case now that all can essentially give that individualized
desktop feel. For example, in Windows 2008 an option called Desktop Experience installs
some features of the Windows 7 desktop. After they are installed, you can selectively
enable certain aspects to make the shared server desktop appear as if it is a Windows 7
desktop. This feature includes

= Windows Media Player

® Desktop themes

® Video for Windows (AVI support)
= Windows SideShow

= Windows Defender

® Disk Cleanup

= Sync Center

= Sound Recorder

® Character Map

= Snipping Tool
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We go into this topic more in Chapter 5, “Building Your Virtual Desktop,” so that you
can offer up a shared server desktop from within your VMware View environment that
appears as if it is an individual virtual machine.

VMware View provides a great platform on which you can virtualize your desktop
instances, but it requires that you understand PColIP, Persona Management, ThinApp,
View composer, Orchestrator, vShield, and many other features that all need to be
designed and architected properly. We briefly introduce these components in this chapter
and review the architecture in Chapter 2, “VMware View Architecture.”

VMware View Versions

VMware View comes in two versions: VMware View Enterprise and VMware View
Premier. VMware View Enterprise comes with everything that is required to deliver a
VDI environment, but many of the advanced features such as ViewComposer are not
included. VMware View Premier comes with all the features. Although pricing varies by
vendor, in general Premier is about 60 percent more expensive than Enterprise. The actual
component list for both products is shown in Table 1.1.

Table 1.1 VVMware View Version Overview

Component VMware View Enterprise VMware View Premier

VMware vSphere Desktop v

VMware vCenter Server v

VMware View Manager v

VMware View Composer

View Persona Management

VMware View Client with Local Mode

vShield Endpoint

VMware ThinApp

RN S INNS

VMware Workstation

The source for version information is http://www.vmware.com/products/view/howtobuy.html.

In addition to the product being available in the two bundles, there are also upgrade
options available for customers who are using older versions. When you buy VMware
View, you get VMware vSphere Desktop edition, which we discuss in the following
section. VMware vSphere Desktop edition is essentially vSphere and vCenter but deployed
under different licensing conditions.
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Licensing Considerations

One of the new announcements with vSphere 5 was a change in licensing by vRAM.
Prior to vSphere 5, vSphere was licensed based on the number of CPUs and cores on the
server. Recently VMware has announced the retirement of the vRAM licensing program;
however, the vSphere Desktop Edition licensing is still in place. A review of vVRAM
licensing is included here, but you should check for the latest information from VMware.

To break the relationships between licensing physical CPUs, VMware introduced vRAM
licensing in vSphere 5. The principle behind vRAM licensing is to start to license based
on usage versus the number of physical cores on a CPU. Now you can have as many cores
or as much physical memory as you like on the server. vRAM is used as a soft limit to the
amount of RAM applied to a powered-on VM. For example, if you configure a VM to use
4 GB of memory, this is equivalent to using 4 GB of vRAM. In vSphere 5, each edition of
vSphere has an allowance for vRAM:

VMware vSphere Standard Edition has an allowance of 32 GB of vRAM.
VMware vSphere Enterprise Edition has an allowance of 64 GB of vRAM.
VMware vSphere Enterprise Plus Editions has an allowance of 96 GB of vRAM.

You still license based on the number of CPUs, but now the limit is based on the amount
of configured RAM on powered-on VMs. The licenses can be pooled within editions.

For example, if you have two dual-core servers licensed at Enterprise Plus, you need four
vSphere Enterprise Plus Edition licenses to cover the four CPUs, for a total allowance of

384 GB of vRAM.

A new edition of vSphere called VMware vSphere Desktop edition was introduced to
enable VDI deployments. VMware vSphere Desktop edition is equivalent to vSphere
Enterprise Plus but is licensed by the total number of powered-on virtual desktop machines
and 1s sold in bundles of 100 license packs. Because the licensing is applied per powered-on
virtual desktop, there is an unlimited vRAM allowance on vSphere Desktop edition.

Using vSphere Desktop edition, you can also run server VMs that are dedicated to
managing the desktop environment. For example, your View Connection Server, View
Composer, and related SQL databases can all be licensed under this model. The license
can even be applied to VMware Operations for VMware View, which we discuss in
Chapter 12, “Performance and Monitoring.” The specific SKUs for vSphere Desktop
edition, broken out by industry, are

m VS5-DT100VM-C (Commercial)
®m VS5-DT100VM-A (Academic)
B VS5-DT100VM-F (Government)
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For customers buying VMware View, vSphere Desktop and vCenter Standard licenses
are included in either edition: Enterprise and Premier. Customers running other VDI
products have the option of using vSphere Desktop edition or any one of the other
editions of vSphere. The desktop consolidation ratio largely determines which is more
cost effective. For example, say you are deploying an environment based on 1000 virtual
desktops and are looking at a consolidation ratio of 42 virtual desktops per CPU. In this
case, if you were to license using the vSphere Enterprise Plus licensing, it would cost

you $83,880.00. If you licensed under vSphere Desktop edition, the same 1000-desktop
deployment would cost you $65,000, as shown in the Table 1.2. In addition, with vSphere
Desktop edition, you need to be less concerned about hitting a target consolidation ratio.

Table 1.2 Licensing Example

Total number of virtual desktops 1000

Consolidation ratio 42 Virtual desktop/CPU
Number of CPUs 24 (1000/42) = Number of CPUs
Cost of vSphere Enterprise Plus $3,495.00 uUSsD

Total cost of license environment $83,880.00 (24 * $3,495.00)

Cost of vSphere Desktop $65.00 /Powered on desktop

Total cost to license environment $65,000.00 (1000 * $65)

vSphere Desktop edition provides all the features of vSphere Enterprise +, which is the
full-featured edition of vSphere. vSphere 5 includes some specific optimizations for virtual
desktops; we discuss them later in Chapter 3, “VMware View 5 Implementation.”

The bundling of vSphere Desktop Edition as part of VMware View allows you to deploy
the underlying vSphere 5 environment at no additional cost. The introduction of the
vSphere Desktop Edition SKU allows you to license using the most cost-effective method
for you.

The Main Components of VMware View

The main components of VMware View are described next.

VMware ESXi 5

VMware ESXi is a bare-metal hypervisor. Bare-metal hypervisors run directly on physical
hardware without any underlying operating system. ESXi is essentially its own micro
operating system. ESXi runs the vimkernel, which handles access to the underlying CPU
and memory resources on the physical server. When the guest operating systems request
access to resources, the vinkernel controls access and execution either natively to CPU
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and memory or through additional modules for networking and storage, for example.
Prior to VMware vSphere 5, ESX was available in a native and ESXi version. vSphere 5
has standardized on ESXi. ESXi has a lightweight footprint because the console operating
system, or COS, has been removed so that the entire installation takes only 32 MB of
space. The COS was replaced by a bare-bones console called the direct console user
interface (DCUI). You can still run an encrypted console or SSH session to the ESXi host,
but it is disabled by default. It is still possible to reactivate SSH access to ESXi either from
the console or DCUT for troubleshooting purposes, but with vSphere 5, most commands
can be done through the PowerCLI.

To perform these steps through the vSphere Client, do the following:
1. Connect to ESXi through the vSphere Client.
2. Select the ESXi host in the inventory and click the Configuration tab.
3. From the Software section, select Security Profile.
4, Click Properties, select SSH, and then click Options.

5. Click Start and click OK to return.

To reactivate SSH through the DCUI, complete the following steps:
1. Open console access.
2. Press F2 to log in to the DCUI. When prompted, supply the username and password.
3. Navigate to the troubleshooting options and press Enter.

4. Select Enable SSH and press Esc until you return to the main DCUI screen.

For complete details on using the PowerCLI, see VMware’s PowerCLI reference site:
http://www.vmmware.com/support/developer/PowerCLI/index.html.

ESXi supports its own proprietary file system format called the Virtual Machine File
System, or VMFS. VMES version 5 (VMFS-5) increases performance by increasing the
size of the VMFS so that customers can reduce the number of VMFS partitions in their
virtual infrastructure. A VMFS-5 volume supports a maximum size of 60 TB without the
use of extents. In addition, the number of files supported on a VMFS has grown from
30,000 to 100,000.! If you want to ensure that all the features and scalability are available,
it is better to create clean VMFS-5 partitions versus upgrading from VMFS-3 partitions.

Nnformation based on VMware’s storage teams post (http://blogs.vmware.com/vsphere/2011/07
/new-vsphere-50-storage-features-part-1-vmfs-5.heml).
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VMware vCenter Server

vCenter server allows you to manage multiple ESXi hosts and enables key features of the
platform. vCenter server also provides centralized configuration of all resources integrated
into your virtual infrastructure platform, including networking, storage, and time synchro-
nization, or N'TP. vCenter provides a top-down view of all the components of virtual
infrastructure, including the virtual datacenter, clusters, hosts, resource pools, and virtual
machines. The virtual datacenter is the top-level logical grouping of clusters, hosts, and
VMs. You can create multiple virtual datacenters within vCenter server.

Resource pools allow you to define a relationship between a group of virtual machines

and their access to CPU and memory. Resource pools are built on the concept of reserva-
tions, limits, and shares. A reservation reserves a portion of CPU and memory for use by

a pool, and a limit creates a ceiling for this use. Shares come into effect only when there

is resource contention in the environment. Care must be taken when configuring shares
because the generic settings are Normal, *Medium, and High. What is a little counterin-
tuitive is that you would assume that you could set the shares using the defaults and that
you would get the expected results. For example, say you have configured two resource
pools, one with 10 virtual desktops and the other with one. Call the one with 10 virtual
desktops Production and call the other with one virtual desktop Development. If you set
the shares on Production to high and Development to low, you would expect everything to
run smoothly. Resources, however, are divided at the pool level, not at the virtual machine
level. It is possible that, at the pool level, after the resources are split, even if Production
receives 75 percent of the resources, each individual machine would receive less than the
Development resource pool.

If you want to avoid this problem, it is recommended that in setting shares, you start from
the perspective of the virtual machines and define each with a value and then calculate

and assign custom values. For example, if you assign 100 shares to each virtual machine,
the custom value of the Production pool is 1000 (10 VMs in the Production Pool x 100
shares), whereas Development should have a value of 100 (1 VM in the Development Pool
x 100 shares). This ensures that if there is contention in the environment, you get the
expected results.

In a virtual desktop environment, you could, for example, create several groups of virtual
desktop resource pools designed for certain types of users, such as high-end or task-level
workers. Using resource pools and shares (calculated as mentioned), you could ensure that
more demanding users have greater access to resources if resources are in short supply.

Resource pools allow you to do this on a collection of virtual machines running on a
number of ESXi hosts.

Figure 1.6 shows the default configuration for shares that we should customize to ensure
we get consistent results.
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Figure 1.6 Make sure you customize the Shares value.

vCenter also allows you to manage and run migrations of virtual machines from one ESXi
server to another. In a hot migration, the VM is powered on. A cold migration is performed
when the VM is powered off. Hot migrations are called VMotions or storage VMotion. A
VMotion migrates a running virtual machine without moving the virtual machine’s files,
whereas a storage VMotion also allows you to move the files.

Clusters allow you to group ESXi host servers and enable advanced features such as
Distributed Resource Scheduling (DRS) and vSphere high availability (HA). Distributed
Resource Scheduling is an enhancement on VMotion; it automates the migrations based
on the collection of performance data. Should performance on an ESXi host be affected,
DRS can move a virtual machine to a host with more available resources. DRS can be

set to Automatic, Partially Automatic, or Manual. The difference is that Automatic both
determines the best host during the initial placement of the VM and automates migrations;
Partially Automatic provides automated initial placements but just recommended migra-
tions; and in Manual, placement and migrations are recommended only.

In vSphere 5, this capability was extended to incorporate performance on storage parti-
tions. If throughput performance comes into question, storage DRS will VMotion a VM
to a partition with more I/O capacity.

vSphere HA enables the hosts to monitor each other for host failures. In vSphere 5, the
underlying technology has changed so that every ESXi server runs an agent of Fault
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Domain Manager (FDM).> One ESXi server assumes the role of master, and all others
operate as slaves. The architecture improves on prior releases of HA because the
master is elected, ensuring that any failure within the cluster can quickly be resolved
to restore monitoring of both the ESXi servers and VMs. HA can be applied at both
the ESXi host level or at the virtual machine level to restart individual VMs. In a
VMware View environment, we want to ensure that HA is turned on for all ESXi

hosts and that some of the core VMware View management pieces are protected by
VM HA.

VMware View Components

The View Connection Server

The View Connection Server fills the role of the connection broker, enabling you to
authenticate users to a Windows Active Directory, associating users or groups of users
to certain desktops (Physical, Virtual, or Shared server desktops). The View Connection
Server also associates ThinApp applications to an individual desktop or groups of desktops.
In VMware’s architecture, the process of associating desktops or virtual applications is
referred to as entitling. For consistency, we also use the term entitling. This distinction

is important when we look at ThinApp in Chapter 4. You will realize that entitlement is
more of an association process than a delivery mechanism for application virtualization
packages. The Connection Server manages user sessions and enables single sign-on
between the Connection Server and the desktop sessions. The View Connection Server
also allows you to configure policies to control the display protocol, multimedia features,
and offline mode.

The View Connection Server can also be used to proxy secure connections for remote
access. When used for this purpose, the Connection Server is installed as a View Security
Server. When installed as a View Security Server, it is typically installed in the DMZ
between the internal and external company firewalls. Because it is typically being deployed
in the DMZ, a View Security Server should not be part of the Active Directory. We
review the architecture in Chapter 3; for now, you need to know that a View Security
Server tunnels the users’ sessions to reduce the number of ports that need to be opened in
the firewall. The Server Role is selected as part of the View Connection Server installation
process (see Figure 1.7).

’Based on the VMware presentation “vSphere 5 High Availability (HA).”
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|:§1 VMware View Connection Server ZI

Installation Options
Select the type of View Connection Server instance you want to install.

Select the type of View Connection Server instance you want to install.

View Standard Server Perform a standard full install, This is used to install a
View Replica Server standalone instance of View Connection Server or the first
View Security Server instance of a group of servers.

View Transfer Server

< Back Next > Cancel

Figure 1.7 The Server Role is selected as part of the installation.

The View Administrator

The View Administrator console is the management interface to the View Connection
Server. It allows you to control all aspects of the VMware View environment.

The VMware View Administrator dashboard is based on Adobe Flex technology and
therefore requires the installation of Adobe Flash. The dashboard provides visibility on all
the components within the VMware View environment (see Figure 1.8).
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Figure 1.8 VMware View Administrator console.

The dashboard allows you to quickly determine the health of your VMware View
environment. It is the place where you do the configuration for the environment.
When you install the View Connection Server, the Web console is also installed. You
can access it through the shortcut on the desktop or through a web browser by using

http://[View Connection Server]/admin (note the admin in this case is case sensitive and
needs to be lowercase).



VolP 29

The View Client

To access the VMware View environment, you can install the VMware View Client or
access the VMware View Portal. The VMware View Portal is installed when you install
the Connection Servers; you can access it by pointing a web browser to the Connection
Server http://[VMware Connection Server]. When you hit the web page, it detects
whether you are running the View Client, and if not, you are prompted to download and
install it.

You are given a choice between a View Client or a View Client with local mode if you are
accessing the Connection Server from a Windows desktop. The Native View Client allows
you to connect to a VMware View environment and adjust some of the parameters, such
as the display protocol and whether or not you operate in full-screen mode. In addition, a
View Client with local mode allows you to check out your virtual desktop and run it locally
on a Windows Client. Because VMware Player is included in this client download, the
View Client with local mode has a larger installation source. VMware Player is software
that installs on a Windows OS and allows you to run a VM. The flexibility to adjust the
Client settings can be controlled through the enforcement of policies on the VMware
View Connection Server. If you do not want the users to be able to change settings, you
can enforce this policy. The View Client provides the necessary software for you to run
PC over IP (PColP). PColP is the display protocol developed by VMware and Teradici to
enable a multimedia experience for VMware View users. RDP is also supported with the
View Client. The View Client is available for Windows, Apple OS X (including iPads),
Android tablets, and Linux clients.

Because many of VMware’s partners provide Linux-based thin clients, VMware View
Clients are available for Linux. In addition, VMware has made a major effort to support
and make a variety of clients available. Now all VMware View Clients can be downloaded
from http://www.vmware.com/go/viewclients.

The VMware View Client with local support enables users to check out a virtual desktop for
offline use. It requires that the users be running a Windows OS on the desktop from which
they will be accessing the environment. We talk more about local mode in Chapter 3.

The View Client can be run from any number of client devices, including thin clients,
tablets, and PCs. Although there is a lot of flexibility in the client device, VMware View
supports only Windows virtual desktops.

View Transfer Server

The View Transfer server is a dedicated Windows server that offloads the overhead of
transferring virtual desktops in and out of the VMware View environment when using
local mode. When integrated into the VMware View environment, the Virtual Machine
Disks (VMDK(5) are first copied to a transfer server and then copied to the VMware Client
making the checkout request using local mode.
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VMware View Agent

The VMware View Agent is installed on the virtual desktop within the VMware View
environment. It can also be installed on a physical desktop or terminal servers. The list of
supported operating systems is shown in Table 1.3.

Table 1.3 View Agent Support

Guest Operating System Version Edition Service Pack
Windows 7 64-bit and 32-bit Enterprise and Professional |None and SP1
Windows Vista 32-bit Business and Enterprise SP1 and SP2

Windows XP 32-bit Professional SP3

Windows 2008 R2 Terminal Server 64-bit Standard None and SP1
Windows 2008 Terminal Server 64-bit Standard SP2

Windows 2003 R2 Terminal Server 32-bit Standard SP2

Windows 2003 Terminal Server 32-bit Standard SP2

Unlike with the release of Windows 7, VMware View 5.1 provides support for Windows 8 from day one.

The VMware View Agent ensures that a desktop or terminal server can be managed by
the View Connection Server. On a desktop OS, it also enables advanced features such

as Persona Management access to USB devices and printing. As of VMware View 5.1,
Persona Management is supported on virtual and physical desktops. If you are installing it
on a terminal server, Persona Management is not supported.

View Composer

View Composer is a service that is installed on a vCenter server that has been integrated
into the VMware View environment. [t requires its own database to store the metadata
required. It enables you to deploy linked clones to reduce the overall cost of storage. A
linked clone is a copy of a virtual machine that continues to share the virtual disk of its
parent VM but runs as a snapshot or differencing disk. Because it is a snapshot or differ-
encing disk, it requires access to the parent so it is referred to as a “linked” clone.

View Composer has changed a lot in View 5.1. Composer can be installed on a separate
machine, and it allows throttling to reduce the load when building out automated pools.
One of the things that we will look at carefully is that although this technology reduces
the storage requirements, it must be carefully implemented to ensure that it does not drive
storage /0.
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ThinApp

ThinApp is the application virtualization product included in VMware View. It is
integrated so that you can now entitle applications to pools of desktops simply by dragging
and dropping them onto a pool. To integrate ThinApp into the VMware View platform,
you define a file share, copy the ThinApp packages to the share, and then scan the
directory to discover all the ThinApp application packages. After you have done so, they
are available for entitlement.

Summary

Advanced image management, user data redirection, and application virtualization should
be integrated into virtual desktop infrastructure to ease management and ensure the best
possible end-user experience. These technologies introduce management points to the

key elements that make up a desktop: the operating system, the user data, and the appli-
cation workload. When management points are added into these key areas, tighter control
is possible when delivering the desktop environment, delivering a better user experience.
The introduction of these technologies must be carefully planned for and tested to ensure
they are properly architected and integrated. They may require additional components
such as storage, repackaging, and new policies. If these components are not already present
in the environment, they can add additional deployment time and training requirements.

Virtual desktops provide the same opportunity for I'T organizations that server virtual-
ization architecture provides: the ability to re-create desktop architecture with a common
set of high availability components and simplify many of the operational challenges.
Because host clustering and shared storage can be layered with virtualization software, the
environment can be leveraged by all virtual desktop operating systems. Careful planning
and adequate time allowance to build out the required back-end environment ensure the
success of a VDI project. It is important to be wary of some of the marketing messages
that oversimplify the deployment and delivery of virtual desktops. Although there are
compelling reasons to deploy virtual desktops, it is prudent to approach such a shift in the
delivery of the user environment with careful and detailed planning and consideration to
ensure successful user adoption of the technology.

With VMware View 5, you can deliver an enterprise service that is reliable, scalable, and
robust. To do so, you need to understand all the aspects of the platform and how to take
advantage of its many features. We start with an understanding of the components, how
to deploy them, and optimize your virtual desktop. We then review the operational best
practices and advanced features of the platform in the upcoming chapters.
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Chapter 2

VMware View Architecture

Virtual

My approach to best practices is that they are useful guides to getting to where you want
to go (as are books). You should always know the technology well enough to consider
whether the best practice still applies or if you need to make adjustments. As an example,
consider the concept of running vCenter as a virtual machine. In the history of VMware
virtual infrastructure, the notion of running Virtual Center/vCenter as a virtual machine
was a hotly contested topic (it may still be). VMware does consider it a best practice to run
vCenter as a VM but not on hosts it is managing. I have worked with a few customers who
insist that the management function be deployed on a physical machine. Rather than rely
on a best practice, perhaps you need to understand the benefits versus risks from taking
one approach over the other and adjust your design accordingly. This chapter provides an
overview of all the components required to install VMware View on vSphere 5 and what
benefits they provide to a virtual desktop platform.

As consultants, we are often asked to put forth a design that meets the business require-
ments and provides the level of performance, availability, and scale required. The ideal
approach to developing a design is to perform a capacity planning exercise to ensure that
the hardware and software can be properly estimated to run the virtual desktop workload.
Capacity planning is quite common in server virtualization environments but not as
common in virtual desktop planning, although it is recommended. A number of tools are
specifically designed for virtual desktop analysis, such as Lakeside Software’s SysTrack
VP tool. SysTrack VP is a tool that is designed to provide information to help in planning
your virtual desktop environment, such as inventorying the software in your desktop
environment. It is agent based and allows you to take the collected data and model the
configuration of the hosts by adjusting CPU and memory values and determining how



34 CHAPTER 2 VMware View Architecture

many virtual desktop images you are likely to need. You can find additional information on
the product at http://www.lakesidesoftware.com.

Understanding the configuration of the hosts and the number of images allows you to
calculate the cost of the solution and is a key input in developing the ROI and TCO.
To calculate ROI, you simply take the gain of an investment, subtract the cost of the
investment, and divide the total by the cost of the investment. Or

ROI = (Gains — Cost)/Cost

Because it is important to understand the ROI when presenting the business case for
virtual desktops, it is a good idea to calculate the ROI even if you need to estimate

the gains. Keep in mind that gains can include hard cost savings such as the difference
between thin clients and physical desktops and soft cost savings such as reducing the cost

of desktop support.

Infrastructure Introduction

When you are considering a large deployment of VMware View, it is best to follow all the
steps in developing valid hardware estimates. These steps are as follows:

1. Develop a baseline of current utilization in the desktop environment. The physical
desktop baseline should be viewed as a starting point because the inclusion of many
additional technologies such as View Composer often provides higher consolidation
of features such as images in the virtual desktop environment versus the physical one.

Initially, you used the same set of tools to perform virtual desktop assessments
that you used in server consolidation exercises. Over time better tools were
developed that now provide not just capacity planning information, but
application inventory and license compliance. These tools can also assess
whether or not an application is a candidate to be virtualized by ThinApp.

It’s ironic that with the exception of the application virtualization piece this is
exactly the information you would need if you were planning a physical desktop
migration in a large environment.

2. Estimate the hardware required to build a limited scale or proof of concept (PoC) to
validate what features you will make use of in the VMware View platform and your
hardware specifications (this should include not just servers but also storage space
and throughput information). The PoC should also consider user segmentation or
the types of users in an organization, such as knowledge and administrative users. To
provide a viable reference for the production deployment, the PoC should include a
proper variety of user segments.

3. Develop a production architecture and migration plan.
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Although this approach is ideal, it is not the only one. Often virtual desktop engage-
ments begin with limited-scale proof of concept environments versus a capacity planning
exercise. A PoC, if properly designed, can be a great way of gathering information on
what the “real” or representative workload will be for your production virtual desktop
environment. By looking at the performance utilization within the PoC, you are able to
extrapolate what is required to build out the production environment. You should baseline
the information related to CPU, memory, and storage, including I/0.

The storage I/0 information is very important and can be difficult to get a handle on.

If you are dealing with a storage vendor and that vender makes a distinction between
virtual desktop environments and server virtualization environments, it often has general
sizing numbers to develop throughput specifications for Virtual Desktop Infrastructure
(VDI) environments. What is unusual about virtual desktop environments is that two
very different disk I/O conditions exist: burst and operational I/O. Burst I/O is more
common in VDI environments because operational requirements necessitate large reboots
of desktop operating systems not typical in virtual server environments. Operational

I/0 can also be problematic if factors such as virus scanning activities are synchronized
based on time versus randomized to reduce the performance hit on the VMs. Even if
you are careful in randomizing the activity, often AV scans follow very specific patterns.
In a physical desktop world, this is minimal; in a virtualized environment, it can have a
substantial impact.

Some storage vendors have a very utilitarian view of storage services; they do not view
virtual desktop workloads as any more unique than other virtual workloads. The limitation
with SAN vendors who do not differentiate between server and desktop virtualization
environments is that to guarantee good throughput, you may have to consider their enter-
prise class storage systems for good performance.

Other storage vendors provide midtier solutions and solid state drives to deal with burst
I/0. Although this approach is better, it still requires you to adjust your design so that
high I/0O requirements are segregated onto volumes made up of solid-state drives (SSDs).
This leads to a very static design in which you may or may not make good use of high-
performance drives. A growing number of options are available for I/0 offload, such as
cache cards (for example, Fusion 10; http://www.fusionio.com) or memory-based virtual
appliance proxies for consolidating and dealing with I/O (such as Atlantis Computing’s
ILIO product; http://www.atlantiscomputing.com). In addition, storage vendors have
designed solutions for virtualization consolidation and more specifically around the high
170 of virtual desktop workloads.

Most recently, storage vendors have started to build midtier storage systems that have
some of the features of enterprise class systems such as dynamic tiering. Dynamic tiering
is the capability to move hot data, or data that is in demand, to high-performance drives
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so that the SAN delivers great performance. This activity can typically be done on the fly
or scheduled to happen periodically during the day. These solutions are ideal for virtual
desktop environments because they do not require the premium of enterprise class storage
systems but still deliver the features. EMC has clearly targeted the VINX line to provide
features that make them ideally suited for virtual workloads. Of course, companies such as
NetApp have been using programmable acceleration module (PAM) cards for years to deal
with burst I/0.

Whichever solution you select, here are a few general considerations for putting together
your design.

The difference between SAN solutions designed specifically for virtualization consoli-
dation and some of the I/O offload products is in their application although they can be
used to complement each other. If you are building a large virtual desktop environment
and you have the option of architecting a dedicated SAN, you can plan for high 170 condi-
tions. If you are integrating into a SAN framework shared across the entire organization,
you know you may have to offload or boost the I/O provided.

Each SAN vendor has very different numbers when estimating I/Os for virtual/virtual
desktop workloads. It is best to have your own reference numbers based on internal
testing. Use these numbers to make sure the estimates provided meet your requirements.

Burst I/O and operational I/O are treated distinctly by most storage vendors. For example,
if your numbers estimate that your environment may generate 15,000 burst I/Os and
require 4 TB of storage, the vendor may suggest 6 X SSD drives (6 x 2500 IOs each = 15K
burst, excluding RAID considerations) and approximately 12 of the 450 GB SAS drives to
meet your operational I/O and total storage capacity. In this way, I/O and storage capacity
are treated distinctly by the configuration.

Ensure that your virtual desktop design incorporates the SAN environment. A good design
should provide consistent performance over the lifetime of the solution (typically three
years). Achieving this result is not possible if you build a great VDI design that does not
set specific requirements for storage. Although your VDI environment may run great
during the first year, you may see high SAN utilization lead to problems over time.

Separate your expected read and write I/Os. Take the number of writes and ensure you
factor the number by 4 to allow for an I/O penalty on writes. For example, if you expect
2000 reads and 2000 writes, multiply the writes by 4 for a total of 10,000 expected I/Os
(2000 read 170 + 8000 write 1/0).

One of the unique features of ESXi is the capability to use local SSDs. If you combine this
capability to use local SSDs and incorporate it in your design, you can heavily subsidize
your I/0 requirement for storage. Doing so requires a little more consideration because
local SSD drive partitions are not shared between ESXi hosts as SAN storage is. Because
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these virtual desktops would be localized, you would have to ensure that any data is
nonpersistent in nature.

The design of VMware View can change dramatically because of the support of SSD
drives in vSphere. Where before you spent a lot of time ensuring that the storage provided
adequate throughput, now you have the option of also designing nonpersistent or floating
VMs on localized SSD drives.

By factoring in both local and SAN options, you can reduce the overall price per desktop.
This amount can be considerable depending on the percentage of persistent versus
nonpersistent or floating desktops. SSDs change the framework considerably because they
can provide incredible read I/O performance and impressive write performance. Although
different benchmarking produces a variety of different results, it is not uncommon for SSD
drives to deliver 25,000-30,000 read I/Os and 4,000-5,000 write I/Os. The only drawback
with SSD drives is that they are still relatively expensive and still have a limited amount

of storage space although this situation gets better and better every year. As of the time of
this writing, an SSD with 600 GB of space is available.

VMware provides reference architecture for stateless virtual desktops in which they use
SSD drives. It is not possible to apply this reference architecture as is to production,
however, because most environments consist of both stateful and stateless virtual desktops.
Using local SSDs is an option in vSphere 5 but does require some additional planning in
your View architecture because you will have components of the virtual desktop environ-
ments configured on local SSDs, as shown in Figure 2.1.

Persistent Desktops

niAn g

Non-persistent
Desktops Desktops
v

Non-persistent
Desktops

ESXi Server with ESXi Server with ESXi Server with
Local SSDs Local SSDs Local SSDs

=)

—1I| \/iew Connection
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Figure 2.1 Using local SSDs is possible in vSphere 5.
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You would use local SSD drives for stateless or nonpersistent desktops and fan out the
number of desktops to reduce the overall risk in a production deployment. Persistent
desktops (stateful) and any critical components would reside on the SAN, and the local
SSDs would be used for low-storage high-1/0 desktops like those provided through
View Composer. This design, while possible, is not all that common because most SAN
solutions now incorporate SSDs. The trade-off, however, is that at a certain scale one is
likely to be more cost effective than the other.

Even with the best underlying measurements, you should always factor in the usage type of
users consuming the virtual desktop environment. Generally speaking, usage type falls into
three broad categories: low-, medium-, and high-end users. The point in planning for these
broad categories of users is to make allowances in the hardware specifications. For example,
say that from your PoC environment, you identify that most virtual desktop sessions are
using about 2 GB of memory and a single vCPU with a 30 GB OS image. Rather than plan
on the average, you should adjust the average with the usage types mentioned.

Taking an example, say that the production environment will service 500 desktops. As the
I'T architect for the company, you know that a large percentage of these desktops will go
to engineers and designers, so out of the 500 seats you expect that 40% of those will be
high-end users. The next largest portion of users has an average usage requirement and
makes up another 40% of the population. The remaining 20% are extremely light users
of the system. Your expected high-end desktop requirement is 2 vCPUs and 6 GB of
memory, and your low-end user requirement is 1 GB and 1 vCPU. If you break this out,
the planning starts to look like Table 2.1.

Table 2.1 User Segmentation

User Type Seats Percentage
High-end users (engineers and designers) 200 40%
Average users (day-to-day usage) 200 40%
Light users (light clerical work) 100 20%
Total number of seats on VMware view 500

You can use the usage types to further refine your design to ensure your hardware
estimates are accurate. You can then take the information gathered through either the
capacity planning analysis or PoC and adjust it to factor in these usage types. This step
is necessary because both capacity planning and PoC environments tend to provide a
snapshot of usage versus actual. It is very difficult to ensure that you have captured data
that represents exactly what you will see in production. There is really no single tool to do
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this, so you must combine what you know about the environment and your metrics
to develop your hardware requirements. You can automate a good portion of this
process by using tools such as the ones available from www.liquidwarelabs.com and
www.lakesidesoftware.com.

If you are engaging a desktop replacement strategy where you must be able to justify

the costs versus risks versus benefits, you might need to oversubscribe resources in your
design. Justifying your design based on the cost per desktop and return on investment

is a typical activity when you build a business case for VDI. With the focus on austerity
and general move to reduce overall costs, it is important that you be able to speak to

the cost per desktop. To get a better price point, you may run the environment at a
higher rate of utilization to get a better price/VM or View desktop. For example, if you
develop a conservative specification of 50% utilization, the hardware required to scale the
environment may be cost prohibitive. You might need to oversubscribe the underlying
physical resources to ensure the solution is both scalable and cost effective.

When you build scaled-out VDI environments, it is important to develop your specifica-
tions in blocks or logical groupings of servers, storage, and software. For example, you
should know if you are scaling your solution to 10,000 desktops that a block of 5000
desktops requires 50 servers (an average of 100 desktops per server), 14 TB of storage
(more on driving down storage requirements in Chapter 5, “Building Your Virtual
Desktop™), and 100 licenses of vSphere Enterprise. The reason for this is it makes your
solution much easier to grow if you design your solution to scale in building blocks that
equal a certain number of virtual desktops with a fixed amount of resources. In this way,
your capital costs can remain consistent during your desktop replacement strategy.

VMware vSphere 5 Architecture

In this chapter we discuss some fundamental design considerations, and then go through
the setup of the VMware vSphere 5 environment in Chapter 3, “VMware View 5 Imple-
mentation.” Because the architecting and deploying VMware vSphere 5 can be and are
the subject of entire books, this discussion is not meant to be a comprehensive approach
to the subject. It is designed to give you enough information to set up the environment
properly and to consider which features of the VMware vSphere platform you should take
advantage of in your VMware View design.

VMware View 5 is supported on virtual infrastructure 4 SP 2 and up. vSphere 5 has been
designed to enhance the VMware View platform by adding additional capabilities tuned
for Virtual Desktop Infrastructure. For example, VMware vSphere 5 supports solid-state
drives, which enables you to offload storage 1/0 as part of your VMware View design.
Indeed, one of the keys to a successful and scalable virtual desktop design is to understand
the benefits of caching certain components of the architecture and what technology is
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available to do so. Using SSD drives in ESXi is a good example of taking advantage of the
capability to cache to deliver good performance. If you are looking to integrate local SSD
drives, you should check the compatibility matrix to ensure the hardware is supported
(http://www.vmware.com/resources/compatibility/search.phprdeviceCategory=vdm).

In addition, vSphere 5 introduced support for 3D graphics provided through the CPU or
a supported 3D graphics cards installed in the vSphere 5 host. In this book we review how
to set up a vSphere 5 environment. If you want to deploy it on an older version of VMware
vSphere, refer to the installation documentation provided by VMware.

VMware vSphere 5

To deploy View, you first need to deploy your vSphere infrastructure. When you are
planning the deployment, you should consider the technology that has been designed into
the platform to aid in installation and configuration. As an example, say you are deploying
a large VDI environment that will consist of 30-40 ESXi hosts. Your strategy may be to
deploy vCenter, deploy one ESXi host as a configuration template, and then use a combi-
nation of Auto Deploy and host profiles to ensure the environment is built to proper speci-
fication. We review this technology and the installation in Chapter 3.

Planning a vSphere infrastructure starts with understanding the basic building blocks
and key considerations. Virtual infrastructure involves the components described in the
following sections.

VMware ESXi

With vSphere 5, VMware has moved completely to ESXi. ESXi has replaced the ESX
native installation and comes in two installation options: embedded or installable mode.
ESXi is a stripped-down version that removes many of the components included in the
Console OS to provide a more purpose-driven and secure hypervisor platform. The
original Console OS has been replaced with the direct console user interface (DCUI) ,
which reduces the configuration required at the console to eliminate much of the software
that was provided with ESX native. You would think that this would reduce the number
of features available on ESXi versus ESX native. ESXi and ESX native have feature parity,
and as of vSphere 5, there is no longer an ESX native option.

ESXi is an operating system, and like all operating systems, it has a hardware compat-
ibility list. Although the number of devices has increased dramatically as virtualization has
become mainstream, it still is a good idea to verify that any hardware you will purchase for
the environment is supported by VMware.

In deploying vSphere, you need to consider SAN, networking, and physical server
requirements. It is a best practice to separate out the different layers of traffic that make
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up a virtual environment. At a base level, you have management, VMotion, and virtual
machine traffic. In addition to these common traffic types, you also have VMware F'T
and storage VMotion, or sVMotion as it is sometimes called. In addition to segregation
requirements, you also need to ensure that every network path is fully redundant within
your vSphere platform.

You should follow some general guidelines for sizing virtual desktops on today’s enter-
prise servers. For a truly redundant and low-risk environment, you could load all the ESXi
servers at 50% utilization of CPU and memory. This is a judgment call, however, because
architecting at 50% utilization is expensive and, it could be argued, somewhat overkill.

To use a simple example, if you have a two-node cluster and you expect to run 100 virtual
desktops, you would run 50 desktops on each in an active-active configuration. If you lose
a host, you could run with no performance impact while replacing the failed server. This
capability makes the architecture both resilient and low risk.

You also need to consider the level of VMware high availability (HA) that is required

in your virtual desktop environment. As you consolidate the desktops onto a virtual
environment, the underlying virtual infrastructure should be more fault tolerant. This does
not necessarily mean that you need to consider the desktop highly available. For example,
in a physical world you often treat desktops as disposable, so you essentially redirect
critical data to file servers and don’t typically back them up. In a virtual environment,

you can apply the same concept using a better set of tools, such as Persona Manager. The
supporting infrastructure or vSphere environment should be highly available and more
fault tolerant because as the environment scales, the criticality of the service increases.

vCenter Server

vCenter Server is the management server for vSphere 5. It is the one-stop shop for
managing everything in your virtual infrastructure. It runs on a Windows Server and
requires a database for storing critical data. With vSphere 5, the vCenter Server is now

a 64-bit application requiring Windows 2008 R2. You do have an option of deploying a
vCenter Linux-based appliance as an option, but that appliance is generally considered
ideal for smaller environments. As vCenter Server becomes increasingly more important
as you start to scale out your Virtual Desktop Infrastructure, it is important to plan for this
service to be highly available.

The deployment of vCenter Server enables some key features such as vMotion and storage
vMotion. vMotion does not require you to move the files associated with the virtual
machine, whereas sVMotion does. These files include the configuration, logs, swap,
snapshots, and the virtual machine disks, which are commonly referred to as the virtual
machine’s home files. Logically, vMotion moves the running state of the VM, but not the
associated virtual hard drive, as shown in Figure 2.2.
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Figure 2.2 vMotion copies the running state.

VMotion copies the running state of the virtual machine from one ESXi host to another
but does not copy the home files. VMotion has a start and a ending to the migration, or
copy activity. This is in contrast to VMware FT, which uses the same mechanisms but
keeps the copy running continuously to provide a mirrored copy that can be available in
the event that the original source becomes unavailable.

Storage VMotion can “hot migrate” a running virtual machine between two different ESXi
hosts and across different datastores. This capability is different from that of vMotion
because vMotion enables a virtual machine to hot migrate from one ESXi host to another
within the same VMEFS, as shown logically in Figure 2.3.

Figure 2.3 Storage vMotion.

Storage VMotion copies both the running state and the virtual machine’s home files from

one VMEFS to another.

It is important that you understand these fundamental technologies within vSphere 5 so
that you can use them to build a better VMware View design. VMotion and sVMotion
have enhancements that enable you to automate and take advantage of both. VMotion can
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be automated through Distributed Resource Scheduler (DRS). DRS allows you to throttle
the level of automatic VMotion within a virtual cluster from manual to full automation.

In a virtual desktop environment, DRS allows you to level the load across all the hosts so
that utilization 1s evenly distributed. Consider the uneven workload distribution shown in
Figure 2.4.

VMFS

Figure 2.4 Uneven workload distribution.

In this figure, four ESXi virtual servers are running VMware View. Without DRS,
however, the virtual desktops are not evenly distributed across the host servers, leading to
very uneven utilization of resources across the virtual cluster. One host may be running
at 70%-80% utilization, whereas another may be running at 10%-20%. This difference
translates to very inconsistent performance across the virtual desktop environment. When
you design the vSphere platform with DRS, you get an environment with even distri-
bution. Look at the effect in the logical picture shown in Figure 2.5.

Figure 2.5 DRS ensures even distribution.
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sVMotion enables you to do the same with storage utilization. vSphere 5 provides a
feature called storage DRS that looks at disk reads and writes or storage input and output
and will copy running virtual desktops to the appropriate storage tier by making use of
sVMotion. In addition to storage DRS from VMware, your storage vendor might include
dynamic tiering capabilities. Dynamic tiering is the capability of the storage system to
move in demand data from slower disks to faster disks. Each storage vendor has a slightly
different acronym to describe the feature, but in general, you should find out the level of
automation, how quickly data is moved, how granular the blocks are in which the data is
moved, and whether other storage systems are supported.

These technologies are designed to reduce storage hotspots. Storage hotspots are parts of
the storage system characterized by high activity, causing long wait times for I/0 requests
and leading to long waits for data. These hotspots can lead to latency for storage requests
that would slow down the performance of your virtual desktops.

One of the technical challenges for scaling VDI has been the demand on storage 1/0.
Storage DRS allows you to take advantage of storage tiering. Storage tiering allows you to
put the most needed data on the fastest (most expensive) storage disks and data that is not
in demand on the slower (cheaper) storage disks. Storage tiering is key in a virtual desktop
environment because of the many types of data used to build out a desktop environment.
For example, you have user profile information, Windows OS data, application data, and
also different types of end users with different usage patterns.

Within one organization, you may have developers who are quite demanding of desktop
resources and others who are not. Storage DRS is built on the Storage I/0 Controller
(STIOC), which monitors for latency at the datastore level. The Storage I/0 Controller
“controls” access to I/O on the datastore using a series of /O queues and the number

of assigned shares to a virtual machine. If latency is detected, the controller assigns a
smaller number of I/O queue slots to virtual machines with a lower number of shares and
a higher number of queue slots to virtual machines with a higher number of shares. This
assignment is done at a volume level versus a host level so that prioritization is done across
all hosts and virtual machines versus within a host and its running virtual machines.

Storage DRS has the capability to move running virtual machines to datastores that

are experiencing lower or no latency to ensure consistent I/O is provided. From a VDI
perspective, this feature allows you to combine faster storage drives (and more expensive)
and slower storage drives (and less expensive) and have storage DRS level I/O utilization
across the environment. In Figure 2.6, the environment is made up of multiple tiers with
sVMotion and DRS moving Virtual Machine Disks (VMDKSs) to ensure a more even
distribution of utilization.



Virtual 45

VMFS Volume 3 SSD DRIVES

VMFS Volume 2 SAS DRIVES

UONOINAS

1|

sVMotion

VMFS Volume1 SATA DRIVES __ Virtual

Virtual =
Desktop III‘ E‘ Desktop
—_— “ ———
vSphere ESXi vSphere ESXi
Host Host

Figure 2.6 Storage DRS.

Host profiles are designed to ensure the configuration of ESXi hosts is consistent across
a collection of ESXi hosts or a group of ESXi hosts in a virtual cluster. The availability of
this technology in vCenter should influence how you deploy the environment. Perhaps
your strategy may be to use host profiles and Auto Deploy and to run your vCenter as

a virtual machine. vCenter should be running on a different cluster than the one it is
managing to ensure availability if you are considering Auto Deploy.

To ensure availability, you should deploy two ESXi servers for redundancy, then deploy
the vCenter VM, and finally deploy the remaining physical host servers using Auto Deploy
with host profiles in a separate cluster. Auto Deploy allows you to customize the ESXi
installable image and then deploy it consistently across all ESXi hosts. It is important that
you configure your design and architecture and understand what features you will use and
why. It is also important to consider a method of deployment that reduces the time and
complexity it takes to get things up and running. Depending on how big the environment
is, getting things running could take a considerable amount of time and effort.
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Network

Various types of network traffic are required in a virtualization environment. The nature
and segregation of this traffic should be fundamental to any good virtualization design.
You can aggregate and logically separate network traffic in many different ways. Here, we
delve into a few options and the reasoning behind each to provide guidance. In addition,
you have the option of adding vShield technology as a layer on top of the virtual desktop
environment to further isolate View desktops from each other. For firewall planning, you
can find a complete list of the ports required on pages 66-67 in the architecture planning
guide (http://www.vmware.com/support/pubs/view_pubs.html).

In Virtual Desktop Infrastructure, you can actually have more storage I/0 and network
I/0 requirements than server virtualization environments. The reason is that the number
of read/write requests and amount of network data being transferred can be greater than
that of a virtual server environment. Therefore, in addition to storage considerations, you
also must carefully plan out your network architecture.

Before we discuss the new capabilities that have been added with vSphere 3, let’s
go through a typical network setup. In configuring your ESXi server, you have two
connection types, virtual machine and VMKernel connections, as shown in Figure 2.7.

[+ Add Network Wizard =101 x]|

Connection Type
Networking hardware can be partitioned to accommodate each service that requires connectivity.

Connection Types

 virtual Machine
Add a labeled network ko handle virtual machine network traffic.

" ¥Mkernel

The YMkernel TCPJIP stack handles traffic for the following ESXi services: vSphere vMation, ISCSI, NFS,
and host management.

Help <bock | [ net> | concel |

Figure 2.7 Connection Type.

Virtual machine connections facilitate traffic to and from the virtual machines on the ESXi
host. VMkernel handles traffic to and from the host hypervisor or ESXi host. VMkernel
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traffic may include vMotion, storage (iISCSI and NFS), and connections to the DCUI.
All ports are connected to a logical switch or vSwitch. A vSwitch is a piece of software
that runs on the ESXi hosts that allows you to aggregate virtual machines to map them to
a physical network interface. You can configure the number of ports and the maximum
transfer units (M'TUs), as shown in Figure 2.8. M'TUs are adjusted for support of, for
example, jumbo frames in 1SCSI networks.

(=) vSwitch0 Properties | ﬁl

General | Security | Traffic Shaping | NIC Teaming |

—vSphere Standard Switch Properties
Number of Ports; 120 ¥
& Changes will not take effect until the system is restarted.

—Advanced Properties

MTU: 1500 3:

OK Cancel Help

Figure 2.8 vSwitch Properties.

The 1500 MTUs in Figure 2.8 refer to the size of the payload in bytes carried by the
Ethernet frame or Ethernet packet. Generally, a setting of 1500 bytes is appropriate for
most traffic except if your network infrastructure supports jumbo frames. A jumbo frame
increases the size of the payload. A jumbo frame is a packet that carries a greater number
of bytes, increasing the payload of the packet. Because vSwitches are typically mapped to
physical network cards, you need dedicated vSwitches mapped to physical network cards to
be able to change the MT'U to support jumbo frames. The recommended M'TU for jumbo
frames is 9000 bytes or MT Us.

To properly configure support for jumbo frames, you must ensure the max Ethernet frame
size is consistent across everything the packet will traverse. If it is not, the packet is broken
into fragments and sent piece by piece. This means to take advantage of jumbo frames,
every device along the path must have the MTU adjusted.
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The MTU must be configurable on the storage device’s network card, the physical switch,
and either the NIC card within the ESXi host or the iSCSI software initiator on the ESXi
host. When you are planning to use iSCSI with your VDI environment, it is best practice
to isolate all traffic on a separate VLAN segment. Often this segment is a flat layer two
network, which is restricted to just iSCSI initiators and targets.

It is possible to segregate traffic physically or logically. Let’s look at a real-world example
to better illustrate this scenario. You have four types of traffic that you are going to ensure
have adequate throughput and are fully redundant. They include the management console
or DCUI, vMotion traffic, iSCSI storage area traffic, and virtual desktop traffic. In this
case, you need eight physical network cards and four virtual switches. You can configure
the DCUI for active-passive for redundancy and the vMotion, storage, and virtual desktop
traffic to make use of both network cards. You need to review whether the storage vendor
supports jumbo frames because you may need to customize the MTU or payload size on
the VMkernel port to 9000 bytes and also the virtual switch. The benefit to this design is
you have dedicated physical paths or NICs to separate out the tratfic. The drawback to this
design is you have a requirement for eight physical network adapters. This configuration
may be problematic it you were looking to use small form factor, older blade servers.
Newer blades tend to use converged network adapters (CNAs) and software to enable
additional network paths and throughput. It is a standard to segment traffic by vSwitch
and physical NICs, as depicted in Figure 2.9.
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Legend
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Figure 2.9 A typical vSwitch to physical NIC topology.
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This method is not the only one, however, because you can do it logically with port groups
to reduce the number of physical NICs required. Another way of achieving the same
design principle of segregating the network tratfic is through logical segregation of the
traffic types using layer 2 technology or VLAN tagging. ESXi fully supports the capability
to tag packets to enable the underlying network software to create different LAN segments
or virtual LAN (VLAN) segments across the same physical path. VLAN tagging requires
configuration on both the network hardware and the ESXi servers.

Let’s look at how this configuration differs logically. In this case, you aggregate all the
physical NICs so that they are connected to the same vSwitch. You then use VLAN 1Ds

to create four virtual LAN segments to segregate all the traffic. In addition, you could add
additional levels of redundancy by using port groups. Port groups are similar to VLANS,
but you can assign specific NICs to the logical group and set active—active or active—passive
network card configurations. Although aggregation is less common on GB networks, it

is becoming increasingly prevalent on 10 GB networks. Be aware that 10 GB also further
reduces the number of physical NICs required. Logically separated, the configuration
looks like the one shown in Figure 2.10.
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Figure 2.10 Bonding and segregating by VLAN or port group.

The benefit to using both VLLANs and port groups is that you can use a smaller number
of NICs but still have the same logical segregation of network traffic. The only risk is that
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one type of network traffic uses more bandwidth than it should, but you can use traffic
shaping and network I/O control to prioritize traffic so that the virtual desktop traffic
always receives priority, for example. We go through a sample configuration after the
installation of ESXi.

It is therefore more important to estimate the network requirements properly and
configure the number of physical network cards to provide adequate throughput.

Storage

Although it is possible to build a virtual environment based on local storage, doing so is
highly inefficient because many of the high availability features require shared storage.
Local storage also does not scale well because it becomes increasingly difficult to move
things around. This is not to say that you may not make use of local storage for floating
or nonpersistent desktops. We discussed some interesting scenarios making use of local
storage and SSD drives in the introduction.

VMware supports Fiber Channel, iSCSI, and NAS storage solutions. Although there used
to be recommendations based around performance for running one over the other, this is
less of a concern because the storage platforms have evolved to drive better performance
no matter what the underlying storage technology is based on.

VMware View Architecture

In general terms, the type of virtual desktop falls into the two broad categories of
persistent versus nonpersistent, or floating, desktops. The difference between the two

is that persistent desktops are typically associated with a specific user and also allow the
data or writes committed within the desktop session to persist between desktop reboots.
Nonpersistent desktops do not have a user associated with a specific desktop and do not
allow the data to persist between reboots. Nonpersistent desktops typically provide a
greater return on investment; they allow any user to use them and typically ensure good
performance because the virtual desktop is reset to a clean, pristine state. This refreshing
of the image cleans up a lot of things that get cluttered in a Windows OS that generally
slow it down over time.

Nonpersistent desktops are not without their own share of problems because they can
consolidate storage I/0 on a SAN, impacting performance in general, if not properly
designed. In addition, nonpersistent desktops require all data that is unique to the user
consuming the desktop to be redirected elsewhere to ensure that the nonpersistence does
not impose hardship to the user. For example, if you log in to your desktop and configure
your Office suite software with particular settings and then log off, you probably don’t
want to go through the same effort every time you log in.



VMware View Architecture 51

In VMware View, the Connection broker is referred to as the Connection Server. To
ensure that the number of virtual desktops deployed can be increased, VMware View
supports multiple Connection Servers.

When you introduce a second or third Connection Server, it is important that the configu-
ration information is visible to all. This means that the metadata has to go into either a
database or meta store that is inherently scalable. Unlike most VDI products, VMware
View stores information in a lightweight mirror of the Windows Active Directory: Light-
weight Directory Service (LDS). It was originally introduced by Microsoft as Active
Directory Application Mode (ADAM) but is currently referred to as AD LDS. Rather

than extend the Active Directory to incorporate application information, AD LDS can
store application-specific information that does not need to be replicated to every domain
controller in the Active Directory tree. VMware View uses AD LDS to ensure that multiple
connection brokers have access to the same metadata. This capability is unique because
many other vendors have chosen traditional databases to store this information.

Load Balancing

In addition to ensuring that the Connection Servers have access to the metadata, you also
need to ensure that the Connection Servers are highly available. Assuming they are VMs,
you can do this a number of ways using the capabilities of the vSphere platform. Let’s look
at each of these items and then discuss why you need load balancing.

Within vSphere, you have built-in capabilities to ensure a VM is highly available. The first
is turning on vSphere HA. vSphere HA is supported in all versions of vSphere (Standard,
Enterprise, and Enterprise Plus; http://www.vmware.com/products/vsphere/buy/editions_
comparison.html). HA protects against host failure. When a host fails, the VM is restarted
on another host, as shown in Figure 2.11.
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Figure 2.11 vSphere HA.
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vSphere HA is typically enabled at the ESXi level and can be enabled at the VM level. In
the event that either the ESXi host or the VM fails, it restarts on another host. This causes
a service interruption, which may be fine for smaller environments but is problematic in
large environments. The other option is to run VMware FT. VMware FT is available

in Enterprise and Enterprise Plus license editions (http://www.vmware.com/products/
vsphere/buy/editions_comparison.html). VMware FT essentially runs a constant VMotion
between a source and target VM so that in the event of a problem, the service is immedi-
ately recovered on the target VM. Although this takes care of the service interruption,

the limitation of VMware FT (single vCPU) prevents the solution from scaling. Future
releases will support four vCPUs, but load balancing of your View Connection Servers is
important for two reasons: availability and maintenance.

A load balancer essentially creates a single virtual IP masking the two Connection Servers’
IP addresses. It is the virtual IP that is registered in the DNS to represent the service to
the client devices. Most load balancers also monitor the availability of the IP address and
service it is masking. With load balancing, you can not only provide availability but can
also manage maintenance. Logically, there is one Virtual IP (VIP) that represents any
number of View Connection Servers, as shown in Figure 2.12.
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Figure 2.12 Load balancing and View Connecticn Servers.

For example, if you need to patch the underlying Windows operating system, you could use
the load balancer to redirect all the sessions to a single Connection Server while you patch
the server. You could then fail sessions over to the patched server to allow a maintenance or
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rolling maintenance window. Having a true load-balancing solution allows the architecture
to scale as you can bring additional Connection Servers into the environment with little
impact to the availability of the service. If you have also designed your architecture across
sites and your load-balancing solution provides global load balancing, you can also bring in
multiple sites. Logically, load balancers would be deployed in each site to allow even distri-
bution of sessions within a site or across sites, as depicted in Figure 2.13.

Virtual IP

Virtual IP

Virtual IP

Figure 2.13 Load balancing across sites.

Active Directory

VMware View is a solution designed for Windows desktops; therefore, it is important to
consider the layout of your Active Directory organizational units (OUs) before installing
the pieces. Typically, you create an Active Directory OU for either administration or
delegation. Administration includes policy control. One of the unique characteristics of a
virtual desktop environment is that you want to do as much performance tuning as possible.
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The performance tuning for virtual desktops is different from the tuning you do to a
physical desktop, so you need to break out the virtual desktops in their own OU. In
addition, you may have desktops that allow user interaction and others designed for
kiosk use, so you may have a requirement to have an OU for typical virtual desktop
configuration and ones that have hardened security policies designed to limit the inter-
action allowed on the desktop. The other requirement for OUs is based on bandwidth
requirements. This requirement allows you to provide finer tuning to allow you to push
the virtual desktop session further while still providing a good experience, such as when
dealing with certain WAN conditions. The tuning or policies applied in this scenario
differ from the ones applied to virtual desktops for internal use.

You need Active Directory groups for the administration of the environment and for users
who will use the VMware View environment. You also need a dedicated user account or
“service” account to connect the VMware View environment to vCenter. A service account
is a regular AD account used to facilitate the interaction between View and vCenter. If the
vCenter also runs View Composer, the service account needs additional privileges within
the vCenter environment and needs to be a local administrator on a server on which
vCenter is running. If you also intend to deploy virtual desktops in local mode, the service
account requires additional levels of permission. You would think that VMware would
have a designated role in vCenter to make it easy to create a service account and add it to a
role with the right permissions. You can, however, use the following process to create the
role with the appropriate permissions:

1. Log in to the vCenter, browse to Administration Roles, and clone the Virtual
Machine Power User, as shown in Figure 2.14.

% demovc001.virtualguru.org - vSphere Client

File Edit View Inventory Administration Plug-ins Help

a E |Q Home b ?\A_ Administration b Eg Roles b @ demavc001. virtualguru.org
[§* AddRole  [f) Clone Role

Roles Usage: Yirtual machine power user {sample)
Name | This role is not in use
No access
Read-only
Administrator Add...
[ Virtual machine power user (sample) Clone

Virtual machine user (sample)

Resource pool administrator (sample)
YMware Consolidated Backup user (sample)
Datastore consumer (sample) Edit Role. ..
Network consumer (sample)

Rename
Remave

Copy to Clipboard  Ctrl+C

Figure 2.14 Creating a customized role.
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%) demovc001.virtualguru.org - vSphere Client

File Edit View Inventory Administration Plug-ins Help

E [Eh Home P ?& Administration Dg Roles D@ demovc001. virtualguru,org

2. Create a Group called VMware View Service User (see Figure 2.15).

(&/* AddRole (45 Clone Role

Roles

Name

Mo access

Read-only

Administrator

Virtual machine power user (sample)

Wirtual machine user (sample)

Resource pool administrator (sample)
YMware Consolidated Backup user (sample)
Datastore consumer (sample)

Metwork consumer (sample)

[ VMware View Service User |

Usage: ¥YMware View Service User

This role is not in use

m Allocate Space

Figure 2.15 Role-based access.

® Browse Datastore

® Low Level File Operations

[+ Edit Role

Edit the role name or make changes to the effective privileges allowed in this role

by enabling or disabling the check box;

Name: [¥Mware View Service User

Privileges

= [ All Privileges
O warms
O patacenter
- [4 patastore
[4] Allocate space
Browse datastore
--[ Configure datastore

[ Move datastore
[ Remove datastore
[ Remove file

-- [ Rename datastore

[0 patastore cluster
[ dvport group

[ ESX Agent Manager
O extension

[ Folder

L Global

O Host

[ Host profile

I Low level ke operations

[ update virtual machine files

Description: Perform low level file operations on a datastore

I»

8. Under Datastore, select the following, as shown in Figure 2.16:

x|

Help |

oK | Cancel |

Figure 2.16 Edit Role.
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4. Under Virtual Machine, select the following (see Figure 2.17):
» Configuration
® [nventory

m State

Under Virtual Machine\Interaction, select the following:
Power Off

Power On

B Reset

Suspend

Under Virtual Machine\Provisioning, select the following:
Allow Disk Access
Clone Virtual Machine

Customize

Deploy Template

Read Customization Specifications

[« Edit Role 5'

Edit the role name or make changes to the effective privileges allowed in this role
by enabling or disabling the check boxes.

Name: Ib’Mware View Service User|

Privileges

= [ Virtual machine -]
-[#] Configuration
[ Guest Operations
- [ Interaction
- [¥] Inventory
B Provisioning
| Allow disk access
-~ [ Allow read-only disk access
[ Allow virtual machine download
[ Allow virtual machine files upload
[ Clone template
i Clone virtual machine
' [ Create template from virtual machine
[ customize
| Deploy template
[ Mark as template
[ Mark as virtual machine
[ Modify customization specification
- [ Promote disks
L Read customization specifications

[ state ﬂ
Description: Promote a virtual machine's disks

I-blpl 0K|Car|:d|

Figure 2.17 Selections under Virtual Machine.
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5. Under Resource, select Assign Virtual Machine to Resource Pool, as shown in
Figure 2.18.

(=) Edit Role x|

Edit the role name or make changes to the effective privileges allowed in this role
by enabling or disabling the check boxes.

Name: IVMware View Service User

Privileges

O Network -]
O performance
O permissions
- Profile-driven storage
= [ Resource
i [ Apply recommendation

[ Assign vApp to resource pool

[][ Assign virtual machine to resource pool |

--[O Create resource pool
[ Migrate
-] Modify resource pool

[ Move resource pool

[ Query vMation

[ Relocate

[0 rRemove resource poal
- Rename resource pool
[ scheduled task
[ Sessions -
[0 storage views
O Tasks
O vapp =

Description: Assign a virtual machine to a resource pool

Help | oK Cancel

Figure 2.18 Assign Virtual Machine to Resource Pool.

6. Under Folder, select the following (see Figure 2.19):
m Create Folder
® Delete Folder
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R x|

Edit the role name or make changes to the effective privileges allowed in this role
by enabling or disabling the check boxes.

Name: IVMware View Service User

Privileges

[ Datastore cluster |
O dvPort group

[ ESX Agent Manager
- [ Extension

= [€ Folder

! [ Create folder

Delete folder
[ Move folder

. [0 Rename folder
C[Gioba]

[ Host

[ Host profile

[ Network

O performance

[ permissions

- [ Profile-driven storage
Resource
[ Scheduled task
[0 sessions
[ storage views
[ Tasks Ll

Description: Global

Help | oK Cancel

Figure 2.19 Selections under Folder.

7. Under Global, select the following (see Figure 2.20):
m Cancel Task
® Disable Methods
® Enable Methods
m Set Custom Attribute

= System Tag
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4

Edit the role name or make changes to the effective privileges allowed in this role

by enabling or disabling the check baxes.

Name: |VMware Wiew Service User

Privileges

[ Extension
- Folder
= [ Global
i [ Act as vCenter Server
Cancel task
[ capacity planning
[ piagnostics
- [¥] Disable methods
Enable methods
[ Global tag
O Health
[ Licenses
-~ Log event
[J Manage custom attributes
O proxy
[ Script action
[ Service managers
- [#] Set custom attribute
[ Settings
El Sstem )

[ Host

Description: Add or remove system tag

e |

Figure 2.20 Selections under Global.

[+ Edit Role x|

Edit the role name or make changes to the effective privileges allowed in this role

by enabling or disabling the check boxes.

8. Under Host\Configuration, select System Management, as shown in Figure 2.21.

Name: IVMN&FE View Service User

Privileges

= [ Host
= Oam
' - [& Configuration
i - [ Advanced settings
[ Authentication Store
[ change date and time settings
[ change PciPassthru settings
[ change settings
-[J Change SNMP settings
[ connection
O Firmware
[ Hyperthreading
[ 1mage configuration
-[J Maintenance
[ Memory configuration
[ Network configuration
[ Power
[ Query patch
- Security profile and firewall
- [ storage partition configuration
[A/System Management.

Description; Remote file management and CIM read/write access

_ e |

oK I Cancel |

Figure 2.21 System Management.
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9. Select all the options under Network, as shown in Figure 2.22.

(= Edit Role x|

Edit the role name or make changes to the effective privileges allowed in this role
by enabling or disabling the check boxes,

Name: IVMware View Service Uset|

Privileges

[ ESX Agent Manager B
-] Extension
Folder
#- [ Global
Host
O Host profile
[ Network
Assign network
-[4] Configure
Move network
Remove
O performance
O permissions
[ profile-driven storage
Resource
[0 Scheduled task
O sessions
O storage views =
[ Tasks
O vapp

- [¥1 Virtual machine :]

-3

[-F-F

E-B-B-8-E-E-E-0-0-8

Description: Networks

Help OK Cancel

Figure 2.22 Select all the options under Network.

10. Under Resource, select Assign Virtual Machine to Resource Pool (see Figure 2.23).
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[+ Edit Role x|

Edit the role name or make changes to the effective privileges allowed in this role
by enabling or disabling the check boxes.

|\a‘Mware View Service User

Privileges

Performance
Permissions
Profile-driven storage
] Resource

[ Apply recommendation
[ Assign vaApp to resource pool

Assign virtual machine to resource pool
[0 create resource pool
[ Migrate
[ Modify resource pool
[0 Move resource poal
[ Query vMotion
[ Relocate

[ Remove resource pool

"-[ rename resource pool

[ scheduled task
G Sessone__ =l

0-#-@=-F-F

EOO0O

Description: Networks

Help I oK Cancel

Figure 2.23 Assign Virtual Machine to Resource Pool.

After you have created the role, simply add your service account to the role by completing
the following steps:

1. Within vCenter under Inventory and Hosts and Cluster, select the datacenter you
want to use for your virtual desktop deployment.

2. Select the Permission tab on the right. Right-click on the pane and select Add
Permission.

3. On the left, add the service users, and on the right, select the drop-down to add the
user to the VMware View Service User role you just created.

4. Add the user to the newly created role at the datacenter or virtual cluster level.

Your new role should appear under Users and Groups in the left pane, as
depicted in Figure 2.24.
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& assanpermssions x

To assign a permission to an individual or group of users, add their names to the Users and Groups list below. Then sefect
one or more of the names and assign a role.

—Users and Groups —Assigned Role
These users and groups can interact with the current Selected users and groups can interact with the current
object according to the selected role. object according ko the chosen role and privileges.

Name | Role | Propagate |
(& VIRTUALGU.. VMwareView... Yes |

] Datacenter

[4 patastore

[ patastore cluster

[ dvPort group

(- [] ESX Agent Manager

[#-[J Extension

[+ [&] Folder

m E Rlnhal ;I

=[] Al Privileges -
[ Alarms

Description: Select a privilege to view its
scription

Add... Heiogs [¥ Propagate to Child Objects

Help | oK I Cancel I

Figure 2.24 Add your newly created role.

PColP

PC over IP (PColP) is the principal display protocol for VMware View environments.
The traftic is made up of TCP control plane traffic and User Datagram Protocol (UDP)-
based data or user traffic. As of VMware View 4.6, PColP uses port 4172 for TCP and
UDP traffic. PColP has reserved port numbers with the Internet Assigned Numbers
Authority (IANA). A complete list of port requirements can be found on VMware’s site at
http://kb.vmware.com/selfservice/microsites/search.dorlanguage=en_US&cmd=displayKC
&externalld=1027217.

PColP continually checks the network for available bandwidth and to determine roundtrip
latency. In a LAN environment, the default settings are configured to provide the best
end-user experience. If you are going to be providing virtual desktops for remote access,
you should create a testing environment where you can simulate latency and bandwidth
scenarios to ensure you can properly tweak PColP and the virtual machines, as we discuss

in Chapter 8, “A Rich End-User Experience.”

Much work has been done in VMware View 5 to allow you to optimize the traffic. In
addition, many new capabilities were added. You can now proxy PColP through a View
Security Server. Figure 2.25 depicts the traffic flows when deploying the View Security
Server.
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Figure 2.25 Traffic flow of the View Security Server.

Source: Myths, Truths, and Optimizations for the PColP Protocol, Teradici

You can add a PColP offload card or APEX 2800 to the ESXi host. By doing so, you can
push some of the resource requirements to an accelerator card. The offload cards are
designed to run up to 64 high-resolution screen sessions and allow you to increase the
virtual desktop density by 30%—-40%. Additional information on the APEX 2800 can be
found at http://www.teradici.com/pcoip/pcoip-products/teradici-apex-2800.php.

According to Teradici’s internal testing, PColP has been designed to run up to 250 ms
of latency although the company has tested it beyond but generally finds the user
experience degrades over this limit. Teradici offers a VDI university on its support site
(http://techsupport.teradici.com/ics/support/default.asp?deptID=15164) that is a great
reference. It goes through each possible tuning parameter in depth, but you need to sign
up for a support account.

Prior to View 5, you could tweak a number of settings to adjust the protocol for WAN and
latency. These settings are adjusted on the virtual desktop within the registry or using a
GPO template on the OU of the virtual desktops.
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Maximum Bandwidth—This setting allows you to set the peak available bandwidth
(BW) for each VM. The average bandwidth should fall well below this setting.

Bandwidth Floor—When constrained, the bandwidth floor sets the minimum
bandwidth PColIP can drop to.

Maximum Initial Image Quality—This option sets the initial BW when the PColP is
rendering an image.

Minimum Image Quality— This setting controls the minimum quality for video
performance.

MTU size—If you adjust the M'TU, you also should adjust everything else along the
path. See the Network section for additional information on jumbo frames.

PColP Encryption Setting—This setting enables you to adjust the type of encryption
to improve performance of the session.

Frame Rate Limit—This setting is the most important adjustment that you can make.
PColP is set to 30 frames per second (fps) out of the box. You can adjust this down
to 10-15 fps and still get reasonable video performance.

Teradici provides the general reference guidelines shown in Table 2.2 to help you adjust
these settings.

Table 2.2 PColP Adjustments

Maximum Frames Desktop Workload (Estimate) Notes
per Second
60 PColP Host Card Default 3D CAD  Extreme graphic

3D video games

30 VMware View PColP Default HD
video

24 Film frame rate

16 Better video

10to 12 Video

8 Basic office desktop; no video Most users don’t notice
required performance issues at 8 fps

4106 Office administration, data entry

2 Basic data entry
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As of VMware View 3, you can control a few additional settings; they are designed to
improve the performance of PColP in certain scenarios. You can disable the build-to-
lossless (BTL) capability of PColP. Lossless describes a class of data compression which
essentially ensures that the exact original image is reconstructed. Lossy is a separate

class that allows for some but not all the data to be reconstructed. As it relates to PColP,
you can halt the rendering of the graphics at the lossy stage. Typically, when PColP
renders an image, it goes from lossy to lossless as the graphic is constructed. Setting the
display protocol to stop at lossy can save up to 30% of the total bandwidth consumption
(see http://blogs.vmware.com/performance/2011/09/vmware-view-pcoip-build-to-
lossless-.html).

You can configure these optimizations by importing the Group policy administrator
template, which is installed when you install VMware View on the server. You can find it
in the following location:

<install_directory>\VMware\VMware View\Server\extras\GroupPolicyFiles\
pcoip.adm

This template can be imported in the OU where the virtual desktops are installed or into
the local policy of the virtual desktop. We look at the configuration in Chapter 3.

To avoid LAN congestion, you should implement quality of service (QoS) for your PColP
traffic. Although QoS deals with prioritization when traffic is constrained, PCoIP should
be prioritized on your network. Most organizations have only two classes of traffic on their
network: VoIP and everything else. When designing your VMware View environment,
you should treat PColP in a similar fashion to VoIP and prioritize it. You should prioritize

both the TCP and UDP traffic on 4172.

QoS and PColP

One common problem is the default configuration for dealing with congestion when QoS
is configured on Cisco routers. QoS allows you to configure a series of queues so that

you can prioritize traffic. When congestion occurs, a router uses whatever congestion
avoidance mechanism is configured. By default, an interface drops newly arrived packets
when the queue is full, leading to data loss. This congestion avoidance mechanism is
known as tail drop because essentially the tail end of the data stream is dropped to deal with
congestion. UDP cannot tolerate a high degree of packet loss, and the default behavior
may cause problems that are attributed to poor performance of the PColP protocol.

The real problem is not PColP, but the default congestion avoidance mechanism and its
effect on UDP traffic. The default should be changed to Cisco’s Weighted Random Early
Detection (WRED). WRED uses the IP precedence, which determines the importance
or priority of the packet and randomly drops packets before the queue is full to maintain
consistency. This allows WRED to differentiate between streams to be able to apply the
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random drops. To ensure good performance of UDP and in turn PColP, you should
update the default congestion avoidance mechanism to WRED.

Desktop Pools

Within VMware View, virtual desktops are configured in pools. Pools are logical groups of
virtual desktops that are configured in the VMware View Administrator Console and have
certain configurations and settings applied to them. For example, you could have a pool of
desktops configured to use the PColP protocol, to be autoprovisioned, or to be deployed
in a certain OU in the active directory.

When planning a VMware View environment, you should predetermine what pools you
need and what configurations are required within those pools. The critical component is
whether the desktop is floating or persistent. Floating desktops tend to be stateless in nature
and can take advantage of a View Composer to reduce the storage requirement to deploy
them. Persistent desktops require the user to preserve data between desktop reboots.

You should also consider pool size if using View Composer. View Composer allows you
to take advantage of linked clones. Because linked clones are essentially differential or
snapshot files linked to a master or parent VM, you can make changes to the parent and
propagate the files. If you update the parent VM with patches, for example, and want to
push them to the associated linked clones, you can perform a recompose. This essentially
re-creates the snapshot or differential disk to reflect the changes in the Parent VM. If you
have created pools of more than 500 virtual desktops, recomposing can take substantially
more time than if you had used pools of 50 virtual desktops, so be cautious when sizing
your View desktop per pool.

Local Mode VMs

Local mode VMs are enabled through policy on the VMware View Server and are
supported by Transfer Servers and View Clients running the local mode plug-in. Essen-
tially, the local mode plug-in is similar to VMware Player, which allows you to run the
virtual machine on the local client using desktop resources. View Client with local mode
only works for Windows. The Transfer Server is essentially a large storage repository for
the virtual desktop images so that the overhead of copying the VM does not have to run
on the Connection Server and can run on a specific server. The Transfer Server runs on
Windows Server 2003 or 2008. When the pieces are installed, users can check out a VM
provided they have permissions to do so. You can halt transfers by putting the Transfer
Server in maintenance mode.

Keep in mind that when using local mode you are running the virtual machine locally.
This means that the local desktop should meet the Microsoft hardware specifications
of the OS you have checked out. For example, you cannot check out a Windows 7 VM
through local mode on a Pentium 233 MHz machine.
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You also need to ensure that the local client has enough space to run the virtual desktop.
Only the used space within the virtual desktop is transferred. For example, say your virtual
desktop is 20 GB, but only 15 GB is being used. In this case, when you check out the
desktop, only 15 GB are downloaded to the local client. It is important when planning
space for local mode that you allow for the requirements of the local OS, the used space in
the virtual machine, and any snapshots required for synchronizing or capturing any deltas
in local mode.

Summary

A well-architected virtual desktop environment offers management, energy savings,

and a higher level of security, and it delivers a good user experience. To ensure you can
implement the solution properly, you need to understand what your bandwidth and storage
requirements are going to be. You should also ensure that user profile information is
properly delivered and centrally stored using View Persona. In addition, you should under-
stand how to use application virtualization in your View environment. Because application
virtualization is a big piece of View, we have dedicated Chapter 4 entirely to this topic.

Because a virtual desktop environment involves a multitude of technology, you should
ensure you have a well-documented architecture and design document. Taking the time

to complete this step will assist you greatly when you start talking to your storage and
networking teams. The time spent in calculating your IO requirements from a network
and storage perspective will ensure that each team understands what you need to deliver a
View desktop to your end users and avoid problems down the road. Be cautious and ensure
you have a complete picture and that anything you are unsure of is properly vetted so that
you know how the deployment of VMware View will look in your environment.

Now that you understand the basic architecture of a VMware View environment, you are
ready to look at implementation. In the next chapter, you look at what steps are required
to install and configure the VMware View environment. When moving from architecture
to implementation, ensure that you have also noted any additional training and transi-
tioning that will be required to move from delivery to operations. The best technology
solutions work because support and operation have been integral parts of the rollout of
the solution. The same holds true when you are moving a large number of users from
physical to virtual desktops. Although it is still desktop support, a number of capabilities
will be new to the desktop support team and may change the way they provide support in
some cases. Take, for example, the ability to refresh a desktop or application in a matter of
minutes from View’s Administrator Console. To take advantage of these capabilities, the
desktop support team must also understand them.
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Chapter 3

VMware View 5 Implementation

This chapter describes how to get the components of vSphere up and running. First,
however, you need to install vCenter. Let’s run through the installation of vCenter,
starting from the configuration of the database.

Preparing a vCenter Installation

vCenter supports several different types of databases. The supported databases and
versions are

= [BM DB2 Express, Workgroup, and Enterprise (versions 9.5-9.7.2, both 32- and 64-bit
editions)

® Microsoft SQL Server 2008 Standard, Express, Enterprise, and Datacenter Editions
(versions R2, SP1 and SP2, both 32- and 64-bit editions)

= Microsoft SQL Server 2005 Standard, Enterprise, and Datacenter Editions (versions
running SP4, both 32- and 64-bit editions).

= QOracle 10g Standard, Standard ONE, and Enterprise Editions (versions 10.2.0.4, both 32-
and 64-bit editions)

® QOracle 11g Standard, Enterprise Edition (Release 1 and 2, and versions 11.1.0.7.0 and
11.2.0.1)

VMuware generally recommends that you use Microsoft SQL 2008 Express for smaller
environments because it has a fixed limit on how large the database can grow. Although
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this limit used to be fixed at 4 GGB, it is now fixed at 10 GB. VMware recommends that
SQL Express be used in environments of no more than 5 hosts with 50 virtual machines.

The following steps assume you are deploying Microsoft SQL 2008 R2. vCenter 5 is a
64-bit operating system and so requires Windows 2008 R2. This section is by no means
comprehensive, so you should check the content against your own internal SQL best
practices. You can deploy vCenter as a VM or as a physical server or Linux virtual appliance.

Deploying vCenter as a VM used to be a heated topic, but doing so has now become
common practice and is also a VMware best practice. What can be problematic is having
vCenter as part of the environment it is managing or in the virtual cluster. This is why
VMware recommends a separate management cluster in large environments. These
problems can be mitigated by ensuring you have built redundancy into the vCenter Server
configuration. VMware’s best practice is to run Fault Tolerance (FT), which provides a
constant mirrored copy of the virtual machine so that if the primary fails, the secondary
takes over with no interruption. VMware refers to this technology as virtual lockstep or
vLockstep. VMware FT does have some scaling limitations, however, which may not make
it ideally suited for large environments. For example, VMware FT is limited to a single
vCPU, so it does not support symmetric multiprocessing (SMP). Future releases will
support up to four vCPUs. If you require a multiprocessor server or intend to deploy
vCenter as a physical machine, vCenter Heartbeat is the recommended solution; it is
discussed in Chapter 11, “High Availability Considerations.” vCenter Heartbeat keeps two
vCenter Servers in sync but provides more flexibility on the physical or virtual configu-
ration of the server, such as the number of processors. It you mirror or cluster the SQL
database, you do have a few other options for protecting the vCenter server:

® You can schedule physical-to-virtual (P2V) migrations of the vCenter server. You
can schedule a P2V to create a virtual hot spare in the event you have a problem with
the physical vCenter server.

® You can schedule a one-time P2V which is similar to the previous method only is
not reoccurring. You can convert the vCenter after it is configured and leave it as a

powered-off cold standby VM.
® You can run SQL database locally within the vCenter VM and use VM FT as

mentioned.

VMware actually recommends using a standalone Microsoft SQL Server 2008 R2 cluster
with redundant SAN and LAN connections in large scalable environments. The SQL
cluster should have dedicated logical unit numbers (LUNSs) based storage volumes on the
SAN to offload the IO from the VMware cluster versus using datastore-based VMDKs.
This option also ensures that the metadata is available outside the VMware cluster if you
have a failure.
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Although this chapter is not an extensive guide to vSphere 5 deployment, it is important
that you configure your underlying installation properly. It also is important to ensure you
have a production-grade deployment, which means proper configuration and backup.

To install vCenter, you need database services. In most cases, a separate database is
recommended. For smaller environments, however, it is possible to use a copy of
Microsoft SQL Server 2008 R2 Express. vCenter Server supports IBM DB2, Oracle,

and Microsoft SQL Server databases. Be aware that Update Manager supports only Oracle
and Microsoft SQL Server databases.

The minimum hardware requirements are as defined in Table 3.1.

Table 3.1 Minimum Hardware Requirements for Installing vCenter

Hardware Requirement

Processor Intel or AMD x86 processor with two or more logical
cores, each with a speed of at least 2 GHz. The Intel
Itanium (IA64) processor is not supported. Processor
requirements might be higher if the database runs on
the same machine.

Memory 4 GB RAM. RAM requirements may be higher
if your database runs on the same machine.
VMware VirtualCenter Management WebServices
requires 512 Mb to 4.4 GB of additional memory.
The maximum WebServices JVM memory can be
specified during the installation depending on the
inventory size.

Disk storage 4 GB. Disk requirements may be higher if the
vCenter Server database runs on the same machine.
In vCenter Server 5.0, the default size for vCenter
Server logs is 450 MB, which is larger than in
vCenter Server 4.x. Make sure the disk space
allotted to the log folder is sufficient for this increase.

Microsoft SQL Server 2008 R2 Up to 2 GB free disk space to decompress the
Express disk requirements installation archive. Approximately 1.5 GB of these
files are deleted after the installation is complete.

Networking 1 Gbit connection recommended.’

Mnformation based on VMware’s vCenter best practice Knowledge Base article at http://kb.vmware.
com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&externalld=2003790

vCenter Server 5.0 1s a 64-bit application, so it requires a 64-bit Windows operating
system. The following platforms are supported for vCenter Server 5.0:
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1. Microsoft Windows Server 2003 Standard, Enterprise, or Datacenter SP2 (required)
64-bit

2. Microsoft Windows Server 2003 Standard, Enterprise, or Datacenter R2 SP2
(required) 64-bit?

3. Microsoft Windows Server 2008 Standard, Enterprise, or Datacenter SP2 64-bit

4. Microsoft Windows Server 2008 Standard, Enterprise, or Datacenter R2 64-bit

Because Microsoft SQL Server is the most common platform selected, the following
sample installation is based on vCenter Server 5.0 running on SQL Server. Before
deploying your vCenter Server database instances, you should follow a few Microsoft
SQL best practices. Microsoft recommends that you use separate accounts for all the SQL
services. By default, the installer creates a virtual account, which is a local account on the
server that a Windows user cannot use to log in to a Windows server. The default instal-
lation creates all services with a virtual account except for the SQL Server Browser, which
is a local service account, and the SQL Server VSS Writer, which is a local system account.
Unlike in prior releases of SQL in which you needed to assign permissions, now the setup
takes care of assigning the appropriate permissions for you. However, you can still create
the accounts manually, as shown in Figure 3.1. In most cases, the default accounts suffice;
however, if you are deploying a cluster, the following need to be domain accounts:

» Database Engine Account
m SQL Server Agent
® The SQL Server Analysis Service account

Figure 3.1 shows the manual creation of specific service accounts.

'_, svc_SQL User

~

a_, svc_SQLAgent User

~

a_, svc_SQLBro... User

"~
-

Figure 3.1 Manually creating SQL service accounts.

Although it is dated, Microsoft provides a guide called “Services and Service Accounts
Security Planning Guide.” This guide provides general best practices about securing

*To understand the impact of SP2, see http://technet.microsoft.com/en-us/windowserver/
bb286758.
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service accounts and can be downloaded from http://technet.microsoft.com/en-us/library/
ccl170953.aspx.

In addition, you need to install the Microsoft NET Framework. The installation detects
if you have not done so and enables the feature for you. If you are installing VMware
Update Manager and vCenter Server on the same 64-bit host, keep in mind that vCenter
is a true 64-bit application and requires a 64-bit Data Source Name (DSN) file, and
Update Manager is a 32-bit application that requires a 32-bit DSN. To create a 32-bit data
source, you need to run the 32-bit version of the tool, which you can find at C:\Windows\
SysWOW64\odbead32.exe. To locate the 64-bit data source tool, go to the Start menu,
Administrative Tools, and then click Data Sources.

Installing Microsoft SQL Server
Follow these steps to install Microsoft SQL Server:

Launch the installation. Click OK to have the SQL Server 2008 R2 setup enable the
Microsoft NET Framework, as shown in Figure 3.2.

& SQL Server Installation Center ol x|

Planning = Hardware and Software Requirements
View the hardware and software requirements,

|»

Installation

Maintenance = Security Documentation
Tools View the seaurity documentation.

Resources = Online Release Notes
Advanced View the latest information about the release.

Options ] Setup Documentation
Read the Overview of SQL Server Setup Documentation topic for information about SQL Server
Books Online. The Setup documentation indudes an overview of SQL Server installation, the
help topics that are needed during installation, and links to more detailed information about
planning, installing, and configuring SQL Server.

8 System Configuration Checker
‘R’i Launch a tool to check for conditions that prevent a successful SQL Server installation.

ija Install Upgrade Advisor

Upgrade Advisor analyzes any SQL Server 2005 or SQL Server 2000 components that ari
installed and identifies issues to fix either before or after you upgrade to SQL Server ZDDB R2.

= Online Installation Help
Launch the online installation documentation.

How to Get Started with SQL Server 2008 R2 Failover Clustering
Read instructions on how to get started with SQL Server 2008 R2 failover dustering.

How to Get Started with a PowerPivot for SharePoint Standalone Server Installation

Read instructions on how to install PowerPivot for SharePoint in the fewest possible steps ona
new SharePoint 2010 server,

Upgrade Documentation

T =
,FSQL Server2008r2 View the document about how to upgrade to SQL Server 2008 R2 from SQL Server 2000, SQL
g Server 2005 or SOL Server 2008. LI

Figure 3.2 Run the Microsoft SQL Server 2008 R2 Setup.

2. Select New Installation or Add Features to an Existing Installation, as shown in
Figure 3.3.
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& SQL Server Installation Center I [=]
-
Planning 3 Hardware and Software Requirements I—
ati View the hardware and software requirements.
Maintenance 3] Seaurity Documentation
Tools View the security documentation.

Resources E Online Release Notes
View the latest information about the release.

Options = Setup Documentation

Read the Overview of SQL Server Setup Documentation topic for information about SQL Server
Books Online. The Setup documentation indudes an overview of SQL Server installation, the
help topics that are needed during installation, and links to more detailed information about
planning, installing, and configuring SQL Server.

lvi System Configuration Checker
\f Launch a tool to check for conditions that prevent a successful SQL Server installation.

|jb Install Upgrade Advisor

Upgrade Advisor analyzes any SQL Server 2005 or SQL Server 2000 components that are
installed and identifies issues to fix either before or after you upgrade to SQL Server 2008 R2.

-3 Online Installation Help
Launch the online installation documentation.

12 How to Get Started with SQL Server 2008 R2 Failover Clustering
Read instructions on how to get started with SQL Server 2008 R2 fallover dustering.

E How to Get Started with a PowerPivot for SharePoint Standalone Server Installation
Read instructions on how to install PowerPivot for SharePoint in the fewest possible steps on a

new SharePoint 2010 server.
»“M 3] Upgrade Documentation
2 SQL Server2008r2 View the document about how to upgrade to SQL Server 2008 R2 from SQL Server 2000, SQL
S Server 2005 or SOL Server 2008. =

Figure 3.3 Select New Installation.

3. After the installer verifies that your server meets the requirements (see Figure 3.4),

click OK.

[satseneransraseny =1
Product Key

Specify the edition of SQL Server 2008 R2 to install,

Product Key Validate this instance of SQL Server 2008 R2 by entering the 25-character key from the Microsoft certificate of
authenticity orproduct packaging. You can also specify a free edition of SQL Server, such as Evaluation or
Express, Evaluation has the largest set of SQL Server features, as documented in SQL Server Books Online, and
Setup Support Files is activated with a 180-day expiration. To upgrade from one edition to another, run the Edition Upgrade Wizard.

 Specify a free edition:

" Enter the product key:

<Back Next > cancel |

Figure 3.4 The Installer verifies the prerequisites.
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4. Accept the licensing terms, as shown in Figure 3.5, and click Next. Click the check
box if you want to help Microsoft further develop SQL by sending usage data. In

most production environments, this option is not selected.

=lo/x]
License Terms
To install SQL Server 2008 R2, you must accept the Microsoft Software License Terms.
Product Key -
i = MICROSOFT SOFTWARE LICENSE TERMS
Setup Support Files MICROSOFT SQL SERVER 2008 R2 EXPRESS WITH TOOLS

MICROSOFT SQL SERVER 2008 R2 EXPRESS WITH ADVANCED SERVICES

These license terms are an agreement between Microsoft Corporation (or based on where you
live, one of its affiliates) and you. Please read them. They apply to the software named above,
which includes the media on which you received it, if any. The terms also apply to any
Microsoft

* updates,

* supplements,

« Internet-based services, and

* support services =l

=)
Copy  Print
¥ 1accept the license terms.

r Send feature usage data to Microsoft. Feature usage dataincludes information about your hardware
configuration and how you use SQL Server and its components,

See the Microsoft SQL Server 2008 R2 Privacy Statement for more information.

< Back Next > Cancel I

|

Figure 3.5 License terms.

5. Select the SQL features. The only features you need are the Database Engine
Services and the Management Tools, as shown in Figure 3.6. After selecting the

features, click Next.

It is quite common to run into a deployment in which the SQL Server instance is

already up and running, but the management tool has not been installed. Because
the 2008 Management Tools are no longer available as a separate download, it is
possible to use SQL Express Management Studio 2005. An even better solution
is to have a ThinApp version of SQL Express Management Studio 2005 as part

of your toolkit.
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4 SQL Server 2008 R2 Setup =10l x|
Feature Selection
Select the Express with Advanced Services features to install,
Setup Support Rules Features: Description
Setup Role Ins tures Server features are instance-
Feature Selection [¥] Database Engine Services aware a:”:v%:ﬂm
Instaliztion Rules [ 5QL Server Replication registry hives. They suppart
o [ Full-Text Search multiple instances on a computer.
ot [ Reporting Services
Disk Space Requirements Shared Featres
Server Configuration [ Business Inteligence Development Studio
Database Engine Configuration mmm nt Tools - Basic
SQL 1t Connectivity SDK
Eror Repactiag [[] Microsoft Sync Framework
Confy i Features
Ready to Install
Installation Progress
Complete
Select All I Unselect All |
Shared feature directory: |C:\°rog'am Files\Microsoft SQL Server\ s I
Shared feature directory (x86): II::\Umqam Files (x86)\Microsoft SQL Server\ o I
<pack | mea> | concd | mep

Figure 3.6 Select Database Engine Services and Management Tools.

6. Set the SQL named instance (see Figure 3.7). Although using the default instance is

fine, it is better if you provide a specific instance name and then click Next.

T SQL Server 2008 R2 Setup =

Instance Configuration

Specify the name and instance ID for the instance of SQL Server. Instance ID becomes part of the installation path.

~loi x|

Setup Support Rules " Default instance
Setup Role & Named instance:  [SQU]
Feature Selection
Installation Rules
Instance Configuration Instance ID: Jsau
b Instance root directory: [C: \Program FilesMicrosoft SQL Server\ A
Database Engine Configuration
Error Reporting SQL Server directory:  C:\Program Files\Microsoft SQL Server\MS5QL10_50.5QL
Installation Configuration Rules :

o Installed instances:
Installation Progress Instance Name | Instance D | Features | Edition | version
Complete

<ok [ Net> Cancel Hep |

Figure 3.7 Name the SQL Instance.
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7. Specify the SQL administrators (see Figure 3.8). After adding the appropriate SQL
administrators, select Data Directories. Select Mixed Mode (SQL Server authen-
tication and Windows authentication) if you intend to run all databases from one
location. Although the vCenter database uses Windows authentication, the Event
Database does not.

R [=TF
Database Engine Configuration

Specify Database Engine authentication security mode, administrators and data directories.

Setup Support Rules Account Provisioning | Data Directories | FILESTREAM
Setup Role:
Feature Selecti Specify the authentication mode and administrators for the Database Engine.
Installation Rules Authentication Mode
Instance Configuration & Windows authentication mode
Disk. Requirements
SP::“ o " Mixed Mode (SQL Server authentication and Windows authentication)
Server Configura
Database Engine Configuration Specify the password forthe SQL Server system administrator (sa) account:
Error Reporting Enter password: |
I T Confirm password: |
Ready to Install
Instaliation Progress Specify SQL Server administrator
Complete VIRTUALGURU \Administrator SQL Server administrators

have unrestricted access to
the Database Engine.

Add Currentleer] Add... I Remuvel

< Back I Next > Cancel ] Help I

Figure 3.8 Select Mixed Mode.

8. Update the default locations for the databases and logs, as shown in Figure 3.9.
Even if you are running the Windows Database Server as a VM, it is a good idea to
separate the database and the logs on separate partitions. Separating the database and
logs on separate partitions ensures that you can still manage the SQL Server in the
event you run out of capacity on the volumes. If the SQL Server is virtual, you can
separate different Virtual Machine Disks (VMDKSs) on different storage tiers to more
tinely control IO.
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Lo x|
Database Engine Configuration
Specify Database Engine authentication security mode, administrators and data directories.
Setup Support Rules " Account Provisioning Data Directories | FrLesTREAM |
Setup Role
Feature Selection Data root directory: |C:\°rngram Files\Microsoft SQL Server), (s
Installation Rules System databasedirectary: C:\Program Files\MicrosoftSQL
Instance Configuration Server\MSSQL10_50.5QL\MSSQL\Data
Disk Space Requirements User database directory: |5:Damhase
Server Configuration
Detit f Hhow User databaselog directory: |L: \Logs
Error Reporting Temp DB directory: [s+\patabase\Temp
Installation Configuration Rules . DE o dicectony: T ™
T emp DB log directory: |-+\patabase\Temp
Installation Progress Backup directory: |S:\Badwp|
Complete
< Back | Next > Cancel Help
A

Figure 3.9 Separate the database logs from the OS partition.

After the SQL instance is installed, it is important to ensure your SQL databases are
backed up properly. Microsoft SQL 2008 makes this process easy to configure. Of course,
there are other third-party solutions that back up not only your database instances but also
everything else in your environment. SQL supports a Simple or Full recovery model. A
Simple recovery model does not back up the logs, so recovery is limited to the last backup.
A Full recovery model includes the logs, so it allows you to recover the database to a
certain point in time, assuming the log is not damaged.

For a VMware vCenter environment, you have a vCenter database, an Update Manager
database (which is optional but highly recommended), and also with VMware View, a
View Composer and Events database. We discuss View Composer more in Chapter 6,
“View Operations and Management.” Make sure that you create the database and also
provide the permissions necessary for connecting to the SQL database. The account
requires db_owner permissions to the vCenter and Update Manager database for the
installation. In addition, the account requires temporary db_owner permissions to the
MSDB System database for both vCenter and Update Manager. The purpose is to ensure
the installation can create SQL Agent jobs for the vCenter statistic rollups, for example.
The vCenter statistic rollup jobs allow vCenter to purge data it is collecting to populate
the performance data within vCenter. The tables used to store this data are as follows:

s VPX_HIST_STATI1—Stores integral values at the lowest level of granularity (daily
level)
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m VPX_HIST_STAT2—Weekly Stats Rollup Job, which repeats every 30 minutes,
performing rollups at a weekly level.

m VPX _HIST _STAT3—Monthly Stats Rollup Job, which repeats once every two
hours, performing rollups at a monthly level

m VPX_HIST_STAT4—Yearly Stats Rollup Job, which repeats twice a day,
performing rollups at a yearly level.

It is best to install vCenter and configure the VMware Update Manager before revoking
the db_owner access to the System databases.

The default installation of SQL assigns a Simple recovery model. A Simple recovery model
means that a point-in-time backup is the only one supported. Data added or changed
between backups may be lost with a Simple recovery model. Changing the type to Full
recovery allows you to restore data up to the point of recovery.

You can change the recovery model by selecting the properties of the database and, on the
Options, changing the recovery model from Simple to Full, as shown in Figure 3.10.

F New Database =10] x|
Selecta page 5 Script - n Help
2 General
st . < s
2 Flegroups Collation: | <server default> _ﬂ
Recovery model: T - |
Compatibilty level: |SQL Server 2008 (100) |
Other options:
==
E Automatic =
Auto Close False
Auto Creste Statistics True
Auto Shrink False
Auto Update Statistics True
Auto Update Statistics Asynchronously False
B Cursor
Close Cursor on Commit Enabled False
Defautt Cursor GLOBAL
& Miscellaneous
ANSI NULL Default False
C - ANSI| NULLS Enabled False j—
ommcchie ANS| Paddng Enabled Fakse
Server: ANSI| Wamings Enabled False
locahhost\SQL Adthmetic Abort Enabled False
Connaciion (_:nn:atmale Nul Yields N..I B falaa
VIRTUALGURUNAdministrator Cross<database Ownership Chaining Enabled | False
8w 0 Date Comelation Optimization Enabled False
View connection properties
27 Vew o o Numeric Round-Abort False
Parameterization Simple ;I
ANSI NULL Default
Ready
|
A

Figure 3.10 Change the recovery model to Full.

Let’s step through the process required to create the database and assign the appro-
priate permissions; then we will review how to ensure the database is properly backed up.
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Create each database by opening the Microsoft SQL. Management Studio and taking the
following steps:

1. Connect to the SQL database instance on the SQL Server.
2. Right-click the Database Module and select a new database.

Ensure your database names are indicative of what they will be used for—that is,
vCenter, VMware Update Manager (VUM), vComposer, and vEvents.

3. Expand the Security Module and add a new login.

The account should be the one that you created so that you can connect and perform the
installation. In this case, we created a sve_SQL Account, as shown in Figure 3.11.

(Elogmnew =10l x|
20|
x|
Search.., I
More than one object matches the following object name: "svc". Select an
object from this list or, to reenter the name, click Cancel.
Matching names: =
Name Name ... | E-Mail Address | In Folder [ =
svc_SQL svc_SQL virtualguru.org/Users
& svc_salAgent svc_SQLAgent vitualgu org/Users
E; svc_SQLBrowser svc_SQLBrowser virtualguru.org/Users —_
2, svc_saLoLap svc_SQLOLAP vitualguru org/Users
E;:vc_SQLHapoﬂSaf‘ . svc_SQLReportServer virtualguru.org/Users
ok | concd | (=] e |
Server:
localhost\SQL
Connection:
VIRTUALGURUNAdministrator
| S0 g i

Figure 3.11 Choose the account that will be the db_owner.

Ensure the account is mapped to the appropriate database and has the db_owner
permission. To ensure the SQL Agent jobs are created properly, db_owner permission is
also required for the MSDB database. After the installation is complete, this permission
should be revoked.

Figure 3.12 shows the three databases mapped to the db_owner role.
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=T
Seled apage 5 Script ~ [y Help
2 General
. Server Roles A,
& User Users mapped to this login:
& Securables Map | Database | User | Default Schema |
2 Status ©  master
T model
0O msdb
Ii] tempdb
P vCenter VIRTUALGURU\sve.S.. L. ]]
I3 vComposer VIRTUALGURU\svc_S...
1 ¥ i vUpdate VIRTUALGURU\svc_S...
I™ | Guest account enabled for: vUpdate
Database role membership for; vUpdate
Connechon [] db_accessadmin
[] db_backupoperator
Server: =t
locathost\SGL ] db_datareader
Connection:
VIRTUALGURU\Administrator
%7 View connection properties
Ready

Figure 3.12 User mapping.

After you create the databases and have the appropriate permissions, you should
schedule the database backups if an enterprise backup solution is not in place. Although
most server virtualization environments do have enterprise backup solutions in place,
due to the requirement of needing a second virtual server, this is not always the case

in virtual desktop environments. It is recommended that you have a specific backup
solution in place, but at a minimum, you should set up backups. In most cases, a

dedicated SQL support team exists and has a defined backup process. The steps provided

in this book are not meant to supersede established backup practices and policies, but
instead serve as a reference in case an option is needed or if additional understanding 1s

required on SQL backups.

When you are looking at a backup strategy for your vCenter and your virtual desktops,
you should consider how valuable the data is, how much the data is changing, the overall
size of the database, and how much the data is used. With vCenter, the database is a
configuration database to store metadata. As your environment grows, however, the avail-

ability of the data and overall service becomes increasingly critical.

When using SQL Server 2008, you have three primary backup types: full, differential, and

log backups.
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Full Backup

A full backup copies all the information in the database. Full backups also include the
transaction logs and any data that has not been written to the database. In a small virtual-
ization environment, it is possible to run full backups for the vCenter database. When the
environment grows beyond 20 ESXi hosts, the database can grow to 10-15 GB. In this
case, a combination of full or differential backups might be necessary.

1.

2.

3.

Open the SQL Server Management Studio and connect to the SQL Server instance.
Navigate to the Server\Databases folder.

Right-click the database you want to back up.

From the shortcut menu, select Tasks, Backup.

In the Database Backup dialog box, select the type of backup you want the server to
perform, the backup destination path, and the backup options.

Click OK to back up the database or click the Script button if you want to generate
a script to run the backup with the selected options.

You can also run backups from the SQL command line by performing the following:

1.

2,

Browse to c:\Program Files\Microsoft SQL Server\100\Tools\Binn.

Run SQLCMD. The 1> prompt tells you that you are connected to SQL Server
instance 1.

Enter the backup command, as shown in Figure 3.13.

The command to do a full backup is BACKUP DATABASE [Name of database]
TO DISK = N’[PATHY'. In this example, we typed

BACKUP DATABASE vCenter TO DISK = N‘S:\Backup\vCenter_12282011.bak'



Installing Microsoft SQL Server

83

v SQLCHMD

=10/ x|

UP DATABASE wvCenter TO DISK = N’S:\Backup:vCenterl1l6092012.bak’

g;\gxgﬁram FilesNMicrosoft SQL Server\12@\Tools“Binn»sqlcmd -S localhost\SQL

]

Figure 3.13 The BACKUP DATABASE command.

4. To execute the command, type go and press Enter. The backup should process

successfully, as indicated in Figure 3.14.

[+ SQLCHMD

Fi

s\Microsoft SQL Server\18@8\Tools\Binn>sqlcmd
ASE vCenter TO DISK = N’S:\Backup\vCenter16@

-S lo
92012,

C:\Program
is BACRUP DAT

le
AB
go

Processed 184 pages for database
Proce: d 3 s for database

'vCenter

'vCenter’

file

'vCenter’

on fil

v file "vCenter_log’ on f

sse page
BACKUP DATABASE successfully processed 187 pages

in @.31I0 seconds

1>

~J=

Figure 3.14 A successful backup.

To set up reoccurring backups, you need to set up a maintenance plan under SQL and

ensure that SQL Agent is started. If you are running a SQL Express Edition, you need to
look at scheduling a SQLCMD command because maintenance plans are not available in

the Express Edition.

After the SQL Agent starts, you can set the backups to happen according to a schedule. If
you are not using a SQL Express Edition, you should see the Maintenance Plans module

under Management, as shown in Figure 3.15.
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[ Databases

3 Security

[# [ Server Objects

[ Replication

[= [ Management
+"j Data-tier Applications
¥ Policy Management
Data Collection
|53 Resource Governor

[ Maintenance Plans

Figure 3.15 Maintenance Plans module.

Create a Back Up Database task and set it up according to a reoccurring schedule, as
shown in Figure 3.16.

R Microsoft SQL Server Management Studio =loix|

File FEdit View Project Format Tools Window Community Help

i Newquery | [y B EH 5|05 WD E

_Backup_Mais [Design]* - X
Comect~ %} 8l m T 5

) (i add Subplan (7 >< | [ ] | 1 Manage Connections ... ~ ([ |
2 |} localhost\SQLPROD (SQL Server 10.50. 1600 - VIRTUALGURU\Administrator)
& £ Databases Name [ackup_Maintenance

® [ Seaurity nm-wml

(3 Server Objects

& (3 Replcation -
b ) Subplan | Description | Schedule | ‘
@ [ifYj Data-tier Applications Subplan_1 Subplan_1 Not scheduled (OnD... | iH| &

¥ policy Management
[ g Data Collection
[# |5} Resource Governor

(23 Maintenance Plans =
4 »
I | Back Up Database Task :J
=% Backup Database on
= ! <Select one or more>
& Pointer | Type: Ful
1°H Back Up Database Task 3:“1 E*"‘g;
tination:

|4 Chedk Database Integrity Task i A Y

[ Execute SQL Server Agent Job Task LIF

13 Execute T-SQL Statement Task -

f% History Cleanup Task

E Maintenance Cleanup Task

& Notify Operator Task

¢, Rebuild Index Task

%2, Reorganize Index Task =0 | LF#I
Ready 4'

Figure 3.16 Set a reoccurring schedule.

If you are using SQL Express, you can use the following process to automate the
SQLCMD Backup command. First, you need to create a SQL script using the command
you ran from the command line:

BACKUP DATABASE vCenter TO DISK = N'S:\Backup\vCenter.bak'

The file extension does not matter, but in this case save the database with a .bak extension
so that it is easy to identify. Now you need to create a scheduled task to initiate the
SQLCMD command and execute the SQL script. You also need to create a local ID under
which the scheduled task can run with suitable privileges including the logon as batch job
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privilege. You can add a policy through the Active Directory (AD) by separating out your
vCenter Server in a separate OU. You should do this through Active Directory policy, but

you can configure this locally by doing the following:

1. Navigate to Administrative Tools\Local Security Policy.

2. Expand the Security Settings\Local Policies\User Rights Assignment.

3. Add the account that will run the scheduled job to the Logon as Batch Job Properties

and click OK.

When you are done, you can open the scheduler to create a basic task.

1. Open the scheduler on the SQL Express Server and create a basic task. Provide a

descriptive name such as vCenter Backup job and a description of
occurs, as shown in Figure 3.17. Then click Next.

Create Basic Task Wizard

'@ Create a Basic Task

Use this wizard to quickly schedule a common task. For more advanced options or settings

when the job

Trigger such as multiple task actions or triggers, use the Create Task command in the Actions pane.
Action Name: "
Finish Description:

< Back I Next > I Cancel

Figure 3.17 Create a Task.

2. Configure the trigger; in this case, set up the backup job to be triggered weekly (see

Figure 3.18). Then click Next.
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Figure 3.18 Configure a trigger (weekly).

3. Set the frequency you would like the backup to occur at (see Figure 3.19) and click
Next. If you would like the backup to happen every two weeks, you can adjust the
Recur setting from 1 to 2.

[Too0BE 21 s

Figure 3.19 Determine the schedule and reoccurrence.

4. Setit to start the SQLCMD command with arguments. To do so, select Start a
Program (see Figure 3.20). Then click Next.
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Figure 3.20 Select Start a Program.

5. Select the SQLCMD program and the argument as —i [Path to your SQL script], as
shown in Figure 3.21.

Figure 3.21 Select SQLCMD as the program and your script as the arguments.

After you complete these steps, you need to adjust the properties a little for the job:

1. Browse to the Task Scheduler Library and verify the reoccurring vCenter Database
job appears in the right pane.
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2. Select the task, right-click, and select the properties of the newly created batch job,
as shown in Figure 3.22.

1ol
Fle Action View Help
- o | xf
CE= @] Weekly [
|
_?,m’ e Start: 16/09/2012  ¥| [1:0000AM = ™ Synchronize across time zones
rigger
Miect Recur every: Il_ weeks on:
Action
Finish I" Sunday [~ Monday I Tuesday I~ Wednesday
™ Thursday [ Friday W Saturday
»
< Back I Next > I Cancel I
—I—:srrmm =]
| ! I

Figure 3.22 Right-click properties.

3. Ensure Run Whether the User Is Logged On or Not is selected, as shown in

Figure 3.23. Then select Change User or Group... and ensure the job is running
under the proper credentials.

[0 weekiy Backup Task Properes (Localcomputern) x
General | Triggers | Actions | Conditions | Settings | History |
Name: |Weekly Backup Task
Location:  \

Author: VIRTUALGURU\Administrator
Description:

Security options
When running the task, use the following user account:

VIRTUALGURU\svc_SQL Change User or Group...

" Run only when user is logged on
' Run whether user is logged on or not

™ Do not store password. The task will only have access to local computer resources,
™ Run with highest privileges

™ Hidden Configure for: I\Mndnws Vista™, Windows Server™ 2008 3

ok | canca |

Figure 3.23 Select the user under which to run the task.
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The preceding description is just a sample of how you can ensure you have regular full
backups running if you have opted to run SQL Express. You might want to fine-tune
your settings to keep several weeks’ worth of full backups and also to move them to a
separate location.

Differential

If your database is getting too big for a full backup, you can perform a differential backup.
A differential backup copies any changes made since the last full backup job. It is designed
to reduce the time needed to perform a full backup. You can make your backup job a
differential job by adding the WITH DIFFERENTTAL statement, as shown in Figure
3.24. In this case, your final backup strategy adds a combination of full and differential
backups, so you must ensure you have access to all the backup files.

~loix
C:\ProEram Files\Microsoft SQL Server\10@0\Tools“\Binn>sqlcmd -S localhost\SQL 2
é%N??ELUP DATABASE vCenter TO DISK = N’'S:\Backup:\vCenterl16092012.bak’ WITH DIFFE

> go

Processed 48 pages for database ’'vCenter’, file ’'vCenter’ on file 2.

Processed 1 pages for database ’'vCenter’, file 'vCenter_log’ on file 2.

BACKUP DATABASE WITH DIFFERENTIAL successfully processed 49 pages in 0.240 secon
?g (1.566 MB/sec).

Figure 3.24 WITH DIFFERENTIAL command.

Log Backups

The third type of backup does not copy the changes; it copies only the transactional logs
of the database. After the logs are copied, the portions of the log files not needed for active
transactions are truncated. For regular maintenance, it is a good practice to back up your
log files daily.

When you are happy with your scheduled job, you can quickly apply it to the remaining
databases because the jobs are exportable to XML files from the Task Scheduler console.
Simply export the job as an XML file, make some edits so that it can be applied to the other
databases, and reimport it. In general, the VMware Update Manager View Composer or
Event databases do not require the same frequency of backups as the vCenter database.
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Installing vCenter

After checking to ensure the database is up and running and your backup rotations and
recovery plans are properly configured, you are almost ready to begin the vCenter instal-
lation. Installing vCenter requires a domain account with local administrator privileges. If
you are installing vCenter on a Windows 2008 R2 host, you have some decisions to make:
Should you keep the firewall enabled, and what ports do you need to have open if you do?
It is a best practice to keep the firewall active although it increases the complexity of the
deployment. By keeping it on, however, you are dramatically reducing the attack vector
or vulnerability of the service. This, of course, is both a judgment call and consideration
of your internal security policy toward native Windows firewalls. In some organizations,
the default is to turn off the firewalls. If you do want to keep the firewall on, you should
be aware of which ports are opened during the installation of the vCenter Server. You can
open these ports in advance, or during the installation, they are opened by default.

Table 3.2 provides a list of the ports.

Table 3.2 Port Descriptions

Port

Description

80

vCenter Server requires port 80 for direct HTTP connections. Port 80 redirects
requests to HTTPS port 443. This redirection is useful if you accidentally use
http://server instead of https://server/.

Note: Microsoft Internet Information Services (II1S) also use port 80.

389

This port must be open on the local and all remote instances of vCenter Server.
This is the LDAP port number for the Directory Services for the vCenter Server
group. The vCenter Server system needs to bind to port 389, even if you are not
joining this vCenter Server instance to a Linked Mode group. If another service
is running on this port, it might be preferable to remove that service or change
its port to a different port. You can run the LDAP service on any port from 1025
through 65535.

If this instance is serving as the Microsoft Windows Active Directory, change the
port number from 389 to an available port from 1025 through 65535.

443

This is the default port that the vCenter Server system uses to listen for
connections from the vSphere Client. To enable the vCenter Server system to
receive data from the vSphere Client, open port 443 in the firewall.

The vCenter Server system also uses port 443 to monitor data transfer from SDK
clients.

If you use another port number for HTTPS, you must use ip-address:port when
you log in to the vCenter Server system.
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Port Description

636 For vCenter Server Linked Mode, this is the SSL port of the local instance. If
another service is running on this port, it might be preferable to remove that
service or change its port to a different port. You can run the SSL service on any
port from 1025 through 65535.

902 This is the default port that the vCenter Server system uses to send data to
managed hosts. Managed hosts also send a regular heartbeat over UDP port 902
to the vCenter Server system. This port must not be blocked by firewalls between
the server and the hosts or between hosts.

Port 902 must not be blocked between the vSphere Client and the hosts. The
vSphere Client uses this port to display virtual machine consoles.

8080 Web Services HTTP. This port is used for the VMware VirtualCenter Management
Web Services.

8443 Web Services HTTPS. This port is used for the VMware VirtualCenter Management
Web Services.

60099  Web Service change service notification port.

10443 vCenter Inventory Service HTTPS.

10109 vCenter Inventory Service Service Management.

10111 vCenter Inventory Service Linked Mode Communication.?

After reviewing the port requirements, you are ready to begin installing vCenter. Ensure
you have the latest version of the vCenter 5 software downloaded and follow these steps:

1. Launch the installer. You will notice that several services and features can be
installed from the Installation Utility, which we discuss later. To install vCenter,
select the vCenter Server option and click Install.

2. Select the language from the drop-down; vCenter ships with language support.
3. When the installation wizard appears, click Next.

4. After reviewing the end-user patent agreement, click Next.

5. Agree to the license terms and click Next.

6. Enter your user name, organization, and license key in the fields provided and click
Next.

¥This information was referenced from the VMware Knowledge Base at http://kb.vmware.
com/selfservice/microsites/search.do?emd=displayKC&docType=kc&doc TypelD=DT _
KB_1_1&externalld=2005105.
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7. You have the option of installing a Microsoft SQL Server 2008 Express instance
or using a supporting database. Because vCenter is a true 64-bit operating system,
it requires a 64-bit DSN. If you have not created one, you are prompted to do so.
Click Next to start the creation of the DSN or select it from the drop-down list and
proceed to step 15. Figure 3.25 assumes you need to create the DSN.

x|
Database Options g
J
Select an ODBC data source for vCenter Server.
vCenter Server requires a database.

(" Install a Microsoft SQL Server 2008 Express instance (for small scale deployments)

(% Use an existing supported database

Data Source Name (DSN): (Please aeate a 64 bit system DSN),

NOTE: There is no DSN which can be used. VMware vCenter Server requires a 64 bit
system DSN with supported types of databases and versions of drivers.

InstallShield

<Back [ _mext> |  cancel

Figure 3.25 Select the database.

8. Provide a name for the vCenter DSN, provide a description, and then select the
SQL instance you are connecting to (see Figure 3.26).

|
This wizard will help you create an ODBC data source that you can use to
» connect to SQL Server.
& What name do you want to use to refer to the data source?
ﬁSuwrmnz

Name: |vCenler Server

How do you want to describe the data source?
Description: IvCen‘ler Server ODBC Connection

Figure 3.26 Specify SQL Server information.
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9. Click With Integrated Windows Authentication, as shown in Figure 3.27.

Integrated Windows security is more secure than SQL Server authentication, so you
should use it. Click Next.

How should SQL Server verify the authenticity of the login ID?

&
ﬂServermru

1%

(+ With Integrated Windows authentication.
SPN (Optional) |

~ With SOL Server authentication using a login ID and password
entered by the user,

Login D; |Administrator

Bassword I

) Connect to SAOL Server to obtain default settings for the

<Back [ New> | concel | Hep |

Figure 3.27 Select With Integrated Windows Authentication.

10. Ensure you are connecting to the vCenter Server, as shown in Figure 3.28, and click
Next.

Create a New Data Source to SQL Server % x|

SPN for mimor server (Optional):

|
™ Astach database filename:
|
¥ Use ANSI quoted identifiers.
¥ Use ANSI nulls, paddings and wamings.

<Back Next > Cancel Hep |

Figure 3.28 Change the default database.
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11. Click Finish.
12. Click Test the Data Source...

138. When the installation completes successfully, as shown in Figure 3.29, click OK.

zl
Anew ODBC data source will be created with the following
configuration:

Microsoft SQL Server Native Client Version 10.50.1600 =

Data Source Name: vCenter Server

Data Source Description: vCenter Server
Server: demovcD01\SQL

[ TestDataSouce.. | oK | Cancel |

Figure 3.29 Check your database connectivity.

14. When you see your DSN in the highlighted area, as shown in Figure 3.30, select it
and click Next.

I‘? VMware vCenter Server x|
Database Options @
d
Select an ODBC data source for vCenter Server,
vCenter Server requires a database.

(" Install a Microsoft SQL Server 2008 Express instance (for small scale deployments)

(¥ Use an existing supported database

Data Source Name (DSN): vCenter Server (MS SOL)

InstallShield

<Back  [[ Next> |  cacel |

Figure 3.30 Select your DSN.
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15. Click Next.
16. Accept the default location and click Next.

17. You have the option of installing vCenter in linked mode so that you can view all
vCenter information from a single management tool. It is common for the vCenter
Server being deployed for the VDI environment to be the second vCenter Server
deployed. If you install it in standalone mode and then want to update it to linked
mode, you can be rerunning the installer. If this is the case, install the server in
linked mode; otherwise, select Create a Standalone VMware vCenter Server
Instance, as shown in Figure 3.31, and click Next.

i VMware vCenter Server E 5'
vCenter Server Linked Mode Options C l
Install this VMware vCenter Server instance in linked mode or standalone mode.

To configure linked mode, install the first vCenter Server instance in standalone mode. Install
subsequent vCenter Server instances in linked mode.

(+ Create a standalone VMware vCenter Server instance

Use this option for standalone mode or for the first vCenter Server installation when you
are forming a new linked mode group.

I Join a VMware vCenter Server group using linked mode to share
information

Use this option for the second and subsequent vCenter Server installations when you
are forming a linked mode group.

InstallShield

<ok |[ Mext> |  cancet |

Figure 3.31 Select the standalone option unless this is the second vCenter Server.

18. vCenter Server Web services is provided by Tomcat. In this screen, shown in
Figure 3.32, you are asked to tune the maximum memory pools for Java based
on the expected size of the environment. Although this screen was introduced in
vCenter 4.1, the capability to tune Tomcat has been available for a while through the
Configure Tomcat utility that is provided. Select the maximum memory configu-
ration based on the expected size and click Next.
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.=s|
vCenter Server JVM Memory g

Select vCenter Server Web services VM memory configuration. '

To optimally configure your deployment, please select which vCenter Server configuration

best describes your setup.
Inventory Size Maximum Memory
(;-Snaaleu;lmluol'nmwm»nm 1024MB
C m(;w-«uum« 1000-4000 virtual 2048 MB
(-Lame(mgrelhanmhwtsormvimd 072M8

Instalishield

<sack [ mext> | caoem |

Figure 3.32 Select the appropriate inventory size to configure the Tomcat memory setting.

19. You have the option of increasing the number of ephemeral ports, as shown in
Figure 3.33. An ephemeral port is a short-lived endpoint created by the Windows
Server when a program makes a user port connection. Because virtual desktop
environments can scale into the thousands of virtual desktop instances, it is typical
that you adjust the ephemeral ports on both VMware View Servers and vCenter
Servers. Click Install to begin the installation.

X
Ready to Install the Program f _.'
The wizard is ready to begin installation. 1

Click Install to begin the installation.

If you want to review or change any of your installation settings, dick Back. Click Cancel to
exit the wizard.

Select this option to increase the number of ephemeral ports available. If your vCenter
r Server manages hosts on which you will power on more than 2000 virtual machines

simultaneously, selecting this option prevents the pool of available ephemeral ports
from being exhausted.

InstallShield

<Back  [[ sl |  cancel |

Figure 3.33 Increase the ephemeral ports for large View environments (thousands of instances) if
needed and install vCenter.

20. Ensure the installation completes properly (see Figure 3.34) and click Finish.
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{& VMware vSphere Client 5.0 x|

Installation Completed

VMware vSphere Client 5.0 has been installed successfully,
Clidk Finish to exit the wizard.

VMware vSphere”
Client

< Back I Finish I Cancel I

Figure 3.34 Finalize the installation.

When the installation is complete, you need to install the vSphere client to connect to the
environment. The vSphere client is a Windows-based client that allows you to connect to

vCenter and the ESXi hosts in your environment. The difference in connecting to ESXi
versus vCenter is that ESXi uses the local root login credentials, whereas the vCenter
Server uses Windows login credentials. To get access to the vCenter Server you just
installed, complete the following steps:

1.

2,

10.

Launch the vCenter installer.

Select the vSphere Client and click Install.

Select the language for the installation and click OK.

Click Next on the welcome screen.

Click Next on the user patent agreement.

Agree to the license terms and click Next.

Click Install on the ready to install screen.

Click Finish when the installation completes.

Open the vSphere client in Programs\VMware\vSphere Client.

Enter the name of the vCenter Server and the Windows username and password and
click Login.

To summarize the process, the high-level installation steps shown in Figure 3.35 are
necessary to complete the installation.
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Create Database Instance

Install vCenter Server

Install vSphere Client

Login and Verify vCenter

Figure 3.35 Installation steps.

Installing vSphere

Installing VMware View starts with the installation of vSphere and related components.
With vSphere 5, there are two options for vSphere: installable and embedded. Installable
is an installation of vSphere ESXi because vSphere 5 no longer supports ESX native or
the version that had the console operating system (COS) for management purposes. You
can download the ESXi binaries from VMware at https://my.vmware.com/web/vmware/
try-vmware or order the server with the embedded version.

If you download the binaries, it is possible to create a manual embedded version by
installing to a USB drive in an internal or external port on the server. The embedded
version is supplied by the hardware vendors and incorporates their specific tools to enable
greater visibility on the hardware and software layer. For example, you can download an
ESXi version from HP, Dell, IBM, and CISCO. One of the drawbacks of the embedded
option is that the build from the vendor may not have the latest and greatest utilities or
tools. With vSphere 5, this issue is addressed by providing an automated build option that
allows you to add OEM packs to the installation. Let’s review the installation:

To install ESXi installable, follow these steps:

1. Boot from the ISO file. After it boots, the splash screen comes up, and the necessary
files to start the installer are loaded, as shown in Figure 3.36.
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VMuare ESXi 5.0.8 (VMKernel Release Build 623868)

VMuare, Inc. VMuare Virtval Platform

Loading module mptspi ...

Figure 3.36 ESXi splash screen.

2. You can maneuver around the installer by using the Tab key. To continue the
installation, press the Tab key and press Enter on the keyboard, as shown in
Figure 3.37.

(Esc) Cancel (Enter) Continue

Figure 3.37 Select Enter to continue.

3. Press F11 to accept the license agreement shown in Figure 3.38 and continue.
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(ESC) Do not Accept (F11) Accept and Continue

Figure 3.38 Press F11 to accept the license agreement.

4. Select a disk to install or upgrade, as shown in Figure 3.39. It is considered a best
practice to install vSphere ESXi first before presenting storage so that you can be
assured that you are installing ESXi on the right drive unless you intend to boot
from SAN. Once you have selected the drive press Enter.

YMuare, WMuare Virtuval S (mpx.vmhbal:CO:T0:L0)

(Esc) Cancel (F1) Details (F5) Refresh (Enter) Cont inue

Figure 3.39 Select the storage device where you would like to install ESXi.

5. Select the correct keyboard layout (US Default), as shown in Figure 3.40, and press
Enter to continue.
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US Default

(Esc) Cancel (F9) Back (Enter) Continue

Figure 3.40 Select the keyboard layout.

6. Specify a password for the root account, as shown in Figure 3.41, and press Enter.

Passuords match.

(Esc) Cancel (F9) Back (Enter) Continue

Figure 3.41 Specify the password.

7. Confirm the parameters, as shown in Figure 3.42, and press F11 to begin the
installation.

install

(Esc) Cancel (F9) Back (F11) Install

Figure 3.42 Press F11 to install.

If you are installing ESXi to a USB stick, you need to verify that your server is on the
supported Hardware Compatibility List (HHCL) and that the USB device is supported by
the server vendor. If both conditions are met, the USB device shows up as an installable
location. Rather than select a local drive, you can select the USB location to install ESX.
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For detailed instructions, refer to VMware’s Knowledge Base article located at http://
kb.vmware.com/selfservice/documentLinkInt.do?micrositeID=& popup=true&languageld=
&externallD=2004784.

Auto Deploy

One of the other options you have is to use the new Auto Deploy feature, which essen-
tially allows you to provision a vSphere 5 ESXi Server and apply the configurations in an
unattended manner through the Configuration Manager to create a truly stateless host.
Why would you use Auto Deploy in a VDI environment? VDI is a technology that scales
quite quickly. To reduce the time it takes to provision additional capacity, Auto Deploy
may be a good option. In addition, it allows you to design the ESXi configuration once
and have it consistently applied across the board. It does require extra consideration if you
are going to run vCenter in a virtual machine, however.

When you use Auto Deploy, you are creating a major dependency on the service for all
hosts that are set up to use it. You therefore need to run two ESXi hosts that are not
dependent on Auto Deploy in a cluster. A separate cluster ensures that your vCenter and
Auto Deploy Server can reside on a set of hosts that are running vSphere HA with the
boot priority properly set on the VMs so that the service is readily available all the time.
Before we get too far ahead ourselves, though, let’s look at the requirements and process.

To deploy the Auto Deploy feature, you need a few additional components:
» PowerShell installed on the vCenter Server
® The PowerCLI from VMware
= A TFTP Server for downloading the files

® The ESXi downloadable files (The files can be downloaded from the VMware
website.)

Using the vCenter that you have installed and running, you can add these additional
components to take advantage of rapid provisioning of stateless ESXi hosts in the VDI
environment.

The architecture of Auto Deploy is made up of the following components, also shown in
Figure 3.43:

» ATFTP Server to store the boot loader files
» Attributes in the DHCP scope to identify the TFTP Server and boot loader files

m Rules in the vCenter Server Auto Deploy feature to associate a physical ESXi Server
to an image file

» A software depo where the ESXi installable files are located
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Y

Software Depo

——
! ——
Auto-deploy
plugging in
vCenter
TFTP
—_—
vCenter Server
DHCP
Attribute 66 &
67
 —

TFTP Server

Physical Servers

Figure 3.43 Auto Deploy components.

Let’s enable and step through each of the components.

PowerShell is included in Windows 2008 R2, but you do have to add it as a feature.
PowerShell should be installed on the vCenter Server along with the VMware PowerCLL
To install PowerShell, follow these steps:

1.

2.

3.

To add PowerShell, open Server Manager.
Browse to the Add Features module and right-click Add Feature.
Select the Windows PowerShell Integrated Scripting Environment.

Click Install.

Open a PowerShell script window, browsing to Start\Programs\Administrative tools

and opening a Windows PowerShell Module.

Enable the PowerCLI by changing the remote execution policy for scripts by typing
Set-ExecutionPolicy RemoteSigned. This allows scripts that are not signed by a
vendor to run on the vCenter Server.
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You can download the VMware PowerCLI directly from VMware. After downloading it,
simply follow these steps to install it properly:

1. Run the VMware Power CLI executable.

2. Click Next on the Installer screen.

3. Click Next on the Patent information screen.
4. Accept the license agreement and click Next.
5. Accept the default location and click Next.

6. Click Install.

7. Click Finish.

NOTE

You may be prompted to install the VMware VIX files; VMware VIX is an API that allows
you to automate VM and guest operations. You should install VIX when prompted.

To get the boot loader files, you need to install the plug-in in vCenter for Auto Deploy.
You can install the plug-in using the VMware vCenter Installer:

1. Click the VMware Auto Deploy, as shown in Figure 3.44, and click Install.

[%) ¥Mware vCenter Installer

vmware

VMware® Auto Deploy

e® Auto De

Install

Explore Media

Figure 3.44 Select VMware Auto Deploy.
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2. Choose the setup Language and click OK.

3. Click Next on the Auto Deploy Installation Wizard.
4. Click Next on the patent information screen.

5. Accept the license agreement and click Next.

6. Accept the default location and set the Auto Deploy Repository location and size.
The default repository size is 5 GB. Because Auto Deploy is being used to provide
ESXi images, the default size is sufficient.

7. Enter the IP address or hostname of the server, leave the default HT'TP port, and
enter the username and password. Then click Next.

NOTE

For network-based services, I prefer to go with IP addresses so that name resolution is not
a requirement for the service. If you are likely to change IP addresses, it is best to put in a
hostname.

8. The default Auto Deploy Server Port is 6501. Leave this setting and click Next.

9. Specify how vSphere Auto Deploy should be identified on the network and click
Next.

My recommendation is to use the IP address so that name resolution is not
required for the deployment server to run.

10. Click Install.
11. Click Finish.

When you reconnect to vCenter, you see a new administration plug-in called Auto Deploy.
Launch the Auto Deploy plug-in, which should look similar to the one in Figure 3.45.
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[ demovc001.virtualguru.org - vSphere Client =10 !I
File Edit View Inventory Administration Plug-ins Help
G a g
Inventory i~
QA »® & 8 e
Search Hosts and Clusters VMs and Datastores and NMetworking
Templates Datastore Clusters
Administration
8 a4 5 2 @ ¥
— = [
Roles Sessions Licensing System Logs vCenter Server wCenter Solutions ~ Storage Providers  viCenter Service
Settings Manager Status
Auto Deploy
Recent Tasks MNarne. Target or Status contains: + Clear X
Name Target Status | Details | Tnitisted by | vCenter Server | Requested Start Ti... < | Start Time
| | 1|
] Tasks @ Alams | [License Period: 64 days remaining  VIRTUALGURU\Administiator 7

Figure 3.45 Auto Deploy appears under Administration.

The plug-in displays the boot loader filename, which in this case is undionly.kpxe.
vmw-hardwired. The boot loader files can be downloaded from here, as shown in

Figure 3.46.

Configuration
BIOS DHCP File Name:

undionly.kpxe.vmw-hardwired

EFI DHCP File Name:
gPXE Boot URL:
Cache Size:

Cache Space In-Use:

snponly64.efi.ymw-hardwired
https://192.168.10.11:6501/vmw /rbd/tramp
2.00 GiB

<1 MiB

Actions

Download TFTP Boot Zip
Download AutoDeploy Log Files

Figure 3.46 Download bootloader files.

Now that you have the name of the boot loader file and the zip files containing those files,
you can set the attributes for your DHCP scope and unzip the files on your TFTP Server.
The files are downloaded as deploy-tftp.zip. When you unzip them, by default, they are

placed in a subdirectory of your root folder (deploy-tftp) on your TFTP Server. To ensure

you can find the files, unzip them in the root directory of your TFTP Server without the
default subdirectory.
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It is recommended that you restrict your Auto Deploy process to a service network.

This means that your builds should happen on an isolated network segment separate
from your production network. By doing so, you ensure that even though the building
of an ESXi host involves a very small image file, the downloading and installing do not
interfere with production traffic. In addition, DHCP is required for this process to
work. From a security perspective, DHCP traffic should not be run on the same network
as your ESXi management traffic. If you do not have the flexibility of separating your
management and Auto Deploy service network, use nonroutable IP addresses to build
the hosts and then apply production IPs afterward. A separate Auto Deploy network may
require a dedicated port group on your vSphere ESXi vSwitches, so make sure that you
build this into your planning.

When the boot loader files are in place, update options 66 and 67. In a Windows-based
DHCP Server, follow these steps:

1. From the DHCP Management Utility, browse to the scope that you will be using to
enable the Auto Deploy process.

2. Expand the scope and select Options. Then right-click and select Configure
Options.

3. Under Available Options on the General tab, select 066 and add the IP address of
your TFTP host under the string value.

4. Select 067, and under the string value, add the name of the boot loader file, which in
this case, is undionly.kpxe.vmw-hardwired.

5. Click OK.

At this point, you should have the boot loader process running. If you boot a physical
server, it gets a DHCP address, contacts the TFTP Server, and downloads the boot loader
file. It connects to the Auto Deploy service on the vCenter Server and halts because no
rules have been configured to tell the server which image profile is assigned to the host.
After downloading the boot loader file, the server contacts the vCenter Server but stops
because the image profile has not been assigned to the host yet, as shown in Figure 3.47.
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However, there is no ESXi image associated with this host.

Detail: Mo rules containing an Image Profile match this host.

You can create rule with the New-DeployRule PowerCLI cmdlet

and add it to the rule set with Add-DeployRule or Set-DeployRuleSet.
The rule should have a pattern that matches one or more of the
attributes listed below.

Machine attributes:

. domain= unhnlqulu org
. hos

ipvd= 1‘

Mac=H8 : B¢

=7216fd715126e 59ae?1
1 Mac |Il|ll—'
a U 2! dl b-l 57 56 ee 7c cl1 cb
1=564d1337-cb4d-29b4-d1b4-57 :
vendor=UMuware, Inc.

*
-
*
*
E
-
*
b
»*
»
-
*
»*
-
»*
=
=
-
»*
*
-
=

Figure 3.47 The server contacts vCenter.

To complete the Auto Deploy configuration, you must run some PowerCLI scripts from
the vCenter Server to specify a software depo. Extract the ESXi downloadable images into
the software depo and create a rule to associate the image with an image profile. The final
step is to make this the default image profile.

Log in to your vCenter Server and start the PowerCLI interface. If you get an error
message, it is likely that you have not set the execution policy properly in PowerShell. In
this instance, run PowerShell and set the execution policy, as shown in Figure 3.48:

"Set-ExecutionPolicy RemoteSigned"

This command allows code that has not been signed by a trusted publisher such as
Microsoft to run.

[ ndristrator windowspowershet i
indows PowerShe =
Copyright (C) 2009 Microsoft Corporation. All rights reserved.
PS C:\Users\NAdministrator.VIRTUALGURU> Set-ExecutionPolicy
cmdlet Set- ExecutlonPol1cI at command pipeline position 1
o

Supply values for the fol wlng parameters:
ExecutionPolicy: RemoteSigned

Execution Policy Change

The execution policy elps protect you from scripts that you do not trust.
anging the executlon Eo icy might expose you to the security risks

described in the a out xecut ion_Policies help topic. Do you want to change
the execution policy?

[Y] Yes L[N] No L[S] Suspend [?] Helg (default is "Y"): Y

PS C:N\Users\Administrator.VIRTUALGURU

< »

Figure 3.48 Set the execution policy to unsigned.
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Run vSphere PowerCLI and connect to your vCenter Server by typing Connect-
VIServer [servername], which results in the output shown in Figure 3.49.

g
-
Name Port User

demovc@®l. virtualguru.org 443  VIRTUALGURU\Administrator [

PowerCLI C:\Program Files (x86)\VMware\Infrastructure\vSphere PowerCLI> Add-EsxS
oftwareDepot c:\Depot\VMware-ESXi-5.0.0-469512-depot.zip

Depot Url

zip:C:\Depot\VMware-ESXi-5.0.0-469512-depot. zip? index.xml

PowerCLI C:\Program Files (x86)\VMware\Infrastructure\vSphere PowerCLI>

Figure 3.49 Connect to your vCenter Server.

After you are connected, you need to create a software or repository. You do this by
running the Add-EsxSoftwareDepot command along with the path to your ESXi
downloadable files. For example:

Add-EsxSoftwareDepot S:\Depo\VMware-ESXi-5.0.0-469512-depot.zip

After creating the software depo, you should verify it is set up properly by running the
Get-EsxImageProfile command. The command should return information on the image
profiles available in the software depository, like those shown in Figure 3.50.

' ¥Mware vSphere PowerCLI 5.1 Release 1 AIQIEI

PowerCLI C:\Program Files (x86)\VMware\Infrastructure\vSphere PowerCLI> Add-EsxS2
oftwareDepot c:\Depot\VMuware-ESXi-5.0.0-469512-depot.zip

Depot Url _J

zip:C:\Depot\VMware-ESXi-5.0.0-469512-depot.zip?index.xml

PowerCLT C:\Program Files (x86)\VMware\Infrastructure\vSphere PowerCLI> Get-EsxI

mageProfile

Name Vendor Last Modified Acceptance Level
ESXi-5.0.0-469512-no-tools VMware, Inc. 19/e8/2011 1... PartnerSupported
ESXi-5.0.0-469512-standard VMware, Inc. 19/e8/2011 1... PartnerSupported
PowerCLI C:\Program Files (x86)\VMware\Infrastructure\vSphere PowerCLI> =l

Figure 3.50 Image profiles.
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Although the initial images are fine for a proof of concept, you need the vSphere HA
modules for production deployment. These modules are part of the Auto Deploy software
depot and can be added by running Add-EsxSoftwareDepot http://vCenter Server/
vSphere-HA-depot. The output is shown in Figure 3.51.

PowerCLI C:\Program Files (x86)\VMuare\Infrastructure\vSphere PowerCLI> Add-Esxd
oftwareDepot http://192.168.18.11/vSphere-HA-depot

Depot Url

http://192.168.10.11/vSphere-HA-depot/index.xml

Figure 3.51 Add the software depository URL.

To add the HA options, add the HA software depot on the vCenter Server, as shown in
Figure 3.52.

PowerCLI C:\Program Files (x86)\VMware\Infrastructure\vSphere PowerCLI> New-EsxI
mageProfile -CloneProfile ESXi-5.0.0-469512-standard -Name "ESXi-5.0.0-469512-HA

cmdlet New-EsxImageProfile at command pipeline position 1
Supply values for the following parameters:

(Type !? for Help.)

Vendor: VMware

Name Vendor Last Modified Acceptance Level

ESXi-5.0.0-469512-HA VMware 19/08/2011 1... PartnerSupported

Figure 3.52 Add HA to your ESXi image.

After adding the HA files, you need to create a copy of the existing images so that you can
add the new files to it. To take one of the existing images and clone it, run the following
command:

PowerCLI> New-EsxImageProfile -CloneProfile ESXi-5.0.0-469512-standard
-Name "ESXi-5.0.0-469512-HA"

In this example, you are taking the ESXi-5.0.0-469512-standard image and copying it to
one called ESXi-5.0.0-469512-HA, shown in Figure 3.53 (Note that the HA components
were not included in the original ESX software depo zip files, but now they are).
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PowerCLI C:\Program Files (x86)\VMware\Infrastructure\vSphere PowerCLI>

PowerCLI C:\Program Files (x86)\VMware\Infrastructure\vSphere PowerCLI> Get-EsxI
mageProfile

Name Vendor Last Modified Acceptance Level
ESX1-5.0.08-469512-HA VMware 19/08/2011 1... PartnerSupported
ESXi-5.0.0-469512-no-tools VMware, Inc. 19/08/2011 1... PartnerSupported
ESXi-5.0.9-469512-standard VMware, Inc. 19/88/2011 1... PartnerSupported

Figure 3.53 Make a copy of the original image.

If you rerun the Get-EsxImageProfile command, you see an additional image profile. You
still need to add the vmware-fdm or HA package to the image. You do this by running the
tollowing command:

PowerCLI> Add-EsxSoftwarePackage -ImageProfile "ESXi-5.0.0-469512-HA"
-SoftwarePackage vmware-fdm

After verifying that the software depository is working and that you have images available,
you can create a deployment rule. The syntax for creating a deployment rule is

New-Deployment—Name "Name of Rule"—Item "Image Name"

You have the option of pattern matching or making this image file available as the default
by adding switches. The —Allhosts switch applies the rule to any server, and the —pattern
switch allows you to specify specific attributes to match, such as vendor=VMware, Inc.
You can concatenate multiple patterns by separating each with a comma. Perhaps the most
useful of the patterns is specifying an IP range. If you have separated your build network
and use a set range of IP addresses, you can restrict the build process to that range.

The syntax used in this example is as follows (see Figure 3.54):

PowerCLI> New-DeployRule -Name "ESXi Default Build v.01" -Item "ESXi-5.0.0-
469512-HA" -Pattern "ipv4=192.169.9.0-192.169.9.255"

PowerCLI C:\Program Files (x86)\VMware\Infrastructure\vSphere PowerCLI>

PowerCLI C:\Program Files (x86)\VMware\Infrastructure\vSphere PowerCLI> New-Depl
oyRule -Name "ESXi Default Build v.1" -Item "ESXi-5.0.8-469512-HA" -Pattern "ipy
4=192.168.10.160-192.168.10.190"

Name : ESXi Default Build v.1
PatternList : {ipv4=192.168.10.160-192.168.10.19@}
ItemList : {ESXi-5.9.9-469512-HA}

Figure 3.54 Associate the image to an IP pattern.
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After creating the build rule, you must activate it. The command to activate it is
Add-DeployRule —-DeployRule “Name”, as in this example:

Add-DeployRule -DeployRule "ESXi Default Build v.01"

One point to keep in mind with Auto Deploy is that the deployment can generate a signif-
icant load on the Auto Deploy service. Because the location of the image file is essentially
a web server, it is possible to use reverse proxies to offload some of the overhead. A reverse
proxy can also store the image file. It is possible to redistribute the load to the reverse
proxy by editing one of the boot loader files. If you go into the TFTP root directory and
edit a file called tramp, you can specify alternate locations. If you open the tramp file, you
can easily specify alternate locations, as shown in Figure 3.55.

L=
File Edit Format View Help

#1gpxeset filename https://192.168.10.11:6501/vmw/rbd/tramp =
chain https://192.168.10.11:6501/vmw/rbd/tramp|

Figure 3.55 Edit the tramp file.

Host Profiles

After you set up Auto Deploy, essentially you have ESXi Servers that are running, but
they do not yet have a production configuration applied to them. The other component to
vCenter that you need to integrate is host profiles.

Host profiles allow you to create a set of configurations that can be consistently applied
across the environment. They eliminate the manual configuration of ESXi hosts on an
individual basis. Host profiles also allow you to force compliancy across your environment
because after a host profile is associated, any changes made are identified and remediated.
Because Auto Deploy essentially creates an installed ESXi, you need to use host profiles
to apply a consistent production configuration. There are two ways to configure a host
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profile: You can import an existing profile through the vCenter console or create one from
an existing ESXi host. Unless you have a company standard (and this should be adjusted
for a VMware View environment), the easiest way is to just configure an ESXi host as

you would like and create one from the host. A host profile assumes that the EXi hosts

are configured the same way, so it is important to have everything configured properly on
your reference ESXi Server.

Using host profiles is a four-step process:
1. Create a reference profile from an ESXi host.
2. Attach the profile to an existing host or cluster.
3. Run a comparison against the hosts assigned to the profile and the profile itself.

4. Apply the profile to fix any differences between the assigned hosts and the profile.

The actual process is as follows:
1. From vCenter, navigate to Home, Management and Host Profiles.

2. Click the Create Profile button and provide a name and description for the profile,
as shown in Figure 3.56. Then click Next.

(%] Create Profile Wizard o [=] |
Profile Details
Enter the name and description of the profile.
Select Creation Method - -
Specify Reference Host Name: IWI‘WB"e View Host Profile
Profile Details
Ready to Complete Description: | production Configuration For VMware View Hosts|
Help < Back | Next > I Cancel |

Figure 3.56 Create a host profile.

3. You can edit the profile to make any additional changes. Simply open the profile and
expand the profile policies to update the settings, as shown in Figure 3.57.
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Figure 3.57 Expand the profile policies to edit settings.

4. You can select to attach the profile to an ESXi host or cluster.
5. After attaching the profile, click Check Compliance.
6. If anything is noncompliant, click Apply Profile to have the changes made.

At this point, you have deployed vCenter and have the ESXi hosts coming online. Now
make sure that the reference server is properly configured before you build your host
profile. For an ESXi Server, you should ensure that the storage is properly attached and
that key features such as VMotion and DRS are set up and working. Let’s review each of
the technologies and the configuration so that the reference server is representative of
what you want in production.

VMotion allows the virtual machine to be hot migrated from one ESXi host to another.
To set up VMotion properly, you must make sure that any ESXi host you are migrating
to and from has access to the same storage. ESXi supports just about every type of shared
storage configuration out there, whether it is Fiber Channel (FC), iSCSI, or NFS.

VMware View environments are unique in that you have two kinds of I/O to contend
with: operational I/O and burst I/0. Operational I/O is essentially the storage throughput
requirement while the virtual desktop is on, whereas burst I/O, or “boot storms,” is
typically experienced when multiple virtual machines are being created. We look at the
design principles in Chapter 12, “Performance and Monitoring,” when we review perfor-
mance, but for now let’s talk mechanics. Rather than go into every aspect regarding
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storage considerations and configurations, let’s stick to a few important considerations in
setting up storage.

No matter which storage solution you select for your VMware View installation, you
should understand and have calculated your throughput requirement. In addition, your
storage connections from the ESXi host to the storage solution should use multipathing.
Multipathing allows you to segregate the storage paths on isolated networks and ensure
there are redundant paths to the same storage pool.

Storage Connectivity

vSphere 5 has simplified the setting up of multipathing using the iSCSI software initiator.
In vSphere 5, a new graphical interface allows you to set up multipathing. You therefore
can set up multiple VMkernel ports quickly and easily. You can now bind multiple
VMEkernel ports to the iSCSI software initiator. After you do so, however, the iSCSI traffic
must be restricted to layer 2 traffic or nonroutable. If you use a single VMkernel port, you
can route iISCSI traffic. In addition, if you have both VMkernel ports on the same vSwitch
with two uplinks, one must be active and the other passive. Let’s look at the configuration
to understand how this works.

If you want two active paths to your iSCSI storage device, you need to create two separate
vSwitches with two separate VMkernel ports with one active uplink each. This configu-
ration has a separate management network and two separate paths to the iSCSI appliance,
as you can see in Figure 3.58.

view: [vSphere Standard Switch  vSphere Distributed Switch |
Networking Refresh  Add Networking. ..
\/Mkemel Port Physical Adapters
L3 Management Network g BB vmnicl 1000 Full | G2
vmkD : 192,168.10.12 BB vmnic0 1000 Full G2
Standard Switch: vSwitch1 Remove... Properties...
WMkemel Port Physical Adapters
£ Storage Area Network Path 1 g BB vmnic2 1000 Full | G2
vkl : 10.0.1.11
Standard Switch: vSwitch2 Remove... Properties...
VMkemel Port Physical Adapters
7 |Storage Area Network Path 2 g B vmnic3 1000 Ful §3
vmk2 : 10,0.1,12

Figure 3.58 Two separate paths to the iISCSI appliance.
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When you have the networking configuration in place, you can bind the second VMkernel
port to the software initiator using the following process:

—h

. Log in to the vCenter.

2. Select the Configuration tab from the ESXi host.

3. Select Storage Adapters and the properties of the software iSCSI initiator.
4

. Under the Network Configuration tab, add the second VMkernel port.

After the second VMkernel port is added, check the paths to ensure you have the appro-
priate number of paths, as shown in Figure 3.59:

1<) Bind with ¥Mkernel Network Adapter o [=[ 3]

@ Only ¥Mkernel adapters compatible with the ISCSI port binding requirements and available
physical adapters are listed.

If a targeted YMkernel adapter is not listed, go to Host > Configuration > Networking to update
its effective teaming policy.

Select ¥Mkernel adapter to bind with the iSCSI adapter:

Port Group | ¥Mkernel Adapter | Physical Adapter -
| & Storage Area NetworkPath 1 (v... vmki BB vmnic2 (1000, Ful)

i Storage Area NetworkPath 2 (v.,. vmk2 E® vmnic3 (1000, Full)
- - E® vmnicO (1000, Full)
E@ vmnicl (1000, Full)

- - E@ vmnic4 (1000, Ful) =
< |

Network Adapters Details:

Yirtual Network Adapter

VMkernel: vkl

Switch: vSwitchl

Port Group: Storage Area Network Path 1
IP Address: 10.0.1.11

Subnet Mask: 255,255.255.0

Physical Network Adapter

Name: vmnicZ

Device: Intel Corporation 82545EM Gigabit Ethernet Controller (Copper)
Link Status: Connected

Configured Speed: 1000 Mbps (Full Duplex)

Figure 3.59 Check to ensure you have multiple paths.

Installing VMware View

If you are running VMware View as a virtual machine on Windows 2008 R2, much of the
performance tuning is complete. You should, however, make the following changes to
your VM.

Manually set the pagefile for the system based on 1.5 times the memory assigned to the
VM. You can complete this process using the following steps:
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1. Open Server Manager on the VM.

2. Select Change System Properties.

3. Select the Advanced tab and settings.

4. Select the Advanced tab, and under Virtual Memory, select Change.

5. Select Custom Size and set the minimum and maximum value to 1.5 times the
memory allocated.

6. Click Set and click OK and OK again.

7. When prompted, reboot the VM.
The first server you should install is a standard Connection Server. As mentioned, there
are actually four kinds of Connection Servers you can install: View Standard (or the first

Connection Server in the environment), View Replica (or all servers after the initial
Connection Server is installed), Security Server, and Transfer Server for local mode VMs.

To install the first Connection Server, follow these steps:
1. Launch the VMware View Installer and click Next on the welcome screen.
2. Click Next on the end user patent agreement.
3. Accept the license agreement and click Next.
4. Accept the default location and click Next.
5. Because this is the first server, select View Standard Server, as shown in Figure

3.60, and click Next.

I\? ¥Mware Yiew Connection Server

Installation Options

Select the type of View Connection Server instance you want to install,

Select the type of View Connection Server instance you want to install.
View Standard Server Perform a standard Full install, This is used to install a
\iew Replica Server standalone instance of View Connection Server or the first
\iiew Security Server instance of a group of servers,
Wiew Transfer Server
< Back Next > Cancel I

Figure 3.60 Choose View Standard Server.
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6. Have the installer automatically configure the Windows Firewall and click Next.
Note: The installer does not check the firewall state during the installation; it simply
prompts you to configure it automatically or not to (see Figure 3.61).

i;-% YMware Yiew Connection Server

Firewall Configuration

Automatically configure the Windows Firewall to allow incoming TCP protocol
connections.

In order for Yiew Connection Server to operate on a network, specific incoming TCP ports
must be allowed through the local Windows Firewall service. The incoming TCP ports for
the Standard Server are 8009 (AJP13), 80 (HTTP), 443 (HTTPS), 4001 (IMS), and 4100
(IMSIR). If the Standard Server runs on a Windows Server 2008 R2 then the incoming TCP
and UDP packets on port 4172 are allowed through as well,

(* Configure Windows Firewall automatically
" Do not configure Windows Firewall

< Back I Next > I Cancel

Figure 3.61 Adjust the Windows Firewall.

7. Click Install, as shown in Figure 3.62.

]"? YMware Yiew Connection Server g

Destination Folder
Click Next to install ta this folder, or click Change to install to a different folder,

i j Install YMware View Connection Server to:
C:\Program Files\YMwarelYMware View!Server| Changs I
< Back Next > Cancel I

Figure 3.62 Click Install.

8. Click Finish, as shown in Figure 3.63.
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i ¥Mware View Connection Server E x|

Installer Completed

The installer has successfully installed YMware View Connection
Server. Click Finish to exit the wizard.

Next Steps:

[# Show the readme file

: WARNING: Due to limited memory available on this system, the
VMware View View components have been configured to use reduced "
Connection resources. Please refer to the View administration guides to

determine how to correctly size this system.

Server

Product version: 5.1.0-704644 x64 e T cancel |

Figure 3.63 Click Finish.

The installer installs eight services on the Windows Server:
® VMwareVDMDS—Provides the View LDAP directory services.
m VMware View Web Component—Provides View Web Services.

m VMware View Security Gateway Component—Provides secure tunneling services
tor View.

® VMware View Script Host—Disabled by detault but provides support for third-party
SCripts.

m VMware View PColP Secure Gateway—Provides secure tunneling for the PC over
[P (PColP) protocol.

® VMware View Message Bus Component—Provides messaging services between
View components.

m VMware View Framework Services—Provides event logging, security, and COM+
tramework services for View Manager.

B VMware View Connection Server—Provides connection broker services.

After VMware View is installed, you can connect to it by launching the shortcut on the
desktop or by opening a web browser and going to http://[Connection Server]/admin. Be
aware that the admin is case sensitive, and the IP address can be used in place of the server
name, which is not case sensitive. If you omit the /admin, you are redirected to the client
installation page. When you connect to the console for the first time, you are prompted
to install Adobe Flash Player. The Administrator Console requires Adobe Flash version



120 CHAPTER 3 VMware View 5 Implementation

10 or higher. After you have logged in, you will need to configure the environment so that
everything is running properly.

Configuring the View Connection Server

As mentioned in Chapter 1, “Virtual Desktop Infrastructure Overview,” there are two
versions of VMware View: Enterprise and Premier. Premier includes local mode and View
Composer. If you apply a Premier license, you see View Composer and local mode VMs

as options. After logging in, you need to add the license. Click Edit License, as shown in
Figure 3.64.

/2 ¥Mware Yiew Administrator - Windows Internet Explorer IR |
@—\?j'ﬁbhhﬂfwdm |\ certiicate Errar | #2 || % | [<] 5o |2~

5 Favorites @, YMware View Administrator

VMware View Administrator About | Help | Logout (Administrator)

Updated 22/09/2012 7:50 AM Q0 Licensing and Usage

Remote Sessions 0
Local Sessions 0 Licensing Customer Experience Program
Problem Desktops 0
Events @ o Ao Edit License... Edit Settings
System Health [ 1 1D
1110 A No valid license present for View Manager. Click Edit to add a valid license. Send anonymous data to YMware  Off
—_— Geographic Location:
(R Dashboard ) )
a Users and Groups Business Vertical:
¥ Inventory Number of Employees:
@ Pools
) Desktops

Usage
2 Persistent Disks

A Thindpps Reset Highest &

» Monitoring

» Policies Session Mode I Current Highest
¥ Yiew Configuration Total Remote 0 0
Servers Active - full virtual| 0 0
Product Licensing and Usage Active - linked dlor O 0
Global Settings B
s Active - other desk 0 0
Registered Desktop Sources
Local 0 o

Administrators
ThinApp Configuration
Event Configuration

Figure 3.64 Add the license.

Enter the VMware View Serial Number in the provided field (see Figure 3.65).

License serial number: * |

‘ Cancel ‘

Figure 3.65 Enter the license key.
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Premier licenses enable View Composer and local mode, as shown in Figure 3.66.

Licensing

Edit License...

License expiration: Friday, December 14, 2012 12:00:00 EST AM
VYiew Composer license:  Enabled

Local Mode license: Enabled

Figure 3.66 Premier enables View Composer and local mode.

You now have to add vCenter Server, but you should ensure the View Composer service
is running first. View Composer supports both 32-bit and 64-bit versions of SQL and
Oracle. In addition, VMware View 5.1 can be installed on a separate server, or with
vCenter. In View 5.1, View Composer creates a self-signed certificate during installation,
so a certificate exchange is done when configuring View to communicate with View
Composer. It is also a good idea to ensure you can resolve the vCenter hostname from the
Connection Server. You should do a forward-and-reverse lookup using the hostname and
then IP. This can easily be done by running nslookup from the command prompt.

To install View Composer on vCenter, follow these steps:

1.

2,

Click Next on the installation wizard screen.

Click Next on the end user patent agreement.

Accept the license agreement and click Next.

Accept the default path for the installation and click Next.

Type in the name of the ODBC connection you created, as shown in Figure

3.67. You have the option of specifying a username and password. By default, the
connection uses Windows N'T integrated security. You should avoid hard-coding a
password and ID because doing so creates a major security weakness.
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]'5! ¥Mware Yiew Composer R ﬂ
Database Information

Enter additional database configuration information.

Enter the Data Source Name (DSN) for the YMware View Composer database. To set up the
DSN click the ODBC Setup button,

ODBC DSN Setup... |

Enter the username that you entered in the ODBC Data Source Administrator,

Enter the password for this database connection.

InstallShield

<Back  [[ Net> |  Concel

Figure 3.67 Specify the DSN connection.

6. Accept the default port and have the installer create an SSL certificate, as shown in
Figure 3.68.

{i# YMware Yiew Composer k. x|

¥Mware Yiew Composer Port Settings

Enter the connection information For the YMware View Composer.

Specify the web access port and security settings for VMware Yiew Composer.
SOAP Port:

S5L Certificate:  No SSL certificates were Found on your machine.
A default SSL certificate will be created for you,

Installshield

< Back I Next > I Cancel

Figure 3.68 SOAP port.

7. Click Install to install the View Composer service, as shown in Figure 3.69, and click
Finish when it is complete.
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]'él ¥Mware Yiew Composer l

Ready to Install the Program

The wizard is ready to begin installation.

YMware View Composer will be installed in:
C:i\Program Files (x86)\YMware\VMware View Composer|

If you want to review or change any of your installation settings, click Back. Click Install to
begin the installation or Cancel to exit the wizard.

Instalishield

< Back I Install I Cancel

Figure 3.69 Click Install.

Adding vCenter Server

You are now ready to add vCenter Server to the View Connection Server. Under View
Configuration and Servers in the right pane, click the Add button to configure your
vCenter Server connection, as shown in Figure 3.70.

Servers
_] vCenter Servers ” Security Servers H Connection Servers H Transfer Servers
Add... Edit Remove | | Disable Provisioning Enable Pravisioning... = &
vCenter Server Pravisioning
[ demovcoo1 virtualguru.org(VIRTUALGURUNAdmInistrator) v

Figure 3.70 Add vCenter Server.

Specify the Fully Qualified Domain Name (FQDN) of your vCenter Server and the
VMware View Service Account name created in Chapter 2, “VMware View Architecture.”
Enable View Composer because you have verified that the Composer service is running on
the vCenter Server, as shown in Figure 3.71. It is important for View Composer connec-
tivity that you use the format [Domain\User Name], but the vCenter connectivity accepts
User Name only. For consistency, it is best to use the same format in both.
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Add vContar Sarvar wCentar Server informaten =
vCenter Server Settings vCanter Server Sattings
Bafore you add vCenter Server to
Server address: demovs0OL sirtushgur. arg Vimw, inetall & walid SSL carsficate
wghed by o rusted CA. In o teat
Whnr ot [VIRTUALBURMImAter enviroeenent, you can ute the defeult,
Password: seereves snlf-sigred cartificate that is inetabed
5 mith vCester Server, but yov must
Descnpban: VMuare Vaw sCeiinr Server accept the ceruficate tumbpnot. ]
Provide the wCanter Server FQDN or 1P
Port: Ty address, user name, and passmard
Cancurrent Operastions Limits
Mas concurfant vCaiter provisioning
Advanced Settin
operatinns: the matimumm number of
Specly the concurrent operation lmits, concurrent WM doning and deletion
oparations an this vCenter yerves (full
Max concurrent vCentar = clanes)
BrovACang operaton:
Ma: power aperations: the masimum
Max CONTUITENt power
W“ L] £l number of concurment VM power-on,
porearfl, reiet, and confiquration =

| Nest» || Cancel |

Figure 3.71 Add vCenter Server.

Click Add under Domains in the View Composer Settings, as shown in Figure 3.71.

Then add the domain information in the Add Domain box, as shown in Figure 3.72. This
enables the management of computer accounts in the Active Directory. Click OK and OK
again to save the configuration.

Add vCenter Server View Comppenr
WO [mfermanan View Compeser Settings View [amposer Settings

™

Vs Comgorer can be mnetalied an

I Do et vae Viem Comgoisr W vCmatar Lorvar Bowl v 4
Manduizne how

(8) View Compaser covinstalied with vCantsr Sarver

Pami  EBdY

() Srandalone View Composer Sarves

installed with Vew Composer, but

PR Ip—— erbar $o et accept the certlicate
Burrbpred

!

| <vost || woat> || conont |

Figure 3.72 Enter domain information.

You should now see the vCenter Server and your first Connection Server as part of the
configuration, as shown in Figure 3.73.
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Servers

vCenter Servers Security Servers
| add... &

vContar Server Securty Server | V4

2 4 rtualguru.org(Ad: )

View Connection Servers

* More Commands
View Connection Server Version PColP | State | Settings

DEMOVIEW001 $.0.0-48167 Secure Gateway installed Enabled Secure tunnel connection, Smart c4

Figure 3.73 vCenter Server is added.

To ensure reliability, you should install a second View Server. For a PoC, you could use
any one of the methods discussed to ensure a single connection broker such as VMware
FT or vSphere VM HA is highly available. Keep in mind that VMware FT is limited to
a single vCPU at this point in time. VMware recommends that two vCPUs be used for

a View Connection Server, so it would not be suitable for a production deployment. For
production, you want at least two View Servers that use an appliance-based load balancer
such as F5. The process to install the second View Server is identical to the first, except
that the second server is a Replica Server. The second Replica Server points to the first
View Connection Server, as you can see in Figure 3.74.

if\-',‘; YMware Yiew Connection Server 1 ﬂ
Source Server
Select an existing View Connection Server instance from which to replicate.

A group of Yiew Connection Server instances that share the same configuration data is called a
View Connection Server group. Setup will replicate configuration data from an existing server
instance,

Enter the server name of an existing Yiew Connection Server instance to make this server part
of that group.

Example server: view.internal.vmware.com.

Server: Idemnviewml virtualguru.org| (hostname or IP address)

<Back Next > Cancel |

Figure 3.74 Adding a second View Connection Server.
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Configuring the Transfer Server

If you intend to use local mode VMs, you need to set up a Transfer Server and image
repository. After setting up a Transfer Server and repository, you publish a desktop for
offline mode. The publishing process copies the base image into the image repository.

Local mode allows users to check out, check in, roll back, and back up the local mode
VM. When the user checks out a VM, a copy of the base image is copied out of the image
repository on the Transfer Server and placed on the user’s local desktop hard drive. The
virtual desktops are made up of a base image and a delta file. All changes are recorded in
the delta file, and it is this file that is used to facilitate the functionality of the other three
options. When the virtual desktop is checked out, the base and delta files are downloaded
to the user’s desktop and disk files are locked within the vCenter Server so that no changes
can be made to the original source files.

Local mode can be a good option for roaming users who need to get work done both
online and offline. It also is ideal if you have a remote branch with slow access to the
datacenter. Local mode does enable you to copy any changes back the centralized VMware
View environment to ensure that the local VM and locked VM stay in sync.

Checking in synchronizes the delta files stored locally to the one located in the VMware
View environment and then deletes the base image on the local desktop and unlocks the
files within the virtualization environment for use.

Rolling back does not synchronize; it simply deletes both files on the local user drive and
unlocks the files within the virtualization environment for use.

Backing up synchronizes the delta files stored locally and the ones located in the View
environment; however, it does not unlock the centrally stored files because a backup allows
the local mode VM to keep running or remain primary for the user.

The process for setting up the Transfer Server is similar to the installation of the
Connection Server. There are a few things to keep in mind if you are planning on using a
virtual machine as the Transfer Server. Each Transfer Server can handle a maximum of 20
check-in or check-out requests according to VMware (http://pubs.vimware.com/view-50/
index.jsp?topic=/com.vmware.view.installation.doc/GUID-1A3719FC-C75A-4ED9-
B5D3-70334150BD39.html). After they are added to the View Configuration, they are
disabled from DRS. In addition, the servers are configured with an additional three SCSI
LSI Logic Parallel controllers to allow them to handle more user requests, as shown in

Figure 3.75.
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Figure 3.75 Three additional LS| Logic SCSI controllers are added for a total of four.

WARNING

Although Transfer Servers have to be virtual machines, you cannot use the LSI SAS adapter,
which is the default for Windows Server 2008 R2, because it is unsupported.

If you are deploying the Transfer Server as a new VM, select the LSI Logic adapter, as
shown in Figure 3.76.
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New Virtual Machine Wizard 7

Select 1/0 Controller Types
Which SCSI controller type would you like to use?

1/0 controller types
IDE Controller : ATAPI

SCSI Controller: | pusLogic (Not available for 64-bit guests)
9)LSI Logid
LSI Logic SAS  (Recommended)

Help [ <Back |[ mext> |[ concal

Figure 3.76 You must use the LS| Logic adapter.

To install the Transfer Server, follow these instructions
1. Launch the Connection Server Installer and click Next.
2. Click Next on the patent agreement screen.
3. Accept the license agreement and click Next.
4. Accept the default location and click Next.
5. Select View Transfer Server and click Next.

6. On the Transfer Server Configuration screen, provide the name of the domain,
server, and email address of the administrator.

7. If the firewall is enabled, select Configure Firewall Automatically; otherwise, skip
this step.

8. Click Install and then Finish.

Adding the Transfer Server

To add a Transfer Server, you must first add the Transfer Server and then add the virtual
machine storage repository as follows:

1. Log in to the View Connection Server using the View Administrator Console.

2. Under View Configuration, select Server and select Add Transfer Server.
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3. Ensure your vCenter Server is listed as the source for the Transfer Server and click
Next.

4. The udility queries the inventory of VMs, or you can manually enter the name.

5. Select your Transfer Server and click Finish.

Adding the Image Repository

After adding the Transfer Server, you need to add an image repository. The image
repository is the place where VMDKSs are copied and stored so that they are available for
check-out.

To add a storage repository, complete the following steps:
1. Log in to the View Connection Server using the View Administrator Console.

2. Under Transfer Server Repository, click Edit to add the image repository infor-
mation. You can specify a repository stored locally on a Transfer Server or on a
centralized file share.

Publishing Virtual Machine for Offline Mode

To publish a VM for offline mode, you need to create a desktop virtual machine and take
a snapshot to create the delta disk. After creating the snapshot, you can publish this virtual
desktop for use as a local mode VM as follows:

1. Log in to the View Connection Server using the View Administrator Console.
2. Under Transfer Server Repository and under Content, select Publish.

8. Select Snapshot Created Off Your Base Image.

The Event Database

The Event Database was introduced in VMware View 4.5 to allow you to store any

event that occurs in the View environment to an external database. Adding an Event
Database is optional but highly recommended. It is difficult to manage the Connection
Server without the Event Database, which can be a key source of information when you
are troubleshooting issues. The database is supported on Microsoft SQL Server or the
Oracle database. You can create an Event Database by first creating the database in SQL
and then configuring the connection within VMware View. With the Event Database,
unlike other database configurations, you don’t need to create an ODBC connection. You
simply add the connection information to View. The Event Database requires local SQL
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authentication, so the first step is to create a local SQL account and ensure it has the
appropriate access to the Event Database. You can create a local SQL account using the
following procedure:

1.

2,

3.

9.

10.

Open SQL Management Studio and connect to your database instance.
Open the Security and then the Logins modules.

Right-click Login and select New Login.

Under the General Settings, ensure SQL Server authentication.

Provide a login name such as sve_Events and provide a password. Note: SQL 2008
requires this to be a complex password, so stay away from any dictionary words.

Retype the password to confirm it.
Because this is a service account, deselect the following:
= Enforce Password Policy
= Enforce Password Expiration
m User Must Change Password at the Next Login
Under the default database, select your Event Database, such as vEvents.
Select the User Mapping page.

Select db_owner in addition to the default public access and click OK.

After creating the local SQL account, you can then add the Event Database from the View
Administrator Console. Under View Configuration select Event Configuration.

Provide the name of your database server, the type, and a user ID in the fields shown in
Figure 3.77 to connect. The table prefix ensures that the Event Database can be unique to

this collection of VMware View Servers. If you have another site, both can use the same

database service because the table prefix is unique. You have to provide a prefix, however,
if you have only a single site for VMware View Servers.
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Database server:

Database type:
Port:

Database name:
User name:
Password:
Confirm password:

Table prefix:

demoym001\VIM_SQLExP

Microsoft SQL Server | ¥ J

1433

vEvent

svc_SQL

e e e e o o ol o

e o e o o o o

TOR

Figure 3.77 Add an Event Database.

After you connect the Event Database, you can set the period in which events appear in
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the console and the duration in which events are considered new, as shown in Figure 3.78.

After you have the settings configured, click OK.

Event Settings

View administrator can show up to 2000 events from
the time period specified below. Older events are
stored in the historical tables of the database.

Show events in View 3 Months | ¥
Administrator for:
Classify events as new for: 2Days | ¥

| oK || cancel |

Figure 3.78 Set the event display options.
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Persona Management

Persona Management, which is new to VMware View 5, allows you to deliver,
synchronize, and manage user profiles. Persona Management came from a licensing and
co-development agreement with RTO Software (http://www.vmware.com/company/
news/releases/rto-vimworld09.html). It can be used as a replacement or an enhancement to
Windows profiles. The difference between Persona Management and Windows profiles

is that only the registry information that is required for the user to log in is downloaded,
not the entire profile. As the user opens additional applications, the remaining files are
downloaded. The minimalistic approach to data at the start keeps the user logon process
quick and streamlined. Like Windows profiles, this feature uses a file server or CIFS share
to ensure the user data is centralized. Persona Management also gives you finer control of
the synchronization of data between the local user session and the storage repository. By
default, this happens every 10 minutes but can be adjusted.

Prior to Persona Management, VMware View offered user data disks, which have now
become persistent attached disks. A persistent attached disk is a second VMDK where any
user writes (including the profile) could be stored. The only challenge with a secondary
drive approach is that the information is local and associated with a virtual desktop versus
centrally available. You can now use both of these technologies to essentially provide a
local user cache. You can use the user persistent disk to provide a local user repository for
linked clones or Composer-created View desktops and Persona to make sure the changes
are synced centrally so that they are preserved in case the virtual machine drives are lost.
You should ensure the local Persona persists between logoffs, so do not enable the Remove
Local Persona at Log Off setting in this case. We review this topic more in Chapter 6.

The nice thing about Persona Management is that it applies to both physical and virtual
desktops as of VMware View 5.1. Keep in mind that if you are using shared server-based
desktops (TS Servers), Persona Management is not supported. If you have users accessing
View desktops using Persona Management and Windows roaming profiles on regular
desktops, the best solution prior to 5.1 was to separate them. Now you can use a single
Persona profile. If you are using a combination of Windows and View profiles, the View
desktops can be configured to override an existing Windows profile in the configuration
settings. This ensures that the Windows roaming profiles don’t overwrite Persona profile
settings when the user logs out.

Outside the file server requirement, Persona Management does not require any additional
infrastructure because it can be installed with the View Agent on the virtual or physical
desktop. The configuration of Persona Management is managed through an Active
Directory Administrative template, which can be imported into the OU that you are
deploying the virtual machines to or the local policy settings of the virtual desktop. The
Administrative template is located on the View Connection Server:
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<install_directory>\VMware\VMwareView\Server\extras\GroupPolicyFiles\

ViewPM.adm

To import these policies into the AD, follow these steps:
1. Open your Group Policy Management Console.
2. Right-click your View Desktop OU and create or link a GPO policy.
3. Enter a name such as View Persona Management Policy.
4. Right-click the new policy and select Edit.

5. Browse to Administrative T'emplates and select Add/Remove Templates.

6. Click Add again, browse to the location on the View Server, and select the ViewPM.

adm template.
7. Expand Administrative Templates and VMware View Agent Configuration and
Persona Management.
To import these policies into the local user policy, follow these steps:
1. Open Local Security Policy.
2. Right-click Administrative Templates and click Add\Remove Templates.

3. Click Add again, browse to the location on the View Server, and select the ViewPM.

adm template.

4. Expand Administrative Templates and VMware View Agent Configuration and
Persona Management.

Security Servers

Security Servers are another type of View Server but designed to be deployed to simplify

remote access. Because they are usually deployed in a DMZ situation, they are not

required to be part of the Active Directory. They reduce the number of connections that
are required to be open on the forward-facing firewall of a DMZ (demilitarized zone) and

corporate or internal firewall. Each Security Server is paired with a specific Connection

Server, so if you are load balancing two Security Servers in the DMZ, you require two
View Servers deployed internally.

New in VMware View 5 is the capability to proxy PColP. Prior to version 5, only the
Remote Desktop Protocol (RDP) was available through a Security Server. To work,
the connections must be tunneled through the Security Servers. Typically, the Security
Servers are deployed in a DMZ and should be load balanced behind an appliance-based
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firewall such as F5, as shown in Figure 3.79. If you are load balancing the Security
Servers, you should not load balance the connectivity from the Security Servers to the
Connection Servers because there is a one-to-one relationship between Security Servers
and Connection Servers.

User

 —
( Internet )

[ buz .,,"

— Firewall
]
S

Load
Balancer

g

- Secure

"'h:-: Servers
% Firewall

DD

View Servers

KA KA KA, K
SAN

Figure 3.79 Security Servers are deployed in the DMZ.

vSphere 5 Environment
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Firewall Rules

To allow the traffic to pass through the external firewall to your Security Server, you should
translate the external IP to the internal IP and ensure the required ports are open using
NAT. You can find a detailed network flow diagram in the View 5 Architecture planning
guide starting on page 61; it is downloadable from http://pubs.vmware.com/view-50/topic/
com.vmware.ICbase/PDF/view-50-architecture-planning.pdf. The following ports need to
be open:

1. PColP traffic between the View Client and Security Server (External)
a. TCP 443 for the website
b. TCP 4172 from Client to Security Server
c. UDP 4172 between client and security server in both directions

To allow the traffic to pass, you must set the following rules on the internal
tirewall.

2. PColP traffic between the View Security Server and Virtual Desktop (Internal)
a. TCP 4172 from Security Server to virtual desktop

b. UDP 4172 from Security Server to virtual desktop in both directions

You must set up several things for the Security Server to work properly. The first consid-
eration is the external URL. If you are going to provide access to a View environment
remotely, you must register a public-facing IP address and register it in DNS. Let’s use
the example of access.virtualguru.org. The DNS name is important because during the
configuration of the Security Server, you configure it to respond to this external URL
versus its own hostname. Although we discuss straight installation in this chapter, it is not
typical that remote access is offered with single-factor authentication. It should always be
combined with a two-factor authentication method such as RSA.

Adding the Security Servers

The first thing you should do is define a pairing password, which you do from the View
Connection Server, not the Security Server.

First, log in to the View Connection Server. Then, under View Connection Servers, select
the More Commands button, as shown in Figure 3.80.
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Servers

vCenter Servers Security Servers ” Connection Servers ” Transfer Servers
{ Edit... | l * More Commands ‘ =] =
B Security Server I Version ‘ PColP Secure Gateway I Connection Server
DEMOSY001 = Installed DEMOYMO01

Figure 3.80 Add the Security Server.

Specify the Security Server pairing password, confirm the password and set the password
timeout. You should specify a short amount of time for security reasons and also ensure
that the Security Server pairing is done before the expiry.

Now you can install your Security Server using the following steps:
1. Launch the Connection Server Installer and click Next.
2. Click Next on the patent agreement screen.
3. Accept the license agreement and click Next.
4. Accept the default location and click Next.
5. Select View Security Server and click Next.

6. Provide the IP or hostname of the Connection Server to which this Security Server
will be associated and click Next.

7. Provide the pairing password you configured in the View Server and click Next.

8. Specify the external URL that this Security Server should respond to—for example,
access.virtualguru.org—and also the IP address that this DNS name is registered to
tor PColP connections. Then click Next.

9. Allow the installer to automatically configure the firewall. I recommend that you
definitely leave the firewall intact when deploying the Security Server Security
Server in the DMZ and click Next.

10. Click Imstall and then Finish.

If you are going to tunnel PColP, you must tell the View Server paired with the Security
Server to use PColP Secure Gateway for PCoIP to desktop. Under the View Server, select
Edit and ensure User PColP Secure Gateway for PCoIP Connections to Desktop

is selected. The Use Secure Tunnel Connection to Desktop setting is the default and
should be left as is, as shown in Figure 3.81. The External URL and PColIP External URL
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point to themselves for the internal View Server, which is fine. Only the Security Server
needs to respond to the external IP addresses.

Edit Security Server - DEMOSV001

Server name: DEMOSYO001

HTTP(S) Secure Tunnel

External URL: https://daas.virtualguru.org:443
Example: https://myserver.com:443 (2

PColP Secure Gateway

PColP External URL: 63.251.179.17:4172

Example: 10.0.0.1:4172 (2)

| ok || cancel |

Figure 3.81 Enable the PColP Secure Gateway.

After the gateway is properly installed, if you refresh the View Administrator Console
under Security Servers, you should see your server there, as shown in Figure 3.82.

Servers

| vCenter Servers “ Security Servers ” Connection Servers “ Transfer Servers l

Enable ‘ Disable | I Edit... ‘ [Backup Now...‘ I ~ More Commands | % | ol
Connection Server I Version IPCDIP Secure... } State [ Settings | Last Backup
DEMOWYMOO1 5.1.0-70464¢ Installed Enabled Secure tunnel conne

Figure 3.82 View your Security Servers.

If you need to change the External URL or IP for tunneling PColP, you can click Edit on
the Security Server.
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Summary

It is important to ensure each component of the VMware View environment is functioning
properly. Check the Event Viewer on the Windows Server for error messages related to
the installation. In addition, make sure that the services start properly.

At this point, you have all the major infrastructure pieces of the VMware View
environment up and running. You need to create virtual machines and tune them for
optimal performance. Before you do, though, you should look at one other important
piece of the VMware View platform: application virtualization. When you understand

the benefit of application virtualization, you can integrate it into your View desktops. We
discuss application virtualization next in Chapter 4, “Application Virtualization,” and then
put all the pieces together in Chapter 5, “Building Your Virtual Desktop.”



Chapter 4

Application Virtualization

Why Virtualize Applications?

Application virtualization as a technology has been around for some time. It was originally
developed to enhance Server-Based Computing (SBC) environments. In SBC environ-
ments, it was quite common to run into application incompatibility issues. For example,

if you have two terminal servers that both run Applications A, B, and C, and you have 50
user sessions running on each, you have a pretty even distribution and resource utilization.
What happens, however, if you get a request to load Application D also, and Application D
is incompatible with one of the applications? You then have to introduce a third server to
run Application D. Adding this server leads to an unequal distribution of sessions and the
inefficiency of resource utilization across the servers.

What became apparent is that although designed for SBC environments, application
incompatibility is a bigger issue on desktops. Application virtualization evolved as a
solution to both SBC and desktop environments.

One of the earliest pioneers in application virtualization was a company called Softricity,
which was acquired by Microsoft and evolved into App-V. Citrix, a leading provider of
SBC solutions, also developed an application virtualization solution generally referred to as
Citrix application streaming. These solutions allowed applications that were incompatible
to run under a single server or desktop by isolating applications from each other.

One of the early problems with application virtualization was that applications were often
interdependent of one another. Think of an application that makes use of some compo-
nents of Microsoft Office such as Microsoft Word or Microsoft Excel.
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Early versions of application virtualization required you to layer all the applications

that were codependent into a single application virtualization package. Layering these
applications caused management and licensing issues because when applications were
isolated, they had no visibility into other applications that had also been isolated or virtu-
alized. Imagine having to install a full version of Microsoft Office with every application
that required it. Or having to deal with other dependencies such as .NET Framework,
Silverlight, Adobe Reader, and Flash. Also imagine the additional overhead in managing
additional licensing because of this limitation. The latest versions of Citrix application
streaming, Microsoft App-V and VMware ThinApp, allow visibility into other packages
and association to file types to allow a more seamless integration.

Fundamentally, the technology is similar to packaging applications for automated instal-
lation and follows many similar best practices. Application packaging essentially requires
you to run a baseline, install an EXE file, configure it, and then rerun the baseline so
that all deltas can be wrapped up in a neatly packaged MSI or EXE. Streamed applica-
tions are typically EXEs versus MSIs. Application virtualization adds one additional step:
the execution of the application. The application is run so that the packager can track
what portions of the operating system are being written to, and they can be pulled into
the package also; this includes the registry, DLLs, and files that may be changed. These
components all become part of the package to facilitate the application interoperation. If
two application virtualization packages write to the same DLL, this file is included in its
own bubble or sandbox, ensuring both can run happily side by side.

VMware acquired ThinStall in 2008, and it became ThinApp. One of the unique features
of ThinApp is that it does not require any supported back-end infrastructure of the

other platforms and is essentially agentless. Unlike other solutions that require a client
installation to support the application streaming, a ThinApp package is a self-contained
application virtualization file and does not require a preinstalled client or agent. There
are a few different options for delivering ThinApp applications within a VMware View
environment, such as from a file share or Distributed File Share (DFS) to support repli-
cation, on a user persistent disk, or “installed” on the virtual machine, which we discuss.

Figure 4.1 shows a logical view of a ThinApp package. Inside the application is a sandbox
or virtual container that stores the redirected writes to the registry and file system.

ThinApp packages run as the user, and no special user privileges are required to run
the application. You can maintain Active Directory (AD) group permissions by storing
ThinApp packages on a central file share that allows access to the appropriate Active
Directory groups. You can then create shortcuts to the Start menu and desktop and add
file associations to the centrally located applications using ThinReg.
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Figure 4.1 ThinApp package.

ThinReg is a utility included with ThinApp. It you include the ThinReg utility in a logon
script, it can query the file directory and automatically register any applications in the
tolder when you use the following syntax:

THINREG.EXE <UNC or Drive\Paths\*.EXEs> /Q

As part of the packaging process, you can also specify groups with permissions to launch
the application. The point to keep in mind if you specify an Active Directory group during
the packaging stage is that the ThinApp package uses the Security ID (SID) of the group.
The SID is the way the AD references the group object. This allows the group name to
change, but if the group is deleted, the application needs to be repackaged to update the
SID information.

Setting Up the ThinApp Packaging Environment

Let’s discuss how to set up the ThinApp packaging environment. Because it is a process,
you must set up a workflow to virtualizing applications. The components that you need
to consider are the packaging environment, the storage repository, and the production

delivery method.

The packaging environment is the desktop on which you prepare your ThinApp appli-
cations. What is unusual about ThinApp is that the best practices for most application
virtualization platforms require you to create the package on the environment you will be
deploying to; that is, packaging a Windows XP application for deployment on Windows
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XP. ThinApp is unique because it supports application portability. You can create the
package once and deploy it to all versions of Windows, with the exception of x86 and
64-bit. You cannot package a 64-bit application to run on an x86 operating system.
Although this is true today, 32-bit and 64-bit interoperability are on the roadmap and may
be released by the time this book goes to press.

ThinApp packages allow you to move between different operating systems by fully
supporting Windows side-by-side technology, or WinSxS. Note this is not to be confused
with side-by-side application updating, which is an operational feature of ThinApp that
uses a versioning number to allow ThinApp package updates in a seamless manner.

Prior to WinSxS support, most DLLs and system files were installed into the c¢:\windows\
system32 directory. Conflicts occurred when you had DLLs overwrite one another on
application installations and essentially create problems between DLLs, causing applica-
tions to blow up at runtime. WinSxS installs DLLs in version-specific directories under

% SystemRoot% \WinSxS. For example, the WordPad.exe on Windows 7 64-bit is stored
in winsxs\wow64_microsoft-windows-wordpad_3 1bf3856ad364e35_6.1.7600.16624_
none_9443falcbac783db.

Every operating system installs DLLs in a separate path. The master file that controls
which DLLs the application uses and versions of the DLLs to load is called the manifest.
ThinApp has native support for WinSxS and examines the manifest file to determine what
DLLs are used and which version to run. WinSxS was actually introduced in Windows
XP, but because ThinApp has its own WinSxS processing, virtual applications can be
ported easily between Windows operating systems.!

To create the packaging environment, you need to deploy a packaging machine. This VM
should be representative of the environment you will be deploying on (x86 or 64-bit) and
should be a clean desktop but also the oldest version of the target desktop virtual machines
you will be deploying to that supports WinSxS. For example, if you are deploying on
Windows XP, Windows 7 x86, and Windows 7 64-bit, you should package on Windows
XP. One point to note if you do have a legacy Windows environment is that VMware
supports ThinApp applications only on current Windows operating systems that are still
supported by Microsoft.

The packaging desktop should include only the OS and the ThinApp packager to ensure
the package does not include anything unattended such as OS patches. The packaging
machines should be virtual machines because the capability to snapshot is an invaluable
timesaver in application virtualization packaging. For example, say you are packaging an
application and you forget to execute a specific feature. With a VM, you are able to set a
bookmark at the execution stage of the packaging process to allow you to easily “roll back
time” to this point. If you intend to use Active Directory groups to assign permissions

'Based on information researched on VMware’s ThinApp blog.
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to the ThinApp packages, your VM should be joined to the Active Directory. Ensure,
however, that the packaging environment is set up as a dedicated OU that ensures that
general desktop operational processes such as application installations are not pushed to
the environment.

To install the packaging machine, follow these steps:
1. Launch the ThinApp 4.7 Enterprise Installer.

2. Enter the license key and license display name and click Install.

3. Click the Finish button.

In the ThinApp Capture utility, creation of a ThinApp package involves five stages, the
first of which is Prescan. In the Prescan stage, a scan is done from a baseline before the
application is installed. In stage two, the application is installed. Stage three scans to
identify the application changes that were made. In stage four, you can customize the
application by identifying the application shortcuts and entry points. In the final stage, you
build the ThinApp package, as depicted in Figure 4.2.

Stage One
Prescan
Stage Two
Installation
Stage Three
Postscan
Stage Four
Configure
Stage Five
Build

Figure 4.2 ThinApp creation stages.

In Prescan, the utility takes a baseline of the packaging system. As mentioned, this should
be a clean virtual machine with no packages installed to ensure that any registry key
changes or added files are captured as part of the packaging process. You have the option
of adjusting the prescanning locations on the prescan page. By default, the entire C:\
directory and the following registry keys are scanned:
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s HKEY_LOCAL_MACHINE
s HKEY _CURRENT_USER
s HKEY_ USERS

Under Advanced, you can add additional locations, such as network drives or additional
registry keys. The prescan process invokes the snapshot.exe file, which is controlled by
snapshot.ini. The snapshot.ini file adds granular control on what is excluded and can be
manually edited to either add things or remove registry or file locations from the list,
although editing is not typically necessary. You must edit the file before the prescan
process to ensure the changes go into effect.

You can alternately run the entire process from the command line by using snapshot.exe.
For example, to build a sample baseline, you could run the Snapshot utility as follows:

Snapshot .exe [name of baseline] .snapshot.

This alternative can be beneficial in maintaining packages against separate baseline images
because you can logically name them when you run the process manually. We go through
an example when we discuss maintaining ThinApp packages.

The next stage is the installation of the application. This part of the ThinApp Capture
utility is just a splash screen to allow you to install the application. Keep in mind that you
should run your application and make any customizations that you want or need during
this part of the process.

After stage two is complete, you can proceed to the Postscan stage, which essentially
reruns the snapshot.exe executable. If you manually run this tool, you see the utility
checking the Windows\winsxs directories and manifests for the specific DLLs and their
respective versions, as shown in Figure 4.3.

1c:\Prugram Files\Wware\Wware ThinApps>snapshot.exe post_install_notepad++.snapshot
MMware ThinApp Snapshot Tool version 4.7.0-519532, Built Nov 2 2011

Fopyrw' ght 2006-2011, wMware, Inc. All rights reserved

Scanning system, this may take a few minutes...

> c:\Users\sysadmin\Favorites\Links for United States

:\Windows\Media\Delta
:\Windows\System32\DriverStore\FileRepository\averfx2hbtv.inf_xB6_neutral_30c25b357418b
:\Windows\System32\DriverStore\FileRepository\prnhp002.inf_xB6_neutral_eb6daa9c3%ac001la3
:\Windows\System32\DriverStore\FileRepository\wstorflt.inf_xB6_neutral_f91032fad599%adie
: \Windows \winsxs

: \Windows \winsxs

: \Windows \winsxs

1 \Windows \winsxs\Backup

VVVVVVVV
nAoNANANA

Figure 4.3 The Postscan stage.

Figure 4.4 shows the Build stage, which allows you to select the shortcuts for the appli-
cation. Most applications have several standard shortcuts and executables, such as the
readme and uninstall.exe. On the entry points, you can ensure that only the correct
executable is presented to the user.
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This is the list of the executable files created when installing the application. Select which should

be available as entry points to start the virtual application. What are entry points?
Name Target
EJEE) Notepad-++.exe %ProgramFilesDir%\Notepad++\notepad++.exe
e Uninstall exe #ProgramFilesDir%z\Notepad++\uninstall exe
B ]rcadme.exe #%ProgramFilesDir’2\Notepad++\readme. txt
] gpup.exe *%ProgramFilesDir%\Notepad++\updater\gpup.exe
E]GUP.exe %ProgramFilesDir%\Notepad++\updater\GUP.exe

¢ il—m— —— -l- 3
[7] Show entry paints used for debugging | seiectal | [SselectNone |

| Hep | [License..(B2daysieft)| [ <Back ][ Newt> | [ Cancel |

Figure 4.4 Build stage.

ThinApp packages can be integrated into the VMware Horizon Application Manager,
which is a forward-looking technology that brings the idea of the “Appstore” to the
VMware product portfolio. Horizon Application Manager is unique in that it provides
single sign-on capability to both internally deployed applications as well as third-party
Software as a Service (SaaS) applications such as Salesforce and Google Apps. It is
configured through the integration of a virtual appliance. You can allow your ThinApp
applications to be managed by your Horizon Application Manager appliance, which is
shown in Figure 4.5.



146 CHAPTER 4 Application Virtualization

VMware Horizon ication Manaqer provides deployment, dynamic entitlement,
/f\ and centralized usage reporting capabilties for Windows applications vitualized
gy with VMware ThinApp. The VMware Horizon platform provides the foundation for
b2l unified application management with a catalog of enterprise Saa$ and virtualized

Windows applications, dynamic policy-based management, and access control.

Manage with YMware Horizon Application Manager

Orgarization UARL [optional)

| Hep | [License..(82daysieft)| [ <Back |[ New> | [ Cancel 1.

Figure 4.5 \VMware Horizon Application Manager.

As you can see in Figure 4.6, you can integrate the permission to execute your ThinApp
application with your Windows Active Directory. At build time, ThinApp converts the
group name to SID values. The Security ID is the way Windows references the group

to allow you to change the name without changing the unique numeric value associated
with it. This means that your packaging desktop should be joined to the Active Directory.
If you accidentally delete the group, you have to rebuild the package. It is a best practice
to create Active Directory groups for your ThinApp applications. Start with a general-
purpose AD group for applications used by everyone and then add specific groups for
applications used by specific users.
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Groups authorized to run this package:
() Everyone
@ Only the following Active Directory groups:

THINAPP - System Utilities

Access denied message:

“You are not currently authorized to run this application. Please
contact your administrator.

[ Hep | [License.. (B2daysiely| [ <Back |[ Nest> | [ Cancel |

Figure 4.6 You have the option of integrating Active Directory groups.

The next screen, shown in Figure 4.7, allows you to control where the writes are allowed:
either outside the application sandbox or restricted to the sandbox only. It is recom-
mended that common certified applications such as Microsoft Office be allowed to write
outside the sandbox and less common applications be restricted to writing only within
the sandbox. Although the default is Full write, you should actually follow a policy that
restricts write access to most applications to enforce a higher level of security.
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File system isolation mode at are isolation modes?):

) Full write access to non-system directories [Merged isolation mode)

The application can read files from and write directly to the local machine,
Recommended for Windows Logo Certified applications like Microsoft Office.

Changes to files in application data, system, and program file directories will be stored in
the sandbox.
@ Restricted write access [WriteCopy isolation mode)

Prevents the application from writing directly to most directories. Recommended for
legacy or untrusted applications.

Changes to files outside of the Desktop and My Documents directories will be stored in
\ the sandbox.

| <Back || Newt> | | Cancel

[ Hep | [License..(82dayslet |

Figure 4.7 Restricted write access.

Figure 4.8 shows where you control the storage location of user configurations. With
Windows Vista and later versions, the application configuration information is stored in
AppData. This file is hidden by default and is equivalent to the Documents and Settings
folder in Windows XP. If the ThinApp application is being deployed in a VMware View
virtual desktop environment, the default option of the user profile in % AppData%\
ThinApp ensures the configurations are written to the profile directory. If you are
deploying this as a portable app (USB and portable media), you have the option of
redirecting it to the same directory as the application. The last option is to redirect it to
a custom network share. The % AppData% \'Thinstall location is appropriate for most
VMware View environments. AppData is a folder that can be redirected by Persona
Management under the Folder redirection settings.
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Sandbox location

The sandbox stores user configurations and data for the application. What is the sandbox?
@ User profile [%AppD ata®\T hinstall)

() Same directory as the application [use with USB and portable media)

() Custom location or network drive: | I [ Browse, .

| Help | [License. (B2daysief)| [ <Back || New> | [ Cancel |

Figure 4.8 Location of the user configurations.

If you are feeling generous, you can opt to send metric and monitoring information
to VMware to help in its development of ThinApp, as shown in Figure 4.9. This is
anonymous data, so no private data is sent.

Quality Assurance Statistics

Help improve ThinApp! Please send the VMware ThinApp team ANONYMOUS quality
and usage statistics from your packages so we can continue to improve our product!

Quality Assurance Statistics will be sent every few days with the following information for
the reporting period:

- Opetaling system version

- Name, version and vendor of the virtual application

- The ThinApp package name

- Total application running time

- Total number of startups

@ Yes | wish to help! - Send anonymous usage statistics to VMware
(7 No - Do not send any information to YMware

[ Hep | [License..(@2daysieft)| [ <Back |[ MNew> | [ Cancel |

Figure 4.9 Quality Assurance Statistics dialog.
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The Inventory name is used to help track the ThinApp package. A software development
kit (SDK) is available from VMware at http://vmware.com/go/thinappsdk. It is a COM
object that can be used in most programming languages. A COM object is a binary
interface that allows communication between the object and a programming language.
For example, to query the inventory name, you can use the following Windows script host
command?:

Set Management = WScript.CreateObject ("ThinApp.Management")
Set Package = Management.OpenPackage (WScript.Arguments (0))

WScript.Echo "Inventory name: " & Package.InventoryName

To use this script, you need to download the ThinApp SDK from VMware. After it is
downloaded, you need to extract ThinAppSDK.DLL and copy it to the desktop you want
to query. Then you need to register the ThinAppSDK.DLL using REGSVR32. EXE.

Simply open a command prompt and type

REGSVR32.EXE ThinAppSDK.DLL

After the SDK is registered, you can use it to query the ThinApp.Management Object.

To execute the sample script shown previously, copy it to a text file and save it with a .vbs
extension, such as queryThinApp.vbs. You can double-click this file from Windows or run
cscript query ThinApp.vbs from the command line. Additional information can be found at
VMware’s ThinApp blog at http://blogs.vmware.com/thinapp/2012/03/configuring-the-
thinapp-sdk-in-place-of-thinreg.html.

Type the Inventory name and the output location for the differences from the pre- and
postscans. The compiled “ThinApp’d” files are stored in the bin subdirectory of this
location, which you can change on the Project Settings screen, as shown in Figure 4.10.

’http://blogs.vmware.com/thinapp/2010/08/vmware-thinapp-46-whats-new.html
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The inventory name is used by inventory tracking utilties for package identification.

Inventory name:  Notepads++_v1.01|

Project location
C:\Program Files\YMware\VMware ThindpphCaptures\Notepad++_v1.01 Browse... I

Help | [License..(@2dayslef)| [ <Back | Newt> | [ Cancel |

Figure 4.10 Project settings.

If you also plan to deploy this file as a portable application, you have the option of
compiling it as an MSI and an EXE or DAT file. Plus, you have the option of enabling
compression. Compression has an extremely fast decompression algorithm, so it has little
impact on the ThinApp package unless the package is extremely large. On an extremely
large package (2.5-3 GB), compression can make the application slower. It is similar to

a file zip and has low memory consumption and very little impact at application launch.
Compressing applications is generally recommended, as shown in Figure 4.11.
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Primary data container
The primary data container is the file that holds the virttual application data. Leam more.

@ Use one of the entiy points: | Notepad++.exe v
(©) Use separate .DAT file: |Nolepad++_v1ﬂ1.dal ]

MSI package generation

An MS| file is a Windows installation package that places the application in the Program
Files directory, registers file associations and creates shortcuts.

|¥] Generate MS| package: Notepad++_v1.01.msi
Compression
Compression decreases the size of the executable package. YMware does not recommend
compression for test builds because it increases the build time.

Compress virtual package

[ Hep | [License..(82deysie)| | <Back || Save» | [ Cancel |

Figure 4.11 Package settings.

The next steps identity the differences between the pre-snapshot and post-snapshot jobs
and dump the deltas in the project directory. In addition, they create a package.ini file

that controls many features of the ThinApp process, such as compression and isolation
functionality (see Figure 4.12).

Saving project files....
Setup Capture is saving the files and registry keys to the chosen
directory.

Saving
Generating output project to directory C:\Program Files\VMware\VMware ...\Notepad++_v1.01

| Hep | [License..(82daysiet)| [ <Stop | Mew> | [ Cancel |

Figure 4.12 Save the project.



Why Virtualize Applications? 153

You can edit the project files to add additional switches and files. You also have the option
to edit the package.ini file directly because many additional switches are not exposed
through the VMware Capture utility (see Figure 4.13). When this is done, click Build
and the package is built and stored in a subdirectory of the project directory bin. If you
selected MSI and an EXE or DAT file, you find them both there.

The build process creates the virtualized application. The output includes:
- Executable entry points

- Primary data container

- MSI Package [if chosen)

Advanced configuration

Edit Package.ini Package ini contains all the parameters that configure a captured
application during the build process. Important options include
Application Link and Application Sync.

Leam more about configuring with Packsae ini parameters.

. The project folder contains the Package.ini configuration file, as
Open Project Foldes well as the registry and file system settings that Thindpp will build
into the virtual application.
Skip the build process

[ Hep | [License..(82daystel)| [ <Back | Buid> | [ Cancel |

Figure 4.13 Ready to build.

At this point, the packaging process is finished, and your screen should look like the one in
Figure 4.14.



154 CHAPTER 4 Application Virtualization

Building Project...

Build time depends on the size of the application and the project options. It may take several
minutes.
Build output
Nntepadﬁ.eka: -

SUCCESS: Notepad++.exe, size=12672k
bin\Notepad++_v1.01.mst

Compressing Notepad++ exe

SUCCESS: bin\Notepad++_v1.01.msiWARNING: The package you just created will
expire on 2012-12-14

Build complete 4

Open folder containing project executables after clicking Finish

| Help | [License.(B2dayslef)| [ <Back |[ Finsh | | Cancel

Figure 4.14 Building a project.

A storage repository or file share is needed for storing source files and ThinApp appli-
cations. It is worth putting some thought into your file structure. You need source
installation files or a library of installation packages, a preverified ThinApp directory, a
production ThinApp directory, a revision and update directory preverified, and a backup
directory. Follow your company’s own internal naming standards, but they should follow
the same logical workflow.

FOR EXAMPLE:
\\Source_Application_installations

\\Pre-verified ThinApp Packages
\\Production ThinApp Packages
\\Production ThinApp Backup
\\Updated ThinApp Packages
\\Preverified Updated ThinApp Packages

The reason you break out the production and update directories (both preverified and
production) is to ensure that multiple rollback points are available. For example, as part
of the update process, you upgrade the production ThinApp package and copy it to the
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Preverified Updated ThinApp Packages folder. After it is tested, it goes to the Updated
ThinApp Packages and essentially is suitable to integrate into the View desktops. If,

after deploying the package to a number of View desktops, you find an issue that was not
uncovered in the initial testing, you can fall back to the Production folder, which contains
the original production ThinApp package. After user testing, you then take the Updated
ThinApp Packages and move them to production, allowing the process to repeat with the
next request. The directory structure is more about process management than ThinApp
technology, but a consistent and understood process helps you avoid issues and aids in
problem resolution.

You can integrate ThinApp packages in a View environment in a number of ways.
VMware refers to this as the execution mode.’ The execution simply refers to the place
where the ThinApp package is executed from. VMware calls running the ThinApp
package from a file share streaming execution while running it from local storage devices
such as a USB key or off the virtual or physical desktops hard drive is deployed execution.
With streaming execution, you should ensure that the file service has great performance
and is highly available because you are introducing a dependency to the network share.

Streaming execution provides more flexibility with less administration and faster provi-
sioning; however, you are dependent on the network for performance. Deployed execution
provides arguably higher availability and guaranteed performance but comes with more
administration and less flexibility because the packages are deployed to the individual
View desktops. We discuss different methods of ensuring availability in Chapter 11, “High
Availability Considerations.”

When you are looking at which method to use with VMware View, the most straight-
forward is through the “App Factory,” which, according to VMware’s definition, is
streaming execution. (Note that this should not be confused with VMware ThinApp
Factory from VMware labs, which is designed to automate the conversion of software
packages to ThinApp packages.) The App Factory involves updating your View
Connection server configuration so that it knows were the Production ThinApp Packages
tolder is. After you do that, you can scan the directory for ThinApp packages. And

after these packages are identified in the inventory, you can entitle them to your virtual
desktops. The process to do this is as follows:

1. Open the View Administrator website.
2. Browse to View Configuration, ThinApp Configuration.
3. Click Add Repository.

4. For the repository, provide a display name, the Fully Qualified Domain Name
(FQDN) to the server, share where the ThinApp packages will be stored, a
description, and click Save.

’VMware ThinApp reference architecture.
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When this process is complete, you can scan for available packages under Inventory and
ThinApp from the View Administrator Console and select Scan New ThinApps.

ThinApp Packages and Microsoft Activation

Application licensing bears consideration when you are looking into application virtual-
ization. Although each vendor has its own method of licensing, in general, these methods
are similar to at least one of the methods Microsoft employs to license its products. Let’s
review some general background on Microsoft licensing.

Licenses for Microsoft applications can be obtained through one of three basic channels:
retail, original equipment manufacturer (OEM), or volume licensing. Retail applications
come with a unique key that is used to complete the activation after installation either by
phone or over the Internet. OEM activation is usually done prior to the product being
shipped to the customer but is valid only as long as the OEM version is used on the
hardware shipped. These licenses cannot be transferred for use in virtual desktop environ-
ments. Volume license agreements are tailored agreements that are customized based on
the size of the organization and Microsoft products used. A volume license agreement is
the most complementary license arrangement when you are looking at virtual applications
and desktops. For a comprehensive list of the types of volume license agreements, refer to
Microsoft’s volume licensing information at http://www.microsoft.com/licensing/.

If you are under a volume license agreement, you can use either the Key Management
Service (KMS) or Multiple Activation Key (MAK) or a combination of the two. For
enterprise environments, KMS is recommended. The fundamental difference is that KMS
allows you to activate products within your network, whereas MAK activates products on a
one-time basis using Microsoft’s hosted activation service.

KMS is a client/server architecture with Microsoft KMS clients contacting KMS hosts
using DNS or static settings. KMS requires a minimum number of client connections to
begin activating clients. This number is referred to as the KMS threshold. Windows 7, for
example, requires a minimum of > 25 activation requests. KMS activations are good for
180 days and require the clients to renew their activation once within that 180-day period.
To deploy KMS, you install the services on a host and then complete the activation of
the host with Microsoft. Microsoft recommends that a minimum of two KMS hosts be
deployed for redundancy and failover.

To help you manage all these options, Microsoft introduced the Volume Activation
Management Tool (VAMT). The VAMT helps you inventory, track, and manage the
retail MAK and KMS requests across your environment. You can use the VAMT to collect
all the Installation IDs (ITDs) from each client request. This information is sent from the
VAMT, and then the activations are done by the VAMT through Microsoft. After the
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service is activated, the corresponding ID (CID) is returned to the client by the VAMT,

completing the activation process.”

If you are deploying virtual desktops in secure zones, you can choose from four options
available to deal with activation of Microsoft products:

1. You can use KMS and open TCP outbound port 1688 in the firewall and RPC
inbound. This assumes the virtual desktops are allowed access to the core network
and the KMS hosts can communicate with the isolated VMs.

2. If the number of isolated virtual desktops exceeds 25, you can deploy an internal
KMS server and activate it over the phone.

8. If the number of desktops does not exceed 25 and changes to the firewall are not
allowed, you can activate each MAK license over the phone.

4. You can deploy a VAMT in the isolated network, collect all IIDs from the clients,
and copy this information to portable media. You import this information to a
VAMT that has access to the Internet. Then you retrieve the CIDs and re-import
them into the isolated VAMT to activate the Microsoft products.

KMS is fine for centrally stored and operated virtual desktops. If you are using local
mode and allowing both the ThinApp packages and the virtual machine to be checked
out, enforcing the reregistration may be both confusing to the end users and difficult to
manage. Specifically for Office and ThinApp, the one-time registration process, or MAK,
is ideal. In these examples we assume that you are using the MAK process.

Creating a Package

To provide a guide for ThinApp packaging, let’s consider the example of packing Office
2010 on Windows XP and testing it on Windows 7 x86 and Windows 7 64-bit, running on
WOW 64 (WOW 64 is the Windows on Windows emulator designed to run 32-bit appli-
cations on Windows 64-bit operating systems). For ThinApp Office 2010, a minimum
version of the packager should be used; it is 4.7.0 Build 556613. In addition, it is a good
idea to review the KnowledgeBase (KB) article at http://kb.vmware.com/kb/1022287
because it reviews the activation process for Office 2010. The Office ThinApp process

is available online from VMware at http://blogs.vinware.com/thinapp/2011/02/quick-
start-guide-for-deploying-office-2010-using-thinapp-461.html. VMware has a very active
ThinApp user community; for other tips on ThinApp, it is recommended that you join the
user community, especially if you will be involved in packaging on a reoccurring basis.

*http://technet.microsoft.com/en-us/library/ff686876.aspx
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To ensure you have everything you need to package Office 2010, you need to have the

following components:
® Microsoft NET 3.5
Office 2010 x86

utility installed

After verifying you have the prerequisites, you are ready to begin the installation.

First, take a snapshot of the virtual machine in its pristine state to allow you to roll back to
this point after this exercise. Then launch the Setup Capture utility, as shown in Figure 4.15.

Access to the Internet to facilitate the installation of Microsoft NET 3.5

A virtual desktop running Windows XP SP3 with the VMware ThinApp Capture

A virtual desktop running Windows 7 x86 for verifying the package
A virtual desktop running Windows 7 64-bit for verifying the package

VMware ThinApp

@ Prescan Get a baseline of the system

% Installation Install an application

5 Postscan  Identify changes using the baseline
%4 Configure Configure project settings

% Build Build the virtual application

The wizard guides you through the following steps to create a virtual application:

Quick Start Video

ThinApp Community
See how other IT Professionals are revolutionizing
the way they deploy software using VMware ThinApp.

Join the community

[ Help ] [ License... (1 days left) ] Bach

Version 4.7.0-519532

[ Next > ][ Cancel J

Figure 4.15 Launch the Setup Capture utility.

Start the prescan process by clicking Prescan, shown in Figure 4.16.
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o Setup Capture - Ready to Prescan

‘What is a prescan?
Setup Capture scans the initial state of the hard drive and
registry files to create a baseline of the system environment,

Use a clean Windows system

A clean Windows system does not contain any installed
software beyond the operating system and required
components. YMware recommends using a clean virtual
machine created with VMware Workstation.

Why use a clean Windows system?

Your application installer might skip files and registry keys that
are already present on your machine. This may create failures
during deployment.

[Advancad Scan anation:]

[ Help | | License..(1daysielt) | [ <Back || Prescan> | [ Cancel |

Figure 4.16 Start the prescan process.

Minimize the screen (as mentioned in Figure 4.17) to start the installation of Office and its
related components.

' Setup Capture - Install Application

Install the Application Nowl

Install the application that you want to virtualize before
taking a postscan of the system.

‘You can minimize this window while you install the
application.

If the installer needs to reboot after installation, do so.
Setup Capture will restart after rebooting.

Make any configuration changes ta the application that
you want to apply to all users.

il

Find the best practices for virtualizing this application:
VMware Thindpp Community
Internet Explorer...

[ Help | [License..(82daystety| [ <Back || Postscan> | [ Cancel |

Figure 4.17 Minimize for Office installation and related components.
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When Microsoft INET finishes the installation, as shown in Figure 4.18, it launches a
background process to compile .NET assemblies in the background. Because this process
can take some time and you want to ensure it completes prior to installing Office, you can
hurry things along by running the following command line from the root of the NET
folder to force the compile to happen:

C:\windows\Microsoft.NET\Framework\v2.0.50727\ngen.exe executequeueditems

%, Microsoft .NET Framework 3.5 Setup E\ [Z|

Setup Complete s n_ét Fra mewo rk

Microsoft .NET Framework 3.5 has been installed successfully.

j/ It is highly recommended that you download and install the latest service packs and security
updates for this product.,

For more information, see Windows Update

Figure 4.18 Microsoft .NET has finished the installation.

In the installation directory for Oftice under ProPlus. WW, you find the config.xml. You
must put your MAK key inside the config.xml file using

<PIDKEY value" [LICENSE]"/>

Launch the setup and specify the config.xml using

setup /config [Path to config.xml]

See Figure 4.19.
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1 @<Configuration Product="ProPlus"> =

2

3 <l-- <Display Level="full" CompletionNotice="yes" SuppressModal="no"
AcceptEula="no" /> -->

-

5 <l-- <Logging Type="standard" Path="%temp$%" Template="Microsoft Office
Professional Plus Setup(*).txt" /> -->

6

7 <l-- <USERNAME Value="Virtualguru Default User"™ /> --> |

8

) <!-- <COMPANYNAME Value="virtualguru.org" /> -->

10

11 <!-- <INSTALLLOCATION Value="%programfiles%$\Microsoft Office" /> -->

12

1] <!-- <LIS CACHEACTION="CacheOnly" /> -->

14

15 <l-— <LIS SOURCELIST="\\serverl\share\Office;\\server2\share\Office" L
/> —=>

16

17 <l-- <DistributionPoint Location="\\server\share\Office" /> -->

18

19 <l-- <OptionState Id="OptionID" State="absent" Children="force" /> -->

20 -

Figure 4.19 Edit config.xml.

After updating config.xml, you are ready to install Microsoft Office 2010. To install Office
2010, complete the following steps:

1. Launch the installer and accept the terms of agreement.

2. On the Choose the Installation You Want dialog box, click the Customize
button.

3. Select Microsoft Office, Run All from My Computer.
4. Click Install Now to install Microsoft Office 2010.

5. Run the Postscan process by clicking Postscan, as shown in Figure 4.20.
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+* Setup Capture - Install Application

Install the Application Now!

Install the application that you want to vitualize before
taking a postscan of the system.

‘You can minimize this window while you install the
application,

If the installer needs to reboot after installation, do so.
Setup Capture will restart after rebooting.

Make any configuration changes to the application that w— Ij
you want to apply to all users,

Find the best practices for virtualizing this application:

VM ThinApp Community
Ser Internet Explorer...

[ Hep ] [License..(82dapsiet)] [ <Back |[ Postscan> | [ Cancel |

Figure 4.20 Run Postscan.

After you finish running the Postscan, review the entry points. Remember, entry points are
the executables that the user will use to launch the applications. Office has many, so you
only need the common ones such as Word and Excel. Click Next, as shown in Figure 4.21.

* Setup Capture - Entry Points

This is the list of the executable files created when instaling the application. Select which should
be available as entry points to start the virtual application. What are entry points?

Name | Target ]
i L\ Microsoft Access 2010.exe ZF‘mgrarnFllasDiZ'—'
(i Microsoft Excel 2010.exe %PragramFilesDir%'
O Mictomft InfoPath Designer 2010.exe "%ProgramFilesDir
[ (1] Microsoft InfoPath Filler 2010.exe %ProgramFilesDir%
[N Microsoft OneNote 2010.exe #%ProgramFilesDir%'
[ g Micrasoft Outiook 2010.exe ZProgramFilesDir%'
[P Micrasoft PowerPoint 2010,exe #%ProgramFilesDir%'
LE (B Micrnsalt Publisher 2110 Axe ‘ #ZPrnnramFilasnirs |
Lk y >
[] Show entry points used for debugging [ Select All ] [Solecl Nnna]
[ Help ] [ License... (62 days Ieft]l [ < Back ][ Next » ] [ Cancel ]

Figure 4.21 Entry points.

For now, bypass Horizon integration, so click Next, as shown in Figure 4.22.
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" Setup Capture - Manage with Horizon

VMware Horizon Application M provides deployment, dynamic entitlement,
and centralized usage reporting capabilities for Windows applications vir

with VMware Thin&pp. The YMware Horizon platform provides the foundation for
FELTERTT] unified application management with a catalog of enterprise SaaS and virtualized

‘Windows applications, dynamic policy-based

management, and access control.

[[] Manage with VMware Horizon Application Manager

Organization UAL [optional] : |

[ Help | [ License... (B2 days lef) |

[ <Back || New> | [ cancel |

Figure 4.22 Click Next to bypass Horizon integration.

For this example, select Everyone, as shown in Figure 4.23. However, in practice, it is

more secure to specify groups. As mentioned before, if the group is deleted, you have to

rebuild the project.

" Setup Capture - Groups

Groups authorized to run this package:
® Everyone
(© Only the following Active Directory groups:

| Add.

Delete

Access denjed message

contact your administrator

You are not cumently autharized to run this application. Please

| Helb | [ License.. (82 dayseft |

[ <Back || New> | | cancel |

Figure 4.23 Groups.
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Because this is Microsoft Office, full write access is acceptable, so click the Full Write
Access to Non-System Directories (Merged Isolation Mode) radio button, as shown
in Figure 4.24. Then click Next.

+* Setup Capture - Isolation

File system isolation mode t are isolation modes?|

() Full write access to non-system directories (Merged isolation mode)

The application can read files from and write directly to the local machine.
Recommended for Windows Logo Certified applications like Microsoft Office.

Changes to files in application data, system, and program file directories will be stored in
the sandbox.

() Restricted write access [WriteCopy isolation mode)
Prevents the application from writing directly to most directories. Recommended for
pplications.

legacy or untrusted 3 i
Changes to files outside of the Desktop and My Documents directories will be stored in
the sandbox.
[ Help | |License..(82daysiett)| | <Back || Nest> | [ Cancel |

Figure 4.24 Click the radio button indicating Full Write Access and click Next.

Because you are creating this application for View virtual desktops, select User Profile
(shown in Figure 4.25) and click Next.
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o Setup Capture - Sandbox

Sandbox location

(® User profile (%AppData®\T hinstal)

The sandbox stores user configurations and data for the application. ‘What is the sandbox?

() Same directory as the application [use with USB and portable media)

(O Custom location or netwark drive: |

Browse

[ Help | [License..(82daysteft)| [ <Back || New> | [ cancel |

Figure 4.25 Select User Profile and click Next.

Change the Inventory name to Office 2010 v1.01 (see Figure 4.26), leave the default

Project Location, and click Next.

o~ Setup Capture - Project Settings

Inventory name

The inventory name is used by inventory tracking utilities for package identification.

Inventory name: |MS_Office_Professional Plus 2010_v1.01| ‘

Change the Name to

J

Project location

C:\Program Files\WMware\WMware Thindpp\Captures\MS_Office_Profession ] [ Biowieas ]

[ Hep | [License..(B2daystet)] [ <Back || Newt> | [ Cancel |

Figure 4.26 Project setting.

Office 2010 v1.01
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Because versioning is important to the update process, append _v1 to the default names
and do the same with the .msi file. Then click Save, as shown in Figure 4.27.

# Setup Capture - Package Settings

,
2(‘.))

Primary data container
The primary data container is the file that holds the virtual application data. Leam more.

Use one of the entry points: | Mictosoft Access 2010.exe

: Update the default names to
(® Use separate .DAT file: |MS_0lfice_Professional Plus 2010_v1.01.dat -,— P

[~ add a version number

MSI package generation

An MSI file is a Windows installation package that places the application in the Program
Files directory, registers file associations and creates shortcuts.

Generate MS| package: |MS_0lfica_Prulessiunal Plus 2010_v1.01.msi |

Compression
Compression decreases the size of the executable package. YMware does not recommend
compression for test builds because it increases the build time.

] Compress vitual package

[ Help | [License..B2dapsle)| | <Back || Save> | [ Cancel |

Figure 4.27 Package settings.

The project files are saved. Now you need to make some changes before you build the
application.

For testing this application on Windows 7, you need to determine how to handle User
Access Control (UAC). To force the application to ask for elevated permissions when run,
add the following parameter to the package.ini file and build the application:

UACRequestedPrivilegesLevel=requireAdministrator

You can disable UAC locally on the View desktops or though Active Directory Group
Policy Objects (GPOs). You can set UAC at different levels to either disallow, prompt, or
enable an application to run and access areas of the Windows 7 operating system that are
normally restricted from users. Because typically most applications are thoroughly tested,
it is normally turned off in an enterprise environment. If you have a Bring Your Own
Computer (BYOC) policy and are delivering ThinApp packages to unmanaged end client
devices, you may want to affect its behavior using the package.ini.

Now open the Project folder by clicking the Open Project Folder button, as shown in
Figure 4.28.
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o~ Setup Capture - Ready to Build

The build process creates the virtualized application. The output includes:

- Executable entry points
- Primary data container
- MSI Package (if chosen)

Advanced configuration
o Package.ini contains all the parameters that configure a captured
EdR Package. ni application during the build process. Important options include
Application Link and Application Sync.
Learn more about configuring with Package.ini parameters.

- The project folder contains the Package.ini configuration file, as
Open Project Foldet | e} as the registry and file system seltings that ThinApp will buid
into the virtual application.

[[] Skip the build process

[ Help | [License..(B2daystet)| [ <Back || Buid> | [ Cancel |

Figure 4.28 Open the Project folder.

Move the OfficeSoftwareProtectionPlatform folder from %drive_C%\Documents and
Settings\All Users\Microsoft to % Common AppData% \Microsoft.

Put the following in HKEY_CURRENT_USER.txt:

isolation writecopy HKEY CURRENT USER\Environment
Value=ALLUSERSPROFILE
REG SZ~%Common AppData%

Put the following in HKEY_LOCAL_MACHINE.txt:
isolation full HKEY LOCAL MACHINE\Software\Microsoft\Windows\Windows
Search\Preferences

Value=PreventIndexingOutlook

REG_DWORD=#01#00#00#00

Run the build process and ensure it completes successfully. Then click Finish, as shown in
Figure 4.29.
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#* Setup Capture - Build Project

Building Project. ..

Build time depends on the size of the application and the project options. It may take several
minutes.

Build output

bin\MS_Office_Professional Plus 2010_v1.01.mst: A
Setting M5 summary information i
Compressing MS_Office_Professional Plus 2010_v1.01.dat
Compressing Microsoft PowerPoint 2010.exe
SUCCESS: bin\MS_Dffice_Professional Plus 2070_v1.07. msill M

LTI

Build complete —
o]

[+] Open folder containing project executables after clicking Finish

Helb | [ License..(82daysteft) | [ <Back )| Finish |  Cancel

Figure 4.29 Click Finish.

You should now see your ThinApp versions of Office 2010, as shown in Figure 4.30.

File Edt View Favortes Tools Help

Q= - @ B Pt [rotes | [F 3 X ) [F-| 55 rokorsine

Address |ﬁ C:\Program Files\Viware\VMware TthApp\Camres\MS_Ofﬂce}mf‘ess\onal Plus 2010_v1.011bin b/ ‘ Go

Microsoft Access 2010 (3 Microsoft Excel 2010 Microsoft Onelote 2010
*®) Microsoft Access x o Microsoft Excel Microsoft Onehote
Microsoft Corporation = Microsoft Corporation — # Microsoft Corporation
A Microsoft Outlook 2010 ; Microsoft PowerPoint 2010 Microsoft Publisher 2010
L% Microsoft Outlook 'PO Microsoft PowerPaint P‘ Microsoft Publisher
A Y| Microsoft Corporation

<1 Microsoft Corporation Microsoft Corporation

Microsoft Word 2010 MS_Office_Professional Plus JOA] vs_office_Professional Plus
y Microsoft Word 2010_v1.01 Pk} 2010_v1.01
= Microsoft Corporation DAT File I r‘-: Windows Installer Package

Figure 4.30 ThinAPP versions of Office 2010.

Now add the ThinApp version of Office 2010 to your ThinApp repository—\\
Pre-verified ThinApp Packages—so that you can test it before copying it to production.

Deploying a Package Through View

We already reviewed how to set up a ThinApp repository. When you have packages that
you have tested, you are ready to deploy them within View. The packages are available
from the VMware View Administrator Console under ThinApp. If they do not appear,
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simply do a rescan of your ThinApp repository by clicking the Scan New ThinApps
button shown in Figure 4.31.

ThinApps
Summary Events
Scan New Thin&pps...| Remove ThinApp
Filter Find Clear H @
ThinApp | Vendor 1 Full Assign... | Streaming Ass...
Microsoft Office Professional Plus 2010 Microsoft Corporation o o
Notepad++ Don HO don.h@free.fr o o

Figure 4.31 Rescan.

Entitling packages to desktops requires assigning them to an individual desktop or pool,
which is a collection of desktops. To do this, select a ThinApp package and then click the
Add Assignment button. From this drop-down, you can select Pools, a group of virtual
desktops, as shown in Figure 4.32. You also can assign applications to individual desktops.

ThinApps
Summary I Events
| Scan New ThinApps..‘I ‘ Remove ThinApp...‘ l v Add Assignment I
[ Assign Pools...
Filter = Fir Assign Desktops... =] D

| ThinApp | Vendor ‘ Full Assign... ‘ Streaming Ass...

Microsoft Office Professional Plus 2010 Microsoft Corporation o ]

Notepad++ Don HO don.h@free.fr 1] 1]

Figure 4.32 Entitle desktops.

If you choose Pools, you can choose any one of your virtual desktop pools. We discuss
pools further in Chapter 5, “Building Your Virtual Desktop.” You also have the option of
selecting the installation type. Installation type is somewhat of a misnomer here because it
really means whether the shortcut on the desktop will map to a ThinApp package on a file
share or a locally copied ThinApp package.

If you select a Full installation type, a shortcut gets created on the desktop, and the
ThinApp package is copied locally to the virtual desktop. The files can be found in the
C:\Program Files location with the label VMware ThinApp in the name. If you want
to integrate ThinApp packages with user persistent disks, which are essentially a second
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VMDK associated with the virtual desktop, you have to prepopulate the drive with the
ThinApp packages and create the shortcuts within the desktop image.

If you want to do this, the process is similar to deploying ThinApp Packages in Execution
mode but involves a few more manual steps. When you enable user persistent disks,

you are essentially enabling an additional VMDK associated with the View desktop that
persists between reboots. From a Windows perspective, this second VMDK appears as
another partition and is assigned a drive letter and formatted with a file system. After
creating it, you can copy your ThinApp package to a local directory on this Windows
volume. To link the packages to the View desktop, you use the ThinReg utility:

THINREG.EXE < Drive\Path>\*.EXE> /Q

This utility creates shortcuts and file associations within the View desktop that are linked
to the local directory on the user persistent disk. This method ensures good performance.
The user persistent disks are created during deployment, so although the ThinReg links
can be built into a template, you need to copy the ThinApp packages after the deployment
of the virtual desktop. Of course, it would not be difficult to automate this task by using a
Run Once option in a vSphere Client Windows Guest Customization profile. This would
run the copy on the first user login without any manual intervention. Windows Guest
Customizations are required to fully automate the deployment of Windows servers and
desktops in a vSphere environment and are similar to the sysprep process. Because this
method is a little more complex, it is more common to use the streaming method or link to

ThinApp packages on centralized file shares.

You likely will have specific applications for certain virtual desktop pools or perhaps a
common set of applications across many virtual machines. View provides you a mechanism
to group many ThinApp packages by creating templates. Rather than assign individual
applications to virtual desktops or pools, you can assign whole templates, as shown in

Figure 4.33.
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New ThinApp Template

Template name: Default User Applications

ThinApps in Template

Add... Remove

Vendor ThinApps
Microsoft Corporation Microsoft Office Professional Plus 2010
Don HO don,h@free.fr Notepad++

Figure 4.33 You can use templates to group many ThinApp packages.

Summary

In this chapter, we looked at the mechanics of creating a ThinApp package and the
methods of deploying it. Applications, whether virtualized or not, also require upgrading.
Because there are a number of operational and management considerations, I centralized
this information in Chapter 6, “View Operations and Management,” where we look at
updating and maintaining ThinApp packages.

ThinApp provides a great solution to solving some of the problems that are common to
both physical and virtual environments. It does require a repackaging process to virtu-
alize the applications. Because large enterprise organizations typically already have a
commitment and investment to an existing set of application lifecycle tools, it is more
common that application virtualization is phased in. What is great about ThinApp—
because it is not agent based and requires no back-end supporting infrastructure—is that it
is easy to do. You can simply use your existing set of tools to deliver the ThinApp EXE or
MSI package.

Due to the requirement to repackage and learn a new tool, it is common for the migration
to VMware View and ThinApp to be broken into two distinct phases. Once provided an
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overview, however, application analysts often find it easier to use the ThinApp packager
versus an unattended installation package method. ThinApp is a very flexible tool that

can be integrated into an existing application deployment process or added as a feature of
VMware View to simplify management. To integrate it, make sure that you have a defined
process for packaging and certifying new applications as they are requested. Although it is
a little unusual to discuss the application before building your desktop (in Chapter 5), I did
so intentionally. I find that if you are aware of the integration requirements for ThinApp,
you can better plan out the build of your virtual desktop to take advantage of it.



Chapter 5

Building Your Virtual Desktop

P2V or Clean Build?

You can create your original virtual desktop image in a number of ways, but essentially
they break down into either performing a physical-to-virtual (P2V) migration on a target
physical desktop or starting with a clean build. In most cases, a clean build is preferred, but
there are always a few exceptions to this rule. For example, it may make sense to do a P2V
migration to create a virtual desktop for a small proof of concept (PoC) environment. If
you are considering this method, there are several issues to keep in mind, such as ensuring
that after everything is converted, any services or configurations that are not applicable

or detrimental to a virtual environment are updated. One of the common services is the
power policy. On a physical desktop, it makes sense to have certain features power off if
they are idle, such as dimming the display or putting the computer to sleep.

Often, cleaning an image that has been migrated from physical to virtual can be more
problematic than building one from scratch. For any production implementation, using a
clean imaging process is necessary. There are also a number of tweaks that you will want in
place as part of the image. As mentioned in Chapter 3, “VMware View 5 Implementation,”
you may also want to customize the local computer policy to ensure any configurations are
incorporated into the image.

One point to keep in mind when you are optimizing a virtual desktop is that there are

lots of recommendations to drive the ultimate performance. There is a fine line between
great performance and the end-user experience, because the more you optimize, the more
you impact the end-user experience. You do not want to drive performance at the risk

of disabling useful end-user features. This is again the point at which user profiling adds
value, but also knowing what effect you are having is key. Even when the optimization
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seems benign, you have to be careful because it may lead to problems or issues down the
road. My rule of thumb is to optimize and test and be wary of turning off useful features to
drive every bit of performance out of the desktop.

One other issue that comes up quite often is whether you should standardize on the x86
or x64 version if you are deploying Windows 7. In general, if your virtual desktop is going
to be deployed with less than 4 GB of memory, running Windows 7 x32-bit is ideal. If
you plan to deploy desktops with memory requirements larger than 4 GB, 64-bit versions
are better.

When we talk about imaging, we generally refer to source desktops and target desktops.
Source generally refers to the image source desktop or VMDK or OVF file, and target
describes the desktop on which the image or process is being applied.

If you are going to build the image from scratch, you can choose from three available
methods: manually installing and configuring, using a desktop build process such as

the Microsoft Deployment Toolkit (MDT),! or using a VM through vCenter to create
an image build. VMware provides a straightforward process to perform an image build
directly in vSphere/vCenter to ensure that the recommended optimizations for Windows
7 are incorporated into the automated build process.

We go through both the manual and automated build process. In the automated build
process, we show how to extend the process to include ThinApp packages and also to
manage the integration of Terminal Services, or Windows 2008 Remote Desktop Services
as it is now called. The automated process starts with the OS installation files, necessary
VMware drivers and tools, and View agents. The manual process requires installing the
OS files, VMware drivers, and View agents; tuning; and then cloning the image, as shown
in Figure 5.1.

"These procedures are based on the VMware View Optimization Guide for Windows 7 white
paper from VMware.
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Add OS Source Files

Add VMware
Drivers

Add Software Installations
VMware Tools
VMware View Agent

Tune Image

7

Clone to Template

\ J

Figure 5.1 Building the desktop image.

Using MDT, you can create a Windows image file that can be applied to any desktop
(virtual or physical), and you can build on the OS deployment with applications and
custom tasks. Is the flexibility worth the additional time and effort? You have to look at the
overall situation to make that determination.

If you are creating a master image that will be applied to a percentage of physical and
virtual machines that may have many different application loads based on business unit,
the additional effort spent on MD'T makes sense. If you are running only virtual machines,
you should use vSphere. If you have only one or two images with a fairly generic appli-
cation load, the cloning and sysprep available within the virtualization tools are probably
sufficient. In this book we go through the vSphere method of creating the Windows 7
image and some of the optimizations that should be applied to the image.

Manually Installing Windows 7

When manually installing Windows 7, you should understand the following:
m System Requirements: The recommended minimum specs for Windows 7 are
® 1 GHz 32-bit or 64-bit processor
® 1 GB of system memory
® 16 GB of available disk space
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» Support for DirectX 9 graphics with 128 MB memory (to enable the Aero
theme)

s DVD-R/W drive

» Internet access (to activate and get updates)
® The size of the virtual hard drive needed

You need to decide whether to install the 32-bit or 64-bit version of Windows 7. The
Windows 7 installation media includes both 32-bit and 64-bit versions of Windows 7. If
you plan on using Windows 7 on a virtual machine with more than 3 GB of RAM, you
should use the 64-bit version; otherwise, use 32-bit. Most programs designed for the
32-bit version of Windows work on the 64-bit version of Windows, so application compat-
ibility is not typically a problem.

In creating the master image, you do a custom, or clean, installation. This installation
formats the hard drive and installs a new copy of the operating system.

When installing on a virtual machine, simply map the virtual CD/DVD to the source ISO
file and reboot the VM.

Like in Windows Server 2008, Windows 7 boots directly into the graphical user interface
(GUI) mode.

1. After a few moments, you see the first prompt. Set whatever regional options are
appropriate and click Next.

2. Click the Install Now button.
3. Accept the license terms and click Next.

4. Click the Custom (Advanced) installation type button, as shown in Figure 5.2.
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Which type of installation do you want?

Upgrade

_ Upgrade to a newer version of Windows and keep your files, settings, and programs.
The option to upgrade is only available when an existing version of Windows is

running. We recommend backing up your files before you proceed.

Custom (advanced)
Install a new copy of Windows. This option does not keep your files, settings, and

programs. The option to make changes to disks and partitions is available when you
start your computer using the installation disc. We recommend backing up your files
befare you proceed.

Help me decide

Figure 5.2 Select the custom installation.

Because this computer has a new virtual hard disk that hasn’t been formatted
previously, you have only the option to create a new partition on it. Click Next
to begin the installation (see Figure 5.3).

Where do you want to install Windows?

e
|§f Disk0 Unallocated Space

€3 Refresh

Drive options (advanced)

@ Load Driver

Figure 5.3 Format the unallocated space.



178 CHAPTER 5 Building Your Virtual Desktop

The setup process now begins to copy files from the installation DVD media
virtually mapped to the virtual hard disk. This process might take awhile to
complete.

After the setup is complete, the computer reboots. By default, the computer’s
name is username-PC, where username is the username you entered.

NOTE

The user you're creating is the only user currently available on the system.

5. Click Next.

6. Enter the user’s password; this is the only user on the system initially. You must also
enter a password hint (see Figure 5.4). Click Next.

@ i SetUp Windows

Set a password for your account

Creating a password is a smart security precaution that helps protect your user account from
unwanted users. Be sure to remember your password or keep it in a safe place.

Type a password (recommended):

Retype your password:

Type a password hint (required):

Standard Installation Passwurd|

Choose a word or phrase that helps you remember your password,
If you forget your password, Windows will show you your hint.

Figure 5.4 Provide a password.

7. Type in your product key. To avoid any problems, you should use the Multiple
Activation Key (MAK).

8. Choose the type of protection for the computer: Use Recommended Settings, Install
Important Updates Only, or Ask Me Later. In most cases, Use Recommended is fine.
Make the selection.

9. Set the time zone, date, and time and click Next.
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10. Select your computer’s current location: Home Network, Work Network, or Public
Network. On an internal corporate network, Work Network is the typical choice.

11. When the welcome screen opens, log in and check your installation.

Manually Installing the VMware View Agent

You are able to manually install the VMware View Agent. It is required on any desktop
OSes or Windows Terminal Servers that you plan to offer through the View Connection
Server. Separate install packages are available for the x86 and x64 operating systems, but
the same package is used for both desktop and server operating systems. The components
that get installed on a desktop versus a Terminal Server are different, however, as shown
in Table 5.1. Features such as PCoIP and Persona Management are not supported on a
Terminal Server. The platform is dedicated during the installation, and the unsupported
components are not available for installation based on the OS.

Table 5.1 Components Supported on a Desktop Versus Terminal Server

Guest Operating System Version Edition Service Pack
Windows 7 64-bit and Enterprise and None and SP1
32-bit Professional

Windows Vista 32-bit Business and Enterprise SP1 and SP2

Windows XP 32-bit Professional SP3

Windows 2008 R2 Terminal Server  64-bit Standard None and SP1
Windows Terminal Server 64-bit Standard SP2

Windows 2003 R2 Terminal Server  32-bit Standard SP2

Windows 2003 Terminal Server 32-bit Standard SP2

To install the VMware View Agent manually, follow these steps:

1. Ensure you use the appropriate installer depending on whether you are installing on
the x86 or x64 platform. Launch the installer and click Next.

2. Click Next on the patent agreements.
3. Accept the license agreement and click Next.

4. If this is a Windows 7 virtual desktop, all the components are eligible for installation.
Accept the defaults (see Figure 5.5) and click Next.
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ﬂ[ VMware View Agent

b
Custom Setup
Select the program features you want installed.

3

Click on an icon in the list below to change how a feature is installed.

= Feature Description
& =3 =] View Agent
- =3 +| USB Redirection EL Seree
- &3 ~ | Virtual Printing
= PColP Server
i i~ 3 | PCoIP Smartcard o R o
i Kot «| vm Audio ture requires 8738KE on your
| '-Q'I\fwl’ - | drive. Tthas 10f 2 subfeatures selected,
Manag The subfeatures require 57KB on your
hard drive.
< | m | »
Install to:
C:\Program Files\Common Files\VMware\Teradid PCoIP Server\
[ rHep || spae |[ <Back |[ Next> |[ cancel |

Figure 5.5 Installing the View Agent.

Figure 5.6 shows what the same screen looks like when installed on a Windows
2008 R2 RDS server. Note that many of the features are available for installation
on the server platform.

Select the program features you want installed.

Click on an icon in the list below to change how a feature is installed.

ronbiosspims
This feature requires 123MB on your hard
drive.
Install to:
C:\Program Files\VMware\VMware View\Agent|
[ hep J[ spaxe J[ <Back [ Net> J[ cancel |

Figure 5.6 View Agent installation on a Terminal Server.
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5. Specify your View Connection Server information and an account that can authen-
ticate to the server. If you are the administrator on the View Server, you can select
Authenticate as the Currently Logged On User. Click Next (see Figure 5.7).

ﬁ! VMware View Agent

Register with View Connection Server

Enter the View Connection Server that this machine will connect to.

Enter the server name of a View Connection Server (standard or replica instance) and
administrator login credentials to register this machine with the View Connection Server,

Server:

demvm00 1. virtualguru. org (hostname or IP address)

Authentication: @ Authenticate as the currently logged on user
(") Spedfy administrator credentials

Username: I (Domain\User)

Password: ‘

[ < Back ][ Next > ] [ Cancel

Figure 5.7 Specify the View Connection Server information.

6. Click Install and watch the install process on the progress bar.

When everything is installed, you will notice a new service running called the VMware
View Agent.

Installing Windows 7 Through VMware Workstation

In an environment where vSphere is deployed, very often you will find an I'T adminis-
trator with VMware Workstation installed to do common tasks such as image building.
With version 8 of VMware Workstation, you can directly connect to a vCenter or vSphere
environment. If you combine the automated image build process Workstation 8 with the
direct connection to vCenter, you have a very efficient and simple way of building desktop
golden images for your environment.

We explain here how easy it is to build and deploy an image to the vCenter from VMware
Workstation 8, as shown in Figure 5.8.
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CWD =
File Edit View VM Tabs Help
P E VO DM ® | O

[ Home

VMware” Workstation 8

F | Create a New Virtual Machine Virtual Network Editor
'1: Create a virtual machine on this computer. \ Change the network configuration used by
o —, virtual machines on this computer.
k= : Open a Virtual Machine [0 —3J] Workstation Preferences
) } Open a virtual machine on this computer. ==l Customize ¥Mware Workstation to your way of
) working,
Connect to a Remote Server Software Updates
I | Openvirtual machines on a remote server. I'el Check for software updates for VMware
‘._,_/ e Workstation,

Figure 5.8 VMware Workstation 8.

You start by choosing the Create a New Virtual Machine option in the main screen of
Workstation. You then choose the Custom (Advanced) installation. Be aware, however,
that there are a few parameters you need to adjust for preparation of a gold image for View.

Make sure you choose Workstation 8.0 for hardware compatibility (see Figure 5.9); this
is a requirement for ESXi 5.x, which we suggest you use for the deployment of a View 5.x
environment.
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New Virtual Machine Wizard n

Choose the Virtual Machine Hardware Compatibility
Which hardware features are needed for this virtual machine?

Virtual machine hardware compatibility

Hardware iWurkstation 8.0 -
! Compatible |/ |ESX Server .
[ 0
Compatible products: Limitations: |
ESX 5.0 . 64 GB memary limit -
Fusion 4.0 8 processor limit
¥ Workstation 8.0 10 network adapter limit

2 TB disk size limit

< Back ][ Next > H Cancel

i .
L

Figure 5.9 Hardware compatibility choices.

The next few steps are familiar and most I'T administrators will recognize them. In

the Guest Operating System Installation screen, browse to your installation media,

which should be either a Windows 7 x32-bit or 64-bit ISO file. Because you are using
Workstation 8, if the software properly detects the ISO, it tells you that it can use the Easy
Install process, which basically installs the new OS automatically without user interaction,
as shown in Figure 5.10.
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-
New Virtual Machine Wizard u‘

Guest Operating System Installation
A virtual machine is like a physical computer; it needs an operating
system. How will you install the guest operating system?

Install from:

©) Installer disc:

|3 BD-ROM Drive (F:) .

@) Installer disc image file (iso):

J) Windows 7 detected.
This operating system will use Easy Install.

The virtual machine will be ceated with a blank hard disk.

[o<iesk ) [Lext> ) [concel ]

L —— /

Figure 5.10 Easy Install process selection.

You should configure the next few screens as follows:

1.

2,

Enter the product key (remember to use an MAK key or KMS Server).

Specify a local administrator account with a complex password. (It is important to
note that because you’re using the Easy Install process, you should not use Adminis-
trator as the username. VMware Workstation is already using that name. Just choose
something different.)

Put in the virtual machine name. This is the name used locally in VMware
Workstation because you are not linked to vCenter yet.

Choose the number of processors and number of cores per processor. T'o make the
right choice, you have to go back to your requirements and make sure that the choice
you make here will meet your specifications. If uncertain, choose one core and

one processor. Windows 7 is peculiar when you are removing a vCPU; it supports
moving from single to multiple, but not the other way around.

Choose the memory for this virtual machine. It should match your requirements.
For a Windows 7 image, it generally should be between 1 and 4 GB, although you
may have specific memory requirements.
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Select the network type. The type is important because it enables you to make any
additional changes to the virtual image after the install. You can leave the default

setting using Network Address Translation (NAT).

Change the controller type to LSI Logic. As an optional step, you can even update
the driver from the manufacturer website after the Easy Install is complete. Look for
LSI_U320_W2003_I'T_MID1011438.zip from www.Isi.com.

Create a new virtual hard disk according to your application installation requirements
with some additional space for growth. The Windows 7 base image is anywhere from
8 to 10 GB, so make sure you choose a disk size big enough for your users to be able
to use applications and their documents, but not too big to overprovision. The default
is 60 GB, which might be a little too big. Even though we’re talking about linked
clones, resizing closer to 30-40 GB is more reasonable. One important point to note:
Because you are migrating this virtual machine to a vCenter environment, it is recom-
mended you keep all information from the VM in one file (see Figure 5.11).

r ™
New Virtual Machine Wizard ﬂ

Specify Disk Capacity

How large do you want this disk to be?
Maximum disk size (GB): 55
Recommended size for Windows 7: 60 GB

[ Allocate all disk space now.

Allocating the full capadty can enhance performance but requires all of the
physical disk space to be available right now. If you do not allocate all the
space now, the virtual disk starts small and grows as you add data to it.

@ Store virtual disk as a single file} (___
() Split virtual disk into multiple files i

Splitting the disk makes it easier to move the virtual machine to another
computer but may reduce performance with very large disks.

) i)

S — S

Figure 5.11 Virtual machine disk size.

10.

Specify the virtual machine location in this last step before the automated process
starts. Use the local drive for now; you upload to vCenter later in this chapter.

If all the information was installed properly, you see VMware Workstation install the
OS, reboot the VM, and install the VMware tools. If, for any reason, a step does not
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work according to plan, you can always pick up where the automated install stopped
and complete the installation. This process is straightforward and fast and it works!

When the Easy Install process is complete, you can log in to the virtual machine to check
that everything is installed properly and that no outstanding messages need action. When
you are satisfied with the results, shut down the virtual machine.

You have two choices regarding how to move this virtual machine to the vCenter. The
traditional way is to open the vSphere client, create a new virtual machine, and point the

VDMK to the new VM you created.

The second option, now available in VMware Workstation 8, is to export the VM you
created in an OVF format. After you choose your virtual machine from the File menu,

choose Export to OVF (see Figure 5.12).

’ | Export Virtual Machine to OV? y E
v & » Computer » System (C:) » |
File name: -
Save as type: IOpen Virtual Machine Format Images (*.ovf, *.ova) -
* Browse Folders Save ] [ Cancel ]

Figure 5.12 OVF export for vCenter.

Then all you need to do is to go into your vSphere client and choose Deploy OVF
Template from the File menu.

Installing an Image Through vCenter

When you’re ready to install an image through vCenter, it’s a best practice to have a
repository for your gold master images, a place where you keep all your references and
corporately approved templates from which all your desktop images are spun off.
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1. Start the vSphere client and connect to the vCenter.
2. In Home, Inventory, choose VMs and Templates.

3. Create a folder called Templates.

4. Create two subfolders underneath Templates and name them Servers and
Desktops, as shown in Figure 5.13.

(=) demovcD0 Lvirtualguru.org - vSphere Client =10l x|
File Edit View Inventory Administration Plug-ins Help
ﬁ E !Q Home b gf] Inventory b §5 VMs and Templates ‘ W Search Inventory |Q ‘
i
B [ demovc001.virtualguru.org Desktops
=] Eﬂ virtualguru_tor
@ Desktops Vil RNl Tasks & Events ' Alarms ' Permissions ' Maps
@ Servers Name, State, Host or Guest OS contains: « | Clear
Name l State | Status l Host } PruvisiunedSpace| Usec
4| | i
Recent Tasks Name, Target or Status contains: I Clear X
Name 1 Target | Status [ Details I Initiated by | vCenter Server | Requested Start Ti...— | Start Time ﬂ
@ Rename folder ﬁ New Folder @ Completed VIRTUALGU.. @ demovel0Lvir.. 23/09/2012 8:38:05..  23/09/2012
¥ Createfolder By virtualguru_tor @ Completed VIRTUALGU.. g] demovcD0l.vir.. 23/09/2012 8:38:01 ... 23/09[2qu
D - r A -ty - - i — - PP S ~~ i - Tl L ——
« [ v
F Tasks @ Narms | |License Period: 81 days remaining |VIRTUALGURU\Administrator 4|

Figure 5.13 VMs and Templates view.

You need to complete a couple more preparation steps before you start the automated
build process. You should create a hidden network share from which you will retrieve
the ThinApp packages during or after the build process. It is also possible to combine
ThinApp applications into your build if you have packaged them as MSIs. Keep in mind
that if you do this, the applications will be deployed into the image versus “streamed.”

You should upload the master ISO files to your vCenter environment, into the datastore of
your choice, one that will be accessible during the build process.
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The steps to create your first Windows image are similar for the automated and manual
processes. Rather than repeat the steps here, refer to the previous section “Manually
Installing Windows 7” or “Installing Windows 7 Through VMware Workstation” for the

steps for the initial image creation.
When the image is built, put it in the Templates\Desktops folder.

The goal of creating that initial image is to be able to convert it to a template. In the
vCenter client, choose the image you just created and right-click it. Then choose
Template and Convert to Template (see Figure 5.14).

[+ demovc00Lvirtualguru.org - vSphere Client _,j_g|_x_]
ﬁ ﬁ JQ Home P gf] Inventory DE Hosts and Clusters Search Inventory
i bEeBGDoR O
B i demovc01.virtualguru.org Win7Template
i virtualguru_van
= [#g virtualguru_tor Power
= Desktops
ﬂﬂ WinXPFloatin S " Resources
9 Snapshot 3
o WinXPPersistent Microsoft Windows 7 (32-bit) Consumed Host CPU:
£ Win7persistent B open Console 8 s )
onsumed Host Memory:
[J Win7Fioating (® EdiSettings... 1veru Active Guest Memory:
) winxpTemp - — 1024MB
] ?em“:l:gssirma e o Provisioned Storage:
= @Iq? Cone.., & Nt runninn (Not installed) Not-shared Storage:
Template v Clone to Template... Used Storage:
Fault Tolerance » |&9 Convert to Template e 4
@ iscsi_datastore 0. =
VM Storage Profile 3 arin [ _.'—I
Add Permission. .. Cirl+P X
Recent Tasks - . R Name, Target or Status contains: | Clear %
arm
Name Tari Initiated vCenter Server Requested Start Ti... = | Start Time »
- l Report Performance. .. I . ‘ { 3 I ﬂ
¥] Createvirtual machine [ VIRTUALGU.. () demovcdOlvir.. 23/09/2012 8:47:17..  23/09/2012
¥ Renamefolder (] Rename VIRTUALGU.. (5} demovclOlvir.. 23/09/20128:46:03.. 23/09/2012_
D -~ T ) - R T L] 1 Ama AR aatnssn A ar m L T
‘T Openin New Window... Ctrl+Alt+N [ I
ET&I@ @ Alarms Remove from Inventory |License Period: 81 days remaining iVI“RTUALGURUM'rI’riwm 4
Delete from Disk

Figure 5.14 Template conversion.

Choosing this option launches the conversion process. This step is actually pretty fast, and
the final result is that the Virtual Image icon changes to a Template icon and is ready for
you to use for the automated image deployment (see Figure 5.15).
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File Edit View Inventory Administration Plug-ins Help
‘9 Home b g Inventory b % VMs and Templates

R

El [ vCenter.domain.local Tomplates
B % View Cluster
= @ Desktop Vi TEIREETSIIN, Tasks & Events | Alarms ' Permissions  Maps
[} Discovered virtual machine
ﬂ Server
B [ Templates Name | State | Status [ Host | Provisid
B [ Deskiens
Win7Template

‘i\

Figure 5.15 Template icon change.

Put this image aside for now. The other part of this process is to create a new custom-
ization specs in vCenter. From the Management section of the home screen, choose
Customizations Specification Manager. Then choose New to start the wizard you use
to build an answer file for your image and specity any customization for the image, as
shown in Figure 5.16.

%) vSphere Client Windows Guest Customization l'

New Customization Specification
Enter a name for the new customization specification and select the OS of the target.

Properties —Target Virtual Machine 0S

Registration Information
" b4
G P IWlndows J
Windows License [T Use Custom Sysprep Answer File
Administrator Password
PR Lone — Customization Spedification Information
Run Once Name:
Network

e & IWmdnws 7 Customizations
Workgroup or Domain

Operating System Options Description:
Ready to Complete Building Customizations for automated build

Help l < Back I Next > I Cancel I

Figure 5.16 Registration information.
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The next screen asks you to enter your name and organization name. Then the following
screen, shown in Figure 5.17, asks you to enter the computer name; this is a different name
from what is used for the linked clones in VMware View. It is a good idea to enter a name
that has meaning in the View build process; the OS and pool names are usually good choices.

[+ vSphere Client Windows Guest Customization ,5.]

Computer Name
Spedify a computer name that will identify this virtual machine on a network.

Properties —NetBIOS Name
Reaistration Information ¥ Enter a name
Computer Name Idemow?[)

Windows License
Administrator Password
Time Zone

Run Once

Network

Workgroup or Domain

Operating S

Ready to C

The name cannot exceed 15 characters,

¥ Append a numeric value to ensure uniqueness

The name will be truncated if combined with the numeric value it exceeds 15
characters.

" Use the virtual machine name
If the name exceeds 15 characters, it will be truncated.

" Enter a name in the Deploy wizard

¢ Generate a name using the custom application configured with the vCenter Server

Argument: I

Help |

Figure 5.17 Computer name.

The next screen, shown in Figure 5.18, asks you to enter a valid license key. Similar to the
build process used earlier, it’s a good practice to enter a Multiple Activation Key. This
MAK can be the same one used in the earlier process, but it does not have to be.
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[~ vSphere Client Windows Guest Customization X

Windows License
Spedfy the Windows licensing information for this copy of the guest operating system.

Properties Enter the Windows licensing information. If this virtual machine does not require licensing
Reagistration Information information, leave these fields blank.
Computer Name
. ProductKey:  [HHHHH-HHHHH-HHHHH-HHHHH
Administrator Password
Time Zone V¥ Indude Server License Information (Required for customizing a server guest OS)
Run Once
Server License Mode: % perseat
C per server
Maximum Connections: lS

LI <gack | [ Next> | concel |

Figure 5.18 Windows product key.

The next screen, shown in Figure 5.19, asks you to enter the credentials for the local
administrator account that will be used during the automated image build. Because you
will join this machine to the domain when it’s being created, it’s a good practice to enable
the automated logon so that Windows is able to complete its build process and reboot a
few times to make sure all steps are completed.
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(=% vSphere Client Windows Guest Customization : ﬂ

Administrator Password
Spedfy the password and auto logon option for the Administrator account.

Properties

Registration Information Type in the password for the Administrator account.
Computer Name

Windows License Password: Im
fdmflsbator Password Py g I

Time Zone pRasw

Run Once

,H_.‘r‘,‘, ¥ Automatically log on as the Administrator

Work group or Domain

Number of times to logon automatically: |3 -

H=b| <Bad:||Next>|Ca1cel|

4

Figure 5.19 Local administrator password.

You are then asked for your time zone. You also can choose the Run Once option
(for now, leave these settings at the defaults). On the following screen, enter the right
network information. Choose a valid network and make sure to leave DHCP as your
choice for IP address.

The following screen, shown in Figure 5.20, asks you to place the virtual image in the
domain or leave it in a workgroup. This choice is totally up to you, but the important
point to remember, in VMware View version 5 and forward, is that the gold master image
does not have to be joined to the domain to be used as the reference image; you can leave
it in a workgroup if you prefer. Remember that if you have Group Policy Objects (GPOs)

applied to your image, it might be a better idea to place that image into a domain when it’s
being built.
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ient Windows

Workgroup or Domain
This virtual machine may belong to a workgroup or domain.

Figure 5.20 Domain join.

Make sure you leave the Generate New Security ID (SID) option checked, as shown in
Figure 5.21.

Operating System Options
Ready to Complete

Figure 5.21 SID generation.
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Finally, you can review the choices you just made, and if everything is acceptable, click
Finish, as shown in Figure 5.22.

(=) vSphere Client Windows Guest Customization ﬁl

Ready to Complete
Are these the guest customization options you wish to indude?

Properties

Reaistration Information Review this summary and diick Finish,
Computer Name
T T Target Virtual Machine OS Windows
sy Spedfication Name Windows 7 Customizations
Administrator Password Owner Name sysadmin
Time Zone Owner Organization virtualguru,org
Run Once Computer Name Suffixed: demow70
Network License Mode Per Seat
Workaroup or Domain Administrator Password =~ ===
Qpetatng System Opbons '?'um wo- R ?GMT-OSOO) New York, Miami, Atianta, Detroit, Toronto
imezone ew , Miami, Atlanta, Detroit, Toron
Wencly'tn Camplcte Network Typical
Join Domain virtualguru.org
Domain Administrator Administrator
Generate new SID true

4

Figure 5.22 \Windows guest customization summary.

Now that you have completed your guest customization, you can apply this to your
template created earlier. In the VMs and Templates view in vCenter, right-click your
template and choose Deploy VM from this template (see Figure 5.23) to launch the
Deployment Wizard.



Figure 5.23 Deploy Virtual Machine from this Template.

i

Name and Location

Spedfy a name and location for this virtual machine

P2V or Clean Build?

Name and Location Name:

Host / Cluster Idemow?DOZ
: . Virtual machine (VM) names may contain up to 80 characters and they must be unique within each vCenter
g Server VM folder,

B Guest o
Ready to Complete I tory L ocation:

= [ demovc001.virtualguru.org
B [Ef virtualguru_tor

B [/ Desktops

Win7Persistent
g Win7Temp
E WinXPFloating
WinXPPersistent
) WinxPTemp
ﬂ Servers
E'a virtualguru_van

_teb |

<Bar:k|Next>l ('anc:ll

A
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After the wizard starts, give the virtual machine a name (see Figure 5.24). Again, make

sure you use something that will be significant in preparation for your VMware View
environment. Then you configure the usual information (host/cluster, resource pool,

storage).
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ol

Host [ Cluster
On which host or duster do you want to run this virtual machine?

Name and Location EE[ virtualguru_tor
= Desktops
m
[ Win7Persistent
Storage m Win7Temp
@ Guest Customization m WinXPFloating
Ready to Complete O WinXPPersistent
[ winxpTemp
B demoesxD01.virtualguru.org
Compatibility:
Help | < Back | Next > I Cancel l

|

Figure 5.24 Provide Virtual Machine name.

The important part is when you reach the Guest Customization screen, shown in Figure
5.25. Here, you choose one of the many guest customizations you have created and link it

back to this virtual machine.
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~loix]

Guest Customization
Select the customization option for the guest operating system

Name and Location
Host / Cluster ¥ Power on this virtual machine after creation.
Storage

E Guest Customization

Select the option to use in customizing the guest operating system of the new virtual machine.

" Do not customize

(" Customize using the Customization Wizard
g Customize using an existing customization spedfication

mstmﬂnﬁmﬁpedﬁmﬁmwl

| uestos [ Description

7 Customizations Building Customizations fo

4 | 2

™ Use the Customization Wizard to temporarily adjust the specification before deployment

v | | ez || | |

Figure 5.25 Guest Customization screen.

In the final screen, you are able to see all the options you chose, and if these choices are
okay, click Finish. vCenter launches the creation process and uses the parameters you
chose in the Guest Customization script. Repeat the process as many times as needed to
prepare your gold master images for your VMware View environment.

General Optimizations

To optimize your virtual machine, you can tweak a number of areas from the virtual
machine hardware configuration, the operating system, and general networking and appli-
cation considerations and settings. For the virtual machine hardware optimizations, make
sure the following are completed:

m Install VMware Tools.

® Disable any hardware not required in the virtual machine, such as floppy devices.
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Ensure media devices are all set to Disconnected so that you do not have devices
connected and autodiscovered in the Windows 7 OS.

Turn off logging of the virtual machine. Under the Settings\Options and General
option, deselect the Enable Logging option.

Operating System Optimizations

Within the Windows 7 image, you should make the following changes to reduce the
number of unnecessary processes running in the virtual machine:

Disable System Sounds (set the Sound scheme to None).

Disable serial and parallel ports in Device Manager (if they exist).
Install Windows Patches; then turn off automatic updates.

Set Screensaver to None or Blank.

(Windows 7) Uninstall Tablet PC components.

Disable Windows Error Reporting.

Remove unnecessary boot applications (QuickTime, Real, Adobe Acrobat Updater,
and so on).

Remove unneeded Windows components (Outlook Express, Messenger, Games, and
SO on).

Disable unnecessary services.

As with any OS image, you should install all common applications but make sure that you
have turned off automatic updates and autostarting applications that are not required.
Following are some of the more common applications:

Install Adobe Flash Player (turning off automatic updates).
Install Adobe Reader and set to Do Not Download or Install Updates Automatically.
Turn off Java Updater.

Remove the MS OneNote tray service (if installed).

You should also look at the default network settings for network optimizations. For
example, you should disable, configure, and verify the following settings:

Disable NetBIOS over TCP/IP.
Disable IPv6.
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® Join Master Image to Domain (if using View Composer).
® Add any necessary DNS suffixes.

® Add any necessary HOSTS entries for “custom” applications.

You can also find a number of additional options in the attached commands file in the
VMware View Optimization Guide for Windows 7 whitepaper.?

These commands can be applied through a single batch file to further tune the operating
system.

Manually Installing Windows 2008 RDS Server
To install a Windows 2008 RDS Server within Server Manager, follow these steps:
1. Open Server Manager from the Windows 2008 R2 Server.

2. In the left pane, highlight Roles; then on the right under Role Services, select Add
Role Services.

3. Check Remote Desktop Connection Broker and then click Next.
4. Click Install at the confirmation and then click Close after the install is complete.

5. To make the Windows 2008 RDS Server look like a Windows 7 desktop, see the
following section.

Making a Terminal Server Look Like a Desktop

The Desktop Experience feature turns on themes on the Windows 2008 R2 operating
system. After you install it, you see a new service that supports the themes feature. Using
it, you can customize the look and feel of the server desktop.

Of course, you can go further and merge the Windows 7 themes included in the Windows
2008 operating system so that the look is seamless. You need a clean Windows 7 x64-bit
operating system and a target Windows 2008 R2 Server operating system. Turning on

the desktop experience creates the same folders on the Windows 2008 R2 Server that are
included by default on the Windows 7 x64 operating system.

Background images are stored in the following directories on both Windows 7 x64 and
Windows 2008 R2:

% SystemRoot% \Web\Wallpaper\
% SystemRoot% \Resources\Themes\

*http://www.vmware.com/files/pdf/VMware-View-OptimizationGuideWindows7-EN.pdf
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Because the default permissions deny access to administrators, you must reset the permis-
sions on the default IMG file. You can do this from the command line using the following
commands:

takeown /f "%SystemRoot%\Web\Wallpaper\Windows\imgO.jpg">nul

icacls "%SystemRoot%\Web\Wallpaper\Windows\img0.jpg" /grant
administrators:F>nul

rename "%SystemRoot%\Web\Wallpaper\Windows\img0.jpg" "imgl.jpg">nul

You can then copy the img0.jpg file from the Windows 7 x64 desktop’s % SystemRoot%\
Web\Wallpaper\Windows folder to the same folder on the Windows 2008 R2 Server.
You also need to copy the % SystemRoot% \Resources\'Themes folder to the same
location on the Windows 2008 R2 Server. Copying these folders produces the effect
shown in Figure 5.26 on your Terminal Server.

ﬂ Windows Serverzoogr2
Enterprise

Moesoh Windows Server
Verson 6.1 (Rl M0S)
Cromrk

The Windows Server oot atig.
interface are protected by rademark and other pending o exstng
ielectal property nghts n the United Sates and ofher countnes.

Thes product & kersed under the Moot Saftnere Lisee

Figure 5.26 Your server now looks like a desktop.

In addition to making the default background, you also can update the login screen to
make everything look and feel like a desktop operating system. Of course, in reality,
you will most likely brand this “themes and defaults” with corporate logos, but you can
easily do this by turning on the OEM background feature and using the default login
background from a Windows 7 x64 desktop. To turn on the OEM background feature,
you need to enable it in the registry of the Windows 2008 R2 Server. The keys are
identical to a Windows 7 desktop. You can complete this part of the process as follows:
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1. Click the Windows button and type regedit.exe in the search field.

2. Browse to HKEY_LOCAL_MACHINE\Software\Microsoft\Windows\
CurrentVersion\Authentication\LogonUI\Background.

3. Change the OEMBackground DWORD value to a Hex value of 1 to enable the
feature.

4. Create a subdirectory called info in c:\windows\system32\oobe.

5. Under the info subdirectory, create an additional subdirectory called backgrounds.
6. From your Windows 7 x64 desktop, browse to c:\windows\system32\oobe.

7. Open the background.bmp file with Microsoft Paint.

8. Save the file as backgrounddefault in JPEG format and save it somewhere you can
easily copy it to your Windows 2008 R2 Server.

9. Copy backgrounddefault.jpg to c:\windows\system32\oobe\info\backgrounds on
the Windows 2008 R2 Server.

10. Reboot the server.

The changes produce the Windows 7 color scheme on the Windows 2008 R2 Server, as
shown in Figure 5.27.

Press CTRL + ALT + DELETE to log on

Figure 5.27 Windows 7 color scheme on Windows Server 2008 R2.
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View Persona Management

View Persona is an enhancement to using traditional Windows roaming profiles, designed
to reduce login times. Unlike a traditional roaming profile that copies the entire profile
down during the login, View Persona downloads only what is required for the login.
Additional files are downloaded when a user or application requests them. During the user
session, synchronization occurs at periodic intervals (10 minutes is the default) to ensure
the amount of data required to synchronize at logoff is minimal. During logoft, only the
deltas are synced back to the central repository. View Persona is fully compatible with
ThinApp and allows sandbox data to be stored in the user persona. This allows application
configuration data to roam with the user without a performance penalty. View Persona is
not dependent on Windows profiles and can be used instead or in combination with an
existing Windows profile management strategy. You can use both by selectively identi-
fying which files or folders should be managed by Windows profiles versus Persona in the
synchronize folder policy of View Persona.

View Persona can be used in combination with persistent disks so that a persistent local
cache of the user data or persona is available and also that a persona is stored centrally.
"This capability ensures the user configurations are available locally and can be recovered
centrally if a problem occurs with the virtual desktop. View Persona is installed when the
VMware View Agent is installed, provided the platform is supported. View Persona is
supported only on virtual desktops not using local mode. It is not supported on Terminal
Servers, but is supported on physical desktops with VMware View 5.1. It is added to the
virtual desktop when you install the VMware View Agent. It is fairly easy to set up but
requires some tuning of the default settings to get working properly. At a high level, the
steps to implement View Persona are as follows:

1. Set up the file share or remote repository.
2. Install View Agent and ensure the View Persona Management is selected.

3. Add the View Persona Management Administrative Template to the organizational
unit (OU) in which the virtual desktops will be deployed.

4. Configure the group policy settings for Persona Management.

5. Deploy virtual desktops with the persona management service running.

6. Verify that the user directories are created on the remote file share.
The exact steps to enable persona management are as follows. You need to create a
centralized file share with the same permissions required to set up Windows profiles. If the
environment will span multiple sites, you need to have some mechanism to replicate the

file repository to ensure it is readily available. You can choose from many methods to do
this depending on what you are using for file services. The supported Microsoft method is
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to use Distributed File Services (DFS). In Chapter 11, “High Availability Considerations,”
we go through the steps to set up DFS to ensure you have a site-to-site high availability
solution. If you do not require this level of availability, simply create a file share with the
appropriate permissions applied. The steps to do this follow.

Create a Windows file share and ensure the permissions on the parent folder are as shown

in Table 5.2.

Table 5.2 Parent Folder

User Account Permissions Required

Administrator Full

Security group permissions List Folder/Read Data, Create Folders/Append Data (This

Folder Only)
Everyone No Permissions
Local System Full Control, This Folder, Subfolders and files

Referenced from the Microsoft Technet library at http://technet.microsoft.com/en-us/library/.

On the Share for the View Persona, ensure the permissions are as shown in Table 5.3.

Table 5.3 Share Level (SMB) Permissions for VMware View Persona Share

User Account Default Minimum Permissions Required
Permissions

Everyone Read only No permissions

Security group of users needing to put N/A Full control

date on share

The N'TES permissions on each user persona folder are shown in Table 5.4.

Table 5.4 User Persona Folder Permissions

User Account Default Permissions Minimum Permissions Required

%username% Full Control, Owner of Full Control, Owner of Folder
Folder

Local System  Full Control Full Control

Administrators No Permissions No Permissions

Everyone No Permissions No Permissions
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After creating the Share, you need to ensure that View Persona is loaded when the agent
is installed on the virtual desktop (see Figure 5.28). Because we covered the installation of
the View Agent in the section “Manually Installing the VMware View Agent,” we do not
cover the installation again here. Ensure the View Persona Management is installed (it is

by default).

'ﬂ VMware View Agent =2

— —

Custom Setup

Select the program features you want installed.

Click on an icon in the list below to change how a feature is installed.

Feature Description
= =3| View Agent
- E3 +| UsB Redrrection EXE Server
& &3 « | Virtual Printing
El - PColP Server
i - ¥ = | PCoIP Smartcard e i
i b w | VM Audi is feature requires 8738KB on your
== Vg S ercona Manscement| | Grive: Tthas 1of 2 subfeatures selected.
R R A The subfeatures require 57KB on your
hard drive.
< | . | »
Install to:
C:\Program Files\Common Files\VMware\Teradid PCoIP Server)
[ Hep || space || <Back | Next> || cancel |

Figure 5.28 Ensure that View Persona is lcaded.

To enable View Persona management, you import the policy template and set the policy
to Enable. By default, the View Persona administrator templates are located on the
VMware View Server at install_directory\VMware\VMware View\Server\extras\
GroupPolicyFiles. There are many additional settings that you can fine tune. Let’s go
through the steps to turn on View Persona management and then look at the more
common configurations.

1. Run the Group Policy Management Ultility and select the OU that will contain your
VMware View desktops (see Figure 5.29).
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E Group Policy Management

4 File Action View Window Help
as|nm 0|XE o HE

'3, Group Policy Management
=] _ﬂ Forest: virtualguru.org
= |5} Domains
=l 3 virtualguru.org
=i, Default Domain Policy
|2 Domain Controllers
|2 Thin&pp Packaging
= (3] Virtual Desktops
=] Management Servers
i View Desktops
_=r Group Policy Objects
[y WMI Filters
. &) Starter GPOs
{ Sites
&% Group Paolicy Modeling
__+| Group Policy Results

Figure 5.29 Select your View desktop OU.

2. Create a new GPO and provide a descriptive name, as shown in Figure 5.30; then

click OK.

hewcro x|

MName:
IView Desktop Policies

Source Starter GPO:

I [none] ;l

Figure 5.30 Name the new GPO.

3. Right-click the newly created GPO, as shown in Figure 5.31, and click Edit.
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=L Group Policy Management
=] _ﬂ Forest: virtualguru.org
= (55 Domains
= Z3 virtualguru.org
=] Default Domain Policy
2| Domain Controllers
2| ThinApp Packaging
= 4] Virtual Desktops
3! Ej Management Servers
=RES] h‘lew Desktops

J Group Pollcy Ob]ects Edit...

= ;?r WMI Filters Enforced

_ ]| Starter GPOs v Link Enabled
@ Sites Save Report...

s64 Group Policy Modeling

[+ Group Policy Results . %

New Window from Here

Delete
Rename
Refresh

Help

Figure 5.31 Edit the Policy.

4. Under Group Policy Object, expand Computer Configuration and select Adminis-
trative Template. Right-click and select Add/Remove Templates; then click Add,
as shown in Figure 5.32.

Add/Remove Templates : fid

Current Policy Templates:
25/03/72003 7:0
Jwr&c 1691KB  17/02/2007 3:1...
_J system 1724KB  17/02/2007 4.0..
_JViewPM 34KB  07/09/2011 7.0..
] wmplayer BSKB 17/02/2007 41...
Jwuau 42KB  17/02/2007 4:1...

(= =

Figure 5.32 Add an administrator template.
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5. By default, the View Persona administrator template is located on the VMware
View Server at install_directory\VMware\VMware View\Server\extras\
GroupPolicyFiles. Browse to this location (see Figure 5.33), select the ViewPM.adm
tile, and click Open and then Close.

H Policy Templates x|
OO I | = Server v extras ~ GroupPolicyFiles « w | Search GroupPolicyFiles
Organize ¥  New folder = ~ 0 @
%) RecentPlaces  A|  pame IDate modified IType
- _— | ThinPrint 22/09{2012 7:40 AM File folder
4 Libraries
=) Documents || pcoip.adm 02/05/20125:00 AM  ADM File
J\ Music || wdm_agent.adm 02/05/20125:00 AM  ADM File
[e=| Pictures || vdm_client,adm 02/05/2012 5:00 AM  ADM File
B8 videos || wdm_common.adm 02/05/20125:00 AM  ADM File
|| vdm_server.adm 02/05/2012 5:00 AM ADM File
8 Conputer ViewPM, ad 02/05/2012 5:00 AM ADM Fil
iewPM.adm § ile
&, Local Disk (C:) =
&% DVD Drive (D:) 201
&% DVD Drive (E:) 201
5 Shared Folders (i1
€ Network
=l | >
File name: |[ ;I IPoIicyTempIates j
Open I Cancel |
VA

Figure 5.33 Select ViewPM.adm.

6. If you browse under Computer Configuration\VMware View Agent Configuration\
Roaming & Synchronization and enable the Manage User Persona setting, by
default, the internal synchronization takes place every 10 minutes (see Figure 5.34),
but you can adjust it to reduce the amount of data that has to be synced. Shorter
intervals require less data to be synchronized; extending the interval means more
data has to be synchronized.
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(o]
EI NansgEiehpIsons Previous Setting | Next Setting |
€ NotConfigured ~ Comment: =
' Enabled
" Disabled L
Supported on: ]
Options: Help:
Profile upload interval {in minutes): When enabled, the user's persona will be managed dynamically. ;I
When disabled, the user's persona will be managed by Windows,
10 E The profile upload interval is used to determine how often to

upload persona changes to the network,

v

oK Cancel | Apply |

Figure 5.34 Update Interval.

Perhaps the most common configuration is integrating Persona Management into an
existing roaming profile environment or transitioning to Persona from roaming. In this
case, you can selectively separate which folders are managed by Windows profiles and View.
To do this, you simply set the Windows roaming profiles synchronization properties (see
Figure 5.35) and define the paths of the folders you would like to remain under Windows
roaming profile management functionality. You can find this policy under Computer
Configuration\VMware View Agent Configuration\Roaming & Synchronization.
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-Ioi
[] Windows roaming profiles synchronization T e I Nest Setting |
Mot Configured ~ COMment: =]
& Enabled
" Disabled el
Supported on: =]
Options: Help:
Specify files that will be managed with traditional When enabled, the selected file and folder paths will be ;J
downloaded at user logon and replicated during logoff. You may
Windows Roaming Profile functionality. also specify exceptions within these paths in the "Windows
roarning profiles synchronizaion' policy.
Files and folders:
Some usage scenarios require specific files and folders to be
All paths must be relative to the root of the local managed with traditional Windows Roaming Profile functionality.
profile, These iterms will be downloaded on user lagin but not
synchronized with the repasitary until user logoff.
Example: Desktop\New Folder
I . :
My Documents\New Folder ,::\Dfrﬁl:dzr paths should be relative to the root of the user's local
L]
OK | Cancel I Apply I

Figure 5.35 Windows roaming profile synchronization.

For a deep dive into Persona Management, you might want to check out some good
additional reading at http://www.vmware.com/files/pdf/view/VMware-View-Persona-
Management-Deployment-Guide.pdf.

View Persona Management: A New Approach

In a perfect world, everybody would be doing a stateless deployment, or what a lot of
people in the industry call it now, a dynamic desktop. To achieve this, as you might know
from reading previous chapters, you need to manage the data and the applications outside
the base image. One of the unspoken use cases that we are seeing more and more often to
be able to support a true stateless or dynamic desktop is to put the ThinApp packages in
the user data repositories. Doing this, although different, gives you two main benefits. The
first is the fact that the OS image will be smaller, will be easier to manage, and should have
less “clutter” in the base OS. The second one is that a pool operation like a recompose
operation will not lose any user-specific applications that are traditionally installed in the

base operating system, by putting these applications in a user partition managed outside
that base OS.

You have to balance the size of the application with the size of the user data disk, but it
can be done, and more and more customers with very remote sites to manage are leaning
toward this configuration.
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Completing the Cycle of Persona Management

One of the new features in VMware View 5.1 is Persona Management being able to
manage physical desktops. In most VDI projects, you start from an existing state, which
means that you have a lot of physical desktops with user data on them. Some of these
environments are not able to survive a migration to the virtual world. Users have a habit
of storing huge and unreasonable amounts of data under My Documents. However,

if processes are in place to educate users around the purpose of VDI, the migration is
possible and should be fairly smooth.

You can now use a command-line tool to do a one-time conversion of user profiles from
either a physical or virtual Windows XP to a virtual Windows 7. If migration to Windows
7 is not possible yet, you could also use this command to get your users off their physical
desktop into their XP View environment.

The last use case, although seldom used, is to use Persona Management to sync user
profiles between a physical desktop and a virtual desktop. You might have a few users who
need to go back and forth, for valid reasons, between the virtual world and physical world.
In that instance, you could synchronize by putting Persona Management on the physical
PC. Again, this is a very rare use case but important to note because you have an additional
tool in your belt to use during your VDI implementation to shorten the transition.

For a good blog post specifically on the new features of Persona Management in VMware
View 5.1, check out http://blogs.vmware.com/euc/2012/05/vmware-view-persona-
management-features-new-5-1.html.

Summary

In this chapter, we looked at many of the ways to build a virtual desktop for use in a View
environment. In addition, we looked at ways to tune that desktop. Part of that tuning
includes making sure that user data persists between logins by integrating View Persona.
We also looked at a less common way of integrating Windows 2008 R2 Servers into a
View environment to reduce costs while making it appear as a native Windows 7 desktop.
You should now have an understanding of the View Management components, ThinApp,
and how to build the View desktop.

The next chapter, “View Operations and Management,” looks at some of the things you
need to know to properly maintain the components in your environment. You also learn
how to take groups of desktops or pools and tailor the feature set to match the require-
ments of the users. The chapter reviews how to control the behavior of the desktop when
it is deployed and when the user is logged in and what happens when the user logs off.
The information in this chapter is by no means all inclusive, as there is new information
published all the time on additional ways to tune your View desktop. I recommend that
you also check the VMware website for updates to optimizing your virtual desktops in a
way that delivers a great end-user experience.



Chapter 6

View Operations and

Management

Managing a VMware View Environment

In the previous few chapters, you have built the functional components of a VMware
View environment. You have everything in place to start building virtual or Server-Based
Computing (SBC) desktops. You can integrate ThinApp applications and redirect user
profiles using Persona Manager, but what should you do with all this new found power?
You now need to apply it to the appropriate use case by building up a profile of the types
of users in your organization, a process more commonly called user segmentation.

As important as allocating the proper capacity in a virtualization environment, applying
the right type of View desktop and features ensures the proper use of capacity in your
environment. To provide an example, you may have a certain percentage of your users
who have a set number of lightly loaded applications that they use. These users may not
require high video resolution because the things that they do on the computer are very
task orientated and perhaps repetitive. They might be using shared desktop terminals on
a manufacturing floor or inventory search terminals in a library or bookstore. It might be
better to run these users off a Shared Server desktop by integrating Microsoft Windows
2008 R2 RDS instead of consuming individual View desktops.

To understand how you allocate the resources you have in a VMware View environment,
you need to start logically grouping users. These users may be organized by department

if the department uses desktop resources in the same general manner or may be by user
function—for example, I'T or sales. The best way to group users is to start with some high-
level generic categories and then to further break them down. For example, you might
start with knowledge base, task, and roaming users.
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For roaming users, you can deploy View desktops using local mode. This allows you to
check out the virtual desktop and run it offline from the VMware View environment on
the local client device. Within those three large categories, you may further refine groups
to dedicated desktops and floating desktops.

To review, a dedicated desktop is assigned to an individual, and a floating desktop is assigned
only temporarily until logoff. In addition, within the roaming users group, you may

have an offline desktop group. When you have your organization logically separated by
group, you are ready to start creating Active Directory groups to enable the assignment of
desktop objects in VMware View. For a very small organization, you might have only a few
categories, but for a large organization, creating these groups may be a time-consuming
process. Do not overlook it because it allows you to organize your approach and will save
time down the road.

It is also important to introduce a standard naming convention to the Active Directory
groups that you use to assign your pools of desktops. Each category should have a desktop
description that defines the type of desktop that will be deployed and the functional and
application requirements of the desktop instance. For example:

m Category: Task-based workers
® Subcategory: Manufacturing floor
® Functional requirements: Printing, no audio or video enhancements

® Applications: Office, Manufacturing Inventory Application

After categorizing, you can start mapping these requirements to actual desktop pools
within VMware View.

Using View Folders

Before you start creating pools, take advantage of the ability to create folders to organize
your environment and also to enable delegation of roles and responsibilities. If you have
tollowed the steps listed, you likely have some broad categories such as task-based workers,
knowledge workers, mobile workers, and power users, for example.

Let’s consider the example of task-based workers and assume that they will use Windows
Terminal Server pools. We are generalizing here, but you would use your categories based
on your own analysis of your environment. You can then create a folder called Task-Based
Users and use it to further segregate the Windows Terminal Server pools within the
VMware View Administrator Console. You can then use the folder structure to delegate
roles and responsibilities. Because it is likely that the team that manages your Terminal
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Servers is not the same team that manages your desktops, this is a good use case for
creating folders. If you work in a fairly small organization, I still recommend using folders
but just restricting their number. This way, you can delegate easily in the future. In this

example, use the category Task-Based Users targeted for the manufacturing floor. You use
the following steps to create the folder structure:

1. Log in to the VMware View Administrator Console.

2. Browse to Inventory and Pools.

3. On the right pane, select Folder and New Folder from the drop-down, as shown in

Figure 6.1.
Pools
Add... ‘ ¥ Status ‘ { ~ Folder I | ¥ More Jpmmands |
New Folder...
Filter ~ Find ‘ \ Clear ‘ | v |
ID Display Name Type Source

Figure 6.1 Create folders.

4. Create the folders that you need to organize your VMware View environment. It is

ideal if you take the category details that you have created and paste them into the
Description field, as shown in Figure 6.2.

Add Folder

Name: * Task Based Workers

Description:

Category: Task Based Workers -
Sub-Category: Manufacturing Floor E
Functional Requirements: Printing, No audio or video v

| OK H Cancel l

[N

Figure 6.2 Provide verbose descriptions.

5. After you create your pool, under Pool Identification, you now see the folder you
created to help categorize your environment properly, as shown in Figure 6.3. This
feature also allows you to delegate roles and responsibilities from the category.
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Pool Definition Pool Identification

Type : D
. ID: # Manufactoring_Floor_001
User Assignment

The pool ID is the unique name used

vCenter Server Display name: ‘ Manufactoring Floor | | to identify this pool.
Setting Display N
3 . i H Ispla ame
Pool Identification View folder: | / I ‘ e
Description: Category: Task Based Workers, The display name is the name that

Sub-Category:  Manufacturing floor | | USES will see when they connect to
View Client. If the display name is

Functional Requirements: left blank, the ID will be used.

Yiew Folder
Printing, No audio or video

enhancements View folders can organize the pools
in your organization. They can also
Applications: be used for delegated administration.

. Description
Office, Manufacturing Inventory u

Application This description is only shown on the
Summary tab for a pool within View
Administrator.

< Back Next > || Cancel [

Figure 6.3 Folders logically segregate your environment.

Types of Desktop Pools

Within VMware View, there are several types of desktop pools. Pools are used to describe
clusters of desktop types that are assigned to users or groups of users. They are also used as
objects in the View Management Console for the same purpose—to define desktop types,
associate users, and entitle virtual applications. One type of desktop we have not covered

is physical. It is possible to proxy physical desktops by installing the VMware Agent on

the desktop and adding it to a pool for assignment. In addition, with View 5.1, you can

use View Persona on physical desktops. The process is the same in terms of installing the
agent, but the creation of the pool varies slightly. We examine this topic further within
this chapter.

Although the integration of physical desktops is no longer common due to the improve-
ments in multimedia support in virtual desktops, it can still be used to transition from a PC
blade environment to VMware View. For example, you can proxy PC blade users through
the VMware View environment while you migrate from physical desktops to virtual ones
and use View Persona to migrate the user settings.
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Automated Desktop Pools

Automatic desktop pools are desktops that are provisioned and customized by VMware
View automatically. They can be deployed either persistently or floating. You can also
set properties of the pools to allow for a dynamic and reactive creation of virtual desktops
as they are assigned. For example, you can create minimum number of virtual desktops
to be created when the pool first comes online. Desktops are created until the minimum
number is reached. This capability ensures that an adequate number of desktops exist to
service users.

You also can adjust the maximum setting for the number of virtual desktops that can exist
in a pool. You can use this setting to make sure you do not overtask supporting resources
to the virtual desktop environment, such as the volume or logical unit number (LUN) on

which the desktops are deployed.

Another setting that you can configure in a pool is the available number. The available
number ensures that a constant number of virtual desktops exists to deal with demand. As
the available number goes down, new virtual desktops are deployed to ensure the available
number is consistent.

Within automated desktop pools, you can deploy full desktops or View Composer
desktops. View Composer desktops are made up of linked clones. We discuss Composer
later in this chapter.

Manual Desktop Pools

Manual desktop pools are created from existing machines or physical desktops. Machines
may be managed by vCenter or unmanaged, as in the case of a physical device. If the
users are allowed and the desktops are VMs managed by vCenter, manual desktop pools
can also be used for offline virtual desktops. As with automated desktop pools, these
manual pools can be persistent or floating. The source of either persistent or floating
manual pools can be vCenter virtual machines or physical machines.

Microsoft Terminal Services Desktop Pool

Terminal Server sessions can be managed by VMware View using the Microsoft Terminal
Services desktop type of pool. As explained in the preceding chapter, with recent releases
of Windows, you can add many desktop attributes such as themes to give users the feeling
they are using a dedicated and customizable desktop. In this case, the display protocol is
restricted to Remote Desktop Protocol (RDP) because PC over IP (PCoIP) is currently
not supported on Windows Terminal Servers.

As mentioned, automated and manual pools support two types of desktops: persistent and
floating. Persistent pools are assigned to individual users and stay assigned until a View
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administrator changes the configuration. Persistent pools can be used when the application
load is tailored to an individual user or if there is a requirement to store some local data.

Nonpersistent, or floating, pools are assigned for the duration of the session. After a user
logs off, the View desktop is available for other users. The desktop typically stores no
local data and often reverts to a clean state after the user logs off. Floating desktops are
ideal when the environment is tightly controlled, without a lot of customizations allowed
by the user.

Creating Desktop Pools

You can create a desktop pool within the VMware View Administrator Console under
Inventory and Pools. From the right pane, click Add.

You have three types of pools to choose from: automated, manual, or Terminal Services.
In the example in Figure 6.4, we selected Automated Pool. In the bottom-right corner,
you see a list of supported features. This list varies, especially in the case of a Terminal
Services pool.

Add Pool (2]

Pool Definition Type
Type Automated Pool
(=) Automated Pool
= An automnated pool uses a vCenter
Server template or virtual machine
Setting snapshot to generate new desktops.

() Manual Pool The desktops can be created when

the pool is created or generated on
demand based on pool usage.

@ (_) Terminal Services Pool

Supported Features

v vCenter virtual machines
Physical computers, blade PCs
Microsoft Terminal Server

+ View Composer

v Local Mode

v PColP

Next > \ Cancel

Figure 6.4 Types of pools.
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Within the type, desktops can be dedicated or floating. The setting really describes
whether or not the relationship between the user and virtual desktop persists when the
user logs off. Again in the bottom right of this screen, you see how the features change
depending on what options are selected as you build out the pool. In the example shown in
Figure 6.5, we selected Floating. After the type is selected, click Next.

Add Pool o

Pool Definition User assignment

Type i O Dedicated Floating assignment
User Assignment - Users will receive desktops picked
-, randomly from the pool each time
Setting ' they log in.

E (=) Floating
(AL

Supported Features

v View Composer
Local Mode

v PColP

v Persona management

< Back H MNext > H Cancel ..

Figure 6.5 Dedicated or floating pool?

You can create full virtual machines or linked clones using View Composer. If you select
View Composer, one of the features is storage savings, as shown in Figure 6.6. Choose
either full virtual machines or View Composer linked clones and click Next.
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Pool Definition vCenter Server

Type i
. (U Full virtual machines [Bmitompusen

User Assignment

View Composer linked clones share

vCenter Server (=) View Composer linked clones the same base image and use less
Setting - storage space than full virtual
y ‘ vCenter Server View Composer machines.
demovr.:tr‘l:lul.virtualguru.u Yes The user profile for linked clones can
rg(Administrator) be redirected to persistent disks that
will be unaffected by OS updates and
refreshes.

Supported Features

v Local Mode

PColP

Storage savings
Recompose and refresh

QuickPrep guest customnization

L S S S S

Sysprep guest customization
(vCenter 4.1 or higher)

< Back H Next > | | Cancel

Figure 6.6 View Composer linked clones.

Provide an ID (no spaces allowed), display name, view folder, and description; be verbose,
as shown in Figure 6.7. Configure the Pool identification and click Next.



Pool Definition Pool Identification
Type n
liSmrdAssTanment 1D: *‘Manufa:tnrlng Floor 001 I
vCenter Server Display name: Manufactoring Floor
Setting
view folder: W |+

Pool Identification

Description: Category: Task Based Workers,
Sub-Category:  Manufacturing floor

Functional Requirements:

Printing, No audio or video
enhancements

Applications:

Office, Manufacturing Inventory
Application

Creating Desktop Pools

ID

The pool ID is the unique name used
to identify this pool.

Display Name

The display name is the name that
users will see when they connect to
View Client, If the display name is

left blank, the ID will be used.

Yiew Folder

View folders can organize the pools
in your aorganization. They can also
be used for delegated administration,

Description

This description is only shown on the
Summary tab for a pool within View
Administrator,

< Back | Cancel

Figure 6.7 Pool Identification.

You can select numerous settings to control the pool, from power to display to Adobe
Flash acceleration, as you can see in Figure 6.8. We review these settings after this

example. Select the Pool settings and click Next.

219
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Add Pool
Pool Definition Pool Settings
Type
LA . General
User Assignment
vCenter Server State: ‘ Enabled |~ ‘
SEa] Connection Server restrictions: None | Browse...
Pool Identification —_—
Pool Settings Remote Settings
Remote Desktop Power Policy: ‘ Take no power action v | (7
Automatically logoff after disconnect: ‘ Never | » |
Allow users to reset their desktops: ‘ No |¥ ‘

Refresh OS disk after logoff: Never v ‘

Remote Display Protocol

Default display protocol: ‘ PColP | > ‘
Allow users to choose protocol: ‘Tw‘
Disabled | ?
Max number of monitors: ‘ 2 |v 2
Max resolution of any one monitor: ‘W| ?

Adobe Flash Settings for Remote Sessions

Adobe Flash quality: W ?

Adobe Flash throttling: ‘ Disabled | 'J 2

‘ < Back H Next > H Cancel |

Figure 6.8 Pool settings.

It you select View Composer, you have an opportunity to tailor both the disposable file
and the user data disk or persistent disk, as shown in Figure 6.9. We discuss these settings
in the “Pool Settings” section later in this chapter.
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Add Pool (2]

Pool Definition
Type
User Assignment
vCenter Server
Setting
Pool Identification
Pool Settings
View Composer Disks

\fiew Composer Disks
Persistent Disk
(») Redirect Windows profile to a persistent disk
Disk size: m MB
Drive letter: | p | w
() Do not redirect Windows profile
Disposable File Redirection

(») Redirect disposable files to a non-persistent disk

Disk size: 4096 MB  (minimum 512 MB)

() Do not redirect disposable files

Redirect Windows Profile

Windows profiles will be redirected to
persistent disks, which are not
affected by View Composer
operations such as refresh,
recompose, and rebalance.

Disposable File Redirection

Use this option to redirect disposable
files to a non-persistent disk that will
be deleted automatically when a

user's session ends,

Supported Features
v Local Mode

v PColP

v Storage savings
v

Detach and Attach persistent
disk

Cancel

< Back H Next >

Figure 6.9 View Composer settings.

You can adjust the provisioning of the View desktops under the Provisioning Settings.

For example, you can stop the provisioning when an error occurs or allow it to continue

by deselecting the option because the default is to stop, as shown in Figure 6.10. You can
define a standard naming pattern to keep the names of the View desktops standard and

consistent. You also can set a maximum number of desktops allowed in the pool or a spare

number. Setting a spare forces desktops to be deployed in the event that all View desktops

in the pool are in use. Plus, you can provision desktops as requested or demanded, which

allows you to set a minimum number of available desktops to ensure users are not waiting

on View Composer to finish provisioning. Alternatively, you can provision them all up
front. Select the Provisioning settings and click Next.
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Add Pool (2]
Pool Definition Provisioning Settings
{ype Basic Naming Pattern
User Assignment virtual " i .
Enable provisioning irtual machines will be name
VRIte gD Iﬂ according to the specified naming
Setting [¥/] Stop provisioning on error pattern. By default, View Manager
Pool Identification appends a unique number to the
Pool Settings Virtual Machine Naming specified pattern to provide a unique
: ; ) narme for each virtual machine.
View Composer Disks () Specify names manually )
Provisioning Settings To place this unique number
0 names entered elsewhere in the pattern, use '"{n}'.

(For example: vm-{n}-sales.). See
the help for more naming pattern

# Unassigned desktops kept powered on: SRS T,

(=) Use a naming pattern

Naming Pattern: | vGUMANW78600| |

Pool Sizing
Max number of desktops: 1
Number of spare {(powered on) desktops: 1

() Provision desktops on demand
Min number of desktops:

(») Provision all desktops up-front

< Back H Next > | Cancel

Figure 6.10 Provisioning Settings.

Under vCenter Settings (see Figure 6.11), you select the default image and the VM

folder in vCenter under which you would like the virtual machines created, the host or
cluster, resource pool, and datastore. View has added some additional options under the
Datastore button, which we discuss in the next section when examining the settings. Select
a datastore here and click Next.
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Add Pool - Manufacturing_F
Pool Definition vCenter Settings =
Type pefault Image
User Assignment
vCenter Server 1 Parent¥M: virtualguru.org/vm/Discovered virtual me | Browse... |
Setting
Pool Identification 2 Snapshat: /win7x86-tmp-snapshot | Browse... |
Pool Settings ~ . .
L ) Yirtual Machine Location
Provisioning Settings
View Composer Disks 3 VM folder location: /virtualguru.org/vm/Discovered virtual me | Browse... | E
Storage Optimization
vCenter Settings
9 Resource Settings
4 Host or cluster: /virtualguru.org/host/Corporate | Browse... |
5 Resource pool: /virtualguru,org/host/Corporate/Resource: Browse... |
6 | Datastores: 1 selected | Browse... |
J =
K4
I < Back J I Next > | l Cancel
A il

Figure 6.11 vCenter Settings.

SysPrep or QuickPrep?

You can use QuickPrep or select a customization file within virtual center, which provides
a full SysPrep to the VM, as shown in Figure 6.12. After selecting the method, click Next.

Add Pool - Manufacturing_Floor_001
Pool Definition Guest Customization =
o 2]
Type =
User Assignment Domain: - ] ——
t " -

e virtualguru.org(VIRTUALGURU.ORG\Administrator) |

Setting AD container: CN=Computers l Browse... | -
Pool Identification : N
Pool Settings ] Allow reuse of pre-existing computer accounts | ?
Provisioning Settings
View Composer Disks (&) Use QuickPrep
Storage Optimization

Power-off script name:
vCenter Settings

Advanced Storage Options Power-off script parameters: Example: p1 p2 p3
Guest Customization

Post-synchronization script name:

Post-synchronization script parameters: Example: p1 p2 p3

« 0

< Back | | Next > || Cancel

Figure 6.12 Use QuickPrep.
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SysPrep, supplied by Microsoft, is designed to change the attributes of the computer to
ensure the computer is unique within the environment. This includes the Security ID
(SID) of the computer. Each computer should have its own local unique SID number that
gets updated when the computer joins a domain. The Security ID is a unique number that
is used to identify the system to Windows. SysPrep goes through all files and registry keys
on the computer and replaces the current local SID number of the computer with a new
local SID. When you use VMware clones, it is possible for two computers to have the
same SID. This is why it is necessary to apply a SysPrep or QuickPrep to a virtual machine
to ensure it has a unique SID.

SysPrep runs through all the files on the computer and replaces any SID references on

the computer with new SIDs and therefore can take longer than QuickPrep. QuickPrep,
provided by VMware, is used with View Composer—created virtual machines—in other
words, linked clones. It updates the SID only for the newly created computer account in the
Active Directory versus the local SID on the computer, taking much less time than SysPrep.

Due to the time difference between using SysPrep and QuickPrep, you should use
QuickPrep unless the applications that you are installing require a unique local SID.
For example, some antivirus software requires a locally unique SID on each desktop to
run properly.

Clicking Finish, as shown in Figure 6.13, begins the creation process.

Add Pool - Manufacturing_Floor_001

Pool Definition Ready to Complete [<]
I EE [] Entitle users after this wizard finishes
User Assignment
vCenter Server Type: Automated

Setting User assignment: Floating assignment
Pool Identification vCenter Server: demovc001.virtualguru.org(VIRTUALGURU.ORG\Administrator)

Pool Settings Use Yiew Composer: Yes

Provisioning Settings

7 Unique ID: Manufacturing_Floor_001
View Composer Disks Display name: Manufacturing Floor
St Optimizati .
pregs Bn u_'nlza 1on View Folder: /
vCenter Settings
9 ) Desktop pool state: Enabled
Advanced Storage Options -
X Remote Desktop Power Take no power action
Guest Customization .
Policy:
Readyito Complets Automatic logoff after Never
disconnect:
Connection Server None

restrictions:

| < Back H Finish H Cancel |

Figure 6.13 Click Finish to begin the creation process.
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Power Options

You can make a number of customizations to each pool that allow tighter control over the
behavior of a virtual machine, such as what happens when the user logs off. For example,
it is possible to power off virtual machines to free up resources so that they are available
for use by other virtual desktops in the environment. Some settings should be used in
conjunction with other settings. For example, powering off the VM makes sense provided
that the available setting is set on the pool to avoid delays in users’ waiting for virtual
desktops to boot. The other options within the pool are

m Take No Power Action—VMware View does not adjust the power option if the user
powers down the VM.

m Always Powered On—VMware View does not power down the machine, and if it is
powered down, the VM is automatically restarted.

m Suspend When Not in Use—When a user logs off, the virtual desktop is suspended.
This option is also applied to floating desktops when the number of virtual desktops
exceeds the setting in the available desktops counter.

= Power Off When Not in Use—If a virtual desktop is not in use, it is powered off.
When this setting is used, View does not boot the desktop even when a user asks
for a connection to the pool. For example, if you deploy 10 desktops and 9 users
shut down their desktop, you have only one virtual desktop left to connect to. I
recommend that you combine this option with an available desktop number so that
you avoid a situation in which you have users waiting for a VM to boot up when
connecting. Having a large number of virtual machines start at the same time can
cause significant I/O to the storage system and is generally referred to as a boot
storm. By using proper care in setting and tuning the power state options, you can
avoid this situation in normal operations.

It is also recommended that because you are specifically defining what happens
when a user logs off, you disable the user’s ability to change the power state of
the virtual machine. You can do this through the Group Policy Object associated
with the organizational units (OUs) in which the virtual desktops are deployed.
Simply run the Group Policy Management tool and browse to the OU in which
your View desktops are deployed, as shown in Figure 6.14.
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il
4 File Action View Window Help | =& |
L ake ARa1 Gl k. HEAN 7|
I _GSUD Policy Maﬂél'geme"t View Desktop Policies
=] Forest: virtualguru,or - -

B [ Domains gur.er Scope I Details | Settings | Delegation |
= 3 virtualguru,org Links
| Default Domain Policy Dis 1o : -
=5 play links in this location: -
2 | Domain Controllers Iwrtualguru‘cug J
3| ThinApp Packaging The following sites, domains, and OUs are linked to this GPO:
B8 "@“;Lg:;f:z:t cervare Location_~ [ Enforced | Link Enabled | Path
3 = — —
= F
5 [ view Deskiops View Desktops No Yes vittualguru.orgAVirtual Dest
—!'ﬁf View Desktop Policies
=t Group Policy Objects 4 I _'.l
__7 WMI Filters — 4
") Starter GPOs Securily Fiering
_g'g Sites The settings in this GPO can only apply to the following groups, users, and computers:
ﬂ_r;' Group Pn:?cy Modelling NaToER |
|_#) Group Policy Results gAuﬂnerﬁcaled Uies
Add... I Remave Properties I
J
WM Filtering
This GPO is linked to the following ‘WMI filter:
|<nnne> j Open

Figure 6.14 Browse to your virtual desktop OU.

You should already have a Group Policy Object defined, but if you do not, create one by

using the following procedure:

1. Selecting the OU (View Desktops in Figure 6.14), right-click, select Create a GPO

in This Domain, and then select Link it Here.

2. Provide a name for the Group Policy Object and click OK.

3. Select the Group Policy Object (in this example it is named VMware Group Policy

Object), right-click, and select Edit.

4. Browse to the User Configuration, Administrative Templates: Policy Defini-
tions and select the folder Start Menu and Taskbar, as shown in Figure 6.15.

5. Select the Remove and Prevent Access to the Shut Down, Restart, Sleep and

Hibernate Commands.
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File Action View Help

B Group Policy Management Editor '

-ioi x|

e zm=Hol T

(= &l Computer Configuration

1 Preferences
= ¥, User Configuration
= ] Policies
7] Software Settings
] Windows Settings

] Control Panel

] Desktop

] Network

| Shared Folders

| Start Menu and Taskbar
7 System
| Windows Components

4 Al Settings
] Preferences

HEHE

\=[ View Desktop Policies [DEMODCO01,YIRTUALGURL. QR

= [ Administrative Templates: Policy definitions

Shut Down, Restart, Sleep, and
Hibernate commands

Edit policy setting

Requirements:
At least Windows 2000

Description:

This policy setting prevents users
from performing the following
commands From the Start menu or
Windows Security screen: Shut Down,
Restart, Sleep, and Hibernate. This
policy setting does not prevent users
from running Windows-based
programs that perform these
functions.

If you enable this policy setting, the
Power button and the Shut Down,
Restart, Sleep, and Hibernate
commands are removed fram the
Start menu, The Power button is also
removed from the Windows Security
screen, which appears when you
press CTRL+ALT+DELETE.

If you disable or do nat configure this
policy setting, the Power button and
aea

e ey

lemm

-l .

Setting

B Start Menu and Taskbar

Remove and prevent access to the

Stat ~

\iz| Add Search Internet link to Start Menu

Add Logoff to the Start Menu

i
(LS}

Turn off personalized menus
Lock the Taskbar

E

il | Al

Turn off notification area cleanup

‘[.‘.

[ 6

A o] i

Remove Search link from Start Menu

Gl

Remove Games link from Start Menu
Remove Help menu from Start Menu
Turn off user tracking

|
it [fee) [ [F

oL

~[4]

il

\iz] Clear history of recently opened documents on exit
Clear the recent programs list for new users

Remove Balloon Tips on Start Menu items
Remove drag-and-drop and context menus on the St

Remove common program groups from Start Menu
=| Remove Favorites menu from Start Menu

Remove frequent programs list from the Start Menu

Remove Al Programs list from the Start menu
=| Remove Network Connections from Start Menu
Remove pinned programs list from the Start Menu

Na nak kaan hickare oF raranthe ananad dao nmnrh-

=| Gray unavailable Windows Installer programs Start Menu shortcuts

Add "Run in Separate Memory Space" check box to Run dialog box

art Menu
a D, 8u10

Nat confi
Not confi
Nat confi
Not confi
Not confi
Nat confi

Not confi—
Nat confi

Not confi

Nat confi

Not confi
Mot confi
Nat confi
Not confi
Nat confi
Not confi
Nat confi
Not confi
Nat confi
Not confi
Not confi

Nat confi
-

Nak Fonf
;I_'

|\ Extended A Standard /

[76 setting(s)

Figure 6.15 Select Start Menu and Taskbar.

Click Enabled, as shown in Figure 6.16, and then click OK.

Remove and prevent access to the Shut Down, Restart, Sleep, and Hibernate commands

Remove and prevent access to the Shut Down, Restart, Sleep, and Hibernate commands

=10l

L

Previous Setting | Next Setting |
" NotConfigured ~ COMMment:
% Enabled
" Disabled
Supported on: At least Windows 2000
Options: Help:

| KIg {K

Figure 6.16 Enable the policy.
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Pool Settings

It is important to understand all the settings that you can apply when configuring a pool
and where they would likely apply. Not all settings are available for each type of desktop.
For example, for Windows Terminal Server pools, many of the settings are not available
because they are not supported. We step through each setting possible and provide a short
description and then give you some idea when they might apply. Because we have covered
the types of pools, let’s review the settings under the Pool Settings configuration page.

Pool Settings are broken down into General, Remote Settings, Remote Display Protocol
and Adobe Flash Settings for Remote Sessions, as shown in Figure 6.17.

Add Pool 2]

Pool Definition Pool Settings
b
ik . General
User Assignment

vCenter Server
Setting

Pool Identification

Pool Settings

State:

Connection Server restrictions:

Remote Settings

Remote Desktop Power Policy:

Enabled |+

None | Browse... ‘

Take no power action

Automatically logoff after disconnect: Never | »

Allow users to reset their desktops: No |v

Refresh 0% disk after logoff: m
Remote Display Protocol

Default display protocol: PColP | v |

Allow users to choose protocol: Yes v |

Disabled |
Max number of monitors: 2 |v| @

Max resolution of any one monitor:

1920x1200 | ¥

Adobe Flash Settings for Remote Sessions

Adobe Flash quality:

Adobe Flash throttling:

Do not contral | »

Disabled |» | 2

| < Back |

Next > ‘ | Cancel

Figure 6.17 Pool Settings.

The first setting, which is the state of the pool, determines whether the pool is active or
inactive. T'o activate a pool, set the state to Enabled, as shown in Figure 6.18. You can
disable the pool if you need to perform maintenance, such as the refreshing of images.



Edit Manufacturing_Floor_001

Power Options

General H Pool Settings H Provisioning Se... H vCenter Settings | Guest Customi... H Advanced Stor...
General =

State: | Enabled | ¥ |

Cuanegtiun Server Enabled _L ‘

restrictions: Disabled |

Figure 6.18 Set the state to Enabled to activate the pool.

The next general setting is the capability to restrict the pool to only certain Connection

229

Servers. The general use case is to separate Connection Servers that provide desktops to
remote users from Connection Servers providing desktops to users internally. This setting
is also handy if you are a hosting provider and need to separate desktops by company, for
example. To see the tags, you must first set them using this procedure:

1. In View Administrator, select View Configuration, Servers.

2. In View Connection Servers, select the View Connection Server instance and click

Edit.

3. In the Tag text box shown in Figure 6.19, enter a tag. Separate multiple tags.

4. Click OK to save your changes.

Connection Ser

Settings

| General || Local Mode H Authentication H Backup

Tags

Tags can be used to restrict which pools can be accessed through this Connection Server,

Tags: TOR

Separate tags with ; or,
HTTP({S) Secure Tunnel

[¥] Use Secure Tunnel connection to desktop

External URL: https://demovm001.virtualguru.o | Example: hitps://myserver.com

PCoIP Secure Gateway

[¥] Use PColP Secure Gateway for PColP connections to desktop

PColIP External URL: 192.168.10.14:4172 Example: 10.0,0.1:4172 (3

443 (3

Figure 6.19 Use tags to restrict pools to certain Connection Servers.
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The next group of options is in the Remote Settings pane, and the first is the Power
Policy. You have the option of not adjusting what happens when the user logs off, always
ensuring desktops are on, suspending them, or powering them off. These options are
available from the drop-down menu, as shown in Figure 6.20.

| General “ Pool Settings Provisioning Set... “ vCenter Settings “ Guest Customiz... |

Remote Settings

Remote Desktop Power Take no power action | v ‘ 2
Policy:

|Take no power action

Automatically logoff after Ensure desktops are always powered on

disconnect:
Suspend
Allow users to reset their B i
desktops: awer o
Allow multiple sessions per No |w
user: e
Delete or refresh desktop on Never | » 7
logoff:

Figure 6.20 Remote Desktop Power Policy.

The next setting controls what happens to the desktop when users disconnect. The
options, as shown in Figure 6.21, are Immediately, Never, or After a Set Number of
Minutes. Immediate is appropriate in a floating desktop pool in which it does not matter
which desktop users log in to. If a pool provides remote access to users, you should allow
for a certain number of minutes to compensate for some intermittent connectivity. If the
users run batch processes that need to run for an extended period of time, Never might be
the more appropriate selection.

General Pool Settings H Provisioning Set... “ vCenter Settings || Guest Customiz... H Advanced Storage

Remote Settings

Remote Desktop Power | Take no power action | » ?
Policy: '
Automatically logoff after | Never | =
disconnect:
Immediately
allow users to reset their e
desktops:
after...
allow multiple sessions per No |

.

user:

Delete or refresh desktop on | Never
logoff:

v|7

Figure 6.21 The Automatically Log Off After Disconnect option.

The next available option is allowing users to reboot their desktops (see Figure 6.22).
If you are controlling the options, you might want to disallow this setting. If users
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are installing software because their role is development and testing, they may have a
functional requirement to reboot desktops after software installations.

Remote Settings

Remote Desktop Power
Palicy:

Automatically logoff after
disconnect:

Allow users to reset their
desktops:

Allow multiple sessions per
user:

Delete or refresh desktop on
logoff:

l General “ Pool Settings H Provisioning Set... ” vCenter Settings “ Guest Customiz... ” Advanced Storage

‘ Take no power action | * ‘ 2

‘ Never | ¥ |
e Iv]

Yes

No

‘ Never \'| 2

Figure 6.22 The Allow Users to Reset Their Desktops option.

The next category of pool settings adjusts the display. In View 5, you can force either
PColP or allow users to select which one they would like; the options are shown in the

drop-down in Figure 6.23. We discuss testing latency when we look at this topic in depth
in Chapter 8, “A Rich End-User Experience.”

Remote Display Protocol

Default display protocol:

Allow users to choose
protocol:

Max number of monitors:

Max resolution of any one
monitor:

| PColIP
Microsoft RDP
PColP

| v

Disabled | f ?
‘ 2 |v ?
May require power-cycle of related virtual machines (2

| 1920x1200 | ¥ | 2

May require power-cycle of related virtual machines (2

Figure 6.23 Set the default display to PColP.

As mentioned, you can let the users determine which display protocol they use (see

Figure 6.24). For most users,

you should generally control the display protocol. If you do

not segregate desktops specifically for remote access, you may provide the option, but it

requires some education so that the users understand when to use which protocol.
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Remote Display Protocol

Default display protocal: PCoIP |
Allow users to choose Yes |¥
protocol:

Yes

windows 7 3D Rendering | Configure... 2)

Max number of monitors: 2|»| @

May require power-cycle of related virtual machines (7,

Max resolution of any one 1920x1200 | v | (2

monitor:

May require power-cycle of related virtual machines (7,

Figure 6.24 The Allow Users to Choose Protocol option.

You can turn on Windows 7 3D Rendering provided you have forced the PColP as the
display protocol and you are using Windows 7 desktops, of course. Enabling this option
restricts the number of monitors to two and the resolution maximum to 1920 x 1200
pixels. Enabling it also provides support for the Aero desktop. Enabling 3D Rendering
and allowing a higher maximum resolution increases the number of pixels required to
deliver the View Desktop. This, in turn, has an impact on the overall network utilization
of the PColP session. Take care that you thoroughly test these settings to ensure there is a
balance between the quality of the user experience and the overall network utilization. We

discuss tuning PColP in Chapter 8, “A Rich End-User Experience.”

Enabling the Aero desktop allows you to set the vRAM setting within View, as shown in
Figure 6.25, which overrides the setting in the properties of the virtual machine within
vCenter.

Configure YRAM for 3D guests

More VRAM can improve 3D performance, use the slider to select a
VRAM size,

VRAM Size: 64 MB

Figure 6.25 Adjust vRAM settings.

Specifically when you are adjusting the vRAM, you are adjusting the Video Card settings
under the properties of the virtual machine, as shown in Figure 6.25.

PColP supports a maximum of four monitors. (Note: VMware has support for six
monitors on its Roadmap.) You can select a maximum number between 1 and 4 for the
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desktop pool, as shown in Figure 6.26. If you force the RDP protocol, you do not have the
option of adjusting the number of monitors or the resolution settings. Max monitors and
Max resolutions are designed to allow tuning of PCoIP, which we review in Chapter 8.
RDP settings can be tuned through Active Directory policy.

Remote Display Protocol

Default display protocol: PColP | » ‘

Allow users to choose No |v¥ ‘

protocol: e

windows 7 3D Rendering: Disabled | ¥ | Y 7
Max number of monitors: 20> @

B Juire power-cycle of related virtual machines 2
|
. 2 |
Maxrresolutlan of any one }ZUU | > | 2
monitor:

4 |uire power-cycle of related virtual machines 2

Figure 6.26 Number of monitors.

You can limit the resolution of display (see Figure 6.27) to one of the following:
1680 x 1050
1920 x 1200
2560 x 1600

Lowering the resolution reduces the number of pixel changes required, reducing the
bandwidth compared to higher resolution settings. You might want to restrict the Max
resolution and the number of monitors to control general bandwidth utilization.

Remote Display Protocol

Default display protocol: ‘ PColP | >

Allow users to choose ‘ No |~ |

protocol:

Windows 7 3D Rendering: ‘m| ?
Max number of monitors: ‘T\v| ?

May require power-cycle of related virtual machines 2

Max resolution of any one ‘ 1920x1200 | ¥ | 3

monitor: [r———
‘ 1680x1050 tr-cycle of related virtual machines 2
J1920x1zno

Adobe Flash Settings for Rem |

| 2560x1600 -

Adobe Flash quality: rDmﬁ|—"v ?

Adobe Flash throttling: ‘ Disabled v | (2

Figure 6.27 Resolution setting.
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The last setting, which we discuss in greater detail in Chapter 8, essentially adjusts image
quality and frame rate of flash (see Figure 6.28).

Adobe Flash Settings for Remote Sessions
Adobe Flash quality: Do not control | ¥ 2

Do not control
Low

Adobe Flash throttling:

Medium

High

Figure 6.28 Adobe Flash Settings.

View Composer Settings
We look at what types of Virtual Machine Disks (VMDKSs) make up a View Composer—

created virtual machine later in this chapter to better understand the value of persistent
and nonpersistent or disposable drives. You can separate user settings onto a second

drive to allow them to persist. This capability is important because virtual machines
created by Composer need to be refreshed and rebalanced and can be recomposed. By not
separating user data, you run the risk of user data loss when these activities are initiated.
The redirection of user data involves changing the default location of the user profile to a
persistent disk. In the case of a disposable disk, the default location of Windows temporary
files, for example, is redirected. Persistent and disposable drives are thinly provisioned, so
they consume space only as they are written to.

You have the option of setting the size of both the persistent and disposable disk and the
drive letter in the case of the persistent disk, as shown in Figure 6.29. These settings create
two additional VMDXKSs per VM to store data.

View Composer Disks

Persistent Disk Redirect Windows Profile

() Redirect Windows profile to a persistent disk ;U;:S':‘f;ttif;?:u:s u';::'[::"::dl_"';e:md o
Disk size: | 2048 MB affected by View Composer
operations such as refresh,
Drive letter: D |v recompose, and rebalance.

. . . Disposable File Redirection
(_) Do not redirect Windows profile

Use this option to redirect disposable

Disposable File Redirection 7 files to a non-persistent disk that will
) . ) . . be deleted automatically when a
(=) Redirect disposable files to a non-persistent disk user's session snds,

Disk size: 4p9g MB  (minimum 512 MB)

(_) Do not redirect disposable files

Figure 6.29 Size persistent and disposable disks
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View Composer Disks

The virtual machine sees these View Composer drives as additional local drives that are
marked as persistent and disposable, as shown in Figure 6.30. If you look at the persistent
disk, you see the Users folder containing the profiles and a personality folder if you have
integrated Persona. In addition, My Documents is redirected to the persistent disk so that
the redirection is transparent to the users. If you look at the disposable disk, you see the
Windows TEMP folder. Both the persistent disk and Persona Management are comple-
mentary, so it is recommended that you integrate both. The localization of the profile
speeds up login, and the View Persona ensures that a central repository exists where all
user data is stored.

= Hard Disk Drives (3)

Local Disk (C:) PersistentDataDisk (D:) SystemDisposableDisk (E:)
— - -, I
9.66 GB free of 19.8 GB = g 1.91 GB free of 1.99 GB = g 1.95GB free of 399 GB

a Devices with Removable Storage (1)

= &

R@ DVD Drive (F:)

Figure 6.30 View Composer Disks.

vCenter Settings

When we talked about design, we reviewed the notion of using local solid-state drives
(SSDs) to store replicas. Under the vCenter settings, you can specifically direct certain
components of Composer and the virtual machines” VMDKSs; you can separate the
location of the replica and the Composer datastore. The default location is to store it on
the datastore in which the Composer desktops are created. Let’s look at how to do this.

To create the virtual machine, you have to specify the image. You can also specify in which
folder the virtual machines are deployed in Virtual Center. These fields are shown in
Figure 6.31.
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. vCenter Settings

Default Image

1 Parentvm: Jvirtualguru_tor/vm/Desktops/Win7Temp/ | Browse...

2 Snapshot: /snapshot-Win7Temp Browse...

Yirtual Machine Location

3 VM folder location: Jvirtualguru_tor/vm/Desktops/WinXPFloati | Browse...

| 1

Figure 6.31 Virtual Machine Settings.

Under Resource Settings, you specify the ESX host or cluster and the resource pool to
which you are deploying the VMs, as shown in Figure 6.32.

Resource Settings

4 Hostor cluster: /virtualguru_tor/host/View Desktop Cluste | Browse...
5 Resource pool: /virtualguru_tor/host/View Desktop Cluste Browse...
6 Datastores: Click Browse to select Browse...

Figure 6.32 Cluster and resource pool settings.

When you click the Datastore button, you have greater flexibility in the placement of the
replicas and linked clones, and you have the option of separating the OS and persistent
disks. Because you have fine control on where certain components of View Composer are
located, you can take advantage of all the innovations in SSD storage. New companies and
technologies are allowing you to even more effectively manage I/0. Examples of these
companies are Nexenta, PureStorage, and Fusion-1/0. You also can combine both local
and shared datastores for this purpose. If you have included localized SSDs in your ESXi
hosts, you can also store a replica there.

In VMware View 5.1, you can also take advantage of storage features supported in vSphere
5. One of these enhancements is a Content-Based Read Cache (CBRC) or Host-Based
Cache. This cache is local to the vSphere ESXi host and stores frequently used blocks of
virtual machine disk data. CBRC improves performance by offloading some of the I/O
read requests to the local ESXi host versus sending them to the storage system or SAN.
Using CBRC, you can significantly reduce your peak input/output per second (IOPS) or
read requests in your VMware View environment. You must enable support of CBRC
through the View Administrator Console by enabling it under the properties of your
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vCenter Server and enabling it under the properties of the desktop pool. To enable this
support under the properties of the vCenter Server, follow these steps:

1. Open the View Administrator Console and expand Server Configuration.
2. Select your vCenter Server and click the Details button.

3. Select the Host Caching tab and select Enable Host Caching for View.

After enabling host caching under the vCenter properties, you can selectively enable

it under the pool settings. It provides the biggest benefit for shared disks that are read
frequently, such as View Composer OS disks. The nature of a read cache is that it can
grow stale over time, so you can set the refresh or regenerate cache cycle based on a
number of days. You can also set a period of time in which it is not used. This capability
comes in handy if you have a maintenance schedule and want to ensure that it is not in
use during those times. This schedule is set based on a day and time and referred to as a
blackout schedule, as displayed in Figure 6.33.

[¥] Use host caching

Disk Types: 0S disks | ¥

Regenerate cache after: 7 Days

Blackout times:

Day Time

Add... Edit Remove

Figure 6.33 Advanced Storage Settings options.

You can edit the Advanced Storage Settings options during the deployment of a desktop
pool or afterward by following these steps:

1. Open the View Administrator Console and expand Inventory.
2. Select the pool from the right pane and click the Edit button.

3. Select the Pool Settings tab and Advanced Storage Options, which will display the
window that allows you to select specific datastores, as shown in Figure 6.34.
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Select Datastores

Select the datastores to use for this pool. Only datastores that can be used by the sel ed.
[] show incompatible datastores EI;I Local datastore B Shared datastore ] >
—"

Datastore Capacity (GB) = Free (GB) | Type Use For Storage Overcommit 2
O EQ datastarel 144 103.07 VMFS .
|:j E HP P4000 - iISCSI St¢ 199.75 24,35 VMFS
[ E HP P4000 - iISCSI Stc 299.75 80.06 VMFS e ——
‘ |¥] B HP P4000 - iSCSI Stc 299.75 216.47 UMF, Linked clones | » | conservative [
4]

& ILIO - iSCSI Storag: 299,75 198.8 v
B 110 - s

| » | conservative

Replica disks

g.h3 VUMES

Use different datastore for View Composer replica disks

Data Type SeCCO T oraee Ry | Min Recommended (GB) | S0% utilization (G Max Recommended (C
Linked clones 21647 4.00 12.00 22.00 :
Replica disks 198.80 40.00 40.00 =

0K ‘ Cancel ‘

Figure 6.34 Select specific datastores.

VMware View also attempts to calculate the size required for the VMDKSs created on
the datastore selected; you can override the sizing calculation by changing the storage
overcommit.

Storage overcommit adjusts how much capacity VMware View reserves for the dynamic
growth of the files. It can be set to Conservative, Moderate, or Aggressive. Setting it

to Aggressive, for example, increases the amount of overcapacity View factors into the
deployment of virtual machines. Some storage systems do inline deduplication with very
little impact to performance. If you have this underlying capability, you can get aggressive,
but you should also be aware that depending on how your storage subsystem is designed,
you could also be consolidating a larger number of 1/Os.

® None—Storage is not overcommitted.

m Conservative—Four times the size of the datastore. This is the default level.

®m Moderate—Seven times the size of the datastore.

m Aggressive—Fifteen times the size of the datastore.
At the bottom of this screen, you see the sizing estimated provided by VMware View, as
shown in Figure 6.35. It is important to understand just how View sets the sizing so that

you can understand how much is allocated by default. Additional information is available
from VMware at http://www.vmware.com/files/pdf/view_storage considerations.pdf.
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Data Type Selected Free Space (GB) | Min Recommended (GB) | 50% utilization (Gl Max Recommended (¢

Linked clones 240.82 4.00 12.00 22.00
Replica disks 80.03 40.00 40.00

Figure 6.35 View sizing estimates.

= Selected Free Space (GB)—This column shows how much free space is available in
the selected datastores. This is just a sum of the real free space with no calculation
applied.

= Min Recommended (GB)—Based on the Max Number of Desktops, View Adminis-
trator calculates the minimum you should have available on your storage and allows

m Space for two replicas
® Two times the memory of VM times the number of desktops
® 20% of the size for persistent desktops times the number of desktops
= 50% Utilization (GB)—The calculation incorporates 50% OS disk growth compared
to the parent virtual machine disk for each desktop and allows
® Space for two replicas
® 50% of replica disk times the number of desktops
® Memory of VM times the number of desktops
® 50% of the size for the persistent desktops times the number of desktops
= Max Recommended (GB)—This calculation determines that each desktop consumes
the maximum disk space and allows
m Space for two replicas
® 100% of replica disk times the number of desktops
= Memory of VM times the number of desktops

m 100% of the size for persistent desktops times the number of desktops

Provisioning Settings

You can adjust how the virtual machines are provisioned using the provisioning settings.
You are able to adjust the naming convention and provision all at once or provision on
demand, for example. Why would you provision on demand? If you have a group of
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users who require access to computers periodically throughout the day but are not sitting
in front of a computer, as a primary function, provisioning on demand ensures virtual
desktops are available upon request but conserves resources until needed. Let’s look at
these settings a little more closely.

The first part of the provisioning settings allow you to enable and stop provisioning on
error (see Figure 6.36). Enabling the Stop on Provisioning option is a good idea while you
are testing all the functionality of an environment.

Provisioning Settings

Basic
|¥] Enable provisioning

[ﬂ Stop provisioning on error

Figure 6.36 Provisioning Settings.

The second part of the provisioning settings allows you to specify a general naming
pattern or get very specific and specity virtual machine names manually, as shown in
Figure 6.37. If you select a manual naming convention, you can start a desktop in mainte-
nance mode, which denies a login until the desktop is taken out of maintenance mode. You
can also associate specific users and start desktops in maintenance mode to allow additional
applications to be loaded before users log in.

Yirtual Machine Naming

(U Specify names manually

0 names entered Enter names...
| | Start desktops in maintenance mode

# Unassigned desktops kept powered on:

(=) Use a naming pattern

Naming Pattern:

Figure 6.37 Virtual Machine Naming.

If this is a dedicated desktop pool, you can enter a list of names and associated users so that
you can selectively control which user is assigned to which desktop, as shown in Figure
6.38. If this is a floating pool, user IDs are ignored. When you click Next, a lookup is
performed in the Active Directory to ensure the users have associated accounts.
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Enter Desktop Names

Enter names that will be used to create new virtual machines.

Each line must contain a unique desktop name. Optionally, for dedicated pools, a
user name can be specified also. User names will be ignored for floating poaols.

demow7001,virtualguru\podoherty
demow7002,virtualguru\sodoherty
dermow7003,virtualguru\lodoherty

demow7004,virtualguru\hodoherty
dermow7005,virtualguru\bodoherty

Examples:

Desktop-001

Desktop-002-jdoe,abccorp.com\jdoe

I Next > H Cancel I

Figure 6.38 Associate users to desktops.

Entitlement

After creating your desktop pools, you need to assign them to users. Within VMware
View, this process is called entitlernent. Entitlements associate a desktop pool with a
selected group of users using Active Directory groups. The procedure for entitling users is
as follows:

1. Login to the VMware View Administrator Console.
2. Browse to Inventory and Pools.

3. Select a pool of desktops from the right pane.

4. Select Entitlements.

5. You have the option of searching by user or group. Simply deselect the User or
Group check box and click Add. Generally, you should associate pools of desktops to
Active Directory groups and not individual users.

6. Enter a name or description and select Find to search for the AD group or user.

7. Select the group and click OK and OK again to entitle the desktops.
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View Composer

If you are using View Composer, you can edit several settings to fine-tune the operation
of the linked clones (see http://kb.vmware.com/selfservice/microsites/search.do?language=
en_US&cmd=displayKC&externalld=1021506). Before you do, however, it is important to
understand how you can treat data when using Composer. View Composer allows you to
separate persistent and nonpersistent data into separate virtual machine drives. Rather than
have a single drive, you can split them into three: the OS drive, the persistent drive, and
the nonpersistent drive. If you actually browse the directory store of the VM’s folder, you
see five VMDKSs per View Composer virtual machine, as shown in Figure 6.39.

Win7-0pk-3,vmx I S.09KB Virtual Machine
Win7-Opt-3,vmxfF 0.26 KB File

D Win7-Opt-3.vmsd 0.97KB File

&5 Win7-Opt-3.vmdk 66,560,00 KB 20,971,520.00 KB Virtual Disk
Win7-Opt-3-vdm-disposable-8. .. 156,672,.00 KB 4,194,304.00 KB Virtual Disk
Win7-Opt-3-vdm-user-disk-D-. .. 39,936.00 KB 2,097,152.00 KB Virtual Disk
Win7-Opt-31-internal . vmdk 20,480,00 KB Virtual Disk

4] Win7-Opt-3-Snapshot1,vmsn 30.01 KB Snapshot: file

h Win7-Opt-3-000001 ., vmdk I 2,098,176.00 KB 20,971,520,00 KB Virtual Disk

L] vmware.log 320.93KB Yirtual Machine ...

D Win7-Opt-3-033bad79.vswp 2,097,152.00 KB File

Figure 6.39 View Composer VMDKs.

In this case, we have win7-opt-3.vindk, which is this virtual machine’s virtual hard drive.
We also have Win7-Opt-3-Snapshotl.vmdk, which is the snapshot log file. This file

is created automatically when a snapshot is taken of the virtual machine. A snapshot
preserves the state of a virtual machine at a specific point in time. Why would a View
Composer virtual machine have a snapshot? There are several operational tasks that
you can do to a View desktop, such as a refresh. If you use a snapshot file, the changes

to the operating system can be rolled back, or “refreshed,” without redeploying the
virtual machine and imposing a substantial performance impact on the virtual desktop
environment.

If you look under the snapshot manager, you will see a snapshot called vdm-initial-check-
point, as shown in Figure 6.40.
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|'-_i Snapshots for prodw101 (O] x| I
5 prodwinl ~Name
&=+ (g [vdm-initiak-checkpoint wdm-initial-checkpoint
(® You are here
—Description

Go to Delete Delete All Edit |

Close | Help I

Figure 6.40 The vdm-initial-checkpoint snapshot.

Replicas

A replica is a clone of the parent VM plus the snapshot file that locks in the original configu-
ration. View Composer uses the replica to create the linked clone View desktops. The
replica is used to rightsize the virtual machine by moving from the parent VM format to a
thin provisioned virtual machine. From VMware View 4.5 and on, you can store replicas in
separate datastores. This allows you to store the replica on local SSDs because it is from the
replica that the linked clone tree is built. Keep in mind, though, that if you use a local disk,
the linked clone tree also resides on the local disk. The integration of local SSDs should be
reserved for stateless View desktops. The point of using a local SSD is to take advantage

of the extremely high I/0O capabilities of the technology, but doing so comes at the cost of
some of the features available when deploying a View desktop on shared storage.

Creating a large number of View Composer desktops in a short period of time can
generate a large number of I/Os that can affect your storage platform. Localizing some of
this activity on an SSD contains the storage I/0, making the creation of a large number of
desktops less of a performance consideration. When you use View Composer, desktops are
created from a replica, a linked clone is created for each virtual machine, and a snapshot is
taken to create the redo log.

The other VMDKSs that are introduced to a View Composer virtual machine are the
disposable disk and the persistent disk, which used to be called the user data disk. The
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disposable VMDK stores things that are automatically deleted when the virtual machine is
powered off, such as Windows Temp files. The persistent disk provides storage for things
that should persist between reboots, such as the user’s profile and any application configu-
ration changes. The persistent disk can be used to complement Persona Management by
creating a local persistent cache for the profile while ensuring it is also stored centrally

on a file share. When a user requires a Persona profile, the majority of the data is locally
available on the persistent disk. Only the differences between the unsynchronized data
need to be downloaded from the central file share. If you are going to use them together,
you need to ensure that the Remove Local Persona at Log Off policy is not enabled so that
the Persona profile is not removed from the persistent disk.

Logically, the separation of VMDXKs makes sense. The master VM DK and snapshots
enable you to refresh the environment, the persistent disk allows you to keep user configu-
ration activities so that they are not lost, and the nonpersistent disk flushes temporary files
on reboot. What, then, is the internal disk for? The internal disk separates the unique
machine information in a separate VMDK so that it can be managed properly. This disk is
created when the machine is sysprepped or quickprepped. In addition, the disk stores the
machine trust account that is used to authenticate a client machine to a domain controller.
It is more generally referred to as the computer account. A computer account is changed
every 30 days (it is the same for all Windows versions from 2000 on up) and is set by
default in the local policy of the operating system.

Within a View Composer—created virtual machine, an additional service called the
VMware View Composer Guest Agent Server runs, as shown in Figure 6.41.

%VMware View Agent Provides Vi... Started Automatic Local System
%VMWBPB View Composer Guest Agent Server Provides V... Started Automatic Local System
%VMware ‘fiew Persona Management This servic... Disabled Local System

Figure 6.41 VVMware View Composer Guest Agent Server.

One of the things this service does is monitor changes to the computer account and
ensure that any changes are updated to the internal VMDK. This ensures that if you run a
recompose, for example, the computer account and its unique identity persist and are not
corrupted in the Active Directory.

It you look at this feature logically and break it down by functionality, the design of each
virtual machine looks like that in Figure 6.42.
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I Internal |
—
Nonpersistent I

Persistent |

Snapshot

N OS disk

Figure 6.42 VMDKs for View Composer.

Now that you have a basic understanding of the makeup of the Composer VMs, you can
look a little more in depth at the operational management. In View Composer, there are
several activities you can do to manage the desktops.

Refresh

As the VM grows, the size and storage requirements of the linked clones increase. To
reclaim this space and reduce the size of the virtual desktops, you can innitiate a refresh. A
refresh essentially reverts the machine to the snapshot that was created when the virtual
machine was deployed.

Let’s look at how this process impacts the files that make up the virtual machine. When
you do a refresh, you see that the Revert Snapshot job is run to revert the machine back to
the vdm-initial-checkpoint snapshot. If you are looking at the virtual machine folder, prior
to the refresh, the OS disk looks like that in Figure 6.43.

& 3,170,560 KB demow7001-000002 VMware virtual disk file

Figure 6.43 Observe the size of the redo log.

Post refresh, the redo log looks like that in Figure 6.44.

E—, 23,808 KB demow7001-000002 Wiware virtLal disk file

Figure 6.44 Post refresh size.
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The OS disk is reduced in size as the machine is reverted to its initial creation size,
reclaiming the space. Because the virtual machine’s machine-specific information is stored
in the internal VM DK, this change can happen without having to re-create the computer
account in the Active Directory because the trust relationship between the View desktop
and the Active Directory is maintained.

You can control how the refresh is initiated. By default, it happens right away, but you can
delay it and adjust the notification provided to users. Let’s go through the steps to apply a
refresh to the desktop pool.

1. Within the VMware View Administrator Console, browse to Inventory and then
Pools.

2. Double-click the pool you want to refresh on the right.

3. Select the Inventory tab to refresh individual desktops or the Settings tab to do the
entire pool (see Figure 6.45).

B Manufacius oor_001

|| Settings(H Inventory DSessions H Entitlernents || Tasks || Events || Policies

| Edit... | Entitlements... | Delete Pool... \ * Status J - View Composer |
General
Unique 1D: Manufacturing_Floor_001
Type: Autornated Pool
User assignment: Floating assignment
Desktop sours vCenter (linked clone)
Use View Composer: Yes
Display name: Manufacturing Floor
View folder: /
State: Enabled
Provisioning: Enabled

Figure 6.45 Use Inventory to select individual desktops.

You can select individual desktops from the Inventory tab if you like. From the Inventory
tab, under the View Composer drop-down menu, you can select operational tasks such as
Refresh, Recompose, Rebalance or Publish, as shown in Figure 6.46.
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Sales_and_Marketing
J Settings ” Inventory “ Sessions “ Entitlements H Tasks ” Events H Policies |

I Edit... I \Entitlcmonts...l \Dolete Poul...l I v Status | i ~ \iew Composer |
Refresh
General P4
Recompose
Unique 10 Sales_and_Marketing Rebalance tops: 1
Type: Automated Pool Number of spare (powered 1

on) desktops:

Figure 6.46 Operational tasks in VMware View.

You can reschedule the day and time in which the activity takes place (the default is

247

current day and current time) and force or wait for users to log off (see Figure 6.47). You

cannot change the grace period for logoft here, but you can see it and update it in the
global settings if it needs to be adjusted. Click Next.

Scheduling

Specify when you want this task to start

Start at:  02/04/2012 [ 5:12 pm g

(=) Force users to log off

Users will be forced to log off when the system is ready to operate on their virtual machines, Before being
forcibly logged off, users may have a grace period in which to save their work (Global Settings).

() Wait for users to log off

Wait for all connected users to disconnect before the task starts. For users without remote sessions, the task will
start immediately.

[v] stop at first error
The warning and grace period can be edited in global settings:

v

Log off time: 5 minutes

Log off message: -

Next > H Cancel

Figure 6.47 Scheduling.

Review your settings and click Finish when ready (see Figure 6.48).
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Refresh

Ready to Complete

Review the options and click Finish

Forced logoff global settings:

Log off message: Your desktop is scheduled for an important update and will be restarted in 5 minutes. Ple.

Log off time: 5 minutes

Affected virtual machines: 1

Start time: 02/04/2012 05:12 PM

User log off: Force users to log off.

Stop at first error: Yes

« |

‘ < Back H Finish H Cancel

Figure 6.48 Review task and select Finish.

Recompose

A recompose is designed to replace the OS disk of the virtual machine, but it has limitations.
You cannot recompose to a different operating system. For example, if your linked clones
are using a Windows 7 OS, you cannot recompose to a Windows XP OS. Before you can
recompose, you must either change the existing parent virtual machine or create a new one
to introduce the linked clones. After the parent has been updated or created, View goes
through a similar process to the creation of a new pool. A replica is created first, and then
the linked clones are built from the replica. A recompose operation generally follows your
image refresh or rebuild cycles, which typically happen every six months to a year.

Because a new OS disk is used, a new vdm-initial-checkpoint snapshot is created for use
in future refresh operations. The persistent disk with all the user configurations is not
replaced as a part of the recompose, allowing the OS to change but perserving the users’
settings. Because it is a new OS, the SysPrep or QuickPrep process is rerun, and a new
internal disk is created. A recompose can use a lot of resources in the virtual desktop
environment, so it is generally recommended that you initiate a recompose after work
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hours. The process is similar to a refresh, except that you select Recompose from the View

Composer drop-down. The exact process to initiate a recompose is as follows:

1.

2,

3.

4.

5.

In View Administrator, browse to Inventory and then Pools.
Select the pool to recompose by double-clicking the pool ID in the left column.
Choose whether to recompose the whole pool or selected desktops.

On the selected pool’s page, click the Settings tab and select View Composer and
Recompose. To recompose specific desktops, select individual desktops from the
pool by clicking the Inventory tab. Select the desktops to recompose and select
View Composer and Recompose.

Click Finish.

A logical depiction of what happens is shown in Figure 6.49.

Parent VM
*
New Internal Disk

Figure 6.49 Recompose

Rebalance

A rebalance of View desktops redistributes linked clones among available datastores based
on the amount of free space available (see http://kb.vmware.com/selfservice/microsites
/search.do?language=en_US&cmd=displayKC&externalld=1021506). This is the only
way to move linked clone trees. The redistribution takes place only if there is an unequal
amount of space across datastores. When you rebalance a pool of desktops, the first thing
View does is put the virtual machine in maintenance mode so that no one can log in. View
then determines what to move based on the amount of space in the datacenters. View
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separates the OS and persistent disks from the Composer desktop. It then removes the OS
and persistent disks and creates a new replica and tree in the datastore. If a replica does
not exist in the datastore, it is created first, unless a specific datastore has been identified
for replica storage. View deletes the OS disk and creates a new OS linked to the replica.
Because this is a new OS disk, SysPrep or QuickPrep is run and a new machine is created.
When this process is complete, a new initial-vdm-checkpoint snapshot is created, and the
virtual machine’s status is updated from provisioned to available. Be aware that the activity
you are starting may involve copying a number of full virtual machines to many datastores
plus snapshots and delta files to create the replicas and View desktops. The impact of

this process can be very heavy in a large environment, so it should be performed within a
maintenance window. The persistent disks have moved from the original virtual desktop,
so the user configuration information is maintained through the process.

1. In View Administrator, browse to Inventory and then Pools.
2. Select the pool to rebalance by double-clicking the pool ID in the left column.
3. Choose whether to rebalance the whole pool or selected desktops.

4. On the selected pool’s page, click the Settings tab and select View Composer and
Rebalance. To rebalance selected desktops. click the Inventory tab. To rebalance
specific desktops, select the desktops to rebalance and select View Composer and
Rebalance.

5. To rebalance specific desktops, select the desktops to rebalance and select View
Composer and Rebalance.

6. Click Finish.

A logical dipiction of what happens is shown in Figure 6.50.
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Managing Persistent Disks

It is possible to manage persistent disks on an individual basis. From an operations
perspective, you might need to do this if you want to preserve settings from a virtual
desktop that has had a problem to be able to copy them to a new one you have re-created.
You need to detach and reattach the persistent disk to preserve the settings.

If you have integrated Persona Management, the user configurations and profile are
available centrally from the file repository, so there is less need to reattach persistent
disks. This capability can come in handy, however, from time to time. For example, if a
user is having issues with a persistent desktop, Helpdesk can ask that user to log off and
reassign the user to another desktop to which you have reattached the user’s persistent
disk. Because View Persona ensures the user’s settings transfer to the new View desktop,
there is minimal impact to the user. While the user is working, troubleshooting can be
performed on the problematic virtual desktop.
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All persistent disks are organized into a single view under the Inventory and Persistent
Disks section in the VMware View Administrator Console. If you look in the right pane,
you see all your persistent disks and what state they are in—attached or detached. You also
see what desktop, pool, datastore, and the current capacity of the persistent disk, as shown
in Figure 6.51.

Persistent Disks
J Attached “ Detached |

Filter + demoxp4l ‘ Find | | Clear | | Folder: | all jv] 3 &
Persistent Disk i User ‘ Desktop I Pool lDatasture ]Capacit... l Usage { Status
demoxp4l-vdm-user-disk-D demoxp... Persiste... iscsi_data: 2.00 GB | PRIMARY Archiving

Figure 6.51 Display desktops with persistent disks.

You can select any disk from the Attached tab and detach its persistent disk. When you

do, the associated VM is deleted and removed from inventory. When you detach, you are
prompted to keep the disk on the current datastore or move it to another. If you move it to
another datastore, you are asked to select a virtual machine folder that the persistent disk
should be moved to. From the Detached tab, you can view the detached persistent disks,
refresh the inventory, and create new virtual machines to be reattached to the persistent
disks. This capability is a substantial improvement over older releases of View, which
required scripts to be run to reassociate user data disks.

The operational procedures to detach and attach persistent disks are as follows:
1. In View Administrator, click Inventory and Persistent Disks.
2. Select the persistent disk to detach.
3. Click Detach.
4. Choose where to store the persistent disk.

5. Use the current datastore. Store the persistent disk on the datastore where it is
currently located.

6. Move to the following datastore. Select a new datastore on which to store the
persistent disk. Click Browse.

7. Click the down arrow and select a new datastore from the Choose a Datastore menu.
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8. The View Composer persistent disk is saved on the datastore. The associated linked

clone desktop is deleted and removed from inventory.

Provided the desktop you want to reattach it to is the same OS, you can reattach it using
the following procedure:

1.

2,

In View Administrator, click Inventory and Persistent Disks.
Click the Detached tab.

Select the persistent disk.

Click Attach.

Select a linked clone desktop on which to attach the persistent disk.
Select Attach as a Secondary Disk.

Click Finish.

IMPORTANT

You should double-check the permissions on the persistent disk to ensure System and
Administrators have full access. You should also ensure that the local user group has Read
& Execute, List folder contents and Read and the special permission Create Folder and
Write Data.

After the desktop is joined to the domain, the domain users group is added to the local

users group, ensuring the user has the appropriate access to download or create a profile.
From the same Detached tab, you can select a detached disk and re-create a desktop OS
by selecting the persistent disk and clicking the Recreate Desktop button shown in
Figure 6.52.

Persistent Disks

Attached || Detached |

| Attach...i | Edit... | | Delete | Recreate Desktop‘ Import from vCenter...‘ l ¥ Folder I
Filter v Find Clear ‘ Folder: | Al ] B @
Persistent Disk ‘ User { Last Pool J Datastore ‘ Detach Time | Status
demoxp001.vmdk  virtualguru.org\Adn Persistent_Disk_... iscsi_datastore_002 September-25-12 3 Detached

Figure 6.52 Recreate Desktop button.
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Managing Applications

Now that you understand how to manage View desktops, it is important to look at some
of the activities required to manage your virtual applications. One of the challenges with
managing desktops is that the images and applications required by the users are rarely
static. New application requests and updates to existing applications occur all the time.

In a VMware View environment, you need to understand how to manage your ThinApp
packages. In the following sections, we look at some of the methods you can use to ensure
your applications are properly updated and easy to maintain in your View environment.

Updating ThinApp Packages

Updating ThinApp packages can happen at several different levels and can actually

refer to several different operational activities. If you started from an evaluation license

of ThinApp, after you move to production you might need to update or “relink” your
ThinApp packages to a licensed version. T'o move from an evaluation license to a
production license, you first need to update the license in the VMware Setup Capture tool
and then run the Relink tool on your ThinApp packages to swap the evaluation license
with the production license.

About Relink

The Relink utility was released with ThinApp version 4.5. It allows you not only to
relicense but also update the formats of previous packages so that they are upgraded for
the new release of ThinApp—for example, from version 4.5 to version 4.6. As part of the
process, the Relink utility creates a backup of the package before the updates are applied.
Because of this, you should make sure you have adequate space set aside for both the
original and upgraded package. Using Relink, you can avoid repackaging when doing
version upgrades of ThinApp.

Let’s use an example of updating the license of the VMware Setup Capture tool to illus-
trate the point. Updating the license is actually quite easy to do, so let’s take a quick look
at this before getting into some of the more sophisticated methods of updating ThinApp
packages. When you have your license, simply go to the desktop on which you installed
the ThinApp Capture utility.

When the Setup Capture utility launches, update the license key by clicking the License
button and entering the new license number and a description, as shown in Figure 6.53.
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VMware ThinApp

The wizard guides you through the following steps to create a virtual application:

[ﬁ Prescan Get a baseline of the system Quick Start Video
uiu Installation Install an application

@ Postscan  Identify changes using the baseline
4% Configure Configure project settings

Le“.’; Build Build the virtual application

ThinApp Community
See how other IT Professionals are revolutionizing
the way they deploy software using VMware ThinApp.

Join the community Version 4.6.2-4673908

SUE (T

Figure 6.53 Apply licensing.

Bach [ Next > ][ Cancel ]

The Relink utility is used to upgrade virtual packages or relink evaluation packages back to
a valid license. It can be found in the install directory of the ThinApp Packaging Utility.
The format is to run the following command

relink.exe -Recursive

The —Recursive switch allows you to link multiple applications located in a directory, as
shown in Figure 6.54

C:\Program Files\VHware\VYHMware ThinApp>relink

Usage: relink [-Recursivel ExistingPackage [ExistingPackage...]
relink can be used to upgrade an existing virtual package to
the current ThinApp version.
ExistingPackage can contain wildcards (. exe)
and can also be a .msi package (YirtualPackage.msi)

Figure 6.54 Relink utility.
When you run the utility, you see the utility extract the files, update them, and recompress

them. If you look at the directory in which the ThinApp package was stored, you should
see a *.bak backup file, as shown in Figure 6.55.
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C:\Program Files\VMware\VYMware ThinfApp>relink “z:\Install\um - vmware\vm - thina
pp\thin—-notepad++\bin\Notepad++.ms1"
YHware ThinApp Runtime Linker VYersion 4.7.0-519532, Built Nov 2 2011
Copyright 2006-2011, VMware, Inc. All rights reserved.
Enterprise Edition, licensed to virtualguru.org
z:\Install\um — vmware\um - thinapp\thin—-notepad++\bin\Notepad++.msi:
Notepad++.exe:
SUCCESS: Notepad++.exe, size=11008k.
Populating MSI tables
SUCCESS: z:\Install\vm - vmware\vm - thlnapp\thln notepad++\bin\Notepad++.ms1
WARNING: The package vou just created will expire on 2012-12-14

Figure 6.55 Relink makes a backup before extracting the package.

Inplace Upgrades

ThinApp allows you to do inplace upgrades by supporting package versioning. They are
also referred to as integer upgrades or side-by-side updates. To see an example of how this
works, let’s say you have a package in production that users are currently running from
\\ThinApp\Prod\Notepad++ called notepad++.exe. If you repackage a newer version of
Notepad++ and call the package notepad++.exe.l and store it in the same directory, the
next time the user launches the package, it would automatically select version .1. Even if
the user launches notepad++.exe, ThinApp launches the package with the highest integer
appended. For a dramatic example of how this works, let’s look at two packages that are
completely different and give them the same name but append a .1 to the second package.
After they are copied to the same directory, you should be able to launch the original EXE
and have the “new” version execute.

For example, let’s say you package a version of Notepad++.exe and a complete version of

Micrsoft Office Professional 2010. You copied both into the same directory and renamed
the Microsoft Excel 2010.exe to Notepad++.exe.1. Now when you launch Notepad++.exe,
you see the new version of Excel 2010 launch, as shown in Figure 6.56.
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-

Name Date modified Type Size

@ Microsoft Access 2010 1/15/20126:47 AM  Application 995 KB
|| Microsoft Office Professional Plus 2010.dat  1/15/20126:50 AM  DAT File 2,726,735 KB
|| Microsoft Outlook 2010 1/15/20127:07 AM  Application 289 KB

\EI Microsoft PowerPoint 2010 1/15/20127:07 AM  Application 2,861 KB
- agg 2010 1/15/2012 7:.07 AM Application 1,235 KB

' Notepad++ 1/15/20126:46 AM  Application 11,008 KB
|| Notepad++.exel 1/15/20126:47 AM 1 File 1,093 KB
" l‘_?\‘ H9-®-|z
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Figure 6.56 The original package is replaced with the “new” version.

Keep in mind that what triggers the side-by-side feature is the appended integer number
on the ThinApp package. Because of this, it is very easy to roll backward and forward
through application updates or to revert to older versions.

Inplace upgrades are best used when ThinApp packages are stored centrally and streamed
to your virtual desktops. You are also able to use the simplicity of the process to revert to
older versions. Simply append a higher version to the older application.

SandBox Merge

When we looked at capturing applications using ThinApp, the ThinApp Capture utility
created an application-specitic build directory, as shown in Figure 6.57.
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J %AppData% 25/09/2012 5:01 PM  File folder
0 %Common AppData% 25/09/2012 5:01 PM  File folder
Ju %Common Desktop% 25/09/2012 4:51 PM  File folder
). %Common Programs 25/09/2012 4:51 PM  File folder
4 %Cookies% 25/09/2012 4:40 PM  File folder
M %Desktop% 25/09/2012 5:01 PM  File folder
4 %drive_C% 25/09/2012 5:00 PM  File folder
J. %Local AppData% 25/09/2012 5:01 PM  File folder
J. %Local AppData%Low 25/09/2012 4:51 PM  File folder
Ju %Personal% 25/09/2012 5:01 PM  File folder
. %Program Files Common% 25/09/2012 5:01 PM  File folder
. %ProgramFilesDir% 25/09/2012 5:01 PM  File folder
). %SystemRoot% 25/09/2012 5:01 PM  File folder
L. %SystemSystem% 25/09/20125:01 PM  File folder
L bin 25/09/2012 5:01 PM  File folder
AU Support 25/09/2012 5:01 PM  File folder
build 25/09/2012 5:01 PM  Windows Batch File 3KB
|| HKEY_CURRENT_USER 25/09/2012 5:01 PM  Text Document 43 KB
|| HKEY_LOCAL_MACHINE 25/09/2012 5:01 PM  Text Document 48 KB
|| HKEY_USERS 25/09/2012 5:01 PM  Text Document 1KB
i | Package 25/09/2012 5:01 PM  Configuration sett... 9 KB

Figure 6.57 The build directory.

It is from this build directory that the final ThinApp application *.exe or *.MSI is compiled
or created. It is possible to make changes to the ThinApp package and update it in the
process. You do this using the SandBox Merge utility, or sbmerge.exe. The sbmerge
utility has a few different options. If you launch and make the changes to the application
and run a sbmerge print command, you see the exact change that will be applied to the
application sandbox. It is a good idea to run this before executing the utility. The shmerge
apply command applies these changes to the application sandbox. This does not re-create
or recompile the application into a ThinApp EXE or MSI, however. To do that, you must
complete the final step, which is to run the build.bat command.

Let’s look at an example to clarify the process.

In this example, you are running a ThinApp version of the Opera web browser application,
which, by default, can be found in the bin directory of the project folder, as shown in
Figure 6.58.
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CIIR > Computer » LocoDk(C) » Thinkop > Opers » bin = &5 ] seomron P

Organize v Include in library v Share with « New folder =« [ e

-

Name Date modified Type Size

I Favorites

Bl Desktop j= Adobe Flash Player 11 Plugin 25/09/2012 5:01 PM  Windows Installer ... 37,315KB
|8 Downloads 25/09/20125:01 PM  Application 69,632 KB

“Z] Recent Places

Figure 6.58 Run the Opera ThinApp package.

Make whatever updates or changes you would like to the virtual application. The example
in Figure 6.59 shows how to update the startup page.

General |Fonns|5urchIchpages|Advanced|

Opera can start with your favorite webpages or continue from last time

e REVIEWS Vi Startup Start with home page »

Home page ‘ http://virtualguru.org/ | E

Latest Blog Topics

Corfiguration Maragement or Your Cious using Wi

A Pign level of ausomEton i required 1o lower Oplll
etremel; nign Because of s rate of crange noW ||

Choose how you prefer to handle pop-ups

\Awona 2012 Cisco Vinusl Nesworeng no el Pop-ups Block unwanted pop-ups i

FIRON R3S 3NNTSESISH 1AM YA mair Arvave B

Figure 6.59 Make a change to the ThinApp package.

You can see what changes will be applied by running sbmerge from the VMware ThinApp
install directory. Run the following command to bring about the changes:

sbmerge print -projectdir [source directory]

Note that even though the syntax says you need to use =[source directory], you do not, as
you can see in Figure 6.60.
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g:\Progran Files\VMware\VYMware ThinApp>sbmerge.exe apply —projectdir c:\ThinApp\|.
pera” L

Figure 6.60 The sbmerge print command shows you the changes that will be made.

To apply these changes, you need to switch the print command with apply. For example,
ijllllse

sbmerge.xe apply -projectdir [pathl]

This command is shown in Figure 6.61.

g:\Prggram Files\VMware\YMware ThinApp>sbmerge.exe print -projectdir c:\ThinApp\|z
pera

VHware ThinApp Sandbox Merge Utility &.7.0-519532, Built Nov 2 2011

Copyright 2006-2011, YMware, Inc. All rights reserved
AddedSubkey HKEY_CURRENT_USER\Sof tware

AddedSubkey HKEY_CURRENT_USER\Sof tware\Macromedia
AddedSubkey HKEY CURRENT USER\Software\Macromedia\FlashPlayer

AddedSubkey HKEY CURRENT_USER\Sof tware\Microsoft

AddedSubkey HKEY_CURRENT_USER\Sof tware\Microsoft\Hindows

AddedSubkey HKEY_CURRENT_USER\Sof tware\Microsoft\Windows\CurrentVersion
AddedSubkey HKEY_CURRENT_USER\Sof tware\Opera Sof tware

AddedValue HKEY_CURRENT_USER\Last CommandLine w2

AddedSubkey HKEY_LOCAL_MACHINE\Sof tware

AddedSubkey HKEY_LOCAL_MACHINEASof tware\Microsoft

AddedSubkey HKEY LOCAL_MACHINE\Sof tware\Microsoft\Cryptography

AddedSubkey HKEY_LOCAL_MACHINE\Sof tware\RegisteredApplications

AddedSubkey HKEY_LOCAL_MACHINE\System

AddedSubkey HKEY_LOCAL_MACHINE\System\CurrentControlSet

AddedSubkey HKEY_LOCAL_MACHINE\System\CurrentControlSet\Control

AddedSubkey HKEY_LOCAL_MACHINE\System\CurrentControlSet\Control\SecurityProvid

ers
AddedSubkey HKEY_LOCAL_MACHINEASystem\CurrentControlSet\Control\SecurityProvid
ers\Schannel

FIddedSubkeg HKEY_LOCAL HRCHINE\Sgstem\CurrentControlSet\Services ~
Figure 6.61 The sbmerge utility applies the changes.

Now switch to the project directory and run the build.bat command to recompile the
ThinApp Package, as shown in Figure 6.62.
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c:\ThinfApp\Opera>build.bat

Figure 6.62 The build.bat command compiles the application.

Verify your changes by running the updated ThinApp package, as shown in Figure 6.63.

[0 Paul O'Doherty - Practi... *

“ 2 D 0~ | @Web |vitualguruorg

Figure 6.63 The changes are applied.

You now have an updated version of your original source package with the changes. You
can distribute this new version of the package using any of the methods already discussed,
or using AppSync, which is discussed in the following section.

Using AppSync

AppSync allows you to use a web server or URL as a source for an updated ThinApp
package. Essentially, you store the ThinApp packages in a central location and use
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AppSync to keep track of any changes. If you need to update the package, you simply add
it to the central location. How do you get the package to check the site for updates? Well,
all you need to do is update the settings in the package.ini before the package is built so
that the package knows where and when to check for updates. You can do this manually or
from the VMware ThinApp capture utility right before the build phase by clicking on the
Edit Package.ini button, as shown in Figure 6.64.

The build process creates the virttualized application. The output includes:
- Executable entry points

- Primary data container

- MS| Package [(if chosen)

Advanced configuration

3 Package ini contains all the parameters that configure a captured
‘ ackagmappﬁcdiondrmhebddmm.mmmopﬁomhebde
Application Link and Application Sync.
Leam more about configuring with Package ini parameters.

. The project folder contains the Package.ini configuration file, as
Open Project Folder well as the registry and file system settings that Thindpp will build
into the virtual application.

Skip the build process

| Hep | [License.(80dapslef)| | <Back || Buid> | [ Cancel

Figure 6.64 Edit Package.ini.

If you decide to not use the Capture utility and update it manually, simply run the build.
bat script within the project directory of the ThinApp application.

If you look at the settings in the package.ini that control AppSync, you see the following
settings that can be configured:

jommmm - AppSync Parameters ----------
;AppSyncURL=https://example.com/some/path/PackageName.exe
;AppSyncUpdateFrequency=1d

;AppSyncExpirePeriod=30d

;AppSyncWarningPeriod=5d

;AppSyncWarningFrequency=1d

;AppSyncWarningMessage=This application will become unavailable for use in
$remaining days% day(s) if it cannot contact its update server. Check your
network connection to ensure uninterrupted service.



Managing Applications 263

;AppSyncExpireMessage=This application has been unable to contact its
update server for %expire days% day(s), so it is unavailable for use. Check
your network connection and try again.

;AppSyncUpdatedMessage=
;AppSyncClearSandboxOnUpdate=0

The most important of these is the AppSyncURL and the update frequency, which tells
the package where to look for updates and when. To enable AppSync, you must configure
both. The source can be a website that is unsecured (http), one that is secured using a
certificate (https), or a file share specified by a UNC path or hard drive. An example of
each of these is included here for reference:

AppSync Website Example:

jommm---- AppSync Parameters ----------

AppSyncURL=https://virtualguru.org/ThinApp/notepad++.exe

NOTE
The source can be either http or https. It is also possible to use alternate ports by including

the portin the path statement. For example,

AppSyncURL=https://virtualguru.org:448/ThinApp/notepad++.exe

In addition, it is possible to add a user account and password that is visible in the package.ini
but is not after the ThinApp package is compiled.

AppSyncURL=https://user:passwordevirtualguru.org:448/ThinApp/notepad++.exe

AppSync File Share Example (UNC):

jommmmm - AppSync Parameters ----------

AppSyncURL=file://demosrv001l/Source/ThinApp/notepad++.exe

AppSync File Share Example (Local Drive):

jomm-m--- AppSync Parameters ----------

AppSyncURL=file:///v:/ThinApp/notepad++.exe

You can also configure how frequently the package should check the source for updates
using the AppSyncUpdateFrequency option (that is, AppSyncUpdateFrequency=1d). For
test purposes, it is possible to have the application check at launch time by setting the
Frequency to 0 (AppSyncUpdateFrequency=0d).

Along with the frequency, you can set an expiry period if no connection request is
received. This type of upgrade process is ideal when you deploy ThinApp packages in a
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distributed mode on machines that are unmanaged although it is possible to use in other
scenarios. A good example of using the expiry period is when deploying applications to
temporary consultants because you can expire them at the end of the engagement.

You do need to consider where you are going to place your web servers or URL appli-
cation source repositories. In a large environment that consists of a centrally located
datacenter and many branch offices, you may need to repoint updates to a local source. Of
course, having to create site-specific package.ini files may not be the way to go.

If you use a simple web server as a source, many technologies designed to cache websites
can be used in the AppSync environment. By building in proxy caching to ensure that the
package 1s cached locally to the branch for performance, you avoid having to customize the
package.ini, simplifying the distribution but adding additional cost. Another technology
that might provide similar value to a large environment is WAN optimization. WAN
optimization provides branch-side caching features but generally does not accelerate
UDP-based tratfic. This helps ThinApp, but it unfortunately cannot help with accelerating
of PColP traffic. We cover using replication technology when we discuss high availability
in Chapter 11, “High Availability Considerations.”

Let’s look at a sample to illustrate how to do this. In this case, to make it clear how this
technology works, you actually use a ThinApp version of Opera and notepad++. You set
the AppSync settings to point from within Opera to the ThinApp version of notepad++.
In actual production, you would, of course, point the ThinApp package from the original
package to the location of the updated package.

You start with the ThinApp version of Opera and launch it normally. At this point, you
have not adjusted the AppSync settings, as shown in Figure 6.65.

Name Date modified Type Size

2/17/2012 439 PM  Application 50 KB
2/17/2012 439 PM Application 40,256 KB
2/17/2012 4:36 PM ASD File 1KB

Figure 6.65 Launch Opera.

After verifying that it launches, you should close it and edit the package.ini file to include
the AppSync settings you need. The package.ini is in the project directory of the ThinApp
application. You set the AppSync settings under the [BuildOptions] in the AppSync

Parameters section.

For purposes of demonstration, set the location to a local directory and a second ThinApp
application. Set the Update Frequency to 0 so that the application checks for updates on
launch, as shown in Figure 6.66.
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| Package - Notepad
File

Edit Format View Help

H
[Compression]
compressionType=None L

[Isolation] .
DirectoryIsolationmMode=merged

m

[Buildoptions]

jom—— MSI Parameters —-—--—---—--—-

;Enable msIiFilename if you want to generate a windows Installer package.
iMSIFilename=opera_11.61.msi

iMSIManufacturer=unknown

;MSIProductversion=1.0 i
imsIipefaultInstallallusers=1

iMSIRequireElevatedpPrivileges=1

sMSIInstallpirectory=0opera_11.61 (vMware ThinAgp)
;MsSIProductCode={548014AD-9818-4FDD-410B-2953574 5CDAD}

;MSIUpgradeCode={59F6D204 -CBBA-1265-4171-1754 6EBTEATC }

jMSIStreaming=0

;MSICompressionType=Fast

sMSIArpProductIcon="%Programrilespir¥\operaiopera.dil”,0

: ==—— AppPSYNC Parameters -—-—-—-—-—-—---—
{ MRLJEE]{:///C:/I nstaﬂ/not@

| cUpdaterrequency=0d
i 3 .

Figure 6.66 AppSync properties are located in Package.ini.

When you launch the application, notice that the original Opera.exe gets updated to the
“updated” notepad++ package, as shown in Figure 6.67. AppSync does not do any name
comparison; it simply updates the package with whatever file it pointed to in the package.
ini in the AppSync parameters.

Name Date modified Type Size

_ | Operal 25/09/2012 513 PM  1File 72192 KB
‘t__" 25/09/2012 5:25PM  Application 11,008 KB

Figure 6.67 The original package is updated.

It is a good idea to put the ThinReg.exe utility in the update location, along with the
updated package. If the ThinReg utility is available in the source, it is automatically
applied to ensure the application is registered properly within the desktop.
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Summary

This chapter examined the operational steps in creating, configuring, and managing
VMware pools. You looked at what it takes to maintain and manage ThinApp packages.
Although the steps here are important, they are no substitute for having a good opera-
tional process. This involves ensuring you have predetermined operational windows, for
example, so that you can do pool refreshes or rebalances and not impact end-user activity
in the environment. It also ensures that along with updating and maintaining ThinApp
packages you have good operational lifecycle management to allow you to update, replace,
and decommision applications as required.

VMware View provides a set of tools that add a lot of capabilities, but it is up to you to
integrate them in a way that minimizes disruptions. As with any hosted environment,
disruptions to service are amplified in a large VMware View environment. A well-managed
change management process for effecting change in your View environment goes a long
way to ensuring that users have confidence in the solution and that it remains stable and
provides good performance.

In the next chapter, we integrate vShield Endpoint into our VMware View environment.
vShield Endpoint helps ensure that we can secure our View desktops from malware or
virus attacks. Although we can use the same method of installing anti-virus scanning
software on all our virtual desktops, this can affect performance if you are not careful.

In addition, the updating of virus definition files can be problematic if you have a large
number of stateless desktops.
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VMware vShield EndPoint

VMware vShield EndPoint

Two common problems occur when running antivirus (AV) software on a Windows virtual
desktop environment. AV software needs constant updates to the antivirus definition files
to ensure the software has the latest profiles of known viruses. In an environment where
you have stateless desktops that are constantly being powered on and off, it can be difficult
to maintain a consistent level of definition files across all the virtual desktops. The second
problem has to do with the I/0 load generated on a consolidated virtual desktop platform
by antivirus scanning and updating. This load can be quite significant and is generally
referred to as an AV storm. Before vShield EndPoint was available, administrators were
forced to stagger updates and scans to prevent AV storms in virtual desktop environments.

VMuware vShield EndPoint allows you to offload the overhead of AV software from within
the virtual desktop instances. It works in combination with third-party antivirus software
companies. There is a vShield management component and a vShield EndPoint appliance
provided by the third party and also a vShield driver that is installed on the protected
virtual machines. The driver is part of VMware Tools but is not installed by default.

The framework takes advantage of the VMSafe API built into the platform some time ago.
Even though it has been widely available, the integration of third-party AV solutions has
been slow, with only a few vendors having products available on the market. Trend Micro
was one of the initial adopters. With the increased interest in VMware View, this situation
has changed so that most of the major vendors now have products coming to market.

The use of the driver on the VM and vShield EndPoint allows the third-party to collec-
tively view and scan what is active in memory on the virtual machines. This allows you
to reduce the need to put AV software on each individual virtual machine. In the early
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releases of the solution, third-party vendors’ solutions did not offer feature parity with

the full distributed AV agents. In practice, this required offloading some AV operational
activity through EndPoint and doing some using a local agent. Now that the products have
matured, there is less need for a combined EndPoint distributed agent approach, but there
are a few caveats to be aware of. We discuss them a little later on when we look at a real-
world example integrating Trend Micro.

NOTE

Trend Micro was selected because it was one of the first to integrate vShield EndPoint but
not to single out Trend Micro as the only solution for your View environment. You should
always review each of the options on the market and select the one that both meets your
requirements and aligns best with your internal security strategy.

When you are deploying stateless or floating desktops in View leveraging an EndPoint
model (which essentially adds a third-party virtual appliance proxy), you can make sure
that the definition files are up to date because they are stored on the virtual appliance. You
can also consolidate much of the I/O on the appliance versus distributing it across all the
virtual machines.

Deploying vShield EndPoint in your VMware View environment allows you to achieve
higher virtual desktop consolidations by reducing the overhead required to run the virtual
machines. The one challenge that has come up in the past is the lack of support from third
parties. This lack of support created a problem if you happened to have standardized on
one of the vendors not providing support for vShield EndPoint.

Does it make sense to have a separate AV vendor just for virtual desktop instances?
Thankfully, due to the popularity of VMware View Trend Micro, McAfee, BitDefender,
and Kapersky will have support within their products for vShield. In the meantime, you
may have to consider a two-vendor solution that provides enough value. Keep in mind that
although EndPoint is targeted for Virtual Desktop Infrastructure (VDI) environments,

it works for both virtual server and desktop environments. If your organization is largely
virtualized, you may be able to introduce EndPoint as an advantage to both your server
and desktop virtualization infrastructure.

High-Level Architecture

The architecture for vShield EndPoint includes the vShield Manager, where you control
all aspects of the vShield product line, not just EndPoint. vShield EndPoint is licensed per
virtual machine. The licenses are applied from the vCenter Management Server to enable
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EndPoint on a set number of virtual machines. vShield EndPoint licenses enable third-
party backdoor access to see what is running in active memory of the virtual machine. By
itself, however, EndPoint does not provide any active scanning or malware protection.
This is where you need the third-party support. At a high level, the environment looks like
that in Figure 7.1.

Virtual
Appliance

Third-Party Virtual Appliance

Integrated VMSafe API

Virtual
Appliance

VMSafe API

VMs running the vShield EndPoint Agent/Driver

Figure 7.1 VMSafe APl and vShield integration.

If you look at an environment in which vShield EndPoint is deployed, you will notice

a private switch in which the third-party AV and malware scanning virtual appliance is
connected. A third-party appliance is required on each ESX host so that visibility can be
turned on for each VM in the environment. This private switch enables the backdoor
visibility to the virtual machines, as shown in Figure 7.2.

Standard Switch: vmservice-vswitch Remove... Properties...

Virtual Machine Port Group Physical Adapters

L3 vmservice-trend-pg g y-No adapters
Virtual Machine Port Group

7 vmservice-vshield-pg e
WMkemel Port

7 vmservice-vmknic-pg e
vmk2 : 169.254.1.1

Figure 7.2 Private vSwitch with vShield port group.



270 CHAPTER 7 VMware vShield EndPoint

When deploying this solution, you prepare the ESX Servers first by installing the vShield
Manager and adding the licenses to vCenter and deploying an EndPoint module to each
ESXi host server. After completing this task, you need to deploy the third-party virtual
appliance and add the vShield endpoint driver to each virtual machine.

The EndPoint module that is deployed to each ESXi host essentially provides the proxy
between the module that reads data from the VM and sends it to the private switch and
third-party virtual appliance. The communication between the module and the private
third-party appliance is enabled through a firewall rule that requires port 48651 to be open
from the module to port 48666 on the third-party virtual appliance. This port has to be
manually opened for this communication to work properly.

Logically, on each ESXi host, you have an environment that looks like Figure 7.3. The
backdoor access is provided by the third-party appliance, as shown logically in Figure 7.3.

s A

Private vSwitch

Virtual
Appliance

& ESXi Host

Third-Party vAppliance

Private vSwitch

vShield EndPoint Module

Virtual Machines

i, il

vSwitch

Physical NICs

\ / to Physical

Network

e /

Figure 7.3 vShield EndPoint Module and third-party appliance.
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Because vShield has not been around for as long as vCenter and ESXi, the driver was
only included starting with VMware Tools 8.6.1, which is included in ESXi 5.0 Patch 1.
Because we have not covered it already, we go through the simplest method of upgrading
your vSphere environment by using Update Manager.

vSphere Update Manager

To install your vShield, you must upgrade the environment and keep a few issues in mind,
such as installing the vShield driver in the parent image if you are using View Composer.
You should also update the standard View templates to ensure the virtual machines are
deployed “EndPoint ready” when created. To enable the current vSphere 5 environment
for vShield, you should start first with a general upgrade across the environment to

ensure you are running ESXi 5.0 Patch 1. The best way to upgrade a virtual infrastructure
environment is, of course, through Update Manager, which is part of the vCenter Suite.
Update Manager allows you to patch a number of features in the virtual environment,
including the hosts and tools. (You can find additional information on VMware’s site at
http://www.vmware.com/products/update-manager/overview.html.)

When deploying Update Manager, you should follow a few general rules to ensure you
don’t run into problems. You can install Update Manager on the same server as vCenter.
Doing so is appropriate for small- to mid-size environments. When your VMware View
environment grows to 500 virtual desktops and 50 host servers, you should separate the
Update Manager and vCenter database servers. If your View environment will grow
larger than the 1,000 virtual desktops and 100 hosts, not only should your database servers
be separate, but the VMware Update Manager and vCenter should also be installed
separately. If you would like one VMware Update Manager for both your VMware View
and VMware Server environments, you can register a single VMware Update Manager to
service multiple vCenter Servers. If you are using a dedicated server, you should configure
it with separate drives or volumes where you can store the downloads. This way, you
ensure that the system or OS partition does not run out of space because of downloads.

Update Manager is not installed by default but can be easily added through the VMware
vCenter Installer (see Figure 7.4).
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[&) ¥Mware vCenter Installer

vmware

VMware vSphere* 5.0

Product Installers \VMware vSphere® Update Manager

Prerequisites:

yCenter™ Host Agent Pre-Upgrade Checker

Install

Explore Media Exit

Figure 7.4 Instaling vSphere Update Manager.

To install Update Manager, you need to do some preparation. Update Manager requires
a database to store the metadata and some space to download the updates. Unlike other
components of the vCenter product line, Update Manager requires a 32-bit ODBC
connection. The installer detects the 32-bit ODBC connection if it exists and allows the
installation to continue.

You do not set up a 32-bit ODBC connection the same way that you install a 64-bit
connection on Windows 2008 R2. You can create 64-bit connections with the standard
ODBC connection utility. To create a 32-bit connection, you must run the 32-bit version
from

%systemdrive % \Windows\SysWow64\Odbcad32.exe

Before you create the ODBC connector, you need to set up a separate database on your
SQL Server. Update Manager also supports using an Oracle database. For additional
details on installing on an Oracle database, refer to VMware’s online documentation. (You
can find additional information on Oracle integration in the administrator guide from
VMware at http://pubs.vmware.com/vsphere-50/topic/com.vmware.ICbase/PDF/vsphere-
update-manager-50-install-administration-guide.pdf.)
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To set up a database on a SQL Server, complete the following steps:
1. Connect to the SQL database instance on the SQL Server.
2. Right-click the Database Module and select new database.

3. Ensure your database names are indicative of what they will be used for, such as
vUpdate.

4. Expand the Security Module and add a new login. Ensure the login ID has db_owner
access to the Update Manager’s database. You should install Update Manager using
this account, so double-check that you also have the appropriate rights to install on
the vCenter Server if you are planning to install Update Manager on the same server.

Creating the 32-Bit ODBC Connection

Let’s run through the steps to integrate Update Manager:

1. Launch odbc32.exe, as shown in Figure 7.5.

W7 ocsetup 7/13/2009 914 PM  Application 193 KB
4 odbc32.dll 10/16/2010 12:34 ..  Application extens... 560 KB
4 odbc32gtdll 7/13/2009 916 PM  Application extens... 24 KB

‘5 odbcad32 7/13/2009 914 PM  Application 84 KB
4 odbcbcp.dll 7/13/2009 916 PM  Application extens... 48 KB
4 odbcconfdll 7/13/2009 9:16 PM  Application extens.. 40 KB

Figure 7.5 Use the 32-bit ODBC connector named odbcad32.exe.

2. Add a system DSN by clicking the Add button (see Figure 7.6).
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#9 0DBC Data Source Administrator E3 I

"UserDSN  SystemDSN | File DSN | Drivers | Tracing | Connection Pooling | About |

System Data Sources:

Name I Driver I m'

Hemove

Configure |

An ODBC System data source stores information about how to connect to
|o the indicated data provider. A System data source is visible to all users
on this machine, including NT services.

| OK I Cancel Apply Help

Figure 7.6 Add an ODBC connection.

3. Add the SQL Server client and click Finish (see Figure 7.7).

Create New Data Source [ X I

Select a driver for which you want to set up a data source.

- Name vl
‘ ; ‘ Microsoft Paradox-Treiber [*.db ) E.
j Microsoft Test Driver [*.txt; ".csv] B.
——s Micrasoft Text-Treiber [* tst; *.csv) B.
Microsoft Visual FoxPro Driver 1.
Microsoft Visual FoxPro-Treiber 1
SOL Server E.
SOL Server Native Client 10.0 21
»

Figure 7.7 Select the SQL Server driver.

4. Specify a name for the data source and enter the SQL Server where vCenter is
installed that it should connect to, as shown in Figure 7.8. and click Next.



vSphere Update Manager 275

Create a New Data Source to SQL Server m I

This wizard will help you create an DDBC data source that you can use to
connect to SOL Server.

i What name do you want to use to refer to the data source?

g ( Name: |vUpdate )
L

How do you want to describe the data source?
Description: I

Which SOL Server ant to connect to?
Server; |Iocalhosﬂ zl

Fiish |  Net> | cancel | Help |

Figure 7.8 Specify a name and the SQL Server where the vCenter database is installed.

5. Leave the defaults and click Next (see Figure 7.9).

Create a New Data Source to SQL Server B l

How should SQL Server verify the authenticity of the login ID?

& Wwith Windows NT authentication using the network login 1D.

i'! ¢~ With SOL Server authentication using a login ID and password

entered by the user.

To change the network library used to communicate with SQL Server,
click Client Configuration.

Client Configuration...

v Connect to SOL Server to obtain default settings for the
additional configuration options.

Login D I-adrruru:llam:

Password |

< Back I Next > I Cancel Help

Figure 7.9 Select Windows Authentication.

6. Change the default database to point at the Update Manager database and click Next
(see Figure 7.10).
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Microsoft SQL Server DSN Configuration [x] l

¥ Change the default database to:
2 [Updais =l

mksewm w2 Mirror server:
|

SPN for mirror server [Optional):

[~ Attach database filename:

IV Use ANSI quoted identifiers.
¥ Use ANSI nulls, paddings and wamings.

<Back Nest > Cancel | Hep |

Figure 7.10 Select the Update Manager database; in this example, it is called in vUpdate.

7. Click Finish (see Figure 7.11).

Microsoft SQL Server DSN Configuration E
ﬁ [~ Change the language of SOL Server system messages to:

IE nalish .LI

[~ Use strong encryption for data

[V Perform translation for character data

Use regional settings when outputting currency, numbers, dates and
= times.

~ .
ﬁServermaz

[~ Save long running queries to the log file:

IE \Users\aDMINI~1 . DEM\appD ata\Local\Temg Browse

Long query time [miliseconds): I 30000
[~ Log ODBC driver statistics to the log file:
|E \Users\aDMINI~1.DEM\AppD ata\Local\Temg Browse

< Back Finish Cancel Help

Figure 7.11 Select Finish.

8. Test the data source and click OK and OK again to close the utility.
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With this 32-bit ODBC connection created, you can go ahead and install Update
Manager. To install Update Manager, you first need to install the VMware vSphere
Update Manager add-in component to vCenter and enable the plug-in in the vSphere
Client so that you can manage the service. You also need to specify a location for the
updates to be stored or the Patch repository.

Installing Update Manager

VMware Update Manager is a service that manages the installation of updates in vSphere
environments. Update Manager tracks vulnerabilities for vSphere and can automatically
apply patches based on defined parameters.

VMware Update Manager works like other patch utilities in which patch data is updated at
set intervals controlled by the administrator. The service checks VMware’s site as well as
some third-party locations. One unique feature is that you can perform a rollback snapshot
first on a virtual machine to have a fallback point in case you have problems with the
applied patch or update. VMware provides several guidelines for configuring your Update
Manager Server:

» The Update Manager Server requires a minimum of 2 GB of memory to cache
patches in memory.

m Separate physical disks are needed for the Update Manager patch store and Update
Manager database. Although this issue is not mentioned by VMware, you should
separate the partitions in the VM from the patch store and database and make
sure they are two separate VMDKs. Both of these partitions or volumes should be
separate from the OS partition. This ensures that if you fill the volume, you can
still access the Windows Server to truncate the database and delete files from the
repository.

Next, we look at the steps required to install the Update Manager:

1. To install VMware Update Manager, you need to install the service on the vCenter
Server and enable the plug-in from the vSphere Infrastructure Client. It can be
installed using the VMware vCenter Installer.

2. Accept the end-user patent agreement and click Next.
3. Accept the license terms and click Next.

4. Deselect Download Updates From Default Sources Immediately After Installation
and click Next (see Figure 7.12).

You should deselect the default behavior, which is to automatically kick off
the download of the default selections. The default sources include a variety of
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patches and patch versions that may or may not apply in your environment. It

is better to be selective and finely control the types and quantity of downloads
in your environment. VMware provided a sizing estimator for Update Manager
4, which is still a good tool to estimate how large the repository will grow.

You can download the utility from www.vmware.com/support/vsphere4/doc/
vsp_vum_40_sizing_estimator.xls. The tool estimates the database size and how
you should implement Update Manager; all you have to do is fill in details about
the host, VMs, and patching activities. Also, note that the VM patching that was
included in older versions of Update Manager has not been carried forward in

Update Manager 5.0.

i'é‘a YMware vSphere Update Manager ll

Support Information r_c _ '
Please read the following Update Manager support information carefully, |

Update Manager 5.0 does not support ¥M patching. In Update Manager 5.0, you can
upgrade ESX/ESXi 4.x hosts to ESXi 5.0 only. Upgrades from ESX/ESXi 3.x to either ESX/ESXi
4.x or ES¥Xi 5.0 are not supported.

[ Download updates from default sources immediately after installation,

NOTE: Deselect this option if you want to review the default download sources before
download or use a shared repository as a download source.

Installshield

< Back I Next > I Cancel

Figure 7.12 Do not automatically start downloading.

5. Provide the information required to connect to the vCenter Server and the user ID
used to connect. By default, Update Manager connects over port 80. If you have
changed the default vCenter ports during your installation, update the http port
used. In addition, provide the administrator account that you will use to connect to
vCenter Server (see Figure 7.13) and click Next.
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i ¥YMware vSphere Update Manager E I
vCenter Server Information
Enter vCenter Server location and credentials - | ‘

Please provide the necessary information about vCenter Server below. VYMware vSphere
Update Manager will need this information to connect to the vCenter Server at startup.

YMware vCenter Server Information

IP Address | Name: HTTP Port:
Username: Password:

InstallShield

< Back | Next > I Cancel |

Figure 7.13 Provide vCenter information.

6. If you have pre-created the 32-bit ODBC connection, the installer detects it and
presents it to you to continue the installation, as shown in Figure 7.14. If you have
not, you need to follow the procedure described in the section “Creating the 32-bit
ODBC Connection.”

j@ ¥Mware vSphere Update Manager E I

Database Options

Select an ODBC data source For YMware vSphere Update Manager, J

VYMware vSphere Update Manager requires a database.

(" Install a Microsoft SQL Server 2008 R2 Express instance (for small scale deployments)

(% Use an existing supported database

Data Source Name (DSN):

NOTE: Update Manager requires a 32 bit system DSN with supported types of databases
and versions of drivers.

Installshield

< Back | Next > I Cancel

Figure 7.14 Specify the DSN.
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7. Confirm the database and ODBC information and click Next (see Figure 7.15).

|§ ¥Mware vSphere Update Manager = I
Database Information '7,—'
Enter additional database configuration information,
DSN: vUpdate
ODBC Driver: C:\Windows\SysWOW64\sqlncli10.dll

DSN is setup to use integrated Windows authentication. SQL Server will use the logged
on user credentials to verify authenticity. Please dlick Next to proceed.

InstallShield

< Back I Next > Cancel

Figure 7.15 Confirm the DSN information.

8. The VMware vSphere Update Manager autodetects the IP of the host it is running
on as part of the installation if it has a single network interface card (NIC), as shown
in Figure 7.16. If it has multiple NICs, consider using the DNS name. If you are
using a dedicated Update Manager Server shared by multiple vCenter Servers, make
sure that the DNS name is resolvable from each vCenter Server. If your Internet
connectivity is managed by a proxy server, you can add the specific proxy infor-
mation by selecting Yes, I Have Internet Connection and I Want to Configure
Proxy Settings Now. If you select this option, you are asked for the proxy server
information and port used. Click Next once you have configured the correct settings
for your environment.
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i’é‘l ¥Mware vSphere Update Manager [ I
¥Mware vSphere Update Manager Port Settings I I’
Enter the connection information For Update Manager

Specify how this YMware vSphere Update Manager should be identified on the network. Please
make sure this IP address or host name can be accessed from both vCenter Server and hosts,

Setup will open the ports in firewall if the Windows Firewall/Internet Connection Sharing
service is running on the system,

SOAP Port: Web Port: 55L Port:

IBUB4 I9E|B4 |908?

[~ Yes, I have Internet connection and I want to configure proxy settings now.

InstallShield

< Back l Next > I Cancel

Figure 7.16 Specify ports.

9. By default, the Update Manager services and patch location run off the system
drive. I recommend that you change the downloading location to a separate drive
and location due to the space it will consume based on update selections (see Figure

7.17). Once configured click Next.

i@ ¥YMware vSphere Update Manager E3 I

Destination Folder 8
Click Next to install to this Folder, or click Change to install to a different Folder. -

Install YMware vSphere Update Manager to:

’] C:\Program Files (x86)\VMware\Infrastructure) Change... |

Configure the location for downloading patches:

’_j D:\¥Mware Update Manager\Datal,

Installshield

< Back I Next > I Cancel

Figure 7.17 Change the repository location to a separate volume.
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10. Click Finish to complete the installation (see Figure 7.18).

VMware vSphere™
Update Manager

i'¥ YMware vSphere Update Manager

InstallShield Wizard Completed

The InstallShield Wizard has successfully installed YMware
vSphere Update Manager, Click Finish to exit the wizard,

x]|

I | Finish I

< Back Cancel

Figure 7.18 Finalize the installation.

At this point, your VMware Update Server is installed, but to administer it, you need to

install and enable the plug-in. You can access the executable by launching your virtual
infrastructure client and downloading the installer (see Figure 7.19).

Jva Plug-in Manager

S [=] E3

Plug-in Name | Vendor | Version | Status | Description | Progress
Installed Plug-ins
& V¥Mware vCenter Storage Mon.., YMware Inc, 5.0 Enabled Storage Monitoring and
Reporting
& vCenter Operations Standard ~ YMware, Inc, 1.0.1 Enabled vCenter Operations Standard
extension
& wCenter Hardware Status VYMware, Inc, 5.0 Enabled Displays the hardware status of
hosts (CIM monitoring)
5 vCenter Service Status VMware, Inc, S.0 Enabled Displays the health status of
vCenter services
&  com.vmware.CapacitylQ 1.5.2.... Enabled vCenter CapacitylQ
& vShield Manager VMware 5.0 Enabled Metwork and Security Solutions
Avail
‘ YMware vSphere Update Ma...  VYMware, Inc, 5.0.0.... DownloadandI... YMware vSphere Update
Manager extension

| Errors

Close

Figure 7.19 You need to install the plug-in.
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To install the plug-in, simply download it to the desktop where you are running the virtual
infrastructure client and follow these steps:

1. Select the language and click OK and Next.
2. On the welcome screen, click Next.
3. Accept the terms in the license agreement and click Next.
4. Click Install.
5. Click Finish.
When the plug-in is installed, you can go back to the plug-in manager and enable VMware

vSphere Update Manager. After it is installed and enabled, a new icon appears under
Home for Update Manager, as shown in Figure 7.20.

File Edit View Inventory Administration Plug-ins Help

ﬁ |g Home l

$ 2 Y @& &

Search Inventory

Roles Sessions Licensing System Logs vCenter Server  vCenter Solutions  Storage Providers
Settings Manager
Management
= & 2 8 &
B @ B B & 3
Scheduled Tasks Events Maps Host Profiles WM Storage Customization
Profiles Specifications
Manager

Solutions and Applications

Update Manager

Figure 7.20 Update Manager is now installed.

You also see an additional tab called Update Manager when viewing Hosts and Clusters in
the management console (see Figure 7.21).
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demoesx001.virtualguru.org YMware ESXi, 5.0.0, 623860 | Evaluation (60 days remaining)
Allocation | Performance - Configuration | Tasks &Events " Alarms | Permissions | Maps | Storage Views ety |

Name contalns:l Clear Scan.., Attach.., Help  Admin View

Attached Baseline Groups ’ | Attached Baselines ’ |Type Host Compliance ]# Hosts |

Host Name |Patches ]Upgrades [Extenslons [Last Patch Sca... f

Hide Hosts I [\')]Stage... | WEmediatE... |

Figure 7.21 Update Manager can be accessed from the Update Manager tab.

Configuring Update Manager

You must configure several things before you can effectively use Update Manager. If you

click the Update Manager icon in Home, you are taken to the management pane shown in
Figure 7.22.

Update Manager Administration for demovc001.virtualguru.org

CELE R o T4 Configuration ' Events | Notifications ' Patch Repository - ESXi Images ' YA Upgrades

View Baselines for: [Hosts yMs/vas

Baselines Create,,, Edi,.. Delete Baseline Groups
Baseline Name Content |Ty...[Co.. [La_.. Group Name
Critical Host Patches (Predefined) 0 Dy... Ho... 251...

J 5Non-CriticaI Host Patches (Predefined) 0 Dy... Ho... 25/...

«|
L]

Figure 7.22 Update Manager’s management pane.

Select the Configuration tab and ensure you have the configuration set up properly before
you start to apply patches in the environment. The first setting is Network Connectivity.
This tab provides the communication ports to and from the update management service.
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When Update Manager and vCenter are installed in the same location, all incoming
connections to Update Manager are connected through a reverse proxy on vCenter.
ESXi hosts connect to port 80, and vCenter Server forwards the requests to the Update
Manager’s web server on port 9084 for host patch downloads. vCenter Server connects to
Update Manager on port 8084 because they are on the same machine.

When Update Manager runs on a dedicated server, Update Manager runs the reverse
proxy and listens for connections on port 80 and 443. ESXi connects to the dedicated
Update Manager on port 80, and the reverse proxy forwards requests to the web server
to 9084. vCenter Server connects to Update Manager through port 443, and the reverse
proxy forwards requests to port 8084. If you are running firewalls in between, make sure

that you have opened the correct ports, as shown in Figure 7.23.

A4S

8084 vCenter Server

Update Manager

ESXI Host

Figure 7.23 Required firewall ports.

You can adjust these ports from the defaults under Network Connectivity settings on the
Configuration tab, as shown in Figure 7.24.
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Update Manager Administration for demovc001.virtualguru.org

Baselines and Groups  eGOIIENG N Events - Notifications ' Patch Repository - ESXi Images ' VA Upgrades

Settings Network Connectivity

v Network Connectivity

‘ —Client Communication with the Update Manager Server
Download Settings

Download Schedule SOAP port: IBDS4

Motification Check Schedule

Virtual Machine Settings —~Update Manager patch store used by the ESX and ESXi hosts

ES¥ Host/Cluster Settings Server port (range: 80, 9000-9100): |9084
vApp Settings 1P address or host name For the patch store: |192.168.10. 11 j

A For client communication, the vSphere Client must be able to access the
specified ports on the Update Manager server. For patch transfers,
ES¥ hosts must be able to access the specified ports on the Update Manager
server, YMware vSphere Update Manager restart is required For these changes to
take effect,

If there are any firewalls, they must be configured to allow traffic through these

ports,
Apply |

Figure 7.24 Update Manager’'s Network Connectivity settings.

You can add additional download locations beyond the default provided by VMware on
installation. You can also specify a centrally located repository if you have a standardized
location for all downloads. If you are running a large VMware environment, you may
have multiple vCenter Servers and sufficient scale to warrant a dedicated Update Manager
Server and separate database server. Building a centralized environment allows you to
maintain consistency and manage multiple vSphere environments from a single Update
Manager service. If you are using a web proxy for connection to the Internet, this can be
specified here, as shown in Figure 7.25.
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Update Manager Adminstration for demayc00 1Lyt salguru.ony

Basrines and Crouns [ G TR Ao Fverds | Nobfrations - Patch Repostoey | ES0 Images VA Lipgrades

Settings Download Settings
Metwork Cornectwiy
Download S
 ourlosd settngs s Change the
& Drect connection to Intemet - downioad new patches and VA uporades erher st intervals specfied n Download Ao Do Sout e, p—
Dol Schech de Schedule or immedistely by diding the Download Now button below Download Source
NotFshon (hedh schedue
Covmctivity Status ||
Vatusl Mactene Seltimgs iy NITTvsre. e vphere LSX., Connected |
£ HostChstor Satings P VMwwe Lsx M. Mrarwow YEvwiare. COmPRChManagems . Dowmkoed LSX Tk patc . Connected
F  Custom E£5X e VTware cos . Downiced vSphere E5K.. Connected
vipp settrgs F vane VAs etn vapp-updaies vivaarn comAmiontnl | Deramiond virtusl appln Connncted
€ Use & shared repeskory What's this?
Yeldbe sl Dowrlosd Now | Apply I
Pote: you Can aso Juport Palches marualy from a locel oo e
Provy Settings
O Use proxy B Proxy requires suthentication
Purl lq— Passrrord, |

Use a shared Repository

Figure 7.25 Download Settings.

It is possible to change the schedule to have the downloads occur at certain times and on
certain days. In a large organization, it is likely that a maintenance window already exists,
so it is simply matter of aligning the existing schedule in Update Manager. Simply select
the download schedule and click the Edit Download Schedule link. You can adjust the
time frame from Once, Hourly, Daily, Weekly, or Monthly and have it run a certain
number of times during that interval, as shown in Figure 7.26. For example, you could
configure it to run twice monthly.
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(%) Schedule Update Download - ||:||5]
Schedule Task
Select the time and frequency of the task.
Schedule Task Task Name |VMwal'e vSphere Update Manager Update Download
Email Motification
Ready to Complete Task Description |A predefined scheduled task to download software updates,
Frequency: Daily L]
Once |
Hourl
Weekly
Manthly
Interval
‘» Run every Il day(s).
Help I < Back I Next > I Cancel I
A

Figure 7.26 You can adjust the schedule.

After configuring the schedule, you can specify e-mail addresses for notification of

downloads. Multiple e-mails can be specified by separating them with a semicolon. For

example,

compliance_group@virtualguru.org; security_team@yvirtualguru.org

The e-mail notifications are dependent on SM'TP settings being configured on the

vCenter Server. You can find these settings under Home, Administrator, vCenter Server

Settings under the Mail configuration (see Figure 7.27).
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r:'.- vCenter Server Settings ll

Select Mail Sender Settings
What settings should vCenter use for sending email alerts?

Licensing
Statistics

Runtime Settings SMTP Server: fsmtp.virtualguru.org
Active Directory

Mail Sender Account: Ivcenter@virtualguru.urg|
SNMP

Ports

Timeout Settings

Logging Options

Database

Database Retention Policy

SSL Settings

Advanced Settings

Mail

Figure 7.27 SMTP Server for notification.

Under Virtual Machine Settings, you have the option of using a snapshot to set a recovery
point in the event that the updates you apply cause problems. It is highly recommended that
you do this to ensure you can recover from a patch that causes more harm than good. You
can also control when the snapshot is deleted by configuring the hours before the snapshot
is deleted, as shown in Figure 7.28. You simply enable the Take a Snapshot option. You
should also adjust the Keep For setting to ensure the snapshot is removed. The default is to
keep the snapshot indefinitely, which can consume a lot of additional storage space. When
OS patches were included, this feature was quite handy. Now that you can upgrade only the
hardware and tools, it can still be important but is not quite as critical.
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[++ demovc001.virtualguru.org - vSphere Client

File Edit View Inventory Administration Plug-ins Help

a ﬁ |9 Home P y Solutions and Applications P @; Update Manager b @ demovc001 . virtualguru.org

Update Manager Administration for demovc001.virtualguru.org

Baselines and Groups el sG e Events ' Notifications ' Patch Repository ' ESXi Images ' VA Upgrades

Settings Virtual Machine Settings

Nebwork Connectivity

Specify the remediation rollback options, If enabled, rollback will take &

Download Settings
‘ 9 snapshot of the virtual machine before remediation.

Download Schedule

¥ Take a snapshot of the virtual machines before remediation to enable
rollback,

v Virtual Machine Settings -
na " Keep for IIB 3 hours
ESX Host/Cluster Settings

Notification Check Schedule

) ' Do not delete snapshots
vApp Settings

0 Snapshots reduce the performance of the virtual machine, Delete the
snapshots as soon as the remediation is validated.

Apply |

Figure 7.28 Enable snapshots and adjust the retention setting.

To apply host-level patches, the ESXi host must go into maintenance mode. Update
Manager provides a finite level of control over what happens when a host goes into
maintenance mode. This control can be configured at the host or cluster level. If you are
using Auto Deploy, you can also control whether these settings get applied to autode-
ployed ESXi hosts.

The Host Settings allow you to set what happens to the power state of the VMs; the
options are unchanged, power-off, or suspend the VMs. You can also configure how often
Update Manager attempts to move the ESXi host into maintenance mode. One handy
setting 1s to temporarily disable any removable media devices that might prevent virtual
machine VMotions and prevent the host from going into maintenance mode.

The configurations of specific settings are influenced by your current patch management
operational procedures. For example, if you tend to apply patches during the day but delay
any reboots till after hours, you might not want to affect the power state of the VMs. If
you have prearranged outage windows for patching activities, you may want to ensure
everything is completed within the window, so powering off the VMs may be important.
You can adjust these settings under the Configuration and Host/Cluster Settings, as shown

in Figure 7.29.
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Baselines and Groups  [EeCULMELLLN, Events  Notifications - Patch Repository ' ESXiImages ' VA Upgrades

Settings ESX Host/Cluster Seltings
Netwaork Connectivity
Download Settings Maintenance Mode Settings
Download Schedule Before host remediation, ESX/ESXi hosts might need ta enter maintenance mode. Virtual machines and virtual appliances must be shut down or migrated. To
reduce the host remediation downtime, you can select to shut down or suspend the virtual machines and appliances before remediation from the drop-down
Notification Check Schedule menu below,
Virtual Machine Settings VM Power state: IDO Not Change VM Power State ;l
v ESX Host/Cluster Settings ¥ Retry entering maintenance mode in case of failure
vipp Settings Retry delay: |5 = [minutes =
Number of retries: H

™ Temporarily disable any removable media devices that might prevent a host from entering maintenance mode.

Cluster Settings

Certain features might need to be temporarily disabled for cluster updates to succeed, These Features will be automatically re-enabled when remediation is
complete.

Update Manager does not remediate hosts on which the features are enabled.
Temporarily disable:

¥ Distributed Power Management (DPM)

[ High Availability Admission Control

[ Fault Tolerance (FT)

0 To ensure that FT can be re-enabled, you should remediate all hosts in a cluster with the same updates at the same time, See the documentation for
more details,

[~ Enable parallel remediation For hosts in cluster

[T Migrate powered off and suspended virtual machines to other hosts in the cluster, if a host must enter maintenance mode
PXE Booted ESXi Host Settings
[ Allow installation of additional software on PXE booted ESXi 5.x hosts

Apply

Figure 7.29 Control VM state during the patching process.

At the cluster level, you can disable certain features that may interfere with a clean reboot
of the host or virtual machines. You can temporarily disable high availability (-HHA), Fault
Tolerance (FT), and Distributed Power Management (DPM), for example. HA enables
cluster heartbeats between hosts or VMs that monitor availability and, in the invent a
host or VM fails, allows the VMs to be restarted elsewhere. FT is the application of the
vLockStep technology that allows a virtual machine to be completely mirrored to a second
virtual machine. In the event the primary fails, the secondary simply takes over without a
restart being necessary. DPM allows you to power off underutilized hosts after the VMs
have been migrated off (through VMotion) to turn off unused resources in your virtual
infrastructure, as shown in Figure 7.30. You can also force VMotions from hosts going
into maintenance mode and allow more than one host to be patched at the same time

by enabling parallel remediation for hosts in a cluster (the default is to handle updates
sequentially).
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Cluster Settings

Certain features might need to be temporarily disabled for cluster updates to succeed. These features will be automatically re-enabled when remediation is
complete.

Update Manager does not remediate hosts on which the Features are enabled.
Temporarily disable:

[V Distributed Power Management (DPM)
™ High Availability Admission Control

[T Faul Tolerance (FT)

6 To ensure that FT can be re-enabled, you should remediate all hosts in a cluster with the same updates at the same time, See the documentation for
more details.

[ Enable parallel remediation For hosts in cluster

[" Migrate powered off and suspended virtual machines to other hosts in the cluster, if a host must enter maintenance mode

Figure 7.30 Adjust DPM.

The vApp Settings control how Update Manager reboots vApps. A vApp is a logical
container that incorporates a number of virtual machines that together create a multitiered
application. By incorporating them in a vApp, you can predetermine the start order of the
VMs, for example. If you want the vApp boot order to be respected by Update Manager,
you need to select Enable Smart Reboot After Remediation, as shown in Figure 7.31.

Baselines and Groups e ilsTf-l( sl Events ' MNotifications ' Patch Repository ' ES¥iImages = VA Upgrades

Settings vApp Settings

Network Connectivity
Download Settings ¥ Enable smart reboot after remediation,

Download Schedule Enabling smart reboot selectively reboots the virtual appliances in the vApp to
maintain startup dependencies, and possibly reboots the appliances that are

Naotification Check Schedule not remediated,

Virtual Machine Settings
ESx Host/Cluster Settings Disabling smart reboot only reboots virtual appliances that are remediated and

_ might not maintain startup dependencies.
»  vApp Settings

Apply |

Figure 7.31 You can adjust vApp Settings.

When these settings are properly configured, you are ready to configure baselines and test
for compliance.
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Patching Your Environment

Update Manager downloads available patches to a central location in your environment.

It also provides a series of default baselines so that you can check for patch compliance on
objects such as the ESXi host. Baselines allow you to bundle patches together for instal-
lation. Hosts can be scanned to determine which patches are installed or have yet to be
installed. Baselines can be either fixed or dynamic. Use fixed baselines when you want to
manually specify patches. Fixed baselines do not change when new patches are downloaded
to the repository, unless the administrator adds them to the baseline. Dynamic baselines
are created from specific criteria such as text or date range matches. Dynamic baselines

are updated if newly downloaded patches match the criteria specified. The default baseline
templates can be extended, or new ones can be created, as shown in Figure 7.32.

CELC UL et Configuration ' Events ' Notifications ' Patch Repository ' ES¥iImages ' WA Upgrades

View Baselines for: |Hosts  YMsjVas

Baselines Create.,. Edi... Delete
|Base|ine Name ICnrﬂerﬂ Type Component Last Modified
Eﬁ Critical Host Patches (Predefined) 0 Dynamic Host Patches 7152012 11:03:19 PM
“[AMNon-Critical Host Patches (Predefined) 2 Dynamic Host Patches 752012 11:03:23 PM

Figure 7.32 Baselines.

Several defaults are provided for patching hosts, VMs, and virtual appliances. Because
you are configuring Update Manager to ensure the tools are up to date, you can either
ensure the VMware Tools are part of the default critical or noncritical patch baselines or
create a specific baseline that applies exactly what you need. The download to update the
VMware Tools is called Updates tools-light. You can edit any of the baselines and select
the Additional Patches option. You can specifically add this patch to ensure the upgraded
tools are applied in any of the baselines, as shown in Figure 7.33.
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3 demovc001.virtualguru.org - vSphere Client [_ O] x]
File Edit View Inventory Administration Plug-ins Help

a E ‘Q Home b & Solutions and Applications b Q’i Update Manager b (5 demovc001.virtualguru.org l! Search Inventory ]QI

Update Manager Administration for demovc001.virtualguru.org

Baselines and Groups - [REUNTIE LN Events  Notifications - Patch Repository | ESXi Images . VA Upgrades

Settings Download Settings Compliance View
Metwork Connectivity
Download Sources -
Download Settin —
' % (% Direct connection to Internet - download new patches and YA upgrades either at intervals specified in Download Add Download Source...
Download Schedule Schedule or immediately by dicking the Download Now button below
Natification Check Schedule
Enabled |Updme Type 1 Component |anrinad Source |Descnpuon |Cnnnndh'i'ty Status |
Virtual Machine Settings 2 ViMware ESK https: fhostupdate vmware comisoftwares. Download vSphere ESX.. Connected
ESX Haost/Cluster Settings 2 Vitware ESX https: fdwew vmyvare comPatchManageme.. Download ESX 3x patc... Connected
v Custom ESX https: fhostupdate vmware com/softwaresy.. Download vSphere ESX.. Connected
vApp Settings 2 Viware VAs http: fivapp-updates vmwvare comivai-catal... Download virtual applia... Connected
" Use a shared repository ‘What's this?
| yalidate URL I Download Now I Apply
Note: you can also Import Patches manually from a local .zip file =
4| | 2
F Tasks @ Alams | |License Period: 79 days remaining  VIRTUALGURU\Administrator

Figure 7.33 Adding patches.

After making sure that the updated tools are part of the baseline, you can attach this
baseline to a cluster or individual ESXi host and then scan for compliance. If the objects
are noncompliant, you can apply the patches to ensure they meet the baseline. To attach

a baseline, simply select the object from Hosts and Clusters, select the Update Manager
tab, and click the Attach link. After you do this, you are asked to select the patch baselines
to apply. In this example, we selected an ESXi host and selected the critical and noncritical
host patches (see Figure 7.34). We specifically added the VMware Tools to the critical
baseline because we want to ensure that we can enable all the VMs for vShield. After you
select your baselines, simply click Attach.
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(%) New Baseline Group Wizard M=
Ready to Complete
Review the settings before you complete the wizard,
Name and Type Review your baseline group settings before you click Finish and create the group.
Upgrades
Patches ) )
Extensions :ase:!ne gruup :am?. :Mu:a;e Tlo-ols:eqmretj for vSphere 5
Ready ko Compets aseline Group Type: Host Baseline Group
Upgrade Baselines: None
Patch Baselines: Add Latest Version of YMware Tools
Extension Baselines:  Abne
Help < Back Next > Finish Cancel I
Vi

Figure 7.34 Attach baselines to ESXi hosts.

After attaching a baseline to the host, you can scan to determine whether the host is
compliant. Clicking the Scan tab kicks off a Scan entity task in the vCenter Server.

Assuming that the host is not up to date because it does not have the latest release of the
tools, you have an option to remediate—or apply—the patches, as shown in Figure 7.35.

295
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demoesx001.virtualguru.org ¥Mware ESXi, 5.0.0, 623860 | Evaluation (60 days remaining)

es ' Resource Allocation ' Performance

Configuration ' Tasks & Events ' Alarms ' Permissions ' Maps = Storage Views RUJaEICIGERETT

Name contains: Clear  Scan...  Attach...

Attached Baseline Groups ’ Attached Baselines
" All Groups and Independent Baselines »| | Al

+" ¥YMware Tools Required for vSphere 5§ + Add Latest Version of YMware T... Patch

Help  Admin View

+ | Type Host Compliance |# Hosts
SR Hosts 1
&3 Non-Compliant i}
A Incompatible 0
0
1

@ Unknown
+ Compliant

| Compliant Q|

All Groups and Independent Baselines -> All -> € Non-Compliant and /& Incompatible and @ Unknown and
Host Name

|Patches |Uparades |Extensions |Last Patch Scan...
demoesx001 virtualguru.org + 4 - Details 25/09/2012 3:35:...

Hide Hosts | [iJ]stage... | § Remedite... |

Click the Remediate... button
Figure 7.35 Remediate to apply patches.

You have the option of applying only some of the baseline or patch bundles when you
select the Remediate tab (see Figure 7.36).
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i3 Remediate

M= E3
Remediation Selection
Select the target objects of your remediation,

Remediation Selection Select the baselines or baseline groups to remediate.
Patches and Extensions
Schedule

Baseline Groups and Types ~ Baselines
ation Options Name v ]Narne
Complete Baseline Groups [V Add Latest Version of VMware Tools

< |Type
Host Patches

" YMware Tools Required For vSphere 5
Individual Baselines by Type
(¥ Patch Baselines

Host + | Version |Patches

Extensions |Upgrades
[ demoesx001.vitualg.. VMware ESXi5.0.0

Help | < Back Next > l Cancel I
Vi

Figure 7.36 You have the option of selectively applying certain baselines.

On the next screen, you can deselect any of the specific patches if you want only some of the
patches to be applied in the baseline. By default, all are selected, as shown in Figure 7.37.
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(=% Edit Baseline [_ (O] %]

Patches
Select patches to include in the fixed baseline,

Baseline Name and Type There are 404 patches in the patch repository, Select the patches for this baseline. Double-click a patch for
Patch Options details.
Patches
Ready to Complete Patch Name, Product or Type contains: ~ I Advanced... Clear
Patch Name |Product |Release Date |Type |severity |ca]
Updates esx-base embeddedEsx 5.0.0 031172011 4.00:... Patch Importart B
Updates esx-base embeddedEsx 5.0.0 151272011 3:00:... Patch Importart S
®  Updates tools-light embeddedEsx 5.0.0 151272011 3:00:... Patch Important B
Updates net-e1000 an... embeddedEsx 5.0.0 151272011 3:00:... Patch Importart S
Updstes misc-drivers embeddedEsx 5.0.0 151272011 3:00:... Patch Low B —
Updates net-be2net embeddedEsx 5.0.0 15M2/2011 3:00:... Patch Low B
Updates the ESXi5.0e.. embeddedEsx 5.0.0 15/03/2012 4:00:... Patch Importart S
Updates the ESXi 5.0t... embeddedEsx 5.0.0 15/03/2012 4.00:... Patch Moderate _S|;|
| »
A
Fixed Patches to Add
Patch Name |Pr|:rduct |Release Date |Type |Sevarih,f |Category | Impact
Updates tools-light embeddedEsx... 15/12/2011 3:00... Patch Important  BugFix
4 | i
Heo | <gack | [ mext> cancel |

Figure 7.37 You can also selectively apply patches.

On the next screen, you adjust the behavior of some of the advanced cluster and virtual
machine features that might prevent an upgrade or reboot from taking place, as shown in

Figure 7.38.
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(%5 Remediate _ O] x|
Host Remediation Options
Specify the maintenance mode options of the remediation task.

Remediation Selection —Maintenance Mode Options:
Patches and Extensions 1. These options also apply to hosts in clusters.
Schedule
Host Remediation Options Before host remediation, ESX/ESXi hosts might need to enter maintenance mode. Virtual machines and virtual appliances must be shut
Ready ta Complete down or migrated. To reduce the host remediation downtime, you can select to shut down or suspend the virtual machines and

appliances before remediation from the drop-down menu below,

Power state: |Do Mot Change YM Power State j

¥ Retry entering maintenance mode in case of Failure

Retry delay: |5 = Iminutes ;I
Number of retries: |3 E:
I~ Disable any removable media devices connected to the virtual machines on the host.
—ESXi 5,x Patch Settings
™ Enable patch remediation of powered on PXE booted ES¥i hosts
1. PXE booted ESXi hosts revert to their original state after a reboot. To keep new software and patches on stateless hosts after a
reboot, use a PXE boot image that contains the updates.
< | »]
Help < Back I Next > I Cancel l
Y

Figure 7.38 Generate reports.

On the next screen, select Finish to confirm the changes in the remediation task. The
server is put into maintenance mode, the patches are applied, and the host is rebooted

if necessary. After the changes are made, you can see that the patches have been applied

correctly and the environment is now compliant, as shown in Figure 7.39.
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Namecontalns:l Clear Scan... Attach... Help  Admin View

Aftached Baseline Groups

s } Aftached 4 |Type | Host Compliance 1# Hosts |
/' All Groups and Independent Baselines > | A »| | [ A1 Appiicable Hosts 1
+ Critical Host Patches (Predefined) Patch €3 Non-Compliant 0
+” Non-Critical Host Patches (Predefined) Patch A Incompatible i}
(@ Unknown o]
+ Compliart 1
Compliant

Figure 7.39 The host is now compliant.

To ensure the prerequisites are installed on the ESXi hosts, you use Update Manager.
Update Manager allows you to apply the 5.0 Patch 1 to ensure that vShield will function
properly. Update Manager ensures that all hosts in the environment have the patch applied
and are now compliant. At this point, you are ready to install the vShield Manager. The
details on the installation and configuration are included in the next section.

Adding the vShield Manager to the vSphere Environment
All the vShield technologies are controlled through the vShield Manager. It installs as a

virtual appliance into your vSphere environment. You should ensure that vShield Manager
is installed on a host that will not be managed under vShield. This way, you make sure
that any misconfigurations do not lead to a problem accessing the vShield Manager and
potentially administrating the environment. In large environments, this host should be a
dedicated management cluster. Because this is also recommended for other components
such as Auto Deploy, vShield provides one more good reason for a dedicated management
cluster. After it is installed, you license it within vCenter and install the necessary plug-ins
for vShield. In the case of EndPoint, you also need to prepare the ESXi hosts using the
vShield Manager. To deploy vShield Manager, you simply import the Open Virtual
Format (OVF) template that creates the virtual appliance in the vSphere environment, as

shown in Figure 7.40.
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Attached Baseline Groups + | | attached Baselines < | Type Host Compliance |# Hosts

" All Groups and Independent Baselines | | Al > D All Applicable Hosts 1

+ VMware Tools Required for vSphere 5 +" Add Latest Version of VYMware T... Patch €3 Non-Compliant

A Incompatible
(@ Unknown
+ Compliant

Compliant @] ‘

- 0O 0O o

Figure 7.40 Deploy the OVF template.

To deploy the vShield Manager, follow these steps:

1.

2,

3.

10.

Open the vSphere Client and browse to Hosts and Clusters.
From the File menu, select Deploy OVF Template.

Select the location of the OVF files and click Next.

After the Deploy Wizard validates the OVTF files, click Next.
Accept the end-user license agreement and click Next.

Provide a name for the virtual appliance, that is, vShield Manager, and select an
Inventory location. Then click Next.

To ensure good performance, make sure the disk format is Thick Provisioned Eager
Zeroed and click Next. A Thick Provisioned Eager Zeroed disk is different from a
Thick Provisioned disk, in which all the blocks are allocated when it is provisioned,
or Thin, in which they are not. A Thick Provisioned Eager Zeroed disk goes a step
further and fully allocates the space on the array by zeroing or writing zeros to the
unused space. A Thick Provisioned disk does this post deployment, requiring a short
pause as the data expands to the reserved blocks. What this translates to is slightly
better performance for Thick Provisioned Eager Zeroed versus Thick or Thin.

Make sure Power On After Deployment is selected and click Finish.
After vShield boots, log in as the Admin account.

Go to enable mode by typing enable and launch Setup by typing setup, as shown in
Figure 7.41.
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(% Deploy O¥F Template IS [=] E3

OY¥F Template Details
Verify OVF template details.

Source
OV¥F Template Details

Product: vShield Manager

Version: 5.0.1-638924

Vendor: VYMware, Inc.
;‘ead; to Complete Publisher: & VYMware, Inc.

Download size: 879.7 MB

Size on disk: 1.3 GB (thin provisioned)
8.0 GB (thick provisioned)

Description: wShield Manager is the centralized network management
component of vShield, and is installed as a virtual appliance on
any ESX™ host in your vCenter Server environment. Install
vShield Manager on an ESX host separate from your vShield
components, Using the vShield Manager user interface or vSphere
Client plug-in, administrators install, configure, and maintain
vShield components. The vShield Manager user interface
leverages the YMware Infrastructure SDK to display a copy of the
vSphere Client inventory panel, and includes the Hosts, Clusters
and Networks views.

Help I < Back | Next > I Cancel

Figure 7.41 Type enable and then setup.

The appliance is set to use 3 GB of RAM. If you are running in a small environment (25
or fewer VMs), you can reduce the memory allocation to 1 or 2 GBs of memory. After

the virtual appliance boots, you need to login and then start the Configuration Wizard

by typing “enable” and then “setup” to configure the network, subnet mask, and default
gateway, as shown in Figure 7.41. It also allows you to configure name resolution by
configuring the DNS Servers and domain search list as shown in Figure 7.42. After
applying your configuration, simply save the settings. You can also allow DHCP to supply
the majority of these values and configure everything from the Configure tab of the
VMware vShield Manager.
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@ vShield_Manager on demoesx001.virtualguru.org M= B3
File View ¥M

il [D Q08 G B D b
2d protocol family 18
rting. Commit interval 5 seconds
FS on sdal, intermal jourmnal
fs: mounted file stem with ordered data mode.
d starting. Commit interval 5 seconds
S on sdad, intermal jourmnal
f Mounted filesystem with ordered data mode.

login: admin

anager> enable
Password :
anager# setup

se CTRL-D to abort configuration dialog at any prompt.
Default settings are in square brackets '[1°.

IP Address (A.B.C.D):

subnet Mask (A.B.C.D

Default gateway (A.

Primary DNS IP (A.B.C.D):

Secondary DNS IP (A.B.C.D): 192 0

DNS domain search list (space separated): virtualguru.org
Dld configuration will be lost

Do you want to save new configuration (ys/I[nl):

Figure 7.42 Configure vShield Manager network settings.

At this point, you need to log in to the vShield Manager (see Figure 7.43) and configure
it to talk to the vCenter Server. To do this, simply open a web browser and type the IP
address of the vShield Manager—in our example it is, http:192.168.9.220.

VMware" vShield Manager-

Password

VMware, Inc, All rights r

Figure 7.43 Log in to vShield Manager.
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The default login for the vShield Manager is userid Admin and the password is
default. On the Configuration tab, you need to configure a few things to ensure every-
thing is working properly.

Under vCenter Server Information, provide the connection information required for your
vCenter Server and make sure to assign the vShield Enterprise Administrator to the role of
the user. Supply the information and click Save, as shown in Figure 7.44.

vCenter Server Information

IP Address / Name: I demovctrool
Administrator User Name: I Administrator
Password: I D.o.oo-cl

2 Assign vShield "Enterprise Administrator” role to this user

Save I Cancel I

Figure 7.44 Specify vCenter Server Information.

If you are using self-signed certificates for your vCenter environment, you are prompted
to accept the vCenter Server’s certificate as the vShield Manager attempts to connect

to the vCenter Server. To ensure the connection can be established, click OK when
prompted to trust the host.

When you first install the vShield Manager, the plug-ins are not registered with vCenter
Server. To register them, click the Register button (see Figure 7.45) under the vSphere
Plug-in section on the Configuration tab.

vSphere Plug-in

This vShield Manager is currently not registered as an extension to vSphere server
For NAT enuvironments, you may need to modily the plug-in script download location, By default, the vShield Manager address will be used as "192,169,9.220:443", Modify Location

Register I

Figure 7.45 Register the vShield plug-in.

If you did not supply the DNS Server information under the console configuration,

you can do it under the DNS Servers section on the Configuration tab. Make sure that
the time and date are set correctly under Configuration and then click the Date/Time
link. There are a number of other tabs under Configuration where you can update the
appliance, add additional users, check System Events, and also review the logs of the
various enabled vShield modules. At this point, however, you should ensure that you have
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applied for a license to vShield EndPoint so that vShield Manager can be used to prepare
the ESXi hosts.

Licensing can be managed from the vCenter and can be found under Home, Administra-
tions, and then Licensing. The licenses are imported into vCenter Server and then applied
to the vShield EndPoint. To configure vShield licenses, click the Manage License Link
under Licensing on the Management tab.

Enter your vShield EndPoint licenses and a description (see Figure 7.46); then click Next.

r?. Manage vSphere Licenses i ﬁl

Add License Keys
If you have recently purchased, uparaded, combined, or split keys, add them to your inventory now,

Add License Keys Enter new vSphere license keys (one per line):

Assign Licenses
Al
emove License Keys

Confirm Changes

4]

Enter optional label for new license keys:

|vShield EndPaint
Add License Keys I

'\i:' No new license keys have been added yet.

Help I < Back I Next > I Cancel

Figure 7.46 Enter licenses.

Under Assign Licenses, click the Solutions tab, select vShield-EndPoint from the asset
pane, and select the license to apply to the EndPoint asset. Finally, click Next, as indicated
in Figure 7.47.
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1. Click the Solutions Tab

[%Manage vSphere Licenses B I

Assign Licenses
Assign a product license to each asset, Be sure to unassign anf keys that have been upgraded, combined, or split,
Add License Keys L
CRELEA G MYy g e | C (
e Te— . Show unlicensed assets Showlicensed assets Show all Q | Clear
F'r—n'-_:-‘.‘r— License Keys ES% (0) I vCenter Server (0) Solutions (1) I
S Select assets to license: Choose a license for the selected assets:
Asset | Cost | Product | Avallable |
= ¥Mware vShield Endpoint [= Evaluation Mode
5 | vShield-Endpoint 1 Q (No License Key)
= YMware vShield Endpoint 100 YMs
®| T42AQ-LT390-HBK4H-D1FKE-CITAN 100 ¥Ms|
2. Select the |
vShield-EndPoint :
3. Select the License to Apply
4 | i |
Capacity: 100 YMs
Available: 100 VMs
Expires: 131242012
Label: vSphere Endpoint Licenses
Help | < Back I Next > I Cancel

Figure 7.47 License vShield.

On the next screen, you can remove any licenses if necessary. If not, click Next and then
confirm your changes and click Finish. At this point, you have vShield installed, but you
have not prepared the ESXi hosts. To do this, you need to ensure the vShield Manager
plug-in is enabled in your vSphere client so that the vShield tab appears in your vCenter
console.

After enabling the plug-in, you should see a vShield tab when you select an ESXi host
from the Hosts and Clusters view in your vSphere client. Simply install the necessary
vShield EndPoint component from this tab (see Figure 7.48).
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demoesx001.virtualguru.org YMware ESXi, 5.0.0, 469512

Summary ' Virtual Machines ' Performance ' Configuration ' Tasks 8&Events ' Alarms ' Permissions ' Maps = Storage Views ' Hardware Status [E%iChl Update Manager

General Endpoint

vShield Host Preparation Status for demoesx001.virtualguru.org Learn More

Service Installed Available
vShield aApp Not installed 5.0.1-556798 Install Learn More
vShield Endpoint Not installed 5.0,1-638861 Install Learn More

vShield Data Security Not applicable until vShield Endpoint is installed.

Service Yirtual Machines

Name Type
vShield Manager vShield Manager

Figure 7.48 Click Install to deploy the vShield EndPoint to an ESXi host.

Adding the vShield Driver to Your VMs

In a VMware View environment, you need to ensure the driver is applied to all the source
templates and View Composer Parent images. By doing so, you ensure that the desktops
are deployed “vShield ready.” Because the driver is not installed by default, you need to go
through a manual installation of the VMware Tools and select the vShield driver that was
added when the Hosts were patched with the latest VMware Tools (the minimum required
is VMware Tools 8.6.0). To install the driver, you need to complete the following steps:

1. Power on the virtual machine.
2. Open the console of the virtual machine.
3. From the menu, select VM, Guest, Install/Upgrade VMware Tools.

4. Change the default from Automatic Tools Upgrade to Interactive Tools
Upgrade.

5. Click Next on the welcome screen.
6. Click Custom and click Next.

7. Expand the VMCI Driver, select vShield Drivers for installation, and click Next, as
shown in Figure 7.49.
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Click on an icon in the list below to change how a feature is installed.

- [~ Feature Description
: ey 10 Al | etnet to nstal vshield Endpoint Thin
e P~ | SVGA wﬂ Agent on the virtual machine to be
... =3 ~ | Audio Driver protected by vShield Endpoint.
—— VMXNet3 NIC Driver
=) « | Volume Shadow Copy Se
=)= | VMCI Driver This feature requires 145KB on your hard
i Shared Folders
« i | ;IJ
Install to:
C:\Program Fies\Wiware \WMiare Took\ _ Cronge... |
Help I Space <Back Next > Cancel I

Figure 7.49 Add the vShield driver.

Plugging In Your Third-Party Solution

The third-party support for vShield EndPoint that is shipping to customers is limited to
BitDefender and Trend Micro although many more vendors have announced that they
will ship products in 2012. We selected Trend Micro to provide an end-to-end example of
vShield in operation, but you should do your own evaluation to determine what solution
aligns best with your internal security practices. Kapersky and Symantec AV solutions

are now compatible with vShield. Ideally, rather than your having to look at separate AV
vendors for virtual and physical computers in your environments, all major vendors would
include a support option for vShield.

Trend Micro’s product is called Deep Security, and as of the time of writing, version 8 was
the current product release. Trend Micro’s Deep Security product is managed with Deep
Security Manager. You can find additional information at http://www.trendmicro.com/
cloud-content/us/pdfs/business/datasheets/ds_deep-security.pdf. From this management
tool, you can deploy the virtual appliances to integrate with VMware’s vShield product.

Because the focus of this chapter is on enabling vShield versus endorsing Trend Micro,
refer to the vendor’s documents for a complete list of features and capabilities. The Deep
Security Architecture consists of Deep Security Agents, which are the agents traditionally
deployed to physical desktops and servers. The Deep Security Virtual Appliance is the
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integration point for vShield and gets installed on each ESXi Server. You also have a
Deep Security Relay Server; it can be colocated on the servers running the Deep Security
Manager or separate to have a dedicated server or servers downloading updates from
Trend Micro’s Security Center, which is the company’s online service to your distributed
Deep Security Agents.

A properly planned environment likely has several relays distributed at primary locations
to ensure that a robust distribution model is available to ensure timely updates and good
service. A logical diagram of the components is shown in Figure 7.50.

Physical Virtual Cloud Desktop/Laptop
[ v [y vl ] v [ v |
— | | !
Security
Profiles

E IT infrastructure
------- > E i Integration

Administrator Security Security

Reports Updates Center

O Deep Security Agent

D Deep Security
Virtual Appliance

Deep Security Manager

O Security Center

Figure 7.50 Deep Security components.

The Deep Security Manager can be installed on Windows 2003 and Windows 2008
(32-bit and 64-bit) operating systems as well as some versions of Linux but does require a
database that can be either SQL or Oracle.

To begin the installation follow the following steps:

1. Launch the installer and click Next on the welcome screen.
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2. Accept the license agreement and click Next.

3. Confirm the Destination directory and click Next (see Figure 7.51).

ﬂ Setup - Trend Micro Deep Security Manager 8.0.1448

Select Destination Directory
Where should Trend Micro Deep Security Manager be installed? ,J

Select the Folder where you would like Trend Micro Deep Security Manager to be installed, then click Next.

Destination directory

_:\Program Files\ Trend Micro\Deep Security Manager Browse... |

Required disk space: 193.4 MB
Free disk space: 15,865 MB

Next > Cancel

Figure 7.51 Select the Destination directory.

For a smaller installation, you can use the embedded database type, which installs a
version of SQL Express on the Windows Server, or you can create a database on the
existing vCenter SQL instance. For larger installations, you should select a separate
Microsoft SQL or Oracle Server. This can be the same SQL Server that is running the
VMware database instances. Configure the correct database type and click Next (see
Figure 7.52).
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& Setup - Trend Micro Deep Security Manager 8.0.1448 !E B
Database
Please select the database Trend Micro Deep Security Manager will use. ’J

~Database Type
 Embedded ¢ Microsoft SQL Server " Oracle

~Configuration Parameters

Hostname: IdernothUl

Database Name: Idsrn

Username: Idemn!admlmshatmr

Password: I’“*""'“‘M

Advanced |

< Back

Next >

Cancel

Figure 7.52 Specify a SQL or Oracle Database.

1. The Trend Micro components can all be licensed separately or with one single
activation code. If you are evaluating, the product evaluation keys are available on a
time-trial basis. Enter your license keys and click Next (see Figure 7.53).

o x|
License

Enable the Protection Modules by entering one or more Activation Codes. ,J
{+ Single Activation Code for multiple Protection Modules

All Protection Modules IHH Sl G G e s G

(" Separate Activation Codes for each Protection Module

Anti-Malware and Web Reputation I -l I -] -I .[ .I

T — e e i

Integrity Moritoring [ -l | A | |

Log Inspection I | - - - -

" Continue without activation

<Back Net> | cancel |

Figure 7.53 Apply the license for Deep Security.
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2. Enter the IP address of the host where the Deep Security Manager is installed and

click Next (see Figure 7.54).
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& Setup - Trend Micro Deep Security Manager 8.0.1448 !Em
Address and Ports
Please specify the address of the machine on which the Manager is being installed and specify the communication ports. ’/

~Address and Ports

The Manager Address must be either a resolvable hostname, a fully qualified domain name, or an IP address. If DNS is not available in your
environment, or if some Computers are unable to use DNS, a fixed IP address should be used instead of a hostname (the current host's IP address is

10.0.17.223).

Manager Address: [10.0.17.223

Manager Port: I41 19
Heartbeat Port: Iﬂzn

< Back Next > Cancel

Figure 7.54 Provide IP of the server,

3. The Administrator account for the Deep Security Manager is the MasterAdmin
account. Update the password and click Next (see Figure 7.55).

i Setup - Trend Micro Deep Security Manager 8.0.1448 _ | O] X
Credentials
Please enter a username and password that you will use to sign in to Trend Micro Deep Security Manager, @
Select an administrator username and p d (required)
Username: [Mastemdmin
Password: aassasd
Confirm Password: I"‘"‘**"‘***

[V Enforce strong passwords

< Back Next > Cancel

Figure 7.55 Specify a password for the MasterAdmin account.

4. You can manually configure update tasks or have the installer automatically create
them. Because updates are critical, I recommend you have the installer create them
and manually edit them if you want to adjust them after the fact (see Figure 7.56).
Click Next.
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& Setup - Trend Micro Deep Security Manager 8.0.2224
Security Update

=10 x|
Update to the latest Security Update from Trend Micro. ’J
[ Automatic Updates
The following options will create Daily Scheduled Tasks in Deep Security Manager to ensure your system is kept up to date with Companents (Patterns
and Engines) and Software., These tasks can be added, removed or reconfigured at any time.

[¥ Automatically Update Components
[V Automatically Check for new Software

<Back |[[hext> || cancel

Figure 7.56 You can automatically check for component and software updates.

5. As mentioned, you can and should have dedicated relays for large environments.
If this solution is dedicated to the VMware View environment, you can install the
Manager and relay on the same server (see Figure 7.57). Click Next.

& Setup - Trend Micro Deep Security Manager 8.0.1448
Co-Located Relay

[ O[]
Optionally install a co-located relay

/]

In order to receive Updates Deep Security requires that one or mare relays be installed. Would you like to install a relay on this computer?
(% Yes (Recommended)

" No

Please Note: If no is selected, one or more relays should be installed on dedicated servers,

Next > Cancel

Figure 7.57 Install a relay server.

6. With Trend Micro, you can contribute anonymously to the Trend Micro Security
Center (online service). The more customers who contribute, the more proactive
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Trend can be in responding to security and malware threats. You also have the
option of specifying your industry (see Figure 7.58). Determine whether it is in your
organization’s best interest to contribute and click Next after you decide.

& Setup - Trend Micro Deep Security Manager 8.0.1448 !l:l m

>

Smart Protection Hetwork

. PROTECTION

! TREND MICRO™ The Trend Micro Smart Protection Network is a next-generation cloud-client content security infrastructure
@) : SMART designed to deliver proactive protection against the latest threats,
¢ NETWORK"

[¥ Enable Trend Micro Smart Feedback (recommended)

When enabled, Smart Feedback shares anonymous threat information with the Smart Protection Network For analysis, You can disable Smart Feedback.
anytime through the product consale.

Your industry (optional): |Not specified ;l

< Back I Next > Cancel I

Figure 7.58 Smart feedback allows Trend Micro to pool threat information.

7. On the next screen (see Figure 7.59), click Finish.

& Setup - Trend Micro Deep Security Manager 8.0.1448 o =] s
Confirm Settings
/]

Trend Micro Deep Security Manager is now ready to be installed,

Please review the following infarmation and click "Finish" to proceed.

Installation Directory: C:\Program Files\Trend Micro\Deep Security Manager
Installation Mode: New Install

Manager Address: https://10.0.17.223

Manager Port: 4119

Heartbeat Port: 4120

Administrator: Masteradmin

LA EUEN AR ErmbmddaAd ;I

< Back

Figure 7.59 Finalize the installation.
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8. On the next screen, ensure Launch the Deep Security Manager Management
Console Now is selected (see Figure 7.60) and click Finish.

B Setup - Trend Micro Deep Security Manager 8.0.1448 !E m

, TREND Completing the Trend Micro Deep Security Manager Setup Wizard

MICRO ) ) ;
Setup has finished installing Trend Micro Deep Security Manager on your computer, The Deep Security Manager management.

console can be started by clicking Deep Security Manager in the Trend Micro program group in the Windows Start menu.

DEEP SECURITY
Click Finish to exit Setup.

¥ Launch the Deep Security Manager management console now.

Finish |

Figure 7.60 Launch the Deep Security Manager Console.

At this point, the Deep Security Manager is installed, but the integration components have
not been deployed. The integration components involve deploying the Deep Security
virtual appliance on all the ESXi hosts.

Integrating vShield and Trend Micro Deep Security

To integrate vShield and Deep Security, you need to deploy the Deep Security virtual
appliance on each ESXi host and enable the VMs for protection. The resource require-
ments for the Deep Security virtual appliance are as follows:

= Memory: 1 GB

® Disk Space: 20 GB

® vSphere Compatibility: VMware vCenter 5.0 and ESX/ESXi 5.0
To manage the Deep Security environment, you need to log in to the Deep Security
Manager. To do this, open a web browser and go to your Deep Security Manager Server

on the specified port (see Figure 7.61)—for example, http://10.0.17.223:4119. Log in with
the MasterAdmin account using the password you specified during the installation.
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& Setup - Trend Micro Deep Security Manager 8.0.2224 -Il:lll(j

, I'? E E Ig- Completing the Trend Micro Deep Security Manager Setup Wizard

Setup has finished installing Trend Micro Deep Security Manager on your computer. The Deep Security Manager management
console can be started by dicking Deep Security Manager in the Trend Micro program group in the Windows Start menu,
DEEP SECURITY

Click Finish to exit Setup.
¥ Launch the Deep Security Manager management console now.

P |

Figure 7.61 Log in with the MasterAdmin account.

After you log in from the Dashboard, select the Computers category and then Add
VMware vCenter (see Figure 7.62). You need to connect the Trend Micro Deep Security
Manager to the virtualization environment.

DEEP SECURITY

§i) Dastbowrd
1) s
~ Reparts
- — = )
Whetresh ¥ 10.0.47.2x M cre & Minsged (Ories) b LR N T
f=]
1 Add Grougds). .. ® A
@ s Owectery.., Rt B Managed (Orins)  Ralay: ' 5 conpenerts svalatie
(00 A Pare Cenber .. ArtiMabuarn: &) Net Capaatin
- web Reputston: Ty off
Move Cod Fd-
2 Frowal: B9 OF, rondes
& shared
B @ Sysee oFl: @ O, no nes
Integrity Moritoring: [ 0, o s
Log Inspection: I OFF, ro rdes

From within the Computers
~ category, select Add VMware vCenter

Figure 7.62 Add the vCenter Server.

Enter your vCenter Server information (see Figure 7.63) and click Next.
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Please provide the following information for the vCenter being added.

—Server
Server Address:  [10,0.17.39
Server Port: J443
—Name
Name: |demo
Description: |
— Connection
Username: |dcmokndﬂ'astrator
Password: |ssccsses|

< Back | Next > I Cancel

Figure 7.63 Specify vCenter information.

You also need to provide the information for the vShield Manager virtual appliance.
Provide the IP or hostname and the admin password (see Figure 7.64) and click Next.

wShield Manager configuration is optional, but it is required to take advantage of
Anti-Malware protection for Virtual Machines,

—wvShield Manager Server
Manager Address: |10.0.17.62
Manager Port: I443
—Connection
Username: |adrmin
Password: Iccn.-o.|

< Back I Next > I Cancel

Figure 7.64 Add vShield Manager information.

When the Deep Security Manager is aware of the vCenter Server, you are prompted to
accept the certificate from the vShield Manager. Accept the certificate to confirm the

connection (see Figure 7.65).

317
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The server requires you to accept or reject this SSL certificate:

Issued To |
Common Name (CN) vShield Manager

QOrganization (O) VMware Inc.

Organizational Unit (OU}) vShield

Serial Number 4F:28:3E:3D

Issued By

Common Name (CN) vShield Manager

Organization (O) YMware Inc. EE

Organizational Unit (OU) vShield

validity

b
Tagsimal M= Voot L LT
4] | v

Figure 7.65 Accept the vShield Manager certificate.

When the connection is made, you are asked to confirm the inventory of the vCenter
Server to complete the integration of the two components. Click Finish (see Figure 7.66).

Please review the following summary carefully before proceeding

Adding this YMware vCenter will result in the Following additions: _Aj

1 datacenter(s)
2 host(s)
(32 virtual machine(s)

<Back | Fnish | cancel |

Figure 7.66 Finalize vCenter and vShield Manager configuration.

After integrating the Deep Security Manager and vCenter and vShield Manager, as shown
in Figure 7.67, you are prompted to prepare the ESXi hosts with the virtual appliances.
Close the Integration Wizard and deploy the Deep Security Virtual Appliances.
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« The YMware vCenter has been successfully added.

Prepare ESX Server for the Yirtual Appliance deployment:

To enable Deep Security Protection of ESX servers, they must be prepared
individually, To begin, select the ESX server on the Computers screen, then right]
click and select Actions > Prepare ESX.

178 10.200,1%6.114 Vitware ESX 5.0,0 buld-474610 None

Figure 7.67 Ensure integration of vCenter completes successiully.

When the vCenter connection is made, you are able to browse through to the ESXi hosts
under the Computers category in the Deep Security Manager. Select your ESXi host and
select Actions and Prepare ESX (see Figure 7.68).

@ 10.0.17.223 Microsoft Windo... None @ Managed (Online) @B g} 2 Minutes Ago

B Computers > demo > Hosts and Clusters > Demo > demo-cluster-001 (2)

% 10.0.17.13
ESX Version: 5| g Details... g SRR DD
Filter Driver Version: NJA E Win7x86Template Clear Warnings/Errors
vShield Endpoint: Installed ‘

E 10.0.17.21 VYMware ESXi 5.0.... None @ Unprepared

Figure 7.68 Prepare ESX hosts.

The prepare ESX action loads the filter driver onto the ESXi host. The filter driver is
provided by Trend Micro, but it is not imported to the Deep Security Manager by default.
Because Deep Security Manager recognizes that the filter driver is not installed, it prompts
for the location of the filter driver. Select the location of the filter driver (see Figure 7.69)
and click Next.
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Import Software (From File)

Please select software to import,

File: [C:\installitm - trend micro\FierDriver-£5%_5, _Browse... |

<ok [ wNe> | cacel |

Figure 7.69 Specify the location of the filter driver.

The Import Wizard asks you to confirm the properties of the Filter driver for the ESXi

host to finish importing the file. Ensure that the filter driver is the one you specified (see
Figure 7.70) and click Finish.

Software Properties
Please confirm the properties of the selected software and verify the fingerprint before continuing.

MName: FilterDriver-ESX_5.0-8.0,0-1189.x86_64.2ip
Platform:  ESX (64 bit)
Version: 6.0.0.1189

Fingerprint: {~1.EF:09:30:35:E3:55:32:EE:CD: 15: 7A:AD:C5:E9:8D: 14:C0:AS: 7F il
=

<Back [ Fmsh | cancel |

Figure 7.70 Confirm the filter properties.

After the filter driver is imported, the wizard continues the process of preparing the ESXi
Server to install the Trend Micro virtual appliance. The Filter driver is installed on the
ESXi Server as part of this process. Click Next to continue (see Figure 7.71).
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This wizard will guide you through the process of preparing your ESX server
for the Virtual Appliance. Note: In order to deploy the Filter Driver the ESX
server must be able to contact the DSM (10.0.17.223).

< Back Next > I Cancel !

Figure 7.71 Proceed to the filter installation.

To install the filter, the ESXi host needs to enter maintenance mode and requires a
reboot. You are prompted to do this automatically through the wizard or manually and
then run the wizard. Click Finish to have the tool complete the steps or No to manually
put the ESXi Server in maintenance mode yourself (see Figure 7.72).

In order to perform this task the ESX server needs to be entered into
maintenance mode. Additionally, the ESX server may need to be rebooted
after the taskis complete, Would you like DSM to attempt to automatically
bring this server into and out of maintenance mode and handle reboots?

@ Yes
C No

Depending on how the ESX server is configured you may need to
manually migrate or power off existing YMs before the server can
enter maintenance mode.

<Back | Fnish | cancel |

Figure 7.72 Finish the installation.

When the installation of the filter driver completes successfully, you are ready to deploy
the Deep Security Virtual Appliance. Click Next to continue with the deployment (see
Figure 7.73).
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ES¥ Server successfully prepared. Please reboot the ESX
server and synchronize it with vCenter in order for the
changes to take effect, (To synchronize the ESX server with
vCenter, right click on the vCenter in the navigation pane and
click 'Synchronize Now'.)

Deploy Deep Security Yirtual Appliance:

Deep Security Virtual Appliance will have to be deployed an the recently
prepared ESX server to protect the Host YMs,

(+ Deploy a Deep Security Virtual Appliance now.
" No thanks, I will deploy later,

K| |

Next > Close: I

Figure 7.73 Deploy the Deep Security Virtual Appliance.

As with the filter driver, the Deep Security Virtual Appliance is not imported by default.
The wizard prompts for the location of the virtual appliance source files. Trend Micro
provides these files, so simply point the wizard to the location where you downloaded the

files (see Figure 7.74) and click Next.

Import Software (From File)
Please select software to import,

File: [C:iInstalltm - trend micro\Appliance-E5%-8.0, _ Browse... [

oo [ ] o |

Figure 7.74 Select the appliance.

The Import Wizard prompts you to confirm the virtualization appliance files are the
correct source (see Figure 7.75). Then click Finish.
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Software Properties
Please confirm the properties of the selected software and verify the fingerprint before continuing.

MName: Appliance-ESX-8.0.0-1199.x86_64.zip
Platform:  ESX (64 bit)
Version: 8.0.0,1199

Fingerprint: [y c: 45:95:57:34:E1:2C:B6:22:58:0F:AD:C7:35:60:69:5F: CE:BF:AE i’

<Back [ Fish | cCancel |

Figure 7.75 Confirm the information for the virtual appliance.

The wizard continues with the deployment of the Deep Security Virtual Appliance. To
confirm deployment, click Next (see Figure 7.76).

This will deploy the Deep Security Yirtual Appliance (8,0,0,1199) to the ESX
server,

< Back Next > Cancel I

Figure 7.76 Deploy the Deep Security Virtual Appliance.

Provide a name for the virtual appliance, location, folder within vCenter, and the network
that the appliance should attach to (see Figure 7.77). Keep in mind that you have to deploy
one virtual appliance per ESXi host and that they are dedicated to the host, so local storage
(if available) is ideal. You also need to keep in mind that there is no FT or HA possible in
this configuration, so you should ensure the Trend Micro Database is backed up properly.
It is also a good idea to have a second copy of the Deep Security Manager VM as a cold
standby in the event you lose the primary. You should also logically associate the name of
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this virtual appliance with the ESXi host; these settings apply to vCenter. The next screen
allows you to set the hostname and IP of the virtual appliance.

Please provide the following information about the Yirtual Appliance being
deployed.
Appliance Name: |dsvai]nl|
Datastore: | localo1:dmoesx-03 ;I
Folder: | Dema i |
Management Network: IVM - Development: ;]
<Back Next > cancel |

Figure 7.77 Configure the appliance properties.

Provide the hostname for the appliance, deselect Enabled DHCP, and enter a static IP, as
shown in Figure 7.78. If you are currently running IPv6, you can also enable it and provide
the appropriate IP information. After completing the settings for the appliance, click Next.

Provide the following network configuration information:

Appliance Hostname: |dsva

- TCP{IPv4 Address

C eraeonr
[oio.io

|2ss.255.255.0

|o.0.0.0
[o.0.0.0
[p.o.0.0

+ TCP/IPy5 Address

<m|m>'lcm|

Figure 7.78 Configure the IP of the appliance.

You have the option of thin provisioning the virtual appliance, but for performance,
you should select Thick Provisioned Format and click Finish (see Figure 7.79). The
appliance requires 20 GB of space.
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Please select which format you would like to store the virtual disks in.

(" Thin provisioned format

Th