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Preface

The experimental analysis of behavior began with a white rat. In the hands of
B. F. Skinner, it was the subject of pioneering experiments in the 1930s that gave
rise to an increasingly sophisticated appreciation of the environment’s role in the
acquisition, maintenance, and modulation of behavior. Although rigorous experi-
mental control of environment-behavior relations was achieved first with rats and
later with pigeons and other nonhuman animals (hereafter in this volume, simply
“animals”), it was assumed from the beginning that the principles that emerged
would apply to humans. The assumption of relevance led some researchers to in-
terpret interesting cases of human behavior in terms of the principles from the an-
imal laboratory. Others sought ways to extend and adapt the methods of animal re-
search to the direct study of human behavior. We briefly review the history of the
experimental analysis of human operant behavior in the first chapter of this vol-
ume and will not duplicate it here. At this point, suffice it to say that the exten-
sion of the methods of analysis of animal behavior to that of humans posed sub-
stantial methodological and conceptual challenges. The impressive array of
methods represented in this volume attests to the skills of dedicated investigators
in (1) extending and modifying extant methods used in the study of animal be-
havior to that of humans and (2) creating entirely new methods that address re-
search issues not previously studied with animals, for example, human verbal be-
havior, other social interactions, and self-management.

Operant behavior of humans is studied in both laboratory and applied set-
tings. Such investigations yield data relevant to basic processes and effective treat-
ment of behavior disorders. At the edge, distinctions between basic and applied
research are, like Skinner’s rats, fuzzy, so that such distinctions are often more a
matter of judgment than fact. Except that they require tinkering with procedural
details of experimental arrangements, the settings in which basic research is con-
ducted are less important than the problem under study and the goals of the re-
search. The present volume is focused on the methods used when the goal is to
study basic behavioral processes. This focus seems invited: Despite remarkable
growth in the experimental analysis of human operant behavior over the past 20
years, there is no compendium of the methods used in the analysis. Applied top-
ics are not considered, although, of course, the research derived from the methods
described herein may have implications for applied behavior analysis. Further-
more, it is unlikely that any volume could cover every conceivable topic in its
bailiwick and the present volume is no exception. We do hope, however, that the
range of topics we have selected is sufficient to provide both detailed information

vii



viii Preface

on a range of specific research problems and areas as well as more general infor-
mation about the experimental analysis of human behavior that could be used in
many content areas and research settings.

An edited volume can be no better than its contributions. We thank the au-
thors of the chapters of this volume, laboratory scientists all, for their willingness
to share their considerable expertise with others who might be interested in the
experimental analysis of human operant behavior. We thank Professor Iver Iversen
of the University of North Florida for his help in planning the volume and in re-
viewing several of the chapter drafts. We are indebted to the various scholarly or-
ganizations that allowed us to reproduce figures from their journals, often at little
or no charge. The Society for the Experimental Analysis of Behavior was especially
generous, waiving all charges for the many figures reproduced from the Journal of
the Experimental Analysis of Behavior. At West Virginia University, Ann Davis
went far beyond the call of duty in assisting with editorial correspondence and the
myriad details inherent in preparing an edited volume.

We dedicate this volume to the next generation of behavior analysts, with the
hope that the methods described herein will prove useful to them in their efforts
to better understand the human animal.

KENNON A. LATTAL
MICHAEL PERONE
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The Experimental Analysis of
Human Operant Behavior

Kennon A. Lattal and Michael Perone

The unprecedented growth in the experimental analysis of human operant behav-
ior has depended on, and been stimulated by, conceptual and theoretical devel-
opments in behavior analysis and a corresponding expansion of research methods.
Research methods play a key role in scientific development and that is the reason
for this volume. The chapters herein review and assess the methods available to
researchers interested in the variety of topics that constitute the experimental
analysis of human behavior. In so doing, the chapters also provide an overview of
important empirical and theoretical issues in this exciting branch of contemporary
behavior analysis.

Before turning to the detailed discussions of methods in the chapters, it is use-
ful to review some broader issues in the analysis of human behavior, particularly
its place in relation to other experimental and conceptual work in basic and ap-
plied behavior analysis. In the material below we consider some basic definitions,
the nature of human operant behavior and the development of methods to analyze
it experimentally, and the relation of those methods both to basic research with
animals and to applied behavior analysis.

WAYS OF STUDYING HUMAN BEHAVIOR

Since the Renaissance, human behavior has constituted much of the subject
matter of the arts, the humanities, and the sciences. Whereas the two former meth-
ods of knowing contribute significantly to understanding the human condition, the
subject matter of this book is that of the methods of science. These methods came
to bear on human behavior most directly with the establishment of psychology as
a science near the turn of the twentieth century. Refinements over the next 100

Kennon A. Lattal and Michael Perone + Department of Psychology, West Virginia University, Mor-
gantown, West Virginia 26506-6040.

Handbook of Research Methods in Human Operant Behavior, edited by Lattal and Perone. Plenum
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years have left us with a set of procedures that provide a time-tested means of ad-
vancing our theoretical and practical understanding of the determinants of human
behavior.

To undertake an experimental analysis of human behavior involves several as-
sumptions, beginning with the general axiom that a science’s subject matter is re-
liable and orderly—that is, not capricious—and knowable—that is, determined by
variables that can be isolated, studied, and understood. The specific assumptions
of the approach to understanding human behavior delineated in this volume are
described in detail elsewhere (e.g., Baum, 1994; Skinner, 1974; Zuriff, 1985). These
assumptions include the following: (1) Human behavior is of interest as a subject
matter in its own right and not merely as a reflection of other processes occurring
in other universes of discourse. (2) Human behavior is related functionally to an-
tecedent stimuli and consequences. (3) An explanation of human behavior can be
achieved when its controlling environmental variables are identified. (4) The best
route to an explanation of human behavior is through the intensive experimental
analysis of individual organisms rather than through statistical comparisons
across groups of subjects. (5) Humans and other animals often behave similarly be-
cause of common behavioral processes. Verbal relations not present in animal be-
havior often are assumed to play major roles in many behavioral processes oper-
ating to determine human behavior. The verbal relations themselves, however,
ultimately are accounted for by fundamental behavioral processes that are shared
by all living organisms.

Beyond being an invaluable and unique way of understanding human behav-
ior, the methods described in the chapters that follow also lay the foundation for
a general paradigm or world-view for conceptualizing human behavior. The be-
havior analytic paradigm exists concurrently with several alternative world-views
that each characterize themselves as rooted in the scientific method. Indeed, sev-
eral of the chapters in this volume explore the interface between a behavior ana-
lytic world-view and alternative or complementary scientific views of human be-
havior (e.g., Hackenberg, Chapter 17; Higgins & Hughes, Chapter 18; Irwin &
McCarthy, Chapter 10; Wixted, Chapter 9). The methods detailed in other chapters
are based on behavior analytic accounts of aspects of human behavior that often
are seen as antithetical to a behavioral world-view (e.g., Catania, Chapter 13;
Critchfield, Tucker, & Vuchinich, Chapter 14; Green & R. Saunders, Chapter 8;
Schmitt, Chapter 15; Shimoff & Catania, Chapter 12). The chapters in this volume
provide a tapestry of methods used by behavior analysts, woven together to reflect
a general conceptual framework for understanding human behavior.

OPERANT BEHAVIOR

Operant behavior is ubiquitous among living organisms, from the rhythmical
movements of protozoa to the diverse activities of humans commonly described
as cognition and language. Operant behavior may be defined as those actions of or-
ganisms that change as a function of their effects on the organism’s environment.
Operant behavior usually is described in terms of classes of responses, where the



Experimental Analysis 5

members of a class have similar effects on the environment. Furthermore, operants
and their constituent responses are defined in the context of antecedent, discrim-
inative stimuli and the consequences of the response. These elements—discrimi-
native stimuli, operant responses, and consequences—constitute the so-called
three-term contingency that is central to any experimental analysis of operant be-
havior.

Operant behavior was distinguished from respondent behavior in the mid-
1930s in a series of papers by Skinner (1935b, 1937) and Konorski and Miller
(1937; see also Miller & Konorski, 1928/1969). Some of the methods of respondent,
or Pavlovian, conditioning were adapted by Skinner in the study of operant be-
havior, such as precise quantification of the response and physical isolation of the
subject from the experimenter to facilitate control over extraneous variables. The
methods originally fractured along other well-known dimensions. Foremost
among these was the contingency between the response and reinforcer in operant
conditioning versus the contingency between the unconditional stimulus and the
“reinforcer,” or unconditional stimulus, in Pavlovian conditioning:

Different types of conditioned reflexes arise because a reinforcing stimulus may
be presented in different kinds of temporal relations. There are two fundamen-
tal cases: in one the reinforcing stimulus is correlated temporally with a re-
sponse and in the other with a stimulus. For “correlated with” we might write
“contingent upon.” (Skinner, 1937, p. 272)

Although some of the methodological distinctions, including the nature of re-
sponse-reinforcer versus stimulus—reinforcer relations, may blur on careful ex-
amination (e.g., Hearst, 1975), the distinction between the two learning processes
continues to have heuristic value in both research and theory.

HUMAN AND ANIMAL BEHAVIOR

Questions about the relation of human and animal behavior were largely a
matter of speculation until the birth of experimental psychology. Pavlov’s early
work on the conditional reflex included not only experimental studies of humans
but also the development of a theory of human functioning based on that body of
work (e.g., Pavlov, 1927). The major learning theories of the 1930s assumed a close
relation between animal and human behavior, as exemplified by the following re-
mark by Edward Chace Tolman:

I believe everything important in psychology (except perhaps such matters as
the building up of a super-ego, that is, everything save such matters as involve
society and words) can be investigated in essence through the continued ex-
perimental and theoretical analysis of the determiners of rat behavior at a
choice-point in a maze. (1938, p. 34)

The outcome of the early and continued focus on the study of animal behav-
ior was one of retarding the experimental analysis of human behavior. The rea-
soning seems to have been that, because animal and human behavior fundamen-
tally are similar, one simply could study one or the other, and many psychologists
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interested in learning theory at the time opted for animals in keeping with the Zeit-
geist. As a result, although the experimental analysis of human learning was tol-
erated, it was often a neglected stepchild of mainstream learning theory.

ORIGINS OF THE STUDY OF HUMAN OPERANT BEHAVIOR

Despite the high regard in which animal experimentation was held by early
American psychologists, the fundamental and ultimate interest of most psycholo-
gists remained firmly that of human behavior. Perhaps this more than any other
reason ultimately led to a reemphasis on the study of human behavior, with one
offshoot being the development of the experimental analysis of human behavior.
Skinner, like other learning theorists of the 1930s, was intent on constructing a
general theory of behavior unconstrained by specific environments, classes of re-
sponses, or, particularly, species. There were obvious differences, of course, be-
tween the behavior of humans and other animals but Skinner kept his focus on the
similarities in books like Science and Human Behavior (Skinner, 1953), where he
extrapolated from basic principles of behavior derived almost exclusively from
animal research to interpret many aspects of both human behavior and (the resultant)
social institutions. Skinner’s concern with human behavior continued to develop
along both practical and theoretical lines. His Verbal Behavior (Skinner, 1957) was
devoid of experimental data but rich in conceptual analysis of the topic in a man-
ner consistent with his general view of behavioral mechanisms. That volume was
followed a few years later by one coauthored with Holland, The Analysis of Be-
havior, which put basic research into practice through a college-level textbook de-
signed around the principles of shaping and reinforcement (Holland & Skinner,
1961). Indeed, Skinner’s creation of instructional materials and programmed meth-
ods for their delivery based on basic behavioral principles was a hallmark of his
career. Skinner’s work on human behavior remained largely in the arenas of con-
ceptual analysis and education. The experimental analysis of human behavior was
left largely to others.

By the 1940s, several psychologists had invoked some of the methods derived
from the experimental analysis of animal behavior to study human behavior. In
one of the earliest demonstrations of applied behavior analysis, for example, Fuller
(1949) showed that a “vegetative human organism” could be taught to turn when
such turning was followed reliably by food. By the mid-1950s, Lindsley, a student
of Skinner, had established a laboratory at Metropolitan State Hospital in Waltham,
Massachusetts, for studying the behavior of individuals diagnosed with severe
psychiatric disorders (Lindsley, 1960). Much of this work focused on the exten-
sion of basic reinforcement effects to a new human population, but it also had a
therapeutic orientation. The work with psychotic patients not only suggested that
they perform on reinforcement schedules in a manner similar to other humans and
animals, but also suggested new ways to gain control over hallucinations and delu-
sions in an era before the widespread use of antipsychotic drugs. For example,
while performing on a fixed-ratio schedule, patients were observed to be halluci-
nating in the period immediately following reinforcement, during the postrein-
forcement pause, but not during the ratio run (Morse, personal communication,
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Nov. 7, 1996). Barrett continued and extended to mentally retarded children this
type of laboratory analysis of human behavior (Barrett & Lindsley, 1962).

Along with Baer and Sherman (1964), Cohen (1962), and others, Lindsley ex-
panded the experimental analysis of human operant behavior to include the analy-
sis of social behavior of children, including behavior in natural settings (Azrin &
Lindsley, 1956; Lindsley, 1966). This work also was innovative in representing a
blend of interests in basic behavioral processes and the amelioration of significant
social problems, the latter focus of course ultimately giving rise to the area of ap-
plied behavior analysis.

Continuing developments in basic laboratory methods for the analysis of hu-
man operant behavior paralleled developments in the analysis of animal behavior.
Such was in keeping with the observations of Sidman (1960), who noted both the
value of extension through systematic replication and the importance of stan-
dardizing laboratory practices as a way of ensuring consistency of findings across
laboratories. Human subjects most frequently were studied in small cubicles iso-
lated from extraneous variables, and simple responses and consequences were em-
ployed. These methods often were successful in yielding systematic replications
of similar procedures with animals despite some obvious, and often unavoidable,
differences between the laboratory environments. But the differences between the
methods used to study operant behavior in animals and humans demand exami-
nation and analysis, as they may affect experimental outcomes and limit our abil-
ity to discover principles of behavior that transcend the boundaries of species
(Baron, Perone, & Galizio, 1991a,b). Some of the more obvious differences in ani-
mal and human methods have involved: (1) the range of events that could be used
as potential reinforcers or punishers, and the kinds of processes that could be ex-
ploited to establish the effectiveness of those events (Crosbie, Chapter 6; Pilgrim,
Chapter 2; Shull & Lawrence, Chapter 4); (2) the number and scheduling of experi-
mental sessions, and, as a consequence, the reliability of any apparent effects
(Baron & Perone, Chapter 3); and (3) the degree of control that could be exerted
over the variables to which subjects were exposed outside of the laboratory—not
only during an experiment, but also before it (the ubiquitous problem of behav-
ioral history). These and related difficulties in extending the concepts and meth-
ods of the animal laboratory to the experimental analysis of human behavior con-
tinue in contemporary research. As the chapters in this volume attest, however,
the problems are not insurmountable, and considerable progress is being made.

Skinner’s (1935a) analysis of the operant was central to much of the experi-
mental analysis of human behavior, as it was with animal behavior. A good exam-
ple of how the response was operationalized can be found in the Lindsley operan-
dum, a solid brass plunger-type device designed to withstand heavy use (and
abuse). It could be configured so that it had to be operated by pushing or pulling,
and the required force could be adjusted over a wide range. The Lindsley plunger,
along with the conventional telegraph key and other push-button operanda,
proved as serviceable in operant conditioning studies of humans as was the rat
lever or pigeon key with animals. Of course, other devices were used to record hu-
man operant behavior, but most of them were variations on the theme of a me-
chanically defined operant that was easily quantified into discrete units (re-
sponses). This particular approach facilitated the establishment of similarities of
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outcome between animal and human studies. It may have some limitations, how-
ever, when the findings derived from such methods are applied to the broad spec-
trum of human behavior, a point developed in detail by Shull and Lawrence (Chap-
ter 4). Although it is important to recognize potential limitations of the method of
studying discrete responses, as Shull and Lawrence note, it also is important to
recognize the historical significance of the early studies that employed such meth-
ods, and the continued prevalence of the methods in contemporary behavior
analysis. Regardless of what future innovations may displace the study of discrete
operants, there can be no doubt about the central and enduring significance of ap-
plying Skinner’s concept of the operant to the analysis of human behavior (e.g.,
Glenn, Ellis, & Greenspoon, 1992).

Closely related to the potential methodological limitations imposed by the
analysis of discrete operant responses of humans, and in fact part of the issue, is
the problem of verbal behavior. The consideration of human verbal behavior raises
two issues: the analysis of verbal behavior as such and the role of verbal behavior
in what might otherwise be the direct control of operant behavior by contingencies.
The emerging interest in human operant behavior led investigators quickly to con-
sider the nature and role of human verbal behavior. A few early studies of vocal-
izations demonstrated that such a response class could be controlled by rein-
forcement schedules in a manner similar to that of other, nonverbal, operants (e.g.,
Lane, 1960). Hefferline conducted a series of experiments designed to show that a
small-scale muscle twitch of humans could be shaped when the consequence of
such twitching was the termination of an unpleasant electrical stimulation and
even though the humans could not verbally report that conditioning had taken
place (e.g., Hefferline, Keenan, & Harford, 1959). A similar interest in condition-
ing without awareness led Greenspoon (1955) to study the frequency of human
word usage in a conversation as a function of different verbal consequences
arranged by an “interviewer” for different classes of verbal responses (e.g., plural
nouns). Many of the early studies of operant behavior in humans, including the
work on human vocalizations, were systematic replications of effects already
demonstrated with animals and particularly of the value of reinforcement contin-
gencies in changing the frequency of targeted responses. The significant feature of
the work of Hefferline and Greenspoon was the recognition that the methods also
might be used to investigate the role of verbal behavior in conditioning processes
at the human level. Progress in this area accelerated when experimenters studied
verbal contributions to conditioning by adding verbal stimuli, in the form of in-
structions, to otherwise conventional schedule arrangements. Classic studies by
Allyon and Azrin (1964), Kaufman, Baron, and Kopp (1966), Lippman and Meyer
(1967), and Baron, Kaufman, and Stauber (1969) set the stage for an explosion of
interest in the late 1970s on the topic of “rule governance” (e.g., Galizio, 1979;
Matthews, Shimoff, Catania, & Sagvolden, 1977), an interest that continues
through today (Shimoff & Catania, Chapter 12; Shull & Lawrence, Chapter 4).

The analysis of verbal influences focused attention on the challenges of ex-
tending the principles and procedures of the animal laboratory to experimentation
with human behavior. Another challenge was the appearance of discrepancies in the
behavior of humans and animals exposed to putatively similar laboratory arrange-
ments (for a review see Perone, Galizio, & Baron, 1988). As the data base on hu-
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man operant behavior grew, these discrepancies became increasingly conspicuous,
and they had to be addressed. A pioneer in uncovering and addressing human—
animal discrepancies was Weiner, who conducted a seminal program of research
on the role of behavioral history in schedule performance, beginning in the 1960s
and continuing into the 1970s (e.g., Weiner, 1962, 1970). When Weiner observed
that human performances on simple schedules sometimes departed from the
“characteristic” performances of rats and pigeons, he sought explanations not in
the characteristics of the species under investigation, but rather in the different
histories of experience that the subjects brought to the experiment. The goal he set
for the experimental analysis of human behavior was the identification and con-
trol of environmental sources of interspecies variability (Weiner, 1983). This goal
is at the foundation of much of the current work on the relations between human
verbal behavior and reinforcement schedule performance (e.g., Crosbie, Chapter 6;
Mazur, Chapter 5; Pilgrim, Chapter 2; Shimoff & Catania, Chapter 12; Shull &
Lawrence, Chapter 4). When the goal is met—that is, when the variables respon-
sible for apparent discrepancies between human and animal performances are
identified and controlled—then the generality of the behavioral principles is firmly
established.

RELATIONS BETWEEN ANIMAL AND HUMAN RESEARCH

We have seen that the use of animals to study behavioral processes developed
from the interest of early psychologists in physiology, evolution, and comparative
psychology. Animal experiments often were justified in at least three ways: repre-
sentativeness, control, and ethical constraints. As the previously cited quotation
from Tolman illustrates, many of the early learning theorists asserted that basic be-
havioral processes were sufficiently general that the study of a few representative
species would suffice and might even be preferable to the study of a host of species
that characterized the work of earlier comparative psychologists. Animals also
were favored because their experiences were more easily controlled than those of
humans, an important consideration when trying to isolate basic behavioral prin-
ciples. In Skinner’s words, “We study the behavior of animals because it is sim-
pler. . .. Conditions may be better controlled” (1953, p. 38). Finally, it is obvious
that preparations involving animals, although always subject to ethical considera-
tions, offered the possibility of studying a wider range of variables, including
physiological manipulations, that were not ethically defensible with human sub-
jects. On the other hand, as Crosbie (Chapter 6) notes, procedures such as aversive
control play an important role in much of human behavior in natural settings and
behavior analysts would be remiss by not studying it, albeit in ways that meet the
ethical standards outlined by Crosbie.

Despite the value, and in some circumstances advantages, of using animals,
questions about the generality of discovered behavioral processes to humans are
important and inevitable. Furthermore, phenomena involving verbal behavior are
precluded in all but a few animal species. Even in apes, verbal behavior cannot yet
be assigned any significant role in their behavior in natural settings. Many of the
chapters in this volume elaborate on the unique contributions of verbal behavior
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in humans, both in terms of its relation to nonverbal operant behavior and in terms
of its importance as a subject matter in its own right.

Another justification that is sometimes given for studying human behavior is
that such behavior is more complex than that of animals. Simplicity and com-
plexity, however, are human verbal creations rather than descriptions of natural
phenomena. As a result, such descriptions are overly vague and depend more on
the observer’s vantage than the phenomenon under investigation. In different cir-
cumstances, behavior may be multiply determined or determined by a single vari-
able—and this is true of both humans and animals. Whether a phenomenon is de-
scribed as simple or complex seems often to depend on how well the controlling
variables are understood, rather than on topographical or other features of the be-
havior under study. The phenomenon is labeled as complex until its controlling
variables are understood, at which point it becomes either “simple” or, at least,
“simpler.” Thus, a justification in terms of human behavior being more complex
seems to us to be too vague to be useful.

RELATIONS BETWEEN BASIC HUMAN OPERANT RESEARCH AND
APPLIED BEHAVIOR ANALYSIS

The experimental analysis of human operant behavior occupies a unique
niche within the discipline of behavior analysis, which concerns itself at the one
extreme with articulating basic behavioral mechanisms gleaned from the study of
experimental animals and at the other extreme with developing practical solutions
to problems of social significance in uniquely human settings (Baer, Wolf, & Ris-
ley, 1968). The study of human behavior within the laboratory falls between these
two anchor points, with parts falling closer to one extreme than the other. The re-
sults of basic research into human behavior often may have greater face validity
than animal studies on similar topics simply because the research is conducted on
humans and therefore may be easier, particularly for nonlaboratory scientists, to
relate to human behavior in natural settings. It is important to remember, howev-
er, that face validity is only that. Face validity often represents what Bachrach
(1981) called the “analogue error”: Similarity of topographical appearance of two
phenomena may belie significant differences in controlling variables. To use a
well-known example, a child may cry in a similar manner regardless of whether
the precipitating event was touching a hot stove or failing to get her way. The be-
havior looks alike in both circumstances, but its controlling variables are quite dif-
ferent.

The study of human operant behavior in the laboratory also sometimes is
viewed as representing an intermediate step between the discovery and articula-
tion of basic behavioral processes with animals and the application of these pro-
cesses to problems of social significance. This step can be a useful one but it is sub-
ject to two caveats. First, the goal of basic research is to understand basic processes,
without necessarily giving consideration to direct, or even eventual, application.
This is not to say that application is unimportant to basic research, only that ap-
plication is not the sine qua non of the study of basic behavioral processes. This
point holds for basic research with either humans or animals. Second, applied be-
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havior analysis often develops its own concepts and applications independently
of basic research and researchers (Lattal & Neef, 1996; Poling, Picker, Grossett,
Hall-Johnson, & Holbrook, 1981), thereby obviating the necessity of a linear se-
quence from animal research to human research to application.

Human operant research borrows and derives concepts and methods from ba-
sic animal research and often from applied behavior analysis. In addition, like ap-
plied behavior analysis, the experimental analysis of human operant behavior de-
velops concepts that are unique to its subject matter and not typically considered
part of animals’ natural repertoire, notably verbal behavior and the related topics
of equivalence relations and, to some extent, cognitive processes.

CHARACTERISTICS OF THE EXPERIMENTAL ANALYSIS OF HUMAN
OPERANT BEHAVIOR

As the chapters demonstrate, the topics investigated under the volume’s aegis
are wide ranging and diverse, covering at least the same range of topics as is cov-
ered by experimental analyses of animal behavior. At the most general level, the
methods employed in investigations of the different research topics share two fea-
tures in common that distinguish them from other psychological approaches to
studying human behavior. First, the research is based on analysis of individual
subjects studied intensively. Second, the methods involve the assessment of func-
tional relations between environmental variables and behavior. These two fea-
tures, which are shared with animal research, provide a basis for making strong in-
ferences about causal relations between the experimental variables and behavior
(Baron & Perone, Chapter 3). Other features also are shared among the methods,
but these features are subject to some qualification depending on such variables as
the nature of the subjects (e.g., adults versus infants) and the response class of in-
terest (e.g., verbal versus nonverbal responses). These features include the isola-
tion of the subject from extraneous and potentially confounding variables; the ex-
posure of each subject to each of the experimental conditions (usually, but not
always, over multiple sessions); the frequent use of operants defined by discrete,
as opposed to continuous, responses; the arranging of discrete consequences in re-
lation to the behavior under study, that is, the use of reinforcement contingencies
or schedules; the use of instructions or other verbal prompts in at least parts of the
research; and ensuring that appropriate ethical guidelines are followed.

There are, of course, also a number of methodological differences among the
research areas that are dictated by the particular problems under study. For exam-
ple, the investigation of verbal behavior introduces a number of concepts (Catania,
Chapter 13) that may require methods not usually associated with some of the oth-
er, more traditional research areas such as the analysis of human infant operant be-
havior (Weisberg & Rovee-Collier, Chapter 11).

A factor that may influence the specific methods to be employed is the inves-
tigator’s particular approach or conceptual framework for the problem under in-
vestigation. Wixted (Chapter 9), for example, has effectively employed the meth-
ods of signal detection in the analysis of what has been called human cognition.
Yet in that same chapter he outlines several other methodological approaches that
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also might be used in studying this type of behavior. Green and R. Saunders (Chap-
ter 8) adopt a particular view of stimulus equivalence, based on the work of Sid-
man (e.g., 1994), that leads to the use of a particular set of methods that are not
necessarily used by others conducting research on the problem of equivalence
classes in general or the closely related problem of concept learning.

Extant technology also influences methods and the disparity in the technolo-
gy available from laboratory to laboratory often may dictate procedural variations.
Stimulus control is one of the largest areas of human operant research and the pro-
cedural details of the stimulus control literature are especially diverse (K. Saun-
ders & Williams, Chapter 7). Yet, despite this diversity, remarkably similar results
often are achieved across a range of specific methods.

Still other differences are dictated by the subject population and the environ-
ments in which those subjects exist. Weisberg and Rovee-Collier (Chapter 11) sug-
gest the value of studying infants in the home, often with mothers as research par-
ticipants. At the other extreme, Bernstein (Chapter 16) delineates a useful set of
methods for optimizing control over all features of the adult human’s environment.
The methods of Weisberg and Rovee-Collier and Bernstein are appropriate to the
topics under investigation and, at first blush, appear to differ markedly from one
another. At a functional level, however, both types of environmental arrangements
are designed to optimize the control needed to investigate the behavioral processes
of interest. Roberts and Neuringer (Chapter 19) outline their novel ideas about the
possibilities and challenges of self-experimentation, thereby expanding the ex-
perimental analysis of human behavior to a heretofore overlooked subject, the ex-
perimenters themselves. As with the unique methods of Weisberg and Rovee-Col-
lier and Bernstein, using oneself as a subject creates new opportunities and
challenges that can only expand the range of questions that can be asked of the be-
havior of humans and in so doing make a scientific understanding of such behav-
ior more likely.

CONCLUSIONS

This volume is testimony to the host of recent developments in the experi-
mental analysis of human operant behavior. We have selected the authors and the
topics to provide a thorough, if not entirely comprehensive, review of both the topi-
cal areas of analysis and, most particularly, the research methods currently used
to investigate the environmental determinants of human behavior. Some of the ar-
eas represented can be traced to the beginnings of experimental psychology (e.g.,
Irwin & McCarthy, Chapter 10; K. Saunders & Williams, Chapter 7). Some have a
rich history within behavior analysis (e.g., Crosbie, Chapter 6; Mazur, Chapter 5;
Shull & Lawrence, Chapter 4). Some either explore general methodological issues
(e.g., Baron & Perone, Chapter 3; Pilgrim, Chapter 2) or detail methodological ap-
plications to specific settings or subjects (e.g., Bernstein, Chapter 16; Roberts &
Neuringer, Chapter 19). Others represent the emerging assimilation of behavior
analysis with other areas of science (e.g., Hackenberg, Chapter 17; Higgins & Hughes,
Chapter 18; Wixted, Chapter 9). Still others describe the applications of operant
research methods to areas that have not been investigated by behavior analysts to
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a degree consistent with their representation in general psychology (e.g., Green &
R. Saunders, Chapter 8; Schmitt, Chapter 15; Shimoff & Catania, Chapter 12; Weis-
berg & Rovee-Collier, Chapter 11) or to which the methods of behavior analysis are
just beginning to be applied (e.g., Critchfield, Tucker, & Vuchinich, Chapter 14).

It is our hope that the methods described by the contributors in their respec-
tive research areas will both guide and stimulate additional methodological and
theoretical developments in the experimental analysis of human behavior. Such
an analysis really has only just begun and it would be unfortunate if the methods
described in this volume are used as anything more than guidelines for the con-
tinued development of the present and future areas of analysis of human behav-
ior. We concur with Shimoff and Catania (Chapter 12) that scientific practices
should be more a matter of control by the antecedents and consequences of such
practices than it should be a matter of a priori rules laid down by others. The meth-
ods proffered by the present authors represent a good starting point for an inves-
tigator to enter these areas. Once initiated into the area, perhaps through the meth-
ods and ideas presented herein, it is our hope that the natural consequences of the
data will guide and control the future research activity of the reader.
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The Human Subject

Carol Pilgrim

As the chapters of this volume and others (e.g., Davey & Cullin, 1988; Hayes &
Hayes, 1992) attest, there are many important questions to be asked of and about
human behavior. And as is the case with questions about animal responding, the
natural science strategies of behavior analysis are particularly well-suited to iden-
tifying the variables of which human behavior is a function (e.g., Johnston & Pen-
nypacker, 1993). Still, the translation of a research question and a scientific strat-
egy into an actual experiment requires many practical decisions.

Of course, no experiment in which human behavior is the dependent variable
can take place in a void. Despite attempts to approximate the arbitrary nature of
the animal laboratory, episodes of human responding can be much more difficult
to isolate from the ongoing stream of environment-behavior interactions, and the
ways in which a researcher attempts to do so can be matters of some consequence.
The focus of the present chapter, then, will be on those research tactics that es-
tablish the experimental context for human operant research, tactics such as re-
cruiting, scheduling, and compensating subjects, and those involved in designing
the laboratory setting and apparatus.

The intent of the chapter will be to promote careful consideration of each of a
series of practices that might otherwise receive little thought, because they are
rarely central to the experimental question. However, each element of the experi-
mental context rightfully might be considered a variable in and of itself, with po-
tential ramifications for the research outcome, whether practical or functional.
Mlustrative examples of experimental arrangements will be offered to help under-
score the theme that each parameter reflects a choice, to be decided by the particular
aims of the research project. Factors that influence these choices will be empha-
sized, to demonstrate how a research question might drive selection of context
variables, rather than the other way around.

In this volume’s focus on the methods of human operant research, one poten-
tially important distinction may emerge between the standard experimental
arrangements described in this chapter and some of the topic-dependent methods
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described in subsequent chapters. The difference is that whereas the latter meth-
ods often have been empirically developed, many of the general procedures of hu-
man operant research have become established more by convention than by com-
parative analysis. Certainly our trust in these standard arrangements has grown as
evidence of strong experimental control in the studies employing them continues
to increase. At the same time, we might do well to recognize that these are not the
only possibilities, or even necessarily the best. With respect to general strategies
for choosing elements of procedure, there are benefits both to standardization,
which allows meaningful comparisons across studies or laboratories, and to cre-
ative alternatives, which help to establish generality as lawful relations are demon-
strated across a variety of experimental arrangements. Indeed, any number of the
elements of procedure described in this chapter are deserving of closer empirical
scrutiny, and their experimental analysis would represent a contribution to human
operant research methodology.

SELECTING THE SUBJECT POPULATION

When designing an experiment to study human behavior, it makes most sense
to begin with a decision about the subject population to be employed. Participant
groups can be composed along a myriad of dimensions, and the choice of popula-
tion will play an important role in determining other critical features of the ex-
perimental context (e.g., recruitment strategies, reinforcers, instructional prac-
tices). The following discussion will outline the sorts of factors that can serve as
guides to optimal selection of experimental participants.

The Research Question

As a first step, researchers should consider carefully any and all implications
of their experimental question for choice of the best-suited participants. In some
cases, those implications will be obvious; certain research questions dictate the
choice of subjects unequivocally. Many clear examples are found in the literature
of applied behavior analysis, where experiments are designed frequently to ad-
dress questions concerning particular behavior deficits or excesses (e.g., self-inju-
rious behavior, eating disorders, absence of functional speech, compliance), and
subject populations are necessarily those exhibiting the problems of interest.
Similarly, questions about infant or child behavior, or about the variance imposed
by other subject variables not amenable to within-subject manipulation, will ne-
cessitate selection of particular populations. For example, operant studies with
different age groups have been notably influential in demonstrating the contribu-
tions of behavior analysis to the understanding of basic developmental processes
in children (e.g., Bijou & Bear, 1967; Gewirtz & Pelaez-Nogueras, 1992; Pouthas,
Droit, Jacquet, & Wearden, 1990; Weisberg & Rovee-Collier, Chapter 11) and older
adults (e.g., Baron & Mattila, 1989; Baron & Menich, 1985).

Another subject variable not easily amenable to direct manipulation is the
presence or absence of a verbal repertoire. Choosing subjects on the basis of their
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verbal ability represents an interesting illustration of the ramifications of some sub-
ject-selection decisions. Consider that for researchers investigating the role played
by verbal responding in other human behavior patterns (e.g., sensitivity to sched-
ules of reinforcement, the formation of equivalence classes), studies involving sub-
ject populations with limited or no verbal abilities (e.g., animals, human infants,
individuals with severe developmental disabilities, aphasics) represent an impor-
tant research strategy. When the performances of nonverbal subjects are function-
ally similar to those of verbal subjects, clear conclusions about the necessity of ver-
bal behavior can be reached. However, it is important to note that when
performances vary across groups, no definitive answers about the role of verbal be-
havior are provided. Because children and adults, or developmentally delayed and
normal individuals, differ along countless dimensions in addition to their verbal
repertoires, the determinants of performance differences necessarily remain ob-
scure. Thus, the researcher who selects a particular subject population for reasons
of the sort described here must be willing to accept the possibility that some out-
comes will be difficult to interpret in terms of the primary experimental question.
Group differences may be consistent with a particular theoretical position (e.g.,
that verbal behavior allows class formation, or decreases schedule sensitivity), but
such evidence falls short of the standards generally sought through an experi-
mental analysis of functional relations. Indeed, this example illustrates some of
the difficulties inherent in addressing questions about controlling variables by ex-
amining differences between fundamentally distinct subject groups (for a further
discussion, see Baron & Perone, Chapter 3).

Subject populations also can be well-matched to experimental questions in
more subtle ways. Given the range of research questions asked about human be-
havior, the possibilities here are probably endless, but a few examples will serve
to illustrate the point. That some subject populations show greater sensitivity than
others to particular manipulations may have important implications for selecting
participants. For example, Pilgrim, Chambers, and Galizio (1995) reported that the
equivalence performances of young children are more easily disrupted than those
of adults when original learning conditions are altered (e.g., Pilgrim & Galizio,
1990, 1995). These findings may suggest that questions about the experiences nec-
essary for long-term maintenance of equivalence patterns could be asked most
fruitfully of children, because their baseline performances would allow the func-
tional contribution of experimental manipulations to be observed. Similarly, iden-
tifying the factors critical to acquisition of behavior may be approached systemati-
cally with subjects who have difficulty mastering a performance. In essence,
subject selection provides one strategy by which learning can be slowed suffi-
ciently to allow analysis of the details of development. To illustrate, Saunders and
Spradlin’s (1989) important analysis of conditional discriminative control in terms
of simple successive and sequential discriminations was possible because their
subjects failed initially to learn the more complex, conditional arrangements. The
effects on acquisition of training each component discrimination could then be
demonstrated.

Finally, experimental questions involving certain sorts of independent vari-
ables (e.g., psychoactive drugs presented under nontherapeutic protocols, positive
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punishment contingencies) may require normal, adult populations for ethical rea-
sons. Further discussion of these ethical issues will be found in the last section of
this chapter.

Convenience

When the experimental question does not dictate a particular subject popula-
tion, as is the case for many questions about basic behavioral processes, issues of
convenience and practicality become important considerations. Relatively unre-
stricted access to one’s subjects provides an important practical advantage for the
researcher, particularly with respect to the repeated testing necessary for imple-
mentation of steady-state research strategies (Baron & Perone, Chapter 3). Similar-
ly, financial costs and missed sessions are lessened when participants are in close
proximity to their testing environments, and availability for extended durations is
more likely. Familiarity with general characteristics of the population also allows
the researcher to make reasonable initial predictions about the sorts of events that
might function effectively as discriminative or reinforcing stimuli. By way of ex-
ample, college students represent an ever-popular choice among basic researchers
in university settings because they are available on campus and relatively reliable
in attendance, histories and deprivations are such that they will often work for
signs of progress or accuracy (e.g., points) and almost always for money, and they
exhibit few behavior problems (e.g., biting, attention deficits) that would cause a
session or experiment to be terminated prematurely.

Generality

It may be noted that a potential long-term drawback of basing choices too fre-
quently on issues of convenience is that the range of subject characteristics repre-
sented in our literature could become unnecessarily restricted (e.g., Morris, John-
son, Todd, & Higgins, 1988). Given that interest in species generality inspires some
significant portion of human operant research, it follows that researchers should
be sensitive to issues of generality in human populations as well. Thus, interest in
extending the generality of behavior principles can serve as another important ba-
sis for selecting experimental participants, even when basic processes are at issue.
Important illustrations can be found in the work of Neef, Mace, and colleagues
(Mace, Neef, Shade, & Mauro, 1994, 1996; Neef, Mace, & Shade, 1993; Neef,
Mace, Shea, & Shade, 1992; Neef, Shade, & Miller, 1994), who have investigated
parameters of the matching law in terms of academic performances by adolescents
with severe emotional disturbance and learning difficulties. These studies con-
tribute not only in their applied significance, but also in their successful extension
of basic analyses to human populations other than normally capable adults.

Experimental Control

A thoughtful researcher also will want to consider ways in which subject se-
lection might contribute to experimental control. Because human subjects will
bring with them into an experiment a range of potentially influential individual
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characteristics and histories, one strategy is to select participants who are similar
along extraexperimental dimensions (e.g., Baron, Perone, & Galizio, 1991a), thus
reducing extraneous sources of variability. Just as animal researchers sometimes
elect to study subjects from one genetic strain or litter, employing a homogeneous
subject population can increase the likelihood that functional relations will be re-
producible across subjects. Variables such as age, level of education, or socioeco-
nomic status can be limited to a particular range, even when these factors are not
the topic of experimental inquiry in their own right. Although reproduction of
functional relations across clearly defined individual differences is itself an im-
portant goal, it usually makes sense for initial experiments in a program of study
to constrain the range of subject characteristics represented in any single experi-
ment. Selection criteria can contribute to enhanced experimental control by re-
quiring the presence or absence of potentially relevant subject variables. As a clas-
sic example, excluding subjects who have completed advanced psychology
courses helps to decrease the possibility that performances will be controlled by
contact with the experimental literature as opposed to contact with the experi-
mental variables.

Judicious subject selection also can contribute to experimental control by
helping to rule out potential alternative explanations of an experiment’s outcome.
For example, Saunders and Spradlin (1990) argued that institutionalized adults
with retardation have advantages over other populations when studying the in-
fluence of experimental manipulations on acquisition. Developmental changes
and extraexperimental training become unlikely accounts of learning for adults re-
siding in an institutional environment. Confidence about the function of experi-
mental manipulations is increased as such alternative explanations are removed
or weakened.

RECRUITING SUBJECTS

Decisions about recruitment strategies will depend largely on the subject popu-
lation being sought and on the resources available to the researcher. Fortunately,
any number of recruitment techniques have proved effective, and most can be fine-
tuned to reach the appropriate audience.

College Students and Adults

When college students are the targeted participants, many researchers recruit
from a particular course or from a departmental subject pool, typically organized
as one option for fulfilling requirements in an introductory psychology course.
This tactic rates high on convenience, but the limited number of sessions allowed
in most cases can pose a problem for within-subject experimental designs. When
individuals complete course requirements but are uninterested in continuing their
participation (e.g., for pay), the researcher’s time investment yields poor returns.
As another observation on using a subject pool, researchers in the human operant
laboratory at the University of North Carolina at Wilmington (UNCW) often have
noted differences in what might be described as a subject’s motivational charac-
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teristics as a function of the time of the semester when recruiting takes place. Sub-
jects who volunteer early in the semester are often more conscientious in attend-
ing scheduled sessions than those who volunteer late in the semester. One practi-
cal solution might be to recruit a number of subjects early on, and then schedule
their individual sessions at subsequent points in time.

Making use of the Career Resources Center on campus has proved to be a most
effective recruitment technique for the human operant laboratory at UNCW. One
service provided by this office is a listing of part-time jobs available to students.
Our entry mentions a study of common learning processes and describes a partici-
pant’s time involvement and the average amount of money earned per hour. The
listings are free of charge, the individuals who respond are motivated to find work,
and they have tended to approach their participation seriously, perhaps as they
would other employment opportunities. Similar services exist at most universi-
ties. Closely related practices include posting notices on bulletin boards and plac-
ing classified advertisements in university or local newspapers. Newspaper ads
typically carry a fee, but they are likely to be seen widely, and can be particularly
helpful when large numbers of subjects are required. Obviously, these latter tac-
tics can be effective in locating subjects other than college students as well.

One cautionary note involves the practice of recruiting friends or other per-
sonal contacts to serve as experimental subjects. However unlikely, it is possible
that the subtleties of social contingencies (e.g., motivation to help the researcher;
concerns over appearing foolish) could result in different environment-behavior
dynamics for friends versus strangers. Any methodological practice that provides
fuel for questions about alternative sources of control is best avoided whenever
possible.

Children and Other Special Populations

Recruiting infants or young children to participate in an experiment neces-
sarily begins with their parents. Thus, the most common technique involves send-
ing letters to the parents or guardians of children in a particular nursery, play-
group, preschool, school class, or afterschool program. In many cases, letters can
be given directly to parents when they arrive to pick up their child. Because par-
ents will have many concerns about the details of their child’s involvement, a suc-
cessful recruitment letter must provide a comprehensible discussion of the gener-
al research issue and a complete description of the experimental task, including
exactly what the child will do and what will happen to her or him. An example
recruitment letter is provided in Form 2.1 (see also the related discussion of in-
formed consent in the last section of this chapter). It is also good practice for a re-
searcher to familiarize the relevant personnel (e.g., administrators, teachers, care-
providers) from the children’s programs about the research, so that a parent’s
questions could be fielded appropriately. Especially when the research will be con-
ducted at the nursery or school, contributions from the researcher to the school
(e.g., books, games, playground equipment) can provide an indirect aid to recruit-
ment efforts. Other strategies for recruiting children include direct contact with
parents’ groups (e.g., Parent-Teacher Association), fliers in pediatricians’ offices
or maternity wards, and newspaper ads.
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When more specialized subject populations are required, the researcher needs
to think broadly about strategies that can provide access to the population of in-
terest. For some special groups (e.g., those exhibiting particular medical or be-
havior problems), contacts with local physicians, therapists, and support groups
can prove useful, either in soliciting recruits or in posting advertisements in of-
fices or newsletters. Public service announcements on local radio or television sta-
tions also can be arranged. Similarly, studies of behavior-change programs related
to health often will receive strong support from local businesses and industries.
For example, during a large-scale study of breast self-examination training proce-
dures, a manufacturing plant in Gainesville, Florida, provided on-site access to a
nurse’s examination room one day a week, and paid time off from work for female
employees interested in receiving the training. When institutionalized popula-
tions are of interest, each agency will have its own set of practices for determining

Form 2.1
Example of an Invitation to Participate and Informed Consent Document
for Parents of Minors

Dear Parent,

For the past five years, we have been involved in the study of children’s learning patterns. One goal
of this work has been to develop a group of standard tasks or games that can be used to study learning
with children of a wide range of ages. The other goal is to identify the ways in which young children’s
learning patterns differ from those of older children or adults. Because we are comparing the learning
and memory patterns shown by children of different ages, it can be especially useful to work with in-
dividual children over an extended period of time, to see if their patterns change.

We feel very fortunate to have been able to conduct some of this project at Wilmington area
preschools and after-school child-care programs. A number of parents from our local schools have been
most helpful in giving permission for their child to participate. Currently, we are looking for approxi-
mately 20 children between 4 and 6 years old to take part in the study. This letter comes as a request
for your permission to include your child in this important study of how children learn.

The specifics of your child’s participation would be as follows. All study sessions will be held at
your child’s school during the Afterschool Child Care Program and at times that do not interfere with
planned activities for the children. Your child would work with one or two of our advanced, senior stu-
dents for about 15 minutes a day over a period of time as short as 1 week or as long as 4 to 5 months,
depending on your child’s interest and learning level.

We tell each child that we are going to play a game with pictures. One of our students sits with the
child on one side of a small table. This student “teacher” then shows your child two colorful pictures,
presented on a computer screen. Choosing one of these pictures will result in fruit chew or candy be-
ing placed in a cup on the table. The child’s job is to choose one of the pictures, and over a series of
presentations, to learn which of the pictures earns the reward. Different combinations of pictures that
have been rewarded and those that have not will be used throughout the study. On any given day, your
child would get a maximum of 15-20 pieces of fruit or candy, not enough to spoil the appetite.

Your child may also be asked to play a standardized word game often used in schools. The word
game is played with a flip chart, and children are asked to point to the picture that matches a word spo-
ken by the teacher. This word game will allow us to see how language skills are related to other aspects
of learning.

These learning games are fun for children. They love to discover the way to earn prizes. Each day’s
session is short, so they don’t get bored. Further, your child is free to decline to participate on any giv-
en day, or to withdraw from the study at any time, with absolutely no repercussion. The only possible
risk of participation is that for the 15-minute session time, your child will not be engaging in other af-

continued
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Forwm 2.1 (Continued.)

terschool activities (e.g., playing with friends, working on homework). Benefits of participation include
the fact that children seem to enjoy the attention that comes from interacting with our students, and
they get some experience working at a structured task. In addition, your child will be contributing to
important findings on how learning styles change with age, with possible implications for improving
educational practices in the future.

We would like to point out that this project has been approved by the UNCW Institutional Review
Board for research with human subjects and by the directors of the Afterschool Child Care Program.
Your child’s performance will not be compared with that of any other individual child. Instead, we are
seeking to find the range of learning patterns that may be shown in specific age groups. At no time will
a child’s name be used to identify his or her performance. At the end of the project, we will be happy
to send you a summary of our findings.

If you have any questions at all about this research, what it means, or how it is handled, please feel
free to call us at the University at (phone number). If you have questions about the University’s proce-
dures for ensuring the rights of volunteer research participants, please call (name), Dean of Research
Administration (phone number). The Site Director of the Afterschool Program is also familiar with the
project and could answer questions about its operation. If you would allow your child to participate,
please sign the attached permission slip and return it to the Afterschool Child Care Program as soon as
is convenient. We appreciate your consideration of this project.

Thank you for your support,

Permission for Participation

I give my permission for my child to participate in the Children’s Learning Project being conduct-
ed by Drs. (names) at the Afterschool Child Care Program.

Parent’s Name . .. ...ttt Date ..................

Child'sName ..........coitiuiimeninnnnnnenen. Child’s BirthDate ................

the individual (e.g., primary therapist or physician) who must be contacted about
invitations for experimental participation.

RETAINING SUBJECTS AND MAINTAINING PERFORMANCE: ISSUES
OF REINFORCEMENT

Among the most critical of decisions for any operant experiment are those re-
lated to methods for ensuring a subject’s continued participation and those for con-
sequating the operant(s) of interest. The issues are obviously interrelated, but dif-
ferent sets of factors impinge on the two goals, and it makes sense to consider them
separately.
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Strategies for Retaining Subjects

Retaining subjects for the duration of an experiment can be a serious challenge
for much operant research. Many operant tasks are simple and repetitive, and of-
ten described by the subject as boring or uninteresting. Further, the experimental
designs employed most frequently necessitate extended participation. Subjects
who drop out prior to completing a study represent a loss of significant time and
resource investments. Thus, motivational strategies for ensuring completion
should be carefully planned and incorporated into the experimental arrangement
from beginning to end.

Asking a subject for verbal commitment to completing the study is not only a
good idea for behavioral reasons (e.g., Rachlin & Green, 1972), it is also required
in the form of informed consent. Particularly for normal adult subjects, the con-
sent document should take the form of a job description, where the required num-
ber of hours of participation is specified, and signatures by the participant and ex-
perimenter represent a contract of expectations to be fulfilled by both. (An example
consent form is provided in Form 2.2; see also the related discussion of informed
consent in the final section of this chapter.) A related strategy used in the human
operant laboratory at UNCW involves having each subject complete one or two ses-
sions before signing a long-term contract. This practice ensures that subjects are
familiar with all dimensions of the task they are promising to complete, and
increases the experimenter’s confidence that agreement to continue is fully in-
formed.

A more established tactic for retaining subjects involves arranging contingen-
cies specifically for session attendance. This practice has taken a number of forms
and must be considered in operant experiments of any significant duration. In any
form, the workings of such contingencies must be specified in the informed con-
sent document. In one arrangement, subjects earn a set reinforcer amount (e.g.,
money, course credit) for each session completed. Sometimes this contingency
provides the sole source of remuneration in the experiment; in other cases, rein-
forcers earned from the attendance contingency are combined with those produced
by the operant performances under investigation. Attendance contingencies used
in isolation have the practical advantage of allowing total earnings to be controlled
and specified in advance. More important, this strategy provides motivation for
participation when the experimental question requires an absence of contrived re-
inforcers for ongoing behavior, as when response deprivation is the manipulation
of interest, or when differential feedback would complicate analysis of generalized
or emergent response patterns. However, for a majority of experiments targeting
operant behavior, explicit contingencies for both attendance and the targeted op-
erant behaviors are in order.

Another effective strategy, used increasingly by operant researchers, involves
provisions for a bonus contingency in which reinforcers in addition to those
earned throughout the experiment are awarded on completion of all scheduled ses-
sions. Some researchers provide a bonus of some amount for each session com-
pleted; others offer one lump sum as incentive for completion. When resources are
limited, completion can earn chances in a lottery drawing for a single, sizable
prize. With slight modifications the same strategy can be used with a range of sub-
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Form 2.2
Example of Informed Consent Form for College Students

Contract for Experimental Participation and Consent Form

Subject’s Name

Principal Investigators

Date

I agree to participate in the research as explained to me below:

This experiment is designed to investigate how people learn. It is not a psychological test of any
kind. Your task will involve making simple choices between abstract, graphic stimuli by touching a
computer screen. Any specific questions you have about the task will be answered at the time your ex-
perimental instructions are given. In addition, the reasons for this experiment will be described to you
fully at the end of your participation.

Your participation may involve as many as 40 hours of your time. Experimental sessions of ap-
proximately 50 minutes in length will be scheduled over the next weeks at times that are convenient
to you and your experimenter. In return for your time, you will be paid in cash once a week, at the end
of your last session for that week. The amount of money that you earn will be based on two factors.
First, you will earn a base rate of $5.00 for every session that you attend. Second, in addition to the
$5.00, you can earn more money depending on your performance during the session. (Please note, how-
ever, that the amount of extra money may vary from one session to the next.) Each white token that you
earn will add 1 cent to your total for the day, while each blue token will subtract 1 cent from your day’s
earnings. You will be informed of how much money you have earned at the end of each session. Third,
in addition to your daily earnings, there will be a bonus of $1.00 for each session attended if you com-
plete all of your scheduled sessions. This bonus will be paid at your final session. If you elect to dis-
continue your participation prior to completing the experiment, you will be paid for all sessions and
work completed but you will not earn the bonus.

Finally, to protect your privacy, any analysis of data collected from this experiment will be done
confidentially and your name will not be associated with the data in any way. In addition, please un-
derstand that you are free to withdraw your consent and to discontinue participation in the project at
any time without prejudice. You will be paid for all sessions completed.

If you have any questions or concerns about this research, you should feel free to contact the prin-
cipal investigator at (phone number and address).

I understand that my participation is voluntary. I have read and I understand the procedure described
above. I agree to participate in this experiment and I have received a copy of this description.
Signatures:

Participant Date

Experimenter Date
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ject populations. Pilgrim et al. (1995) allowed preschool children to choose a small
toy from an array following the last session in each week for which all sessions
were completed. The weekly participation contingency was designed to offset the
likely impact of long-term contingencies and delayed reinforcers on the behavior
of young children.

Such practices carry all of the advantages of arranging explicit contingencies
for a desired behavioral outcome. Also important, the positive nature of the
arrangement leaves it unlikely to be considered coercive. Federal regulations re-
quire that a subject be able to withdraw from an experiment at any time without
penalty or coercion (see Ethical Considerations), and the once common stipulation
that earned reinforcers would be forfeited when a subject discontinued participa-
tion prematurely is now unacceptable. However, bonus contingencies can be used
effectively to support completion without repercussions for work already per-
formed.

Relatively unexplored in the operant literature is the impact of designing a
more intrinsically interesting experimental task on retaining subjects. By way of
example, Leung (1989, 1993) studied choice performances with a video game
where subjects earned money by detecting and destroying enemy aircraft. Beards-
ley and McDowell (1992) studied the matching law in the context of ongoing con-
versations between subject and experimenter on topics of interest (e.g., current
events, campus life, dating, and relationships). Statements of praise from the ex-
perimenter were presented contingent on the subject making eye contact during
conversation. Hayes, Thompson, and Hayes (1989) studied the formation of equiva-
lence relations among locations on a musical staff, finger placements on a key-
board, and names of musical notes, thereby providing for the emergence of novel,
albeit rudimentary, musical performances. Although the degree to which a more
interesting task might contribute to retaining subjects is currently unassessed, the
possibility has considerable face validity.

In a somewhat similar vein, extraexperimental social contingencies rarely re-
ceive explicit attention in accounts of research with human subjects. However, ef-
forts to build and maintain a positive rapport between experimenter and subject
can do nothing but increase the probability that participation agreements will be
fulfilled. For example, research with children is facilitated when the experimenter
spends time interacting with subjects in the classroom or playgroup prior to the
start of the study, and time spent playing or reading with a child after each session
can provide a potent source of reinforcement for participation.

Strategies for Maintaining Operant Performance

The events programmed to function as reinforcers in operant studies, either
for attendance or for within-session performances, have been many and varied
(e.g., Galizio & Buskist, 1988). Clearly the most appropriate choice for any given
experiment will depend on the population of subjects employed and the research
question. With normal adults, unless the research question specifically entails oth-
er reinforcers (e.g., drugs, verbal praise, the opportunity to engage in restricted ac-
tivities), money or points exchangeable for money have been arranged most effec-
tively. Although creative alternatives can prove interesting, money has important
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advantages in most cases. Compared with other consequent events, a common his-
tory establishing money as a potent reinforcer can be assumed for most adults in
most cultures, and as a generalized reinforcer, momentary deprivation levels are
not a factor in determining the effectiveness of money. The absence of these fac-
tors can be observed often in studies where points alone are arranged. Behavior
patterns across subjects are frequently variable, indicating an important lack of ex-
perimental control. Points and other tokens without backup certainly appear to
function as reinforcers with some subjects, but the reasons for this are undoubt-
edly complex (cf. Shull & Lawrence, Chapter 4). For example, some researchers
have cautioned against confusing the influence of instructions (e.g., “Earn as many
points as possible”) with direct reinforcement effects (e.g., Catania, 1992). At the
least, such factors can complicate an analysis of behavior and are probably best
avoided whenever possible.

As alluded to above, monetary earnings often are marked by the presentation
of points for criterion responses during the course of an experimental session. This
practice and other forms of token reinforcement have many advantages, allowing
for immediate delivery of individually small reinforcers that can accrue with sus-
tained responding to reinforcers of greater magnitude, delivered at a later time.
(This latter effect may be enhanced when cumulative totals can be observed, as on
a counter, or when daily earnings are announced at the end of the session.) Satia-
tion during the session is avoided, ongoing operant responding is not disrupted,
and the experimenter’s resources can be stretched. Decisions must be made, how-
ever, about the rate of exchange and the schedule on which it should take place.
Both will be determined largely by the subject population. The functional rein-
forcers for which tokens are traded will be appropriate to the subject’s age and per-
sonal history. With normal adults, the options for exchange schedules have ranged
recently from payment after each 10 minutes of a session to a single payment at
the completion of the study. Where extended participation is involved, a strategic
medium is to make periodic payments, say once a week. This schedule allows
earnings to accrue to functional amounts, and ensures that the benefits of com-
pleting multiple sessions will be contacted relatively quickly. Attendance and co-
operative session scheduling are likely to improve, particularly when the subject’s
involvement is motivated primarily by financial need. Periodic exchanges also
contribute to the effectiveness of tokens or points as conditioned reinforcers. Thus,
exchange procedures may need to be explicitly trained, with the frequency even
within a session gradually decreased, as young children or institutionalized indi-
viduals learn to work for tokens.

For older children and individuals with moderate levels of developmental dis-
ability, the advantages of using money (or points exchangeable for money) as a re-
inforcer are the same as for adults. However, following approval by parents or
guardians, a wide variety of events have proved effective with nonadult popula-
tions (cf. Weisberg & Rovee-Collier, Chapter 11). Examples of reinforcers for in-
fants’ responses have included consequent presentations of milk, the mother’s
voice, movements of a mobile, and being held. Reinforcers used with children and
developmentally delayed participants have included edibles, tokens exchangeable
for commissary goods, access to preferred activities, cartoons, stickers, toys and
trinkets, tickles, social attention, and praise, to name a few.
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A number of factors can influence decisions about which reinforcers to use
and how to present them. When extended participation is required, a practice that
can help to prevent or delay boredom and a decline in reinforcer effectiveness is
to schedule a variety of reinforcers. A collection of small edibles or trinkets and
stickers can be mixed within each session, or tokens can be traded for toys chosen
from an array that is replenished frequently with new items. The researcher also
should consider (or test) the full range of responses likely to be occasioned by re-
inforcer presentation. Many of these responses can interfere with the operant of
interest or with the progression of an experimental session. For example, edible
reinforcers should be ones that can be either picked up and eaten quickly or ac-
cumulated for later consumption. In the latter case, or when tokens, trinkets, or
small toys are used, reinforcers might be delivered into a clear container where
their accumulation can be viewed but manipulation during the session is pre-
vented. Alternatively, the subject might be trained to deposit each reinforcer in a
bank or holding device on its delivery.

SESSION NUMBER AND SCHEDULING

Parameters of scheduling experimental sessions also can be related to contin-
ued subject participation. When the duration or frequency of scheduled sessions
increases to the point of inconvenience or aversiveness, attendance may suffer. Of
course, there are important considerations related to session scheduling beyond
those of convenience and subject acceptance.

Scheduling Issues

Enhanced experimental control is evident in investigations of animal behav-
ior when time of day and frequency of experimental sessions are held constant. In-
terestingly, the extent to which standardized schedules are followed across sub-
jects, or to which sessions are conducted at a consistent time of day for individual
subjects is difficult to ascertain from the human operant literature. However, sound
judgment suggests that such standardization can be valuable and should be ap-
proximated to the fullest extent possible. It is the case that some human operant
performances have shown surprisingly little disruption following even prolonged
absences from the laboratory. For example, Spradlin, Saunders, and Saunders
(1992) reported that emergent patterns of stimulus control were maintained after
5 months or more without intervening training or practice for a mildly retarded in-
dividual. Thus, the impact of session timing may prove specific to a given experi-
mental arrangement. Still, given the uncontrolled and varied nature of between-
session experiences for human subjects, carefully managed scheduling seems
especially prudent when control over stable performance is elusive. Routines may
be particularly important with certain subject populations (e.g., institutionalized
subjects; young children), when primary reinforcers are programmed (e.g., food,
drugs), and whenever extended intersession intervals necessitate some amount of
reacquisition. An informal convention among human operant researchers, and one
with considerable merit, is to schedule sessions for the same time(s) of each day
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of the workweek. Along with improving experimental control, an indirect advan-
tage of this practice may be to reduce the frequency of appointments forgotten by
subjects.

Session duration also can contribute to experimental control because it de-
termines the extent of uninterrupted contact with experimental variables. Ata gen-
eral level, longer sessions are sometimes regarded as superior to shorter ones be-
cause the impact of independent variables may be exerted more fully and because
the characteristics of a particular repertoire may be sampled more completely (e.g.,
Bernstein, 1988; Johnston & Pennypacker, 1993). Insufficient amounts of either
will severely limit any conclusions that might be made about functional environ-
ment-behavior relations. However, decisions about session duration will be based
on a number of factors. Session durations for young children and some institu-
tionalized subjects, for example, are necessarily short given limited task persis-
tence and attentional capabilities. Sessions of 5 to 15 minutes may be the maxi-
mum possible. Some research questions require more extended session durations,
as when a drug’s time course is under investigation or when the behavior of inter-
est occurs only in bouts of extended duration. When experimental tasks require
focused concentration, such as in some vigilance procedures or when the acquisi-
tion of multiple, four- and five-term contingencies is of interest, an extended ses-
sion may be divided into several shorter segments of responding with breaks in be-
tween. Session lengths of 1 to 2 hours may be the norm in human experimental
research, but any number of variations can be fit to the needs of a particular re-
search program.

Another issue to capture theoretical attention (Sidman, 1992; Spradlin et al.,
1992), and one that may have relevance for decisions about session duration, in-
volves the alleged tendency for human subjects to respond “consistently.” If re-
sponse patterns at one point in a session are even partially determined by the per-
formance shown earlier in the same session, this might imply that shorter sessions
could reflect greater sensitivity to experimental manipulations. At issue here is
that when patterns of behavior are variable, performances are more likely to in-
clude both response units that meet criteria for reinforcement, and responses that
do not meet those criteria. Similarly, some responses may meet the reinforcement
criteria more efficiently, or with less response cost, than others. In this way, more
variable performances may allow the full effects of the differential reinforcement
contingency to come to bear (e.g., Chase & Bjarnadottir, 1992; Joyce & Chase, 1990).
Thus, if variability is greater at a session’s beginning for any reason, the probabil-
ity of contacting scheduled contingencies may be increased, and numerous short
sessions may have their own advantages. As with other features of session sched-
uling, any functional differences between a few long sessions and a greater num-
ber of shorter ones remain to be determined, but may be important to consider rela-
tive to particular research questions.

Number of Sessions

Somewhat in contrast to scheduling session duration and frequency, which
depend on a number of experimental and subject characteristics, decisions con-
cerning the number of sessions to be conducted per experimental condition can be
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determined only by the principles of steady-state research strategy (e.g., Baron &
Perone, Chapter 3; Johnston & Pennypacker, 1993; Sidman, 1960). A discussion of
the many factors that contribute to the production and identification of steady
states is beyond the scope of the present chapter. For present purposes, however,
the critical point is that none of these factors is altered when humans serve as sub-
jects. Although no formula exists to allow a priori specification of session number,
extended exposure to experimental conditions is typically necessary to satisfy
steady-state criteria, just as it is for nonhuman behavior. Even where experimen-
tal pretraining can be justifiably accelerated by instruction, modeling, and so forth,
within-subject comparisons without steady states can address only the most lim-
ited questions about behavioral control mechanisms, and results are more likely
to reflect extraexperimental history than the full impact of programmed experi-
mental variables (see also Bernstein, 1988, for further discussion).

Studies of human operant behavior that do not include multiple sessions in
each of several experimental conditions are likely to involve between-group com-
parisons. In some cases, effective training procedures can be demonstrated quick-
ly by using mastery criteria to determine progression across training phases, al-
though it should be noted that a demonstration of effective procedures often differs
in important ways from a complete analysis of controlling variables in that proce-
dure.

A note of caution also may be called for regarding the tactic of reporting data
from a single laboratory visit in the form of multiple “minisessions.” Although de-
tailed analysis of within-session patterns is often of legitimate interest, this prac-
tice can also present an artificial picture of performance stability if the sample of
behavior is too limited. The basis for scientific reasoning provided by steady states
requires more than some arbitrary number of data points, and within-session per-
formance may not be a perfect predictor of stability across sessions.

THE APPARATUS AND RESPONSE: ISSUES OF MEASUREMENT

The Nature of the Response

The general criteria for selecting dependent variables in studies of human op-
erant behavior are the same as those for studies with other species. Whatever the
response class of interest, it should be defined functionally; that is, response
classes are identified in terms of a common relation between each instance of the
response and an environmental event, such as a switch closure or an antecedent
stimulus presentation (e.g., see Johnston & Pennypacker, 1993). Optimally, the re-
sponse also should be easy to identify and record, readily repeated and free to vary
in rate, and relatively arbitrary in the sense of being independent of controlling
variables other than those of experimental concern. When the responses of inter-
est do not meet these characteristics, more complex laboratory arrangements may
be required. For example, continuously programmed environments allow for
study of response classes that are infrequently repeated, such as bouts of reading,
exercise, or playing chess (Bernstein, 1988).

Recent debate has focused on the extent to which even simple responses by
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human subjects (e.g., a key press) may be free of various extraexperimental con-
straints (e.g., see Baron, Perone, & Galizio, 1991b; Branch, 1991; Shull & Lawrence,
1991). The concern is that humans, especially adults, are likely to have had expe-
riences with such responses prior to their participation in an experiment, and that
these uncontrolled histories may be significant in determining the effectiveness of
experimental contingencies. Although these are critical issues, the bottom line is
that a great many preparations involving such responses yield functional relations
that are reproducible within and across subjects, studies, and, sometimes, species.
Indeed, one possibility is that responses that function naturally as a component of
multiple operant classes or chains are necessarily sensitive to their contingencies
at any given moment. For example, for adult subjects, button presses occur fre-
quently in the course of operating vending machines, video games, computers,
doorbells, and so on. The response topography may have an extensive history, but
it is arbitrary in the sense of having no fixed relation to environmental events. Ex-
periences then seem likely to have established a response that is free to vary with
the situation, a much-sought feature for operant research.

In basic human operant work, responses involving a press, touch, point, or
pull have dominated research practice, largely because they satisfy so well the gen-
eral criteria stated above. However, the data base has not been exclusively re-
stricted to such topographies, and a broader range of experimental questions has
been addressed by exploring the operant characteristics of alternative response
types. Some novel response adaptations have included (1) wheel turning, which
allowed comparison of schedule contingencies with differing relations between
duration and count of responses and reinforcers (Williams & Johnston, 1992), and
(2) eye contact, which proved sensitive to frequency of reinforcement (Beardsley
& McDowell, 1992), perhaps not unlike the nondiscriminated muscle twitches
studied by Hefferline and colleagues (e.g., Hefferline & Keenan, 1963) some years
ago. In addition to these examples, the study of verbal responses is of increasing
interest in human operant research. Methods for dealing with these important re-
sponse classes are discussed in detail by Shimoff and Catania (Chapter 12) and
Critchfield, Tucker, and Vuchinich (Chapter 14). As was the case with previously
discussed features of human operant procedure, the dependent measures that can
contribute effectively to an experimental analysis are varied and can be designed
to match the research question; they need not, and should not, be limited to the
topography of pressing.

The Nature of the Apparatus

It is the experimental apparatus that provides the locus for interaction be-
tween dependent and independent variables; thus, the primary functions of ap-
paratus design are arranging and detecting environment-behavior relations. Pre-
cise and accurate transduction of operant responses is a necessary first step, both
for measurement and for purposes of arranging contingencies. Toward this end,
computer technology has had a major impact on human operant laboratory proce-
dure, allowing for tremendous flexibility in automated recording. Even relatively
inexpensive personal computers allow for a range of response topographies that
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can be adapted to most any subject population. Responses can be made directly to
the computer on either the keyboard or a touchscreen, joystick, or “mouse,” or re-
sponse operanda such as push buttons, panels, response keys, plungers, or draw-
ers may be interfaced. In addition to the many advantages of automatic measure-
ment, on-line data analysis may be possible, allowing the researcher to arrange for
changes in experimental conditions to take place automatically when criterion pat-
terns of responding are detected.

In addition to accurate and automatic measurement, computers also provide
for flexible experimental control of antecedent and consequent stimuli. Timing
and graphics capabilities allow for precise scheduling of varied physical and tem-
poral stimulus properties, whereas randomization capabilities accommodate the
necessity of balancing stimulus number, order, and location. These same features
can be arranged manually, but doing so is often tedious, and the checks required
to prevent and catch errors must be programmed systematically as well. As with
interfaced operanda, additional stimulus-presentation mechanisms (e.g., rein-
forcer delivery systems) can also be arranged. -

Particular stimulus needs vary with the behavioral phenomenon under in-
vestigation. Lights, sounds, counters, graphics, and instructions are common ex-
amples that may require continuous, intermittent, simultaneous, or sequential pre-
sentation, in relation to or independent of responding. The particular arrangement
will depend, of course, on an experiment’s goals. In one interesting example,
Belke, Pierce, and Powell (1989; also Pierce & Epling, 1991) designed their appa-
ratus to approximate the configuration of a standard pigeon chamber with respect
to subject size. Reinforcer delivery mechanisms can also be variously adapted to
accommodate points, coins or tokens, edibles, visual displays such as reading ma-
terial (Williams & Johnston, 1992) or videos (e.g., Darcheville, Riviere, & Wearden,
1993), social reinforcers such as tickles from a child’s mother (Reeve, Reeve,
Brown, Brown, & Poulson, 1992; Reeve, Reeve, & Poulson, 1993), and presentation
of heat (Silberberg, Thomas, & Berendzen, 1991). Once again, particulars of the ex-
perimental apparatus can and should follow from the research question.

When Automation Is Not Possible

The precision, accuracy, and control provided by automated experimental
procedures are to be sought whenever possible. However, some research questions
or environment-behavior interactions make automation impractical or even im-
possible, and human experimenters are required to either measure behavior, im-
plement procedures, or both. Some response classes, particularly those involving
more naturalistic behaviors, may be difficult to measure in the absence of a human
observer. The difficulties may arise either from dimensions of the response topog-
raphy (e.g., the behavior involves manipulation of various objects, as in classroom
or work activities, or could occur in numerous locations) or from the nature or
number of the criteria used to define the response operationally (e.g., correct re-
sponses on a musical keyboard, eye contact, play). In other cases, functional an-
tecedents or consequences of interest may be difficult to automate (e.g., social stim-
uli, such as a mother’s presence or her tickles).
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The importance of closely monitoring the reliability of human observers is
widely and formally acknowledged (e.g., Johnston & Pennypacker, 1993). Regular
calibration is sound practice for any procedure or measurement system. Methods
for establishing reliable observers have been described in detail elsewhere (John-
ston & Pennypacker, 1993), and the same practices hold for ensuring that experi-
menters present stimuli and reinforcers reliably. The most important step involves
rigorous training prior to the start of the experiment. Training might include mod-
eling or role-play with feedback; videotapes can be used for practice with mea-
surement or with identifying occasions for reinforcement. Training should con-
tinue until the trainee consistently meets predetermined accuracy criteria under
conditions as similar to those of the experiment as possible. Periodic reevaluation
in terms of the training criteria throughout the duration of the experiment also is
a wise convention to prevent drifts in accuracy or precision. Sessions may be
videotaped or visited by an observer, to assess the reliability of implementation
and measurement. Of course, the observer should have completed successfully the
same training regimen as the experimenter. Documentation of interobserver agree-
ments and accuracy in implementing procedures will strengthen reports of experi-
ments involving human observers; some publication outlets require this practice.
If training procedures are unsuccessful in remediating poor interobserver agree-
ment, researchers will need to reevaluate and refine their response definitions.

ESTABLISHING A CONTEXT: INSTRUCTIONS
AND LABORATORY SETTINGS

Investigations of environment-behavior interactions necessarily occur with-
in a context that includes features in addition to those under study. These elements
of the experimental setting can either contribute to or interfere with experimental
control, and so require attention.

Experimental Instructions

For many research scenarios involving human subjects, the combination of so-
cial contingencies and practical needs dictates that some form of instructions be
provided by the experimenter as a starting point in a subject’s participation. Al-
though practices vary widely in the human operant literature (see Pilgrim & John-
ston, 1988, for review), from the minimalist “Try anything” to literally pages of de-
scription, there is general appreciation that instructions can have a potent effect
on experimental outcomes. Shimoff and Catania (Chapter 12) and Shull and
Lawrence (Chapter 4) provide a review of such issues, but for present purposes, a
general caution is in order. When an experiment is conducted to identify relations
between behavior and (the noninstructional) environment, the wise researcher
will avoid instructions that could provide an alternative account of performance.
This adage in no way implies a reactionary omission of all instructions, but sim-
ply underscores the nature of the research agenda in behavior analysis. Statements
about functional relations are compromised when control by independent vari-
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ables is confounded with the content of experimental instructions. A good rule is
to design instructions with parsimony as a goal.

That said, it is clear that the content of instructions will vary with factors like
task complexity and subject population, as will the mode of presentation. With
children, for example, oral instructions and modeling appear similarly effective
(Michael & Bernstein, 1991). A written format may be preferred with normal
adults, particularly when the instructions describe a complex task, but having an
experimenter read aloud as the subject views his or her own copy allows key points
to be emphasized as well. Leaving a copy of the instructions in sight allows the
subject to review. In some cases, instructed elements may not become salient un-
til certain events take place in the experiment, and the instructions should be al-
lowed to have their full effects, once presented. To help ensure this, some re-
searchers quiz their subjects about the instructions prior to starting the experiment.
Others arrange pretraining periods in which misunderstandings can be corrected.
Either practice can be worthwhile when there is reason to doubt that the subject
has made full contact with the instruction set (e.g., when there are language diffi-
culties or when inattention is at issue). Regardless of mode or complexity, a stan-
dardized instruction script should be used to ensure consistency, and the script
should appear verbatim in any published report of the work.

The Physical Context

The physical setting in which a human operant study takes place should be
designed primarily with the goal of eliminating, or at least limiting, distractions
that could compete with control by experimental conditions. For general purposes,
optimal conditions might include an experimental space that is quiet, well lit,
and physically comfortable in terms of temperature and seating, free of visually
interesting stimuli unrelated to the research (e.g., open windows, magazines), reg-
ularly available for as long as needed without disruption from other individuals,
and equipped such that the experimenter has visual access to the subject’s behav-
ior, but not vice versa. Of course, many perfectly serviceable settings have lacked
one or more of these characteristics, but approximation of them is a step toward
experimental control. At the same time, we may do well to recognize that the aus-
tere settings typical of much human operant research are likely to engender com-
plex social repertoires related to “psychologists” and appropriate patterns of con-
duct in monitored situations (i.e., demand characteristics; Orne, 1962). More
naturalistic experimental settings may decrease this possibility, but extended ex-
posure to the simpler conditions, as in steady-state research designs, also allows
demand effects to diminish.

In contrast to the typical, spartan arrangements described above, alternatives
can be designed to explore particular types of research questions without sacrific-
ing experimental control. Studies such as those described here inspire considera-
tion of a broader range of possibilities for laboratory settings. Residential labora-
tory facilities, for example, have the important advantage of control over
conditions even when data are not being collected and can also allow for experi-
mental contingencies to be continuously programmed (Bernstein, Chapter 16).
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Live-in settings have been used to study issues such as the distribution of time
spent on leisure (e.g., Bernstein & Ebbesen, 1978; Bernstein & Michael, 1990) or
work activities (Foltin et al., 1990), patterns of drug intake (e.g., Griffiths, Bigelow,
& Liebson, 1989), and effects of drugs over extended periods (e.g., Bickel, Higgins,
& Griffiths, 1989; Foltin et al., 1990; Higgins, Woodward, & Henningfield, 1989).
The live-in arrangements typically consist of comfortable and even homey bed-
rooms with baths, recreation and dining areas, materials for recreational activities,
and other amenities for physical comfort. In most cases, specialized equipment for
operant measurement is also present. Typically, multiple subjects participate si-
multaneously, but not always (e.g., Bernstein & Michael, 1990), and contact with
events outside of the experimental setting is explicitly prevented in some cases (no
newspapers, television, or telephones; e.g., Bernstein & Michael, 1990; Foltin et
al., 1990).

Much of the literature of applied behavior analysis has been conducted in
natural settings (e.g., schools, communities, the workplace, residential institutions).
This has been a less frequent strategy in investigations focused on basic principles
of behavior, but one that also has a longstanding tradition within behavior analy-
sis (e.g., Ayllon & Michael, 1959). More recent examples include (1) tests of fit be-
tween Herrnstein’s equation and the allocation of a retarded girl’s classroom be-
haviors as a function of naturally occurring social consequences (Martens & Houk,
1989), (2) demonstration of behavioral momentum when a distracting videotape
was presented to institutionalized subjects at work in their group home (Mace et
al., 1990), and (3) an analysis of children’s self-talk during private play in their own
homes, which showed that frequency and type of verbal behavior varied as a func-
tion of the toy in play (Lodhi & Greer, 1989). By choosing the setting for data col-
lection carefully, studies such as these are able to reveal stable functional relations
while simultaneously examining the generality of basic behavioral processes.

In addition to the physical laboratory space, certain setting variables may be
chosen for their motivational functions. Such variables, or establishing operations
(e.g., Michael, 1982), are important in increasing the effectiveness of programmed
consequences. For example, the context of a video game or of competition with an-
other individual may increase the value of points as consequences when compared
with nongame situations. Similarly, illuminations of a heat lamp have been estab-
lished as reinforcers by maintaining an environmental chamber at low tempera-
tures (Silberberg et al., 1991). In a related manner, statements like “uh-huh” or
“that’s right” may have been more effective reinforcers when delivered by a lis-
tener during a conversation (Beardsley & McDowell, 1992), than if they had been
presented on a computer screen. Finally, young children may work harder for to-
kens, exchangeable for prizes, when those prizes are visible throughout the ex-
perimental session. These examples serve to illustrate how creative arrangements
of setting features can be used to enhance control by experimental conditions.

ETHICAL CONSIDERATIONS

As evidenced by their frequent mention throughout this chapter, ethical con-
siderations play a role in every dimension of conducting research with human sub-
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jects. A successful researcher will be one who is committed to the ethical practices
described by both formal and informal rules. The practice of ethics is based on the
principle of treating all others with respect and dignity. Nowhere is this more im-
portant than in the relationship between experimenter and subject. Perhaps the
best way to begin any research project is with the attitude that our subjects are our
partners in asking questions about behavior. As researchers, we are privileged to
have their help, we owe them every courtesy, and we must behave accordingly
when making experimental decisions.

Basic Issues

In addition to basic professional civilities such as being polite, prompt, and
prepared in dealings with research participants, experimenters also have more for-
mal obligations to their subjects. One is providing for the subject’s safety and com-
fort, both physical and psychological. Another is ensuring that all information and
data obtained are treated confidentially, including the fact that a particular indi-
vidual participated. An additional, critical obligation concerns the importance of
arranging for voluntary participation, without coercion, under conditions that the
subject explicitly has agreed to experience.

Methods for fulfilling these obligations necessarily will vary with the subject
population and the research question. Still, certain practices are important for use
in most or all studies with human subjects. Requirements for obtaining informed
consent from normally capable adults, or parents or legal guardians of other popu-
lations, are spelled out explicitly (see later discussion). Alternatives to research
participation must be provided when serving as a subject earns course credit or
access to otherwise restricted activities. Data should be recorded and stored anony-
mously, for example, by subject number, and consent forms should be stored sep-
arately from the data. Discomfort and inconvenience are minimized by careful at-
tention to the details of the experimental setting and the testing schedule. The
necessity of any potential risk is scrutinized at multiple levels (e.g., by the researcher
and IRB) and fully described to the subject, with precautions arranged in case of
problems (e.g., medical personnel may be present or on-call when drug effects are
investigated).

One particularly troublesome ethical issue in research with human subjects
concerns the deliberate use of deception. Deception differs from the practice of
omitting detailed descriptions; it involves the presentation of patently false infor-
mation. It is easy to advise that deception should be considered a practice of last
resort. Still, some investigations would be difficult to conduct without deception.
Important examples include studies of cooperation, competition, or verbal inter-
actions. Putative “decisions,” programmed by the experimenter but said to be
made by another subject in an adjoining room, are conveyed via computer and
serve as antecedent or consequent stimuli for the true subject’s performance. Ex-
perimental analyses of such interactions would be difficult or impossible without
control over the “social” stimuli of interest. Nevertheless, practices involving de-
ception should be considered only when risk to the subject is minimal and when
an important research question demands it.

Whenever deception is used, and often when it is not, debriefing the subject



36 Carol Pilgrim

about the experiment will help to fulfill ethical obligations. Simply put, partici-
pants who have invested their time and energy deserve to have their questions an-
swered. In most cases, the extent of the debriefing can be driven by the subject’s
level of interest, although the researcher should be careful not to neglect quiet sub-
jects. Elaborate descriptions are rarely appropriate. Theoretical contexts will mean
little to most participants, and clear statements of the experimental question (e.g.,
“We wondered how X would affect the way you did Y”) are typically of primary
interest. When the researcher has concerns that other subjects could learn about
the experimental issues under investigation, it may be appropriate to schedule an
appointment for debriefing on completion of the entire study. Formalized debrief-
ing scripts also can be useful when the researcher wishes to have some control over
the information that becomes available about an experiment, particularly when the
study requires a large number of subjects (e.g., from a departmental subject pool).
Debriefing scripts may be requested by an Institutional Review Board (IRB), par-
ticularly when studies involve deception.

Institutional Review Boards

Every research project involving human subjects must be submitted for ap-
proval to an IRB, the function of which is to ensure that researchers have provid-
ed sufficient protection of subjects’ “rights and welfare” (Office for Protection from
Research Risks, 1979, 1989). Without approval, an experiment cannot be con-
ducted, and if researchers are collecting data away from their home institution, ap-
proval may be needed from review boards at every institution involved. In addi-
tion, continuing research projects must be reapproved at least once a year.

Dimensions of research proposals involving human operant behavior that are
likely to receive scrutiny include use of subject populations other than normally
capable adults; potentially harmful (e.g., drugs) or aversive (e.g., shock) indepen-
dent variables; unusual settings (e.g., cold) or scheduling (e.g., continuous resi-
dence); participation contingencies (particularly those in which bonuses are
forfeited if participation is discontinued); deception; and informed consent pro-
cedures. The committee’s charge is to ensure that the subjects’ interests have been
safeguarded with respect to each of these practices. It may be important to note that
review boards are not charged with evaluating the scientific merits of a proposal.
However, one of the stated criteria for IRB approval is that any risks to subjects be
considered in relation to anticipated benefits, which include “the importance of
the knowledge that may reasonably be expected to result” from the research. Thus,
discussion of scientific contributions certainly can take place during IRB deliber-
ations. The best advice is for the researcher to consider all steps of the review
process carefully.

Sound preparation of the IRB document should take the composition of the
committee into account. Although committee members usually do not mean to ob-
struct research, they are diverse in their opinions as to how research should be con-
ducted and how subjects’ rights should be protected. Federal guidelines specify
that the IRB be composed of members from scientific and nonscientific back-
grounds, with at least one member from outside of the institution. For a universi-
ty IRB, even the scientist members are likely to represent a range of academic dis-
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TABLE 2.1 .
Information Requested by Institutional Review Board for Consideration
of Research Projects with Human Participants

1. Describe the population of participants.

2. If the population includes individuals other than healthy, normally capable adults, state the neces-
sity for your choice.

3. Briefly describe what you propose to do and why.

4. List all procedures to be used with human participants, with a description of those you consider be-
yond already established and accepted techniques.

5. State the potential risks—for example, physical, psychological, financial, social, legal, or other—
connected with the proposed procedures.

6. Describe procedures (including methods to assure confidentiality) for protecting against, or mini-
mizing, potential risks. Assure their effectiveness. If you consider the participant to be “at risk,” in
what respect do the potential benefits to the participant or contributions to the general body of
knowledge outweigh the risks?

7. State how you will obtain documentation of informed consent. Answer even if you consider par-
ticipants not at risk. (You must retain the signed consent forms for at least three years after the com-
pletion of the research.)

8. If you consider the subject to be “at risk,” state exactly what you tell him/her in lay language to ob-
tain informed consent relative to each procedure wherein he/she is “at risk.”

9. Attach a copy of the informed consent form you plan to use.

Note. Taken from the form, Documentation of Review and Approval of Research Projects Utilizing Human Subjects,
used by the Institutional Review Board for the Protection of Human Subjects at the University of North Carolina at
Wilmington.

ciplines, as well as most professional schools. Thus, the challenge becomes one of
describing research activities concisely, in nontechnical language, with an eye to-
ward justifying those practices that impinge most directly on the subject. Table 2.1
provides examples of questions that are commonly asked on project-approval
forms from a university IRB.

When appropriate, descriptions that emphasize the standard nature of an ex-
perimental arrangement can provide a useful context for judging relative risk to
subjects, particularly for committee members unfamiliar with operant research.
Similarly, providing a debriefing statement and protocol can help allay concerns
of IRB members over issues of deception or the omission of information about an
experimental hypothesis. Choosing words carefully also can help to avoid con-
cerns. Manipulation and control, for example, are particularly loaded terms. Stan-
dardized conditions and changes in an independent variable all can be described
without reference to manipulation or control; potential confusion of an experi-
ment’s defining features with implications of coercion may thus be prevented.

When a researcher has concerns about how a proposal will be received, feed-
back from the IRB chair or an IRB representative from one’s home department pri-
or to submission can be useful. Because the IRB may meet only at set times during
the calendar or academic year, it also can be important to determine scheduled
dates in advance, to allow sufficient time for proposal distribution. In some cases,
the principal investigator may be asked to attend the committee meeting, to pro-
vide details about any issues of concern. For any proposal, careful adherence to
the American Psychological Association’s ethical principles (reprinted in the Ap-
pendix to this volume) is the surest route to approval by an IRB.
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Informed Consent

The key ethical principle underlying informed-consent requirements is that
participants in an experiment should be exposed to only those experiences and
conditions that they agree to, beforehand. To help ensure that this important stan-
dard of practice is observed, federal regulations require that every human subject
(or legal representative) participating in nonexempted research provide uncoerced
and fully informed consent, documented by either a signed written form or a
signed and witnessed summary of an oral presentation. (Exempted status must be
determined by the IRB; it covers studies involving “normal” educational practices,
survey procedures on nonsensitive topics where respondents cannot be identified,
or observation of nonsensitive public behavior where subjects cannot be identi-
fied. See OPRR, 1989, for further description.) As implementers of this regulation,
the IRB will review consent procedures carefully in terms of the degree to which
experimental procedures are characterized accurately. Table 2.2 outlines the in-
formation to be provided to each subject, although exceptions can be considered
by the IRB when the research would be compromised without some alteration. Ex-
amples of consent forms designed for the parents of young children and for col-
lege students are provided in Forms 2.1 and 2.2, respectively. (Both examples have
been approved by a university IRB and by the Office for Protection from Research
Risks of the National Institutes of Health.) Even when a parent or other legal
guardian must sign the consent form, some indication of agreement to participate
should be obtained from the subject as well, to the extent that this is feasible (e.g.,
with young, verbal children but not infants). Indeed, IRBs increasingly require this.
An example script used to request consent from 4- to 6-year-olds at the start of a
study is presented in Form 2.3.

With respect to informed consent, several common issues for operant re-
searchers warrant comment, although some of these hold for scientists in other ar-
eas of human research as well. One question concerns the amount of information
that must be provided to allow for informed consent, particularly with respect to
the experimental manipulation. Here it is important to note that adequate de-
scriptions need not specify the experimental question or the functional relation
under investigation. The consent document needs to provide basic descriptions of
what the subject will be asked to do (e.g., press a key, fill out a questionnaire, “see
if you can figure out how . ..”), and the generic sorts of experimental stimuli to
which subjects will be exposed (e.g., a computer game or abstract, graphic stim-
uli). An exception is when experimental variables could be described as unusual
or aversive (e.g., sexually graphic stimuli, shock presentations, psychoactive drugs
and placebo conditions); typically these will require more complete descriptions.
However, when well crafted, rather general statements about most of the contin-
gency arrangements used in operant research often will suffice. For example,
“Some choices will earn points worth 5 cents each” can provide an adequate sum-
mary of discrimination-training procedures and generalization tests, even when
discrimination reversals are planned, and “The number of tokens earned in each
session may vary” usually is sufficient when experiments involve manipulation of
reinforcement schedules.

Operant researchers also must grapple with how to inform subjects about the
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TABLE 2.2
Guidelines for Composing Informed Consent Statements

-

. Use wording understandable to the participants.

2. Tell participants that the study involves research and describe:

a. procedures

b. purpose

c. risks and side effects

d. possible benefits to the subject or other individuals
e. safeguards to be used

f. expected duration of participation

3. Discuss alternative procedures or course of treatment, if applicable.

4. Include an invitation for participants to ask questions about the study and its procedures. In-
clude the investigator’s name, address, and telephone number. Include a statement that if there
are questions regarding the study, the subject should feel free to contact the investigator.

5. State the terms of compensation for study participants, if any. State how and when participants
will receive payment or compensation.

6. Tell subjects that participation is voluntary, that they may decline to participate, and that they
may withdraw from the study at any time without prejudice, or if applicable, loss of benefits.

7. State the intention to keep the participant’s identity in confidence, and explain how the confi-
dentiality of the data collected will be protected.

8. If deception is used, include a statement to the effect that the research cannot be fully described
at this time, but that an explanation will be provided at the conclusion of participation.

9. Where appropriate, describe anticipated circumstances under which the subject’s participation
may be terminated by the investigator.

10. State the approximate number of participants to be included in the study.

11. If participants are to be audio-taped, videotaped, or filmed, request permission to do so in writ-
ing and indicate how the materials will be used.

12. Include a statement of consent to participate in the study.

13. If the participant and/or their parent(s)/guardian consent to participation, provide two copies of
the Consent Form, one to be retained by the participant and one to be signed and returned to the
investigator.

14. If participants are minors, their verbal consent is required whenever possible. Use the following
guidelines for obtaining signed consent:

6 years old and younger—only parent/guardian need sign;
7-8 years old—signature of minor is optional, signature of parent/guardian is required;
9 years old or older—signature of both minor and parent/guardian is required.

15. If the participant or legal representative is unable to read and understand the written consent, it

may be verbally presented in an understandable manner and witnessed (with signature of wit-

ness).

Note. Guidelines taken from OPRR (1989) and from the requirements for informed consent used by the Institutional
Review Board for the Protection of Human Subjects at the University of North Carolina at Wilmington.

time requirements of an experiment when its duration is dependent on the sub-
ject’s performance and cannot be predetermined precisely. Relatedly, researchers
are obliged to provide some information on the conditions under which a subject’s
participation could be terminated, when relevant for a study. One solution to this
problem is for the researcher to estimate an approximate number of hours required
and then request consent with respect to “a maximum possible duration” that ex-
ceeds the estimate by some margin of safety. It should be clear that the exact num-
ber of sessions is not fixed, but any information that would lead a subject to per-
ceive the duration of participation as an indication of successful or unsuccessful
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ForMm 2.3
Example of a Script for Obtaining Informed Consent from Minors (Aged 4-6)

Hi (Child’s name),

Mynames____.Ihave agame here that uses toys and pictures. Would you like to play
this game with me?

(If no) That's OK. Maybe we can play tomorrow.

(If no after three or four requests, requests will stop.)

(If yes) Let me show you how this game works. There are some pictures here for you to choose from
(show stimulus presentation). You should choose only one at a time. Sometimes your picks will earn
prizes like these (show fruit bits). Sometimes your picks will not earn prizes. You can try to get as many
prizes as you can while you play this game. Would you like to play?

I like to play this game for about 15 minutes, but if you want to stop before that, just tell me, OK?
I'll be visiting your school in the afternoons for a while, to play this game with some of the children.
You and I can play this game as many afternoons as you’d like. This game is fun and you can get prizes.
Of course, you can’t be doing other things while you’re playing. You can just tell me if you want to play
or not—no problem. Do you have any questions?

performance should be avoided (e.g., “The exact number of sessions will depend
on the particular experimental conditions that you are selected to receive, but as
many as X hours of your time may be required”).

Explaining bonus contingencies also requires some thought, because any con-
notations of coercion are inappropriate. A subject must be able to discontinue par-
ticipation in an experiment at any time without penalty. The best approach is to
describe the bonus arrangement as positively as possible, but the conditions un-
der which the bonus will and will not be provided both should be specified (e.g.,
“In addition to your daily earnings, you will earn a bonus of $50 if you complete
all of your scheduled sessions. If you elect to discontinue your participation prior
to completing the experiment, you will be paid for all sessions and work completed
up to that point, but you will not earn the bonus”).

It is interesting that the content of consent forms rarely receives comment in
published accounts of human operant research, whereas verbatim transcriptions
of experimental instructions have become standard. To give consent, subjects must
be told something of what they will be doing, and a general context for the research
often is provided as well (e.g., “This is an experiment on human learning”). Thus,
statements made on the consent form may play a role in the subject’s subsequent
performance, much as do experimental instructions. Where the consent form pre-
sents task-relevant information that is not repeated in the instructions, some men-
tion in the final report might be considered.

FINAL CONSIDERATIONS

It seems appropriate to outline here a few general considerations for selecting
parameters of the experimental arrangement. A starting principle is that the pro-
cedural arrangement should be no more complex (contain no more elements) than
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necessary to address the research question. Although the use of human subjects
often may seem to justify (or even require) involved preparations, a parsimonious
approach proves as well-suited for designing procedures as for theoretical inter-
pretation.

Another general consideration involves the essential role of the subject’s per-
formance in evaluating the adequacy of an experimental arrangement. As in the
study of any species, the benchmark of an effective experimental preparation is its
ability to reveal orderly relations between behavior and environmental manipula-
tions. Indeed, even when order is elusive, subjects’ responses may prove instruc-
tive. Some researchers report using exit interviews, not as a means of generating
dependent measures, but rather as one tactic for suggesting possible sources of
competing control. Such reports cannot be accepted simply at face value, given the
multiple sources of control over verbal behavior (Critchfield et al., Chapter 14), but
they may be useful in identifying variables to be subjected to empirical test (see
Waulfert, Dougher, & Greenway, 1991, for example).

Finally, a reminder to let one’s research question determine choice of proce-
dural arrangements, rather than vice versa, will be reiterated. Research now has
demonstrated convincingly that any number of experimental arrangements can be
fit to the natural science strategies of behavior analysis. At the same time, human
operant research is undergoing a period of tremendous growth and development,
inspiring, and inspired by, new perspectives on the empirical foundation that has
been laid. If our field is to make progress, research practices must draw on experi-
mental arrangements that have already proved effective, as well as the novel varia-
tions that will inevitably emerge to address new issues.
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Experimental Design and
Analysis in the Laboratory Study
of Human Operant Behavior

Alan Baron and Michael Perone

Research methods play an essential role in efforts to describe, understand, and
control nature. Consensus about appropriate procedures and practices allows re-
searchers to compare and integrate their observations with those of others. On a
deeper level, a researcher’s methods express what is regarded as important in the
field under study—and what is not. Consider, for example, the earliest experiments
of psychologists in which subjects were asked to report on the contents of their
consciousness as they engaged in various activities (Boring, 1950, Chapter 16).
This “method of introspection” reflected the conviction that the important ques-
tions of psychology pertained to the individual’s mental life. Behavior was of in-
terest, but only insofar as it shed light on consciousness and the like. Later psy-
chologists led by Watson and Skinner came to regard behavior as interesting and
important in its own right. This emphasis is reflected in the label attached to the
methods originated in Skinner’s seminal work on operant conditioning in rats
(Skinner, 1938) and pigeons (Ferster & Skinner 1957): the experimental analysis
of behavior.

Skinner’s methods have gained wide acceptance within the animal laborato-
ry, not only for research on issues of learning and conditioning but also in a range
of other areas including behavioral pharmacology, behavioral neurochemistry, and
behavioral ecology (Iversen & Lattal, 1991). The critical features have remained
more or less unchanged since their inception. The experimental subject is ob-
served in an environment designed with the following ends in view: the mea-
surement of a clearly defined response, the control of contingencies involving dis-
criminative and reinforcing stimuli, and the elimination of unwanted influences.
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Although the implications of behavior analysis for human behavior were rec-
ognized quickly (Keller & Schoenfeld, 1950; Skinner, 1953, 1957), actual use of
Skinner’s procedures for laboratory study of human behavior was more the ex-
ception than the rule for many years (Buskist & Miller, 1982). The situation is
changing rapidly. About one-third of the articles published in the Journal of the
Experimental Analysis of Behavior from 1988 to 1992 reported experiments with
human subjects (Dougherty, Nedelman, & Alfred, 1993).

This chapter addresses the issues that arise when the methods of experimen-
tal analysis are extended to the human subject. Our goal is to provide information
that will be of practical use to the laboratory worker. But questions of methodolo-
gy cannot be divorced from underlying conceptual issues, many of which remain
unresolved. We must consider them as well at each step of the way.

The behavior analyst’s commitment to the study of behavior is accompanied
by the conviction that the controlling variables should be sought in the organism’s
environment rather than in other realms. To the extent that either of these values,
axiomatic to the experimental analysis of behavior, also may be found in the val-
ue systems of other behavioral, social, and biological sciences, they provide a ba-
sis for integrating research outcomes with knowledge from other disciplines. But
divisions are apparent as well. For example, other experimental approaches may
seek the determinants of behavior in different domains (e.g., neurological or ge-
netic rather than environmental) or take a different view of the phenomenon to be
explained (e.g., cognition rather than behavior).

Perhaps the most intractable divergence is at the level of research design.
Which arrangement of experimental procedures best advances our understanding
of behavior? The behavior analyst’s commitment to the direct study of behavior re-
quires procedures that will reveal experimental effects in the behavior of the in-
dividual organism—the single subject. This emphasis, although perhaps obvious
and reasonable, is at odds with the conventional view that properly designed ex-
periments involve group comparisons and statistical tests. Many of the issues dis-
cussed in this chapter hinge on the tension that exists between these two ap-
proaches.

Group-Statistical Methods

The elements of conventional group-statistical experiments are familiar to stu-
dents of psychology. The procedures are designed to compare the average perfor-
mances of subjects exposed to different levels of the treatment under study. In a
simple two-group experiment, for example, the experimental group encounters the
treatment whereas the control group does not. Preexisting differences from subject
to subject (“individual differences”) are addressed by randomly assigning the sub-
jects to the groups and by including enough subjects to average out deviant cases.
In the final step, inferential statistics such as the t or F-ratio are used to decide
whether between-group variation (differences between the averages of the treat-
ment groups) exceeds within-group variation (differences among the subjects
within each treatment group). If the ratio is large enough, the results are deemed
“statistically significant” and are taken to support the conclusion that the experi-
mental treatment had an effect.
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Group-statistical methods frequently rely on between-group comparisons in
which a different group of subjects is assigned to each experimental condition.
With some adjustment in the assumptions of the associated statistics, the approach
also can accommodate within-group experiments in which the researcher observes
the same group of subjects under the various conditions. In the latter case, the de-
signs bear some similarity to the single-subject methods favored by behavior ana-
lysts; indeed, both within-group and single-subject experiments may be classified
as within-subject designs. But within-group experiments retain the principal fea-
tures of the group-statistical approach. Like their between-group counterparts,
they continue to analyze performances averaged across a number of subjects and
to infer the operation of experimental effects by way of statistical tests.

The strength of the scientific community’s commitment to the design of ex-
periments within the group-statistical framework is difficult to overestimate. Per-
haps because of Campbell and Stanley’s (1963) influence, only experiments with-
in this framework qualify as “true experiments” in the eyes of many psychologists
and social scientists. Other research designs, including the single-subject methods
favored by behavior analysts, are relegated to the dubious status of “quasi-experi-
ments.”

The group-statistical approach leaves essential questions unresolved. Even
when differences between subjects exposed to different treatments are statistical-
ly significant at the group level, the averages conceal exceptions at the individual
level. Functional relations derived from group averages may have no counterpart
in the behavior of any particular organism. Finally, group-statistical approaches
may divert the researcher from a full experimental analysis. The hallmark of the
scientific experiment is the manipulation and control of variables. Although
group-statistical researchers no doubt are as committed to this ideal as behavior
analysts, they must be prepared to tolerate uncontrolled differences among sub-
jects as an inherent feature of their experimental procedures. This concession can
only undermine the reasons for conducting experiments in the first place.

Single-Subject Methods

To circumvent the limitations of the group-statistical approach, the experi-
mental analysis of behavior favors designs that focus on the behavior of indi-
vidual organisms. A small number of subjects are studied at length under sev-
eral experimental conditions, rather than a large number of subjects for brief
durations, as in group-statistical arrangements. Although the experiment usual-
ly involves more than one subject, each subject’s data are treated as an indepen-
dent replication. Because data are not averaged across subjects, the behavior of
the individual organism remains the unit of analysis. Behavior is observed re-
peatedly, and conditions are imposed until the behavior of interest stabilizes
from one observation to the next—a behavioral steady state (Sidman, 1960). Ex-
traneous variables are controlled rather than averaged out statistically, and ef-
fects of variables across their range of influence—functional relations—are ex-
amined as they naturally occur within the same organism rather than as a
construction from the average performances of several groups. Finally, the need
for inferential statistics is obviated because the high degree of control makes dif-
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ferences and relations self-evident from steady-state performance under each
condition of the experiment.

The essential difference between individual and group methods hinges on the
way behavioral variation is approached. The study of behavior as a subject matter
in its own right requires identification of order at the level of the individual or-
ganism within some specified environment, and such order is accomplished by ex-
perimentally isolating sources of environmental influence. Although some behav-
ioral variation may be tolerated as a practical matter, little is to be gained by
concealing irregularities within the average performances of different subjects.
The success of a single-subject experiment, therefore, is gauged in terms of the re-
searcher’s ability to reduce irregularities through improved experimental control.
By comparison, group-statistical researchers certainly benefit from control over
variation, but they need not rely on it. Instead, they may reduce the impact of vari-
ation on the results by way of averaging and interpretations based on inferential
statistics.

Can the Approaches Be Reconciled?

The philosophical underpinnings of the single-subject and group-statistical
approaches have created a gap within the behavioral sciences that is difficult to
bridge. Writing from a behavior-analytic perspective, Sidman (1960) argued that
the data generated by the two methods are not only different but incommensurable:
The data “represent in a very real sense, two different subject matters,” he wrote,
so that researchers must take a stand “as to which of these types of data, individ-
ual or group, will form the basis of the science they are trying to build” (p. 54).
This is not to say that the group approach is completely without utility. Accord-
ing to Sidman, group-statistical methods are appropriate when the behavior of the
individual is of no concern, as may be the case in some practical applications of
behavioral principles or, perhaps, in cases when concern is with the total behav-
ioral output of a group without regard for the behavior of its members (Antonitis,
Frey, & Baron, 1964). From the standpoint of basic knowledge, however, it is es-
sential that the analysis be conducted at the level of the individual.

Both individual and group-statistical strategies are well-represented within
the research literature, to the extent that experiments from the two traditions now
appear side by side in some journals (consider recent issues of Animal Learning
and Behavior, Learning and Motivation, and the Journal of Experimental Psychol-
ogy: Animal Behavior Processes). This seems remarkable in the light of the afore-
mentioned differences in the logic, if not the underlying philosophy, of the two ap-
proaches. Even more remarkable is that the discrepancy has been acknowledged
so rarely, let alone critically discussed, since Sidman’s (1960) original statement.
Important issues need to be addressed. Should Sidman’s view—that the ap-
proaches are fundamentally incompatible—prevail, or can the results be compared
directly and even interchanged? Can equal confidence be placed in the outcomes?

Although we confess a strong sympathy for the single-subject designs of be-
havior-analytic research (and this is the theme of this volume), we do not want to
leave the reader with the impression that single-subject methods are without flaw.



Experimental Design and Analysis 49

The limitations become especially evident when the research is conducted with
human subjects rather than animals. When the subjects are human, the researcher
must come to grips with a range of variables that cannot be brought under direct
experimental control. In some instances, the constraints are ethical. The subject
must be asked to consent to participate in the experiment, must be protected from
unnecessary risk, and must be allowed to terminate participation at any time. In
addition, some variables defy experimental analysis because they cannot be ma-
nipulated. The study of age and gender, for example, as well as less accessible on-
togenic factors such as socioeconomic status, intellectual level, and educational
attainment, pose formidable barriers to experimental control. In the eyes of many,
variables such as these represent important elements of the context of human be-
havior. They can hardly be ignored if behavior-analytic knowledge, gathered with
the procedures of the single-subject approach, is to be integrated with knowledge
from the other behavioral, social, and biological sciences (cf. Baron, 1990).

These issues converge on the central themes of this chapter: How can the sin-
gle-subject methods that have been so successful with animals be adapted for use
with humans? Under what circumstances might deviations be needed or at least
justified? In the sections that follow, we show that single-subject methods are
uniquely suited for the study of human operant behavior (Baron & Perone, 1982;
Perone, Galizio, & Baron, 1988). Although a range of practical and ethical consid-
erations make it hard for researchers to conduct human experiments with the rig-
or of the animal laboratory, we believe that concerted efforts in this direction
should be encouraged. Indeed, the scientific community’s acceptance of behavior-
analytic theory at the human level may well depend on the success of such efforts
(Baron, Perone, & Galizio, 1991a,b). In the end, however, we must acknowledge
that not all questions about human behavior may be amenable to single-subject
methods, even if we restrict ourselves to questions posed by behavior analysts. As
we will see, some research goals dictate the need for between-group comparisons
and, along with them, development of an uneasy alliance of individual and group
strategies (e.g., as in Baron, Menich, & Perone, 1983).

THE STEADY-STATE STRATEGY

The goal of an experiment is to determine whether manipulating some vari-
able—the independent variable—produces a change in behavior represented by
the dependent variable. Ata minimum, behavior must be compared across two lev-
els of the independent variable. In single-subject experiments, these levels or ex-
perimental conditions are imposed on an individual organism, often over some ex-
tended period. Within each condition, behavior is measured repeatedly until it
reaches a steady state, that is, until there is minimal variation across the most re-
cent set of successive measurements. If behavior is stable within conditions but
changes substantially and systematically between conditions, then there is a good
basis for attributing the changes to the manipulation of the independent variable.

This logic may be compared with group-statistical approaches, which also
judge the effect of the independent variable by comparing behavioral variation
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within and between conditions (note that the ubiquitous F statistic is calculated
by forming a ratio of estimates of these two types of variation). But single-subject
research goes beyond merely assessing variation in behavior. Variation must be
eradicated through experimental control. The guiding principle is that when con-
trol is complete, within-condition variability will be reduced to essentially zero.
Such a high degree of control is, of course, more ideal than real given our present
understanding of behavior, and a certain amount of unexplained variation must be
tolerated. Still, stability is at the foundation of single-subject research, and the
evaluation of single-subject data depends on agreement that some reasonable de-
gree of stability has been attained.

Agreement is fostered by decision rules called stability criteria that specify
standards for judging steady states. Viewed broadly, stability criteria set limits on
two types of variability over time: systematic increases and decreases as well as
unsystematic changes. Following Perone (1991), we will refer to these changes as
trend and bounce. Although the researcher has considerable leeway about how sta-
bility will be assessed, several factors must be considered: when the criterion will
be applied, how it will be defined, and how much and what kind of data will be
included. We refer the reader to Sidman’s (1960, pp. 234-280) classic discussion
of these and related issues. Although Sidman focused on work in the animal lab-
oratory, the researcher interested in the study of human subjects will profit from
his comments.

When to Apply a Stability Criterion

A key issue is the point at which the criterion should be applied. Human be-
havior is not likely to change much immediately on introduction of an experi-
mental manipulation; indeed, behavior at high strength may have considerable
momentum (Nevin, 1992), and may tenaciously resist modification by a change in
experimental conditions (e.g., Mace et al., 1990). Moreover, the persistence of the
subject’s initial response pattern may falsely suggest stable terminal performance,
with the risk that premature termination of a condition may underestimate the ef-
fect of the experimental variable.

Practical considerations understandably will lead researchers to seek stabili-
ty in their human subjects in the shortest possible time. Our experience, however,
has been that this can be a tactical error. Adult humans bring a complicated ver-
bal and social history to the laboratory that renders them highly susceptible to con-
trol by instructions, rules, social demand characteristics, and the like, rather than
by the contingencies imposed within the experimental environment (Baron & Per-
one, 1982; Bernstein, 1988). Extended exposure is needed to allow experimental
variables to compete with previously established forms of social and verbal con-
trol. We cannot specify the timing in general terms. It must depend on the goals of
the research as well as the researcher’s judgment about the size of the anticipated
effects and the speed of their onset (Sidman, 1960, offered a similar conclusion).

Our advice is that researchers might best err in the direction of longer expo-
sures. As an example of the hazards of brevity, consider the common finding that
humans are insensitive to large shifts in rates of reinforcement. Figure 3.1 shows
college students’ responding on a multiple schedule in which a variable-interval
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FiGure 3.1.  Response rates of two college students on a multiple VI EXT schedule of monetary rein-

forcement. For Subject 1 the schedule components were accompanied by arbitrary verbal labels; for
Subject 2 the labels were instructions about the likelihood of reinforcers.

(VI) component that provided 5-cent reinforcers about twice per minute alternat-
ed with an extinction (EXT) component (Perone & Kaminski, 1992). For Subject 1
the discriminative stimuli were arbitrary verbal labels; a video monitor identified
one component as A and the other as B. Despite the sizable difference in rein-
forcement rates across the two schedule components, the subject responded at sub-
stantial rates in the EXT component until the tenth half-hour session (upper pan-
el of Figure 3.1). For Subject 2, by comparison, the stimuli were instructional:
During the VI component the video monitor indicated that “At this time scores are
TWICE AS LIKELY as normal” and during EXT that “At this time NO SCORES can
be earned.” Given the established power of instructions in laboratory settings
(Baron & Galizio, 1983), one might expect the discrimination to be virtually in-

stantaneous, but high rates continued in the EXT component until the eighth ses-
sion.
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The lesson is straightforward. Had the condition been terminated after a few
sessions with no apparent trend in behavior (say, after the sixth session), the re-
sults would have been seen as failing to establish adequate levels of discrimina-
tive control. This, in turn, might raise the familiar questions about the relevance
of reinforcement to the analysis of human behavior (Lowe, 1979). A few addition-
al sessions, however, virtually eliminated responding in the EXT component while
maintaining it in the VI component. In this experiment, at least, there was no sub-
stitute for prolonged exposure to the contingencies.

Kinds of Stability Criteria

Once the criterion is instituted, the researcher must decide what span of
time—how many sessions or trials—will constitute the basis for assessing stabili-
ty. Experiments with rats and pigeons usually consider the most recent several ses-
sions (about 4-10); when this sample of behavior meets the criterion the condition
is ended, and the data from the terminal sessions are taken as representing the
steady state. The approach with human subjects is similar, but, as might be ex-
pected from the discussion above, the sample of behavior sometimes is smaller.
An idea of current practices can be gained from a special issue of the Journal of the
Experimental Analysis of Behavior devoted to human behavior (November 1990).
Seven of ten experiments specified stability criteria with samples ranging from two
to five sessions (in one case, only responding during the last 2 min of the most re-
cent three sessions was considered).

Researchers need to consider not only the number of sessions included in the
sample, but also the duration and scheduling of the sessions. These matters are not
often discussed in treatments of animal research, perhaps because practices in that
arena have become fairly standardized. Sessions with animals tend to be long and
widely separated: One hour per day is typical. When the animal’s behavior is simi-
lar across a number of such sessions, it shows that the researcher can produce a
particular outcome at will. But, as Pilgrim (Chapter 2) and Bernstein (Chapter 16)
have noted, research practices with humans are much more variable, and some
demonstrations of stability fall short of the standards of the animal laboratory. We
are especially worried about the demonstrations when sessions are brief and close
together. In the limiting case, some researchers have treated a stream of temporal-
ly contiguous observations as if they were separate sessions—for example, by di-
viding a single exposure to a schedule into a set of 2-min periods. The fact that be-
havior changes little over such a short time may say more about limitations on the
opportunity for manifestations of variability than about the degree of control ex-
erted by the experimental variables. But we also can envision circumstances un-
der which the decision to use brief behavioral samples may be justified. In the end,
the decision must hinge on the researcher’s best judgment about the likely time
course of the processes under study. Here, as in other aspects of steady-state meth-
ods, we encourage researchers to explain the basis for their judgments in reports
of their work.

Regardless of sample size, repeated measures of the dependent variable
should reveal an absence of trend and minimal bounce. Eliminating trend is not
too difficult in well-controlled laboratory settings, at least in theory: One has mere-
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ly to impose each experimental condition long enough for behavior to adjust.
Bounce, however, is a direct function of the researcher’s success in controlling rele-
vant variables, and almost never can be eliminated completely. Sidman (1960) of-
fered researchers practical advice about this. If the stringency of their criterion
does not fit the level of control within their laboratory, “the variability which they
observe will otherwise be so great as to cause them to spend a lifetime, if they are
that stubborn, on the same uncompleted experiment” (p. 260).

Communication is improved when the researcher can express the degree of
trend and bounce in quantitative terms. But the tradition in behavior analysis is
also to accept criteria that depend exclusively on the researcher’s judgment as the
subject’s performance is monitored from session to session. In the end, the ade-
quacy of the criterion lies in the data. If decisions about stability have been faulty—
be they based on quantitative or qualitative assessments—the researcher will have
to live with the consequences.

Quantitative Criteria

Limits on variation can be expressed in absolute or relative terms. Perhaps the
most common application of absolute criteria is for acquisition of behavior, where
training conditions may be imposed until the subject performs at a predefined lev-
el of mastery over some specified period of time. For example, in a study of con-
ditional discrimination, Harrison and Green (1990) continued training until the
subject responded correctly on 30 of 32 consecutive trials. In many studies, how-
ever, “correct” responding cannot be defined, or at least not in any obvious way.
What, for example, is the correct rate of responding on a VI schedule? In cases such
as these, stability criteria are designed to assess whether behavior is consistent
across the sample period.

Although behavioral consistency can be expressed in absolute terms (e.g., re-
sponse rates may not vary by more than two responses per min across the last five
sessions), the more common approach specifies acceptable variation in terms of
percentage change across the sample period. For example, in a study of avoidance
behavior maintained by schedules in which responding postponed signaled peri-
ods of monetary loss (Galizio, 1979), the criterion depended on response rates from
the most recent four sessions. Means were calculated on the basis of the first pair
of sessions, the second pair, and the entire set of four. Behavior was judged stable
when the difference between the submeans was within 15% of the overall mean.

The stringency of a quantitative criterion is affected by factors in and out of
the researcher’s direct control. Raising the absolute or relative limits on bounce
will relax the criterion, as will increasing the number of sessions or trials in the
sample period. Enlarging the behavioral sample reduces the influence of short-
term (e.g., session-to-session) fluctuations, so that the long-term bounce assessed
by comparisons across large blocks of sessions can be small even while short-term
bounce is large.

A less-obvious influence is exerted by the prevailing levels of behavior. As re-
sponse rates decrease, relative criteria become stricter in absolute terms (smaller
and smaller absolute variations will be tolerated), while absolute criteria relax in
relative terms (larger and larger percentage variations will be tolerated). The con-
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verse is true as response rates increase, that is, relative criteria relax and absolute
criteria become stricter.

As an illustration, consider again the data in Figure 3.1. Over 16 sessions, Sub-
ject 1’s EXT rates dropped from a mean of about 29 responses per min (Sessions
1-6) to about 6 responses per min (Sessions 11-16). What happens when stability
is assessed in relative terms? If the difference between the mean of Sessions 11
through 13 versus the mean of Sessions 14 through 16 are expressed as a percent-
age of the overall mean, the result exceeds 35%—this despite an absolute dif-
ference between the submeans of only 2 responses per min. By comparison, if the
calculations are based on Sessions 1 through 6, when prevailing rates were sub-
stantially higher, the relative value is less than 15%, even though the absolute dif-
ferences are roughly double. Clearly, then, researchers need to consider the re-
sponse rates likely to be generated by their procedures when they establish
standards for detecting stability. When a range of rates is generated, it may be wise
to assess stability in both relative and absolute terms. For example, a researcher
might decide that rates are stable when submeans are within 15% of the grand
mean or when the absolute difference is within 2 responses per min. (For a fuller
discussion of this issue, see Perone, 1991, pp. 141-144.)

Fixed-Time Criteria

One approach simply specifies the overall duration of the experimental con-
ditions and the size of the sample to be considered as representing the steady state.
In Horne and Lowe’s (1993) study of choice on concurrent schedules, for example,
the conditions were imposed for 16 sessions, each lasting 90 min, and the analy-
sis was based on results from the last 3 sessions.

Fixed-time criteria excuse the researcher from closely monitoring each indi-
vidual for signs of stability and simplify the task of planning and scheduling ses-
sions. In addition, the fact that exposure to the various conditions is equalized
within and across subjects may be an advantage in some areas of research. By com-
parison, criteria based on session-to-session performances make the duration of an
experiment uncertain, and the duration will differ for different subjects. The re-
sulting logistical problems are difficult enough when the subjects are rats and pi-
geons; the problems are compounded with human subjects who generally insist
on information about the duration of the experiment before agreeing to participate.
The popularity of fixed-time criteria is easy to understand: They make life easier
for researchers and subjects alike.

But convenience comes at a price. As Sidman (1960) envisioned it, a fixed-
time criterion is most effective when the researcher can afford a leisurely pace. If
the terminal data are to represent a steady state, the duration of the experiment
must be extended to accommodate the slowest subject. As noted above, lengthy
experimental conditions are difficult to arrange in human research and decisions
about the duration of the conditions may have to be based on experience as well
as careful deliberations about the time course of the behavioral processes under
investigation.

Moreover, regardless of the pains taken by the researcher, there is no guarantee
that the terminal fixed-time data will be stable. At the least, researchers must report



Experimental Design and Analysis 55

their results in enough detail to allow readers to judge the level actually attained. In
the study mentioned above, Horne and Lowe (1993) augmented their fixed-time cri-
terion by reporting a post-hoc assessment of stability over the last five sessions. In
most, but not all, cases, the terminal behavior was reported to be stable.

Visual Criteria

The last method involves qualitative assessments of stability from visual ex-
amination of the results, usually session-by-session graphs of the dependent vari-
able. Presumably, researchers consider both trend and bounce in such judgments.
Most published reports are vague on this point, however, and indicate simply that
stability was judged “visually.” The development and maintenance of sound meth-
ods would be facilitated if researchers routinely reported the basis for their con-
clusion that performance indeed was stable.

Sidman (1960, p. 268) suggested that visual criteria be restricted to the study
of variables expected to have obvious effects. The implication is that visual crite-
ria are more tolerant of bounce, and perhaps trend, than the criteria outlined above.
Whether this is so remains to be shown. Still, as with fixed-time criteria, the cau-
tious researcher will follow the use of visual criteria with a report of the results
that allows the reader to see the levels of stability actually attained.

Which Data to Consider

Researchers usually measure several aspects of behavior, and this raises an im-
portant question: Which must meet the stability criterion? The easy answer— “all
of them”—may prove impractical. If the number of dependent measures is large,
and if the stability criterion is stringent, random fluctuations are likely to preverit
all of them from meeting the criterion simultaneously. Some flexibility is needed.
In Galizio’s (1979) experiment on avoidance of monetary loss, subjects responded
on a multiple schedule with four components, and the objective was for response
rates in each component to meet a 15% stability criterion. But Galizio planned two
exceptions: First, rates in an EXT component were judged visually because they
were too low to meet the percentage criterion. Second, a maximum of 15 hours was
allowed per condition, effectively replacing the visual and percentage criteria with
a fixed-time criterion as a stop-gap measure. In practice, then, failure to meet the
stability criteria (visual or quantitative) in all four components simultaneously
could not bring the experiment to a halt. In line with the recommendations offered
above, Galizio provided a comprehensive report of his results, and the stability of
his subjects’ behavior was evident despite occasional departure from the standard
decision rule.

A different solution is to combine several dependent variables into a single
composite measure. In the condition depicted in Figure 3.1, for example, concern
was with the discrimination between the VI and EXT components rather than the
absolute rate of responding in each. Consequently, stability was judged on the ba-
sis of the ratio formed by dividing the VI response rates by the sum of the VI and
EXT rates. These results are in Figure 3.2. Over the last six sessions, the ratios of
both subjects show no trend and the difference between submeans based on the



56 Alan Baron and Michael Perone

1.0
o
: 09 |
o
Z 08¢t
o
2 o7}
r4
s
T °°f SUBJECT 1:
8 ARBITRARY STIMULI
o 05
) 2 s 6 8 10 12 14 16
SESSIONS
1.0
o
: 09 |
o«
Z 08|
o
T o7} SUBJECT 2:
Z INSTRUCTIONAL STIMULI
% 0.6
o
g 05
T2 4 s & 10 1z 14 1s
SESSIONS

Ficure 3.2. Discrimination ratios of two college students responding on a multiple VI EXT schedule
of monetary reinforcement. The ratios, based on the data presented in Figure 3.1, were calculated by
dividing the response rate in the VI component by the sum of rates in the VI and EXT components. Oth-
er details as in Figure 3.1.

first three and last three sessions is within 3% of the grand mean. Interestingly, the
discrimination ratios are more stable than the component rates on which they are
based (Figure 3.1), suggesting that the ratios capture an aspect of the subjects’ per-
formances—the discrimination per se—that was more reliable than the absolute
response rates themselves. Indeed, our experience suggests that human subjects
often show stable performances measured in relative terms such as discrimination
ratios and choice proportions even when the absolute rates in the individual com-
ponents or concurrent schedules are characterized by substantial bounce (e.g., Per-
one & Baron, 1980; Perone & Kaminski, 1992). Evidently, the factors affecting the
absolute rate at which responses are emitted do not have as much influence on the
distribution of those responses across schedules.

In deciding which aspects of behavior must stabilize, the researcher should
weigh carefully the aims of the experiment. A common practice is to define the
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steady state in terms of some global measure (e.g., overall response rate) and then
go on to include analyses of more molecular measures that might be regarded as
reflections of the underlying structure of the steady state (e.g., interresponse time
distributions; see Perone, 1991, pp. 146—147). Often this is a practical matter: It is
not obvious how one might measure the stability of, say, an interresponse time dis-
tribution. Ultimately, however, the researcher is obligated to demonstrate that the
analyses supporting the major interpretations are based on stable data.

Stability Criteria in the Context of Replication and Control

Researchers enjoy considerable latitude in defining stability criteria for sin-
gle-subject experiments (as they do in selecting statistical tests for group experi-
ments). This state of affairs can be evaluated in different ways. On the one hand,
the availability of several ways to identify steady states can be seen as providing
the researcher with the flexibility needed to study a range of issues. On the other,
critics may wonder whether such latitude provides an easy way for researchers to
delude themselves—to see what they want to see, or to otherwise reinforce a con-
firmatory bias (one can see counterparts in the way statistical tests sometimes are
selected).

The remedy, according to Sidman (1960), is replication. If marked differences
are observed when conditions are replicated, either the stability criterion is inade-
quate or the researcher’s control over relevant variables is efficient. But if every-
thing falls into place—if the observed relations between the independent and de-
pendent variables are orderly and reproducible—then the researcher can be
assured not only of the adequacy of the criterion used to identify the steady state,
but also of the experimental methods used to engender it.

Note that legislating the use of particular criteria is not a satisfactory alterna-
tive. Even the most stringent criteria may be met by chance, just as statistical tests
may erroneously indicate the presence of significant results. Replication alone can
reveal such coincidences, regardless of whether single-subject or group-statistical
designs are used.

In summary, stability criteria constitute an indispensable element of the sin-
gle-subject research strategy, a strategy that emphasizes the identification of vari-
ables relevant to the processes under study, the exercise of rigorous control over
those variables, and the use of experimental designs that incorporate replication.
We now turn to a consideration of the issues that researchers must confront in de-
signing experiments that will properly answer the question that prompted the re-
search.

FINDING VALID ANSWERS

Despite the fundamental differences between single-subject and group-statis-
tical approaches to experimentation, they share a common goal: that of making
valid inferences about the consequences of manipulating the independent vari-
able. The question of validity has been discussed extensively by workers within
the group tradition. If behavior analysts are willing to look away from their over-
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reliance on statistical decision rules and to make some adjustments in the lan-
guage, much of value can be learned.

Influential books by Campbell and Stanley (1963) and Cook and Campbell
(1979) have led the way in identifying four fundamental types of validity. Each can
be illustrated by a different question that researchers hope to answer through their
data: Do the independent and dependent variables covary (statistical conclusion
validity)? Does the covariation indicate a causal relation between the independent
and dependent variables (internal validity)? In what abstract terms should the
causal relation be understood {theoretical validity)? Does the causal relation gen-
eralize across subject populations, times, and environmental settings (external va-
lidity)?

The first two questions are closely connected (a negative answer to the first
obviates the second) and they have direct implications for experimental design
and analysis. The remaining questions are at a different level. They address strate-
gies for planning entire programs of research and for integrating data from differ-
ent studies—broad issues whose scope extends well beyond the technical re-
quirements of a particular experiment. Below we consider these four questions
within the context of single-subject experiments with human subjects. Addition-
al discussions that are slanted toward behavior analysis, including reviews of spe-
cific research problems and experimental designs, may be found in a number of
sources (Barlow & Hersen, 1984; Johnston & Pennypacker, 1993; Kazdin, 1982,
1992; Kratochwill, 1978; Kratochwill & Levin, 1992; Perone, 1991; Poling & Fuqua,
1986; Sidman, 1960).

Statistical Conclusion Validity

Experiments must be designed so that they are sensitive enough to detect sys-
tematic relations between the independent and dependent variables. The evidence
for such covariation is essentially statistical (note that the term statistics is used
here in the broad sense). Systematic relations are demonstrated when behavior
changes more across experimental conditions than within them, and when these
changes can be repeated in an individual subject as well as from one subject to the
next. In both single-subject and group approaches, therefore, statistical conclusion
validity is increased by procedures that reduce the unsystematic variability that
may obscure the relation—in other words, by the exercise of experimental control.

The researcher can pursue the goal of increased control with a number of tech-
niques. All are straightforward, so it will suffice simply to list them: (1) by stan-
dardizing experimental manipulations, (2) by using reliable measures of behavior,
(3) by restricting the influence of extraneous variables, (4) by employing homoge-
neous samples of subjects, and (5) by changing conditions only when behavior
meets appropriate stability criteria. The last of these techniques underscores a spe-
cial strength of long-term, steady-state designs. The fact that the stability criterion
has been met is good evidence that unsystematic variability has been reduced to
tolerable levels, and the evidence is even stronger when the criterion is applied to
replications of a procedure imposed at different times within the experiment (the
researcher attempts to “recover” a data point). Replications can be arranged with-
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in each individual subject or between subjects; the most convincing experiments
include both.

Although strong experimental control is the most direct way to enhance sta-
tistical conclusion validity, the group-statistical researcher often adopts an alter-
native strategy, that of trying to boost an experiment’s sensitivity (or statistical
power; e.g., Cohen, 1988) by increasing the number of subjects per group. The net
effect is to allow even small differences to be detected as statistically significant
when inferential tests are applied. As we have noted elsewhere in this chapter, the
fundamental problem with this strategy is that the relations that emerge for groups
of subjects may be absent in the performances of one or more individual members
of the group.

Internal Validity

Experiments also must be designed so that any systematic variation in behav-
ior can be attributed to the manipulation of the independent variable. To the ex-
tent that this requirement is met, internal validity has been achieved. Campbell
and Stanley (1963) and Cook and Campbell (1979) identified several classes of ex-
traneous variables that can become confounded with the independent variable and
thus compromise internal validity. Experimental designs can be judged in terms
of their success in overcoming these “threats to internal validity.” Here we con-
sider those of special relevance to single-subject experiments with humans.

Within-Subjects Threats

Several threats originate in variables that operate as a function of time or re-
peated exposure to laboratory procedures: historical variables such as previous ex-
perimental conditions or extralaboratory experience; maturational variables in-
cluding long-term effects associated with biological aging and short-term effects
such as fatigue; and testing procedures that may come to influence behavior when
administered more than once. The possibility that these variables are operating
within an experiment opens the door to conflicting interpretations of the results:
Was the apparent experimental effect truly a consequence of the experimental ma-
nipulation?

Confounds from within-subject variables may originate in the experimental
procedures themselves or in carryover effects from one condition to the next. Fac-
tors outside the laboratory become an additional concern in long-term human ex-
periments. As time passes, it becomes more likely that a subject will encounter life
events that will influence behavior in the experimental setting—semester exami-
nations, illness, family crises, and so on. Because these events are beyond the
experimenter’s control, they cannot be eliminated or even held constant. The rem-
edy is to design the experiment so that the effects of such factors can be distin-
guished from those of the independent variable. This is not always an easy job.

A distinct advantage of a steady-state approach is that it includes some built-
in checks for within-subject confounds. Possible effects of testing, for example,
should stabilize as the subject is repeatedly exposed to the procedures, and short-
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term historical or maturational effects will make themselves known insofar as they
interfere with the attainment of stability. In addition, the researcher’s success in
recovering previous performances when replicating conditions makes these con-
founds less plausible. The recovery-of-performance strategy was used in a signal-
detection analysis of recognition memory in older men (Baron & Surdy, 1990). The
reinforcement contingencies were varied from a neutral arrangement to arrange-
ments that encouraged more liberal or more conservative recognition patterns, and
performances changed accordingly. Confidence in these results was enhanced by
the further finding that performances also reverted to original levels when the neu-
tral condition was reinstated.

The key, therefore, is replication. Consider, for example, an experiment in
which Condition A is followed by Condition B (an A-B design). Any change in be-
havior from A to B might be related to the experimental manipulation, but it also
could be attributed to history, maturation, or testing effects. Replicating the initial
condition in an A-B-A design puts these rival accounts to the test. If behavior re-
turns to its initial state, as in Baron and Surdy’s study, then the experimental ma-
nipulation is probably responsible. Each additional replication (e.g., A-B-A-B de-
signs), if accompanied by appropriate shifts in behavior, makes it less plausible
that factors besides the independent variable could be responsible for any ob-
served differences across the conditions.

What happens if the replication fails? Sometimes all that is needed is another
set of replications. Suppose, for example, that low response rates are obtained in a
baseline phase—Condition A—and moderately higher rates in an experimental
phase—Condition B. Unfortunately, the moderate rates are maintained on return-
ing to Condition A. Perhaps another phase of Condition B may lead to even further
increases in responding, whereas another Condition A may yield decreases at last.
Such a pattern suggests attributing the initial failure to recover low rates in Condi-
tion A to a shift in the behavioral baseline.

Inevitably, the researcher working with human subjects will have to confront
findings that cannot be replicated within the bounds of the existing experimental
procedures. Under these circumstances, there is little choice but to recognize the
limits of the data at hand and suspend final judgment until more work has been
done. Figure 3.3 illustrates results from an experiment in which college students
could avoid monetary loss by responding on a multiple schedule; the schedule
components differed in terms of the programmed rate of loss in the absence of re-
sponding (Galizio, 1979, Experiment 1). Initially, response rates of most subjects
were not well differentiated, indicating a lack of sensitivity to the schedule pa-
rameter. The procedure then was altered so that the components were accompa-
nied by instructional labels about the loss rates, and response rates were found to
vary systematically. Finally, the initial condition was reinstated by removing the
labels. Only one subject reverted to the initial pattern. What interpretation should
be placed on t} : results from the other two? Galizio suggested that the instruc-
tional condit’ ,n sensitized behavior to subsequent schedules (a sort of carryover
effect). Also possible is that the sensitivity might have emerged without the spe-
cific experience with instructions—perhaps any continued exposure to the sched-
ules would have been sufficient. Further research is needed to decide the issue
and, to his credit, Galizio followed up his initial experiment with three others.
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Irreversible effects of the sort encountered by Galizio (1979) can also be iden-
tified and studied with multiple-baseline designs (Barlow & Hersen, 1984). Two or
more independent behaviors are investigated simultaneously, and the experimen-
tal manipulation is applied to these baselines at different times. For example, the
instructional condition might be imposed at staggered intervals across the three
subjects (a multiple-baseline across-subjects design). If each subject’s behavior
changed only on introduction of the instructions, it would be possible to attribute
the change to the manipulation rather than time-related extraneous factors.

The multiple-baseline strategy is useful not only for irreversible effects but
also as a general practice in single-subject research. The procedure of initiating the
experiment at different times for different subjects is a tried-and-true way of avoid-
ing systematic confounds between the experimental variables and extraneous fac-
tors that may impinge on a particular individual (perhaps the semester exam we
mentioned previously).

Between-Group Threats

Additional threats are created when different subjects are exposed to different
experimental treatments. Although this problem might seem limited to group-
statistical designs, and thus outside the scope of this chapter, there are good rea-
sons for behavior analysts to heed these threats. One reason is pragmatic: Behav-
ior analysts occasionally depart from a purely within-subject analysis—sometimes
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as a matter of expedience and sometimes by design. We might question the desir-
ability of such departures, but we must recognize their existence. Under such cir-
cumstances, like it or not, the researcher has adopted a group-statistical strategy
and can hardly ignore the pitfalls that come as a consequence.

When comparisons are made of different subjects assigned to different condi-
tions, the central issue concerns how the subjects are assigned to the groups. Ran-
dom assignment is generally regarded as an effective way of reducing group dif-
ferences on factors besides the independent variable—an essential requirement for
valid group comparisons. When there is reason to question the equivalence of the
groups, selection bias is said to threaten the internal validity of the experiment.
The issue of selection bias is related to the broad topic of individual differences,
which we discuss later. Here it will be sufficient to note that the reduction in bias
produced by random assignment can be raised by increasing the number of sub-
jects (so that individual differences are more likely to “average out” in the group
comparisons) and by drawing the subjects from relatively homogeneous popula-
tions (so that individual differences will tend to be small).

Our reading of the literature is that when behavior analysts have recourse to
group comparisons, they need to exercise greater care in forming the groups. Con-
sider, for example, the widely accepted claim that behavior shaped by the method
of successive approximations is more sensitive to schedule effects than behavior
prompted by modeling. The research providing the major impetus for this view
did not randomly assign the subjects to the shaping and modeling conditions
(Matthews, Shimoff, Catania, & Sagvolden, 1977). The researchers tried to shape
the target response in every subject; some were assigned to the modeling condi-
tion after a brief attempt at shaping failed and “time constraints precluded exten-
sive preliminary training” (Matthews et al., 1977, p. 456). Why, then, did these lat-
ter subjects fail to show schedule sensitivity? It may well have been because of the
way the target response was established. But it may have been because they were
relatively insensitive to the contingencies, or some aspect of them (e.g., the rein-
forcer selected by the researchers) at the outset. Perhaps the time constraints pe-
culiar to these subjects affected their performance throughout. It would be inter-
esting to repeat the experiment with random assignment of the subjects to the
shaping and modeling conditions.

Even when the groups are equivalent at the outset of an experiment, they
might not be at the end if some drop out along the way. When the drop-out rate is
systematically related to the experimental treatments, one is faced with the threat
to internal validity dubbed mortality by Campbell and Stanley (1963). The best
remedy is prevention: Contingencies should be arranged to foster the subject’s con-
tinued participation (for specific suggestions, see Pilgrim’s advice in Chapter 2).
Unfortunately, once the problem has occurred, the researcher can do little else but
acknowledge the damage.

Researchers who adhere to single-subject designs avoid the threats described
above, but there still are some between-group threats to worry about when the sub-
jects have contact with one another outside the experiment. The problem is that
subjects in one experimental condition may learn about the conditions of others
who have reached a more advanced stage, and their behavior may be affected as a
consequence. Perhaps they will resent their current experimental status as a con-
sequence (Cook & Campbell, 1979, called this resentful demoralization). Or they
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may treat the experiment as a competition and try to work against the odds (com-
pensatory rivalry). The net result is that behavioral differences between the sub-
jects may be attributed to something other than the independent variable.

Communication among subjects also can contribute to a loss of control over
the independent variable (diffusion or imitation of treatments). Consider an ex-
periment in which subjects are scheduled to receive an instructional manipulation
after a baseline is established. Imagine the havoc that could be wreaked if a sub-
ject in the instructional condition passed the information on to a subject in the
baseline condition. Such possibilities are not far-fetched; Horne and Lowe (1993,
Experiment 3) reported a dramatic change in a subject’s performance after a con-
versation with another subject (“I cheated,” she admitted).

Overcoming these between-group threats is not so much a matter of experi-
mental design per se as of the logistics of implementing the design. The prudent
researcher will take steps to minimize contact among subjects, for example, by
drawing subjects from different sources (different courses or classrooms in the case
of students). Another possibility is to conduct more than one experiment at the
same time so that information one subject might provide another is irrelevant. It
also may help to educate subjects about the problems caused by unauthorized com-
munication. We have used the procedure of requiring subjects to sign oaths to re-
frain from discussing the nature of the experiment, but we have no evidence that
this procedure has the desired effect. See Pilgrim’s advice (Chapter 2) for a fuller
consideration of this general issue.

We conclude our discussion of validity by turning to the last two types—those
that pertain to the broad implications of experimental data.

Theoretical Validity

An internally valid experiment allows the researcher to conclude that some
particular set of manipulations produced the changes observed in some particular
measure of behavior. But in the experimental analysis of behavior as well as in oth-
er branches of psychology, researchers typically express their findings in more ab-
stract terms. Features of an experimental manipulation may be described as “dis-
criminative stimuli” instead of lights, as “reinforcers” instead of money, or as
“rules” instead of specific verbalizations. Although behavior is likely to be mea-
sured in terms of button presses per unit time, it is likely to be described in such
terms as “response strength,” “self-control,” “rule-governed behavior,” and so on.

In designing experiments, the practical issue for the researcher is whether a set
of operations captures the process of interest. For example, it may seem reasonable
to label a stimulus that is contingent on responding as a reinforcer or punisher, but
such a designation requires empirical evidence that the event actually serves the
ascribed functions (see Wearden, 1988, for a discussion of this issue). Moreover, the
outcome is sometimes difficult to anticipate. To illustrate: One experiment with
nursery school children used tape-recorded verbal messages to reinforce and pun-
ish lever pressing. Unexpectedly, “That’s bad!” served as a positive reinforcer, not
a punisher, and it was about as effective as “That’s good!” (Antonitis et al., 1964).
And one of us was surprised to discover in his research that, reputation to the con-
trary, M&M’s are not necessarily reinforcing (several children explained that their
mothers did not allow them to take candy from strange men).
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An important issue, therefore, concerns the validity of generalizations from
particular operations of manipulation and measurement to higher-order abstrac-
tions—what is termed in the Campbell-Stanley—Cook analysis the theoretical or
construct validity of a body of data from a group of experiments. Our impression
is that behavior analysts have not given this issue its due, perhaps because dis-
cussion of constructs is discredited by an association with methodological, as op-
posed to radical, behaviorism.

Assessing theoretical validity is difficult. Consider the common claim that
rules render human behavior less sensitive to schedules of reinforcement than be-
havior that is not susceptible to rule governance (e.g., the behavior of preverbal
children or of animals). What would it take to justify this claim? A wide variety of
operations can be used to manipulate rules (e.g., content of verbal stimuli, meth-
ods of delivery) and measure sensitivity (e.g., resistance to extinction, multiple
schedules favoring high- and low-rate behavior in different components, concur-
rent schedules providing a range of reinforcement rates). Before consensus is
reached about broad generalizations, it is necessary to demonstrate that the func-
tional relation is not bounded by a specific set of operations. In brief, the process
is inductive. Functional relations need to be replicated under circumstances that
differ from those under which the relation was originally discovered—specifical-
ly, with the major constructs operationalized in different ways. This strategy,
called constructive replication by Lykken (1968), is one of several types of sys-
tematic replication described by Sidman (1960).

External Validity

Although we regard the Campbell-Stanley—Cook analysis of the first three
types of validity as quite cogent, we are uneasy about the last. The external valid-
ity of an experiment pertains to the extent to which sample results can be gener-
alized across subject populations and environmental settings. Failure to attain ex-
ternal validity is the most common (and perhaps obvious) complaint about the
single-subject approach. After all, it is said, data from a few individuals observed
under highly controlled laboratory conditions can hardly be representative of peo-
ple in general as they behave in their natural environments. This criticism is mis-
guided for several reasons.

The emphasis on samples and populations is borrowed from the logic of in-
ferential statistical analysis, the goal of which is to infer population parameters
(usually means and variances) from the scores of a representative sample of sub-
jects. Remarkably, and despite the emphasis placed on this point by traditional
psychology, the goal of generality is one that has been more honored in the breach.
To be sure, certain forms of descriptive and correlational research (e.g., survey and
consumer research, polls of voter preferences, test development) take seriously the
strictures of the inferential model, and considerable care is exerted to ensure that
research samples properly represent the population under study. Everyone is
aware of the trouble that election-year pollsters encounter if they neglect to restrict
their sample to individuals likely to vote in the coming election.

Experimental research, however, almost always uses samples that do not ap-
pear to represent very well the populations about which generalizations are made.
This fact has not gone unnoticed. A perennial complaint within psychology is that
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experiments rely too much on observations of college sophomores (sometimes the
complaint is extended to include the laboratory rat) within sterile laboratory set-
tings that are not properly representative of the everyday world. Despite the ex-
pression of such concerns, remedial procedures are not often specified, and for
good reason. The questions to be addressed are formidable. Should experimental
psychology rely on the study of the average college sophomore? The average young
adult? Or, for that matter, the average human being? Equally puzzling is what an-
swer might be given to the accompanying question of which laboratory environ-
ments should be regarded as properly representative of the settings of everyday life
(see Brunswick, 1955, for an effort in this direction).

It may not take a deep analysis to recognize that a psychology that focuses ex-
clusively on representative populations of subjects and settings is not practical.
Moreover, such an approach, although perhaps useful for certain types of social
science research, is not particularly desirable if the goal is to attain a science of
psychology. Better models can be found in the natural sciences where experiments
are construed not so much as representations of nature as ways of testing theoreti-
cal formulations about nature.

The work of the chemist can serve as a guide. The chemical researcher usual-
ly conducts experiments on refined substances without normal impurities, to
study their properties in isolation from confounding influences. The results con-
tribute to a theory of chemical action, and thus to basic understanding of chemi-
cal processes. Once validated, the theory can be extended (applied) to deal with
the chemical elements in their impure forms. By the same token, a psychology
whose goal is the development of theoretical formations about behavior must
choose as its subjects and settings those organisms and laboratory environments
that provide the best preparations for gaining such understanding. Thus, single-
subject methods, with their emphasis on steady states, controlled environments,
and experimental manipulation of variables, exemplify the spirit of a natural sci-
ence approach to behavioral processes.

As we have noted, the experimental analysis of behavior originated in the ani-
mal laboratory, and the approach continues to rely heavily on animal models for
the development of broad theories of human conduct. Questions about the gener-
ality of the principles (their external validity) usually are answered by referring to
successful practical applications (often in the classroom and clinic), and by offer-
ing interpretations (the principles are used to account for human behavior within
natural environments). Both methods have provided considerable support for the
external validity of the principles discovered with animals. They often rest, how-
ever, on information obtained under uncontrolled circumstances. A third alterna-
tive, still much neglected, is the direct study of human behavior within the con-
trolled conditions of the laboratory, using the methods described in this chapter.

BEHAVIORAL HISTORIES

Historical variables deserve special attention in the design of human experi-
ments because they represent such an intractable problem (for a discussion of be-
havioral histories see Wanchisen, 1990). Indeed, the problem has led some be-
havior analysts to raise doubts about whether research with humans has much to
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contribute to the experimental analysis of fundamental behavioral processes (cf.
Branch, 1991; Palmer & Donahoe, 1991). We must acknowledge that the obstacles
posed by historical variables are formidable. Although the primary concern of an
experiment is with the variables manipulated as part of the procedure, the out-
comes also are influenced by variables in the organism’s past. The researcher usu-
ally cannot ascertain with any accuracy the human subject’s previous environ-
ments, and the possibility of experimentally controlling them is even more remote.
Nevertheless, we believe that the methods of research available to behavior ana-
lysts are up to the challenge. In this section, we provide our assessment of the
scope of the problem and then offer some remedies.

History Effects

A realistic view of history effects might begin with the recognition that they
are by no means unique to human research. The rat’s experiences before its arrival
at the animal laboratory also are not known with any certainty, and the researcher
is confronted with the possibility that a particular history (perhaps one more char-
acteristic of one animal supplier than another) may interact in special ways with
the experimental variable. The research literature on environmental enrichment is
instructive here. In a classic experiment, Hebb (1949) found that rats raised as pets
by his daughter were more accomplished maze learners than his usual laboratory
rats; with such results in view, Christie (1951) proposed that the theoretical con-
troversy between Spence and Tolman stemmed from the way they cared for their
animals (the laboratories of Tolman'’s group provided richer environments). Since
then, numerous experiments have established the importance of housing and rear-
ing conditions in the behavioral development of the rat, and this by no means ex-
hausts the range of potential confounding variables. Other lines of research have
studied the impact of such historical variables as exposure to aversive events,
schedules of deprivation, and effects of stimulus restriction and deprivation in
general.

Although histories must be reckoned with in the animal laboratory, a straight-
forward remedy is available. As illustrated by the enrichment research, rats and
other animal subjects can be reared within controlled environments, and thus giv-
en more or less similar preexperimental histories. Availability of this strategy con-
stitutes a major advantage of conducting research with animals. But the double-
edged nature of the control procedures should not be overlooked. The advantage
is that the power of the experiment is increased because variation related to his-
tories is reduced and more sensitive tests of the experimental variables are possi-
ble. The disadvantage is that too-strict control of historical variables conceals the
contribution of the particular history that has been arranged. If all of the rats were
housed individually in laboratory cages, the conclusions must be limited to sub-
jects with such a history. And should it be the case that animals raised in large
pens with cagemates perform more capably, then the findings can be misleading
as well.

These pros and cons of controlling histories suggest the wisdom of a balanced
approach. Even when strict control of histories is technically possible, the animal
researcher may relax standards so as to establish that a contemporary variable has
its characteristic effect when histories are disregarded. Turning to the human sub-
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ject, the fact that manipulation of preexperimental histories is out of reach some-
times can be regarded as a blessing in disguise. When orderly findings emerge de-
spite the subjects’ varied behavioral histories, the researcher gains confidence that
essential controlling variables have been identified.

Closely allied with the problem of uncontrolled behavioral histories are so-
called “individual difference” or “subject” variables. On the human level, these
include not only such personal characteristics as age and gender, but also differ-
ences less easy to specify, such as the individual’s intellectual ability, education-
al level, or socioeconomic status. The study of individual differences has not been
popular among behavior analysts, perhaps because of research in the areas of per-
sonality and social psychology where group-statistical methods and mentalistic
theories hold sway. Nevertheless, individual differences play important roles
within the broad field of psychology, to the extent that they are commonly used to
define entire areas of inquiry (e.g., “the psychology of aging,” “the psychology of
gender”).

From a behavioral-analytic standpoint, individual differences may be charac-
terized as imperfect ways of characterizing past environments. This is the reason
we are subsuming them under history effects. The important consideration for the
present discussion is that individual differences and histories in general designate
variables that, on the one hand, defy manipulation within the context of human
experiments, but, on the other, are important correlates of human behavior. Histo-
ry effects in humans, therefore, play contradictory roles. Although they pose an
obstacle to experimental control, they also constitute a phenomenon worthy of
study in its own right. Indeed, many of the classic issues within human psychol-
ogy can be couched in terms of interactions between historical and contemporary
influences. In the case of so-called “pathological” behaviors, for example, a person
is said to be acting in ways that are contrary to his or her psychological needs—
the behavior is not in the person’s best interest, so to speak. A behavioral account
removes the mystery by pointing to the possibility that previously encountered
schedules of reinforcement are leading the person to respond inappropriately un-
der current circumstances.

Procedures

We now turn to specific control procedures, several of which flow from an
analysis of history effects as a competition between past and present influences.
As with competitions in general (e.g., choice), the outcome hinges on the relative
strength of the influences, and procedures that aid one or the other will sway the
interaction in that direction. The researcher’s task is to adjust the competing fac-
tors to fit the goals of the research. Most often, primary concern is with contem-
porary variables, in which case the key is to weaken historical influences and to
strengthen contemporary ones. The opposite strategy is in order for those inter-
ested in studying behavioral histories per se.

Repeated Observations

In the animal laboratory, the standard procedure for weakening history effects
is long-term exposure to the experimental procedures. Of necessity, performances
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at the start are much more a function of preexperimental influences than whatev-
er conditions are in the process of being imposed, and the emotional and other re-
sponses that the rat or pigeon brings to the experiment can overwhelm the condi-
tions of interest. It is therefore standard practice to begin an experiment by taming
the animal, habituating it to the apparatus, and acclimating it to the particular con-
tingencies under investigation. Serious data collection only begins as a steady state
emerges, that is, with the emergence of response patterns that are strongly con-
trolled by the current contingencies.

Not surprisingly, the human subject’s history, which includes a myriad of ver-
bal and social influences, also can affect performances within an experiment. In-
deed, human performances sometimes are said to be more a function of the so-
called “demand” characteristics of the experiment—the subject’s roles and
expectations about being a subject—than of the current experimental conditions.
Nevertheless, the human researcher can be optimistic that the series of sessions
needed for a steady-state experiment can only serve to diminish history effects, as
earlier contingencies become more remote in time and new ones have a chance to
gain control over behavior. Certainly, the notion that history effects arising from
past contingencies cannot be displaced by new contingencies is contrary to estab-
lished principles of behavior. The best way to confront these effects (if not the only
way) is to provide subjects with sufficient exposure to the experimental condition.

Especially Forcing Procedures

There is no guarantee, of course, that extended exposure will, in the end, coun-
teract history effects. In their review of reinforcement and punishment, Morse and
Kelleher {1977) noted that historical variables are overridden by experimental pro-
cedures that are “especially forcing.” This principle is frequently put to use in the
animal laboratory, as when a researcher increases the vigor of responding for a food
reinforcer by increasing the level of deprivation or the palatability of the food.

History effects may bedevil the researcher of human behavior because the ex-
perimental variables are at low levels—not especially forcing. The obvious anti-
dote is to seek stronger versions. Although ethical as well as practical considera-
tions constrain what the human researcher can do, the remedies sometimes are
within reach. Consider the extensive use of points as reinforcers: a counter ad-
vances contingent on responding and the subject is instructed to earn as many
points as possible. Although earning points usually maintains responding to some
extent, the basis of this reinforcing function is obscure (see Shull & Lawrence’s dis-
cussion in Chapter 4). The researcher stands a better chance of insulating current
effects from historical influences by using stimuli with clearer and better estab-
lished links to deprivation conditions (such as monetary payment—or points that
signify such payment).

A failing of human research is the limited attention paid to the depriva-
tion—incentive relations that control the properties of reinforcing and aversive
events. Conditions that are especially forcing for the human subject are those from
which the subject can be effectively deprived or those whose incentive properties
can be increased to higher levels. Worth exploring are procedures that capitalize
on the human subject’s stimulus-seeking tendencies, as may be tapped by com-
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puter games, complex visual material, and the like (a common complaint from sub-
jects is that the experiment is “boring”). Some interesting possibilities can be
found in the literature, as witnessed by experiments in which infants produced
brief clips of a cartoon (Darcheville, Riviere, & Wearden, 1993); children avoided
termination of a cartoon movie (Baer, 1960); adults changed and focused projector
slides (Benton & Mefferd, 1967); college students illuminated the experimental
room and thereby permitted reading (Shipley, Baron, & Kaufman, 1972); students
displayed textual material about which they were quizzed later (Williams & John-
ston, 1992); and students engaged in computer games (Baum, 1975; Case, Ploog, &
Fantino, 1990). More ingenuity along the lines of these procedures would be wel-
come.

Control through Selection

The potential influences of subject characteristics (such as age or gender) are
reduced in the animal laboratory by selecting subjects from circumscribed groups.
A similar strategy is available in research with human subjects where the prudent
researcher can seek uniformity by studying individuals of the same age, gender,
educational background, and so forth. Fortunately for the present discussion, the
exact origin of the potential influence is not critical, and even such characteristics
as age or sex, often viewed loosely as expressing biological determinants, incor-
porate historical factors. Such links are well-recognized in the field of gerontology
(Schaie, 1994). A group of 70-year-olds (a cohort), for example, not only share the
same chronological age but also a set of similar life experiences that differentiate
them from individuals born 10 years earlier or 10 years later.

By studying individuals who are homogeneous in terms of personal charac-
teristics, whatever these characteristics may be, the researcher reduces the likeli-
hood that historical factors will confound the results. Our impression from pub-
lished research is that more care could be exerted in this regard (we have been
disconcerted by journal articles that reveal neither the age nor the gender of hu-
man subjects). Three caveats about subject selection warrant mention: (1) As im-
plied by our earlier comments, too-close selection will limit the findings to the par-
ticular type of subject chosen for study. (2) A related practical consideration is that
the chances of publishing the findings may be reduced (e.g., for a number of years,
the journal Developmental Psychology has only considered research using chil-
dren of both sexes) and the possibility of gaining grant support jeopardized (fed-
eral guidelines now require that attention be paid to populations that have been
underrepresented in biomedical research, i.e., minorities and women). (3) The re-
searcher must not make the mistake of drifting into the practice of attributing
causal significance to historical variables identified through selection. Any differ-
ences are, at best, correlational.

Beyond pointing out that individual difference variables can be approached
using selection procedures, we cannot offer specific guidelines about which vari-
ables should be or need be controlled. A host of such variables have been studied
on the human level since the early days of psychology, and each has had its cham-
pions as a critical factor in behavior (some extreme examples, for the behavior an-
alyst, at least: body type, Sheldon 1954; introversion—extroversion, Eysenck,
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1953). Common observation, at least, would suggest that a person’s age and sex
might head any list; consider how much we know about a stranger’s behavioral ca-
pabilities solely from this information. Whether these variables truly are critical
for fundamental processes of behavior, however, remains to be determined.

Experimental Control of History Effects

Histories can be both controlled and studied within the laboratory by creating
the history within the confines of the experiment and then calculating its subse-
quent effects. Two options are available to the researcher who pursues this strate-
gy: the between-group design and the within-subject design.

A between-group approach to human histories may be seen in Weiner’s (1964,
1969) classic research on human responses to fixed-interval (FI) schedules of re-
inforcement. In one experiment, different individuals were trained initially under
schedules that controlled either high or low response rates: fixed ratio (FR) or dif-
ferential reinforcement of low rates (DRL). The conditions for all subjects then
were changed to a common FI schedule. Figure 3.4 shows the results in the form
of cumulative records collected during the 15th hour of exposure to the FI test
schedule (Weiner, 1964, Figure 1). It is apparent that despite the changed contin-
gencies, the FR history led to high response rates whereas rates were much lower
after the DRL history.

The between-group design for studying history effects constitutes an obvious
departure from single-subject methods. The shortcoming is illustrated by Weiner’s
results. Although no overlap can be seen between the performances of the subjects

FiGURE 3.4. Cumulative records from Weiner’s (1964) experiment in which nursing assistants re-
sponded on an FI 10-s schedule of points after a history with either an FR 40 schedule (top records) or
a DRL 20-s schedule (bottom records).
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with high- and low-rate histories, the comparison of two groups of three subjects
raises the question of whether the difference actually is a reliable one. When the
outcome is addressed using the conventional rules of inferential statistics—there
is nothing in the logic of the single-subject method to provide an alternative—it
turns out that the split illustrated in Figure 3.4 does not attain significance at the
customary .05 probability level, that is, #(4) = 1.33, p = .25 (Weiner did not report
such a test). The sad lesson, therefore, is that this degree of variation in a between-
group design calls for a larger sample than the one studied in the experiment.

History effects also can be studied using within-subject designs, but not with-
out a different set of complications. In other experiments, Weiner (1969) sequen-
tially imposed high- and low-rate schedules on the same subject. One experiment
investigated FR and DRL histories with a sequence of three pairs of schedules: (1)
FR followed by FI; (2) DRL followed FI; and (3) replication of the FR-FI sequence.
During the first phase, the FR history led to high FI rates, but this effect was absent
in the last phase. Weiner attributed the difference to the intervening experience
with the DRL schedule, and he concluded that a low-rate history (DRL) persever-
ated despite exposure to a later FR schedule. But also possible is that the effect was
a consequence of some variable other than the intervening schedules. Strong sup-
port for Weiner’s conclusion requires comparisons with subjects exposed to se-
quences in which the intermediate phase is omitted, in other words, a between-
group design.

A procedure developed by Freeman and Lattal (1992), although not used to
our knowledge in experiments with humans, promises a more adequate within-
subject approach to history effects. The novel feature of their pigeon experiments
was the establishment of parallel rather than sequential histories. Each of two re-
inforcement schedules was correlated with a different stimulus during the first
phase of the study. The subsequent influences of the two histories then were as-
sessed by introducing the stimuli while the subjects responded under a third
schedule. For example, in one experiment the birds responded under VR and DRL
schedules during the first phase and then were observed under an FI schedule.
Each subject provided clear evidence of the different effects of the two histories in
that they persisted in responding on the FI at high rates in the presence of the VR
stimulus and at low rates in the DRL stimulus. Reversibility also was shown. With
continued training, rates on the FI schedule converged to common levels regard-
less of which stimulus was present.

ANALYSIS

Experimental design is only half the story. Scientists conduct experiments to
ask questions of nature, and the answers depend not only on how the questions
are phrased—the experimental design—but also on how the data are analyzed. The
relevant issues cut across many disciplines, research areas, and traditions, and
they have been discussed by psychologists under such headings as psychometric
and quantitative methods, psychophysics, measurement and scaling theory, test
theory, and, of course, statistics in general. All of these topics are part of the con-
text in which behavior-analytic research is conducted, and they demand careful
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study in their own right. For better or worse, such attention can hardly be avoid-
ed by the student—a heavy dose of statistics and measurement theory continues
to be a standard part of the curriculum in psychology.

But the case also has been made that the extensive literature on data analysis,
with its numerous directives, restrictions, and prohibitions, constitutes a burden
as well as a boon for the working researcher (Baer, 1977; Michael, 1974). The con-
ventional wisdom is that safeguards are needed to ensure the researcher’s consis-
tency and objectivity, and statistical analysis with its formal rules of inference is
offered as the proper way to do this. We will present an alternative view. The ul-
timate responsibility for treatment and interpretation of data must rest on the re-
searcher’s judgment, not any particular set of rules to be mechanically applied.
Freedom is accompanied by responsibility, of course. The researcher also must be
prepared to defend the wisdom of his or her decisions in terms of agreed-upon
principles of data analysis and measurement theory.

Measurement Scales

Accurate measurement is an essential part of empirical research, and an ob-
vious point is that the researcher must follow a consistent and specifiable system
of assigning the numbers to the measured events. A useful approach is Stevens’s
(1951) well-known taxonomy that orders the scales in terms of the amount of in-
formation provided by each (he called them nominal, ordinal, interval, and ratio
scales). For example, the numbers can be used to rank the magnitude of the events
(ordinal), or they can be arranged so that, in addition, equal numerical intervals
match equal magnitude differences (interval).

Details of Stevens’s system can be found in most texts on research methods
where it will be seen that they involve not only classification but also specifica-
tion of permissible mathematical and statistical operations. The aforementioned
ordinal-interval difference, for example, is said to determine the proper measure
of central tendency. If the scale was ordinal, the median is the proper measure; the
mean will not do because it requires a scale in which the numerical and magni-
tude differences match (as on interval and ratio scales). The restrictions extend to
many other calculations including indices of variation and correlation and the
whole gamut of significance tests (e.g., whether the analysis can be parametric or
nonparametric; Siegel & Castellan, 1988).

Should such strictures be taken seriously by the behavior-analytic researcher?
We think not. Although Stevens’s dictates about “permissible” measurement op-
erations are treated as dogma within some circles—many texts represent them as
an essential feature of data analysis—they have not gained much acceptance
among statisticians (cf. Gaito, 1980; Howell, 1995; Mitchell, 1986; Nunnally, 1978;
Velleman & Wilkinson, 1993). Critics have objected that the restrictions presup-
pose a real scale for each phenomenon for which the measures are only an imper-
fect approximation, in other words, a necessary connection between the activities
involved in measuring things and subsequent activities when the numbers are ma-
nipulated.

A better description of the work of the scientist—one more consistent with a
behavioral view—is that a measurement scale is “a convention, an agreement
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among scientists that a particular scaling of an attribute is a ‘good’ scaling” (Nun-
nally, 1978, p. 30). No doubt, interpretations of the data as they relate to the be-
havioral phenomenon under study must reckon with the measurement procedure
along with many other features of the experiment. But the statistical or mathe-
matical operations that intervene between measurement and interpretation are
governed only by the rules of mathematics. To return to our previous example, the
research is quite correct to calculate the mean of a set of ranks, as long as the out-
come serves some useful purpose. Lord (1953) captured our point well by observ-
ing that “the numbers don’t remember where they came from” (p. 751).

This is not to say that things can be measured and calculations made willy-
nilly. In the end, the researcher must face the challenge of making sense out of the
numbers (in other words, it is the researcher who must remember where the num-
bers came from). Interpreting data is hardly a simple matter, and different mea-
surement scales can lead to diverse conclusions.

To illustrate: A popular theory in behavioral gerontology is that age-related
deficits on speeded tasks increase as a function of task complexity, and most writ-
ers (e.g., Salthouse, 1985) have concluded that the literature overwhelmingly sup-
ports such a relationship. But experiments on this question generally use response
latencies to describe performance; when the data are rescaled in terms of response
speeds (the inverse of latency), the theoretically expected interaction between age
and complexity is substantially reduced, and the conclusions must be changed.
Figure 3.5 shows some of the results from an experiment in which younger and
older men worked on a matching-to-sample task (Baron, 1985). Complexity was
varied by using compound stimuli as the samples with either one, two, or three
elements. When the men had unlimited time to respond (left panels), the three old-
er ones generally were slower and the age-by-complexity interaction is apparent
when the data are scaled according to latencies (top left; compare the slopes of the
functions obtained from the young and old subjects). But the interaction is more
or less absent when performances were scaled as speeds (bottom left). Interesting-
ly, both the interaction and the age difference itself were substantially attenuated,
regardless of measure, when time limits were placed on responding (right panels).

Alternative outcomes from different scaling of the same data certainly pose a
puzzle. Whatever the resolution, we expect that it will depend more on the con-
tribution that one or the other depiction makes to understanding the phenomenon
than on axiomatic claims that either one somehow represents the essence of the
behavior that is measured.

What Should Be Measured?

We noted earlier that behavior analysis places no real limits on which re-
sponses should be studied, so long as the behavior can be objectively measured.
In practice, however, experiments have studied relatively few responses; in most
cases, the human subject pushes a button or pulls a plunger. These operanda are
in the spirit of Skinner’s studies of lever pressing and key pecking by rats and pi-
geons. Such responses can be recorded automatically and their momentary char-
acter makes them appropriate for analysis in terms of both rate and latency. A spe-
cial benefit is that the response does not alter the organism’s environment to any
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Ficure 3.5. Choice response latencies (top panels) and speeds (the inverse of the latencies; bottom
panels) of three young men (aged 18-23) and three old men (aged 65-73) working a delayed match-to-
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function of the complexity of the sample stimulus (1, 2, or 3 stimulus elements) and the presence or
absence of a time limit on responding; when the limit was in effect, only matching responses occur-
ring within 2 s of the comparison stimuli could earn monetary reinforcers. Figure redrawn from data
presented by Baron (1985).
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great extent, thus giving the researcher considerable control over the consequences
of responding.

The rationale for studying so few responses hinges on the assumption that
topography is not critical in the analysis of operant performances. This assump-
tion has been questioned, however, most frequently in the area of animal learning
(for a recent review, see Mazur, 1994; Chapter 5). In avoidance conditioning, for
example, the rat’s species-specific defense reactions are said to lead to more rapid
acquisition of a running response than a lever-press response. Parallel concerns
about responses in human experiments were raised by Gonzalez and Waller (1974)
who proposed that improved schedule control might result if rather than “button
pushing or lever pulling . . . a typically human response was used” (p. 165, their
italics). This led them to study handwriting. Other writers also have expressed
doubts about whether button pressing in the laboratory actually is a functional unit
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of human behavior, that is, an operant controlled by its consequences (Branch,
1991).

Despite these reservations, we see little justification for abandoning the button
press (or similar responses) as a vehicle for studying human behavior. For one thing,
button pressing indeed is a “typically human response.” It is common in everyday
life: We press buttons when we phone friends, use computers, or withdraw cash
from automatic teller machines. The ubiquity of finger-operated switches in our nat-
ural environments should not surprise us; these devices have been explicitly de-
signed with the prehensile ability of the human organism in view.

Perhaps concerns about the status of the button press will be allayed by not-
ing the range of human behavioral functions that have been studied with this re-
sponse. In the laboratory, human subjects have pressed buttons for a variety of rea-
sons: to see a meter (vigilance, Holland, 1958); to identify a stimulus that was
previously presented (matching-to-sample, Sidman, 1969); to prevent occurrence
of a signal correlated with loss of money (avoidance, Baron & Kaufman, 1966); to
produce stimuli correlated with the components of a compound schedule of posi-
tive reinforcement (observing, Perone & Baron, 1980); to review scores reflecting a
fellow subject’s performance (auditing, Hake, Vukelich, & Kaplan, 1973); or to an-
swer “yes” or “no” to questions about recent behavior on a conditional discrimi-
nation task (self-reports, Critchfield & Perone, 1990). The act of button pressing,
despite its apparent simplicity, has served as a powerful tool in the laboratory
analysis of human behavior.

The fact that complex behavioral functions can be studied with simple, repeti-
tive responses does not mean that the role of the response in human behavior is
unimportant. Bijou and Baer (1966) distinguished between the laboratory study of
“convenient” responses and “interesting” responses. Responses such as button
pressing and plunger pulling are in the former category. The variety of human be-
haviors encompassed by the latter—social behaviors, complex motor patterns,
handwriting, vocal responses, and verbal behavior in general—constitute inter-
esting and challenging aspects of human activity that we need to know more about
through laboratory research. Other chapters in this volume point the way.

The Role of Verbal Processes

At the top of the list of interesting human responses are verbal ones. Perhaps
it goes without saying that the human subject’s verbal ability must be reckoned
with in designing experiments. But does this call for major deviations from usual
methods of experimental analysis? Because verbal processes are treated at length
in other parts of this book, we will limit our comments to issues with a direct bear-
ing on matters of design and data analysis. The principle that emerges is that the
methodological framework that we have outlined in this chapter appears up to the
job.

Verbal Responses

We noted that experiments can be designed so that a verbal response (such as
talking or writing) is the target behavior. Special problems are created, however,
by the need for a steady-state approach. The research initiated by Greenspoon’s
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(1962) work on verbal conditioning is instructive. In his well-known experiment,
subjects were asked to say words and reinforcers were delivered for each word in
a particular class (plural nouns). Although this and similar experiments helped es-
tablish that verbal behavior is controlled by operant conditioning variables,
steady-state analyses were impractical. Without automated equipment, a continu-
ously present observer is required to identify and appropriately reinforce the sub-
ject’s responses.

Over the years, solutions have been sought through voice-activated relays
{e.g., Miller, 1968), and, more recently, microcomputer-controlled speech recogni-
tion devices (Baron & Journey, 1989). A flexible method remains to be developed,
however, and steady-state investigations undoubtedly will be furthered by future
availability of affordable devices that can rapidly and reliably identify human
speech. An approach presently within reach is to have verbal responses take the
form of entries on the keyboard of a computer (button pressing again!), which then
provides the desired instrumentation (Hyten & Chase, 1991).

Control by Instructions and Rules

Verbal processes also enter into the study of stimulus functions. The involve-
ment of verbal stimuli in human experiments is virtually unavoidable, if only be-
cause of the exchanges needed to recruit the subject into the experiment and to ini-
tiate the procedures. Some researchers (perhaps making a virtue out of necessity)
have used instructions as a vehicle for the study of verbal control (Baron & Gali-
zio, 1983). For example, subjects may be provided with instructions about one or
another aspect of the procedure (e.g., the schedule of reinforcement) with the ob-
jective of determining effects on subsequent responding (e.g., under avoidance
schedules; Galizio, 1979).

As noted by Hayes and Brownstein (1984}, manipulation of instructional stim-
uli provides an operant framework for the study of rule-governed behavior (“we
.. . follow rules because of reinforcing consequences,” Skinner, 1984, p. 577). For
the present discussion, the important consideration is that instructions represent
a form of external control amenable to experimental manipulation, in which case
the design of experiments can proceed along the same lines as when control by
other (nonverbal) stimuli is studied (interested readers should consult Shimoff &
Catania’s discussion of verbally governed behavior in Chapter 12).

Self-Instructions

But human performances also have been described as under the control of self-
instructions (Lowe, 1979). By comparison with control by experimenter-provided
instructions, such accounts regard the subject as the speaker—the source of the in-
structions—as well as the listener. Put simply, subjects are envisioned as telling
themselves what to do, listening to the commands, and then proceeding to obey
(or perhaps disobey) them.

To study these hypothetical interactions, the researcher must somehow gain
access to the self-instructions. The usual approach has been to question the sub-
ject at the end of the experiment; correlations between the answers and actual per-
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formances then are taken to indicate the extent of verbal control during the ex-
periment (e.g., Horne & Lowe, 1993). Shimoff (1984), Hayes (1986), and others have
noted problems with this approach. What a subject might say after an experiment
can be completely unrelated to any verbal behavior that actually occurred during
the sessions. Many variables control answers to the researcher’s questions: the
stimuli and reinforcers at work during the interview, as well as complex features
of the subject’s preexperimental and experimental histories. Of course, postsession
reports may be veridical with previous verbalizations, but, alternatively, the sub-
ject may never have spoken about the procedure until prompted to do so.

An improved method solicits the subject’s verbal reports during the sessions
rather than afterward (e.g., Matthews, Catania, & Shimoff, 1985; Wulfert, Dougher,
& Greenway, 1991). Nevertheless, the researcher must tread cautiously because the
procedures used to measure verbal responses—to prompt and record them—can
have potent behavioral effects of their own. The potential for confusion is demon-
strated in an illuminating study by Rosenfarb, Newland, Brannon, and Howey
(1992). When college students responded on a multiple schedule with DRL and FR
components, those subjects who were prompted to generate task instructions every
2 min responded differently than unprompted subjects. It seems unlikely that the
self-instructions of the prompted subjects corresponded to whatever unprompted
verbal behavior may have occurred among the control subjects.

Circumventing an Operant Analysis

Although the studies by Matthews et al. (1985), Rosenfarb et al. (1992), and
Waulfert et al. (1991) are welcome exceptions, the fact remains that many re-
searchers are inclined to rely on verbal communications between subject and ex-
perimenter as a substitute for objective records of the behavior of interest. A vari-
ant on this approach is to use verbal communication as a substitute for the explicit
arrangement of contingencies of reinforcement. For example, as an alternative to
repeated exposure to the contingencies, subjects may be given verbal descriptions
of the contingencies (e.g., Fantino & Case, 1983).

Although both of these practices are common in psychological research, Skin-
ner (1966, pp. 22—-23) decried them as “the circumvention of an operant analysis.”
He noted that the procedure of substituting verbal communications for direct ma-
nipulation and observation has come to be used “as if it were a labor-saving device
in many essentially behavioristic formulations,” this despite the fact that “there is
no reason why a description of contingencies of reinforcement should have the
same effect as exposure to the contingencies” and the fact that “only in the sim-
plest cases can a person correctly describe his ongoing behavior.”

The human research program envisioned by Skinner (the one advocated in
this chapter) called for the direct control of experimental variables by the re-
searcher and direct observation of the subject’s responses to them—the same pro-
cedures that are unavoidable in the study of nonverbal organisms. But the reader
should take careful note that it was hardly Skinner’s intention (nor is it ours) to in-
hibit the study of verbal behavior—to the contrary, the objection is strictly to the
practice of using verbal behavior as a substitute for events that should be manipu-
lated and observed directly. Movement away from Skinner’s ideal sometimes is
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seen as a way of expanding the horizons of behavior analysis. The obvious gain
is that human data can be collected rapidly in less intrusive ways. The downside
is that such “advances” usually are accompanied by the adoption of nonbehavioral
methods of design and data analysis.

EVALUATING DATA

When the data collection phase is over, the researcher must put the data—sets
of numbers—into a form that will allow answers to whatever questions were posed
by the experiment. In this area as well, group-statistical and single-subject re-
searchers proceed differently, each with their favored way of treating data: infer-
ential statistics versus what we will term graphic analysis. We touched on these
differences in earlier sections. In this section we consider their respective strengths
and weaknesses in more detail. At the outset, however, it is important to reiterate
that, as with other aspects of design and analysis, the most important factor in
evaluating data is the judgment of the researcher. Analytic tools, whether statisti-
cal or graphic, are aids to good judgment, not substitutes for it.

Inferential Statistics

Although behavior-analytic researchers have long had an antipathy to infer-
ential statistics, the value of descriptive statistics has never been in doubt. Experi-
mental data must be organized and summarized, and the same descriptive tools
are used by workers in all traditions: measures of central tendency (e.g., median,
mean), variation {e.g., interquartile range, standard deviation), and association
(e.g., correlation, linear regression).

Inferential statistics play a different role. Put in simple terms, the goal of an
inferential statistical analysis is to infer the parameters of some hypothetical ag-
gregation (a population) from a limited set of observations (a sample). Within the
behavioral sciences, the population is usually construed as a large, frequently in-
accessible, group of observations. The sample is a subset of the potential observa-
tions, and the significance test expresses in probabilistic terms the researcher’s
confidence in the accuracy of population estimates (such as the mean) from the
sample values. The analysis of experimental results is a special case of this logic.
When data are from two or more samples (e.g., performances of experimental and
control subjects), the question is whether the means were drawn from different
populations, in other words, whether the experimental variable had an effect. Be-
cause the decision rests on the size of the ratio of the variance across the sample
means to the pooled variance within the samples, the method is referred to broad-
ly as analysis of variance.

We observed earlier that the methods of inferential statistics have come to be
regarded as indispensable within the behavioral, social, and biological sciences—
an experiment is not an experiment if randomly assigned groups are not compared
by analysis of variance. But even within traditional circles, there has been con-
siderable uneasiness about using significance tests to make decisions about data,
most notably the incorrect practice of regarding the results of the test as directly
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verifying or refuting the hypotheses that generated the research (e.g., Bakan, 1966;
Bolles, 1962; Cohen, 1994; Lykken, 1968; Meehl, 1967).

The larger problem, however, is that the logic of the inferential method is at
odds with the objectives of behavior analysis. Recall that the behavior analyst
seeks direct evidence that the performance of the individual is under the control
of the experimental variable. Statistical approaches reduce the need for strong
forms of control, and the focus on group means raises the possibility that the re-
sulting functions may not represent behavioral processes as they occur within any
particular individual.

Graphic Analysis

The single-subject alternative places the burden of evaluating the data direct-
ly on the researcher’s shoulders. In lieu of presenting the results of statistical tests,
the experimental findings are displayed in a series of graphs (tables of data may be
used as well). These displays then are referred to in the research report as needed
to support and justify the conclusions. Of course, graphs also can be found in re-
ports of group-statistical experiments but the difference is that their role is a sec-
ondary one: to illustrate the data on which the statistical conclusions are based.
By comparison, the graphic analyses of the single-subject researcher tell the whole
story. They must stand on their own.

Parsonson and Baer (1986) attributed the popularity of graphic methods to the
records produced by Skinner’s cumulative recorder. This ingenious device depicts
the behavior of individual subjects in such a way that “the rate of responding, and
the pattern over time of the rate of responding, could be seen instantly, sensitive-
ly, and directly” (p. 157). Although cumulative records continue to provide valu-
able information, contemporary single-subject researchers employ a much wider
range of graphic techniques. Representations need not be limited to momentary
changes in rate; depending on the purposes of the experiment, graphs and tables
may show performances averaged over one or more sessions. Dimensions other
than response rate are displayed as well, such as response latencies, interresponse
times, and measures of response force and duration. A variety of derived measures
may be found: choice proportions, discrimination ratios, and conditional response
probabilities. Regression analysis also is common: In studies of choice, for exam-
ple, behavioral measures (e.g., relative response rate) are expressed as a function
of the alternative reinforcement schedules (e.g., relative reinforcement rate), and
linear regression is used to fit the function (e.g., Bradshaw & Szabadi, 1988). The
guiding principle in all of these instances is that the research report must provide
sufficient exposure to the data to convince the reader that the conclusions offered
in the text are valid, and that they apply to the results observed at the level of the
individual subject. :

Clearly, then, the graph bears a heavy burden in the analysis of single-subject
data. The theory and practice of graph construction must be taken seriously by sin-
gle-subject researchers. Fortunately for the student, systematic treatments can be
found in a number of references. Some have been written by statisticians and con-
sider graphic analysis in general: Cleveland (1985), Tufte (1983; reviewed by
Iversen, 1988), and Tukey (1977; reviewed by Church, 1979). Others are directed
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toward behavioral data in particular: Iversen (1988), Johnston and Pennypacker
(1993), Kazdin (1982), and Parsonson and Baer (1992). Particularly noteworthy is
a series of tutorial articles by Parsonson and Baer (1978, 1986). These writers not
only explain how to prepare graphs that will meaningfully depict single-subject
data, but they also show how to use the methods to identify similarities and dif-
ferences in patterns and trends.

It may come as no surprise that objections to inferential statistics from the be-
havior-analytic camp have been more than matched by objections to graphic data
analysis from traditional quarters. The dominating presence of inferential meth-
ods has created suspicion of any scientific conclusion not accompanied by such
proof. Indeed, this state of affairs led Huitema (1986) to offer special advice to re-
searchers who must deal with nonbehavioral audiences (especially granting agen-
cies, journal editors, and program evaluators): Always remember to include results
of statistical test results regardless of whether they actually are needed for the
analysis.

Kazdin (1982) summarized some common criticisms of graphic analysis.
Leading the list is the specter of experimenter bias:

Perhaps the major issue pertains to the lack of concrete decision rules for de-
termining whether a particular demonstration shows or fails to show a reliable
effect. The process of visual inspection would seem to permit, if not actively en-
courage, subjectivity and inconsistency in the evaluation of intervention effects.
(p. 239)

In addition, both Kazdin (1992) and Parsonson and Baer (1986) argued that the
graphic method suffers from the researcher’s insensitivity to reliable effects. Thus,
potentially important differences may be overlooked because they are small or be-
cause they are superimposed on irregular performances. Such problems are exac-
erbated when performances are unstable, when variation produces overlap be-
tween values obtained from difference conditions, or when baselines are
systematically increasing or decreasing. Interestingly, Matyas and Greenwood
(1990) suggested that the problem with graphic analysis is just the opposite—that
it leads behavior analysts to see effects when they are absent, particularly when
the data are characterized by substantial degrees of serial dependence (see below).

These criticisms of graphic analysis seem misguided to us because they point
more to the behavior of the researcher who interprets the data than to the under-
lying logic of the analysis itself. Consider that errors of interpretation also occur
in the case of statistical analysis. There is consensus, however, that the remedy lies
in improved education of researchers and consumers of group-statistical research,
not the abandonment of inferential statistics as an analytic tool. A similar view is
in order for graphic analysis. Insofar as the method sometimes allows subjective,
inconsistent, or insensitive data-analytic behavior, the remedy lies in more sys-
tematic and rigorous training of those who use the method.

Statistical Analysis of Single-Subject Data

Some have suggested that the established decision rules of statistics can serve
as the remedy for the aforementioned ills of single-subject designs, thus produc-
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ing a happy marriage of these antagonistic views. As pointed out by Huitema
(1986), there is no necessary connection between the way an experiment is de-
signed and the way the results are analyzed, in which case one should not reject
such a linkage out of hand (or, alternatively, a wedding of group designs and non-
statistical data analysis). We suggest caution in these regards lest the offspring of
such unions include the worst features rather than the best ones from each ap-
proach. In this section we address some of the problems and prospects for the be-
havior analyst considering inferential statistics. To forestall confusion, it is well to
summarize our position at the outset: Whatever attraction there may be in infer-
ential statistics, the need for them is obviated when the full power of an experi-
mental analysis can be exercised.

Serial Dependencies

The fundamental problem is that analysis of variance was not developed for
single-subject data (the method emerged from agricultural research). According to
statistical theory, the data points need to be independent of one another, and to
meet this assumption, subjects are randomly assigned to experimental conditions
so that the value produced by one subject does not determine that for another. Al-
though this strategy makes good sense in the case of group designs, it can hardly
work for single-subject designs in which the same subject is exposed to the differ-
ent experimental conditions. If the subject’s behaviors on the different occasions
are correlated (serially dependent), interpretations of significance tests will be
compromised.

The issue of serial dependencies in single-subject data has been the subject of
considerable debate. One view is that serial dependencies do not ordinarily occur,
in which case concerns about analysis of variance are not well-founded (see
Huitema, 1988, and Busk & Marascuilo, 1988, for opposing positions on this). Then
there is the question of what to do when dependencies are known to occur. Per-
haps the most widely used method is interrupted time-series analysis, a procedure
that statistically extracts the dependencies (autocorrelations) from the data
(Kazdin, 1982; Kratochwill, 1978). A potential limitation of some versions of time-
series analysis is that large numbers of data points are needed (for one exception
see Crosbie, 1993). Another is that unlike conventional analysis of variance, time-
series analysis cannot deal in simple ways with the interactive effects of factorial
experiments.

Baer (1988) argued that serial dependencies are an integral property of be-
havior. On this view, little is gained by trying to remove them statistically when
they occur. To the contrary, they should be studied in their own right. But not much
is known about the conditions that may produce dependencies. From the per-
spective of design and analysis, the important point is that dependencies are much
less likely to distort conclusions about the effects of an independent variable when
the goals of experimental analysis are met, that is, when behavior reaches a steady
state within each level of the variable and changes reliably across levels. Recall the
two sources of instability we described earlier: trend (systematic increases or de-
creases) and bounce (unsystematic variations). In the limiting case (a perfect steady
state), the absence of these patterns of variation would indicate that serial depen-
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dencies also are absent (correlation requires variation). The fact that conventional
analysis of variance procedures may be permitted in such cases does not, howev-
er, make them particularly desirable.

Applied Research

The case for inferential statistics is easiest to make when data are collected in
applied settings. Numerous obstacles, ethical as well as practical, confront work-
ers who collect their data in the field—schools, clinics, industrial settings, public
places, and the like. Within these environments, the researcher does not have the
luxury of the control procedures routinely available within the laboratory. Sound
principles of experimental design must give way to the social constraints of the re-
search setting (Baer, Wolfe, & Risley, 1968), and the applied researcher often is
faced with data that do not reveal clear effects through graphic methods of analy-
sis. The choice is a stark one: Either the data must be abandoned or a last-ditch ef-
fort made to clarify them through statistical tests. Researchers who make the lat-
ter decision must anticipate the questions that reviewers and journal editors will
ask: Is the research question sufficiently important to tolerate the irregularities?
Were all reasonable control procedures employed? Affirmative answers help jus-
tify a statistical analysis.

Our best advice to researchers who choose this route is to use the statistics re-
luctantly and sparingly. To do otherwise can only raise questions about their
choice of a single-subject approach to the research question. But we much prefer
a different solution: more intensive training of applied researchers in behavior-
analytic research methods, so that the need for statistics will be reduced (see Par-
sonson & Baer, 1978, 1986, for a program designed to accomplish this).

Basic Research

Whatever the justifications that can be marshaled for statistical analysis of ap-
plied single-subject data, they lose force when human research is conducted with-
in the laboratory. The slippery slope we described for applied research becomes
even more treacherous. The door is opened to two standards of evidence within
the experimental analysis of behavior: one for the animal laboratory (where, for all
the reasons we have given, inferential statistics are rare) and the other for labora-
tory experiments with human subjects. The corollary to this division about stan-
dards of evidence is the view that humans simply are unsuitable subjects for the
analysis of fundamental behavioral processes. We have argued the contrary view
(Baron & Perone, 1982; Baron et al., 1991a,b). The human laboratory provides an
essential bridge between the models developed in the animal laboratory and in-
terpretations of behavior within the world of human affairs. The absence of this
link can only fuel conventional doubts about whether behavior-analytic principles
have much relevance for complex human behavior.

Admittedly, the laboratory study of human subjects is accompanied by formi-
dable problems of control and analysis. We do not mean to minimize their seri-
ousness. But it is well to remember that equally serious problems confront the re-
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searcher within the animal laboratory—the setting usually held out as the epito-
me of experimental control. There, the novice researcher is prone to a variety of
errors when arranging deprivation levels, shaping responses in the experimental
chamber, or controlling extraneous variables. The important difference from hu-
man research is that many of the solutions are known—those developed during
the history of the experimental analysis of animal behavior—and they now con-
stitute standard laboratory practice. The case can be made that these same meth-
ods, if taken seriously and if properly extended, can provide the methods needed
for a single-subject analysis of human behavior. Procedures for analyzing single-
subject data are closely linked to the apparatus and accompanying methods de-
veloped by Skinner to study operant conditioning. In our view, the success of a
nonstatistical analysis of the data on the human level depends directly on the ex-
tent to which this framework is maintained.

Between-Group Comparisons

Despite the fact that inferential statistics and single-subject research do not
mix very well, a special need is created when the researcher compares data from
different subjects who have been exposed to different conditions. Given the afore-
mentioned requirements of a single-subject analysis, why should the researcher be
in this position? Two behavioral phenomena that we have touched on already are
the culprits: irreversible effects and individual differences. Because of these prob-
lems, it may not be possible to exercise the full power of an experimental analy-
sis, and the researcher may justifiably, if reluctantly, adopt inferential statistics as
an aid to judgment.

Irreversible effects are well known in the animal laboratory, most notably in
the study of aversive control. Severe punishment, for example, may permanently
suppress responding by rats and pigeons, thus prohibiting subsequent study of
lesser intensities in the same animal. Whether an effect is permanent is always
open to question, of course; further exposure to new conditions might eventually
weaken previously established responses. On the human level, especially, ex-
tended training cannot be held out as a panacea. Human subjects are reluctant to
participate in unduly prolonged experiments. In addition, the reversal of experi-
mental effects may, for unclear reasons, be extremely slow for humans. A case in
point is one experiment on aversive control in humans (the subjects responded to
avoid loss of money); once established, responding perseverated more or less in-
definitely despite omission of the aversive event (Kaufman & Baron, 1969). The op-
tions for the single-subject researcher are limited when irreversible effects are en-
countered. Either a multiple-baseline design must be used, further study of the
variable must be abandoned, or the research must fall back on the traditional pro-
cedure of contrasting subjects exposed to the variables with those who were not,
and this in turn may require statistical justification.

A different need for statistics arises when the research is concerned with vari-
ables simply not subject to manipulation. Examples already discussed are the hu-
man subject’s gender and age. Selecting subjects in terms of individual-difference
variables represents a way of reducing subject-to-subject variability. But another
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possibility is that the researcher may have an interest in the variable in its own
right. The parallel to research in comparative psychology is apparent, as when ex-
periments are concerned with constraints that phylogenic status place on condi-
tioning. Insofar as such variables as human gender and age have similar potential
for interactions, they also are deserving of experimental study (Baron, Myerson, &
Hale, 1988). Age has a special status in this regard in that researchers with the pa-
tience and time can examine short-term developmental changes on a single-sub-
ject (longitudinal) basis. As a practical matter, however, the study of human de-
velopment across widely different developmental stages calls for between-group
(cross-sectional) designs involving subjects of different ages. In the case of gender
differences, of course, between-group designs are unavoidable.

When different subjects are compared, the single-subject researcher is con-
fronted with the problem of determining whether the differences are, in fact, reli-
able. Such a decision hinges on considerations mentioned earlier: The average
variation between conditions is compared with subject-to-subject variation with-
in conditions. As the former source of variation increases and the latter decreases,
the researcher gains increasing confidence in the reliability of the difference. We
are describing, of course, the decision rules of inferential statistics. The single-sub-
ject researcher who uses group designs would appear to have no choice but to fol-
low these rules. The rules that govern assessment of steady-state differences in the
performance of the same individual simply are not appropriate for comparisons of
the performances of different subjects.

The recognition that between-group comparisons sometimes are unavoidable
does not mean that researcher should abandon the other strengths of a single-sub-
ject approach (Perone, 1994). A saving grace is that concern often is with interac-
tions between individual difference variables and those that can be manipulated
(termed mixed designs in analysis-of-variance classifications). Close attention to
variables that can be controlled can only reduce subject-to-subject variation with-
in groups and thus make between-group differences more apparent. If the re-
searcher has studied a reasonable number of subjects, reliable differences may, in
fact, be self-evident if and when they occur, and only die-hard advocates of infer-
ential statistics (perhaps those envisioned by Huitema, 1986) might insist on sta-
tistical tests. Finally, a point worth reiterating is that when comparisons are made
of variables defined by selection (rather than manipulation), the results are at best
correlational; the researcher must not make the unfortunate mistake of attributing
causal significance to such variables as age and gender.

CONCLUSIONS

In the end, both single-subject and group-statistical researchers must rely on
their judgment, not only about what the results show but also about their worth as
a contribution to knowledge. The ultimate jury is the scientific community—the
reactions of one’s colleagues and others to the experiment. A special role is played
by those individuals involved in the publication process (journal editors and re-
viewers; a close second are members of grant review panels). Their approval or dis-
approval constitutes a powerful force in the shaping of most researchers’ skills.
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The Scientist as Trial Attorney

It may be useful to pursue the parallel between what goes on when an exper-
iment is conducted, and what transpires within the courtroom—a trial in which
an individual is judged by a jury of peers. As with the trial attorney, the researcher
also has a case to present. Using the data from the experiment (the attorney’s court-
room exhibits and relevant testimony), the researcher attempts to convince the sci-
entific community (the jury) of the reasonableness of the conclusions provided in
the research report (whatever legal theory is being propounded). If the researcher’s
judgment is sound, the presentation should convince the scientific audience that
the experimental variables did or did not have an effect (that the client is innocent
or guilty).

Within the law, there is considerable reliance on the concept of “the reason-
able person” in the jury process. Given the facts presented as evidence, what would
a reasonable person conclude? The scientific counterpart is peer review, and the
task for the researcher is to gain assent from reasonable scientists that knowledge
has been advanced by the research. Prediction and probabilities play essential
roles in this effort. Bachrach (1981) noted that the test of scientific knowledge is
the scientist’s success in making accurate predictions from experimental results.

When we talk about the probabilities of an event occurring, we are, in a sense,
giving odds, saying that the chances are that if X is manipulated in a certain
fashion, Y will change in a certain way. Experimentation is clearly a method for
increasing the likelihood of the prediction being correct. (p. 49)

The trial metaphor nicely brings out the similarities and differences between
statistical and nonstatistical approaches. The evidence provided by the group re-
searcher is largely the outcome of statistical tests performed on the data. (To be
sure, the group researcher may also include depictions of the data, but the case
stands or falls with the tests.) The single-subject researcher, by comparison, hav-
ing disdained statistical support, must make the case strictly on the basis of the
data and supporting graphic analyses. Thus, the goals of the two approaches are
the same but different means are used to attain them.

The concept of probability provides a bridge of sorts between the methods of
statistical inference and graphic analysis. The key to inferential statistics is the sig-
nificance level expressed as a probability: If the level is attained, the researcher is
confident that the difference is “real.” But where should the cutoff point be locat-
ed? Fisher, who originated the analysis of variance, indicated that his choice of p
= .05 was no more than a matter of his own opinion of what is or is not coinci-
dental, and he invited choice of other values (Moore, 1979). As it turns out, most
of us would agree that the appearance of something that ordinarily happens no
more than once in 20 times is sufficiently unusual to attract attention, regardless
of whether this conclusion is reached from the method of inferential statistics or
on other grounds. These other grounds are the behavior analyst’s responses to the
data—his or her judgment about whether a particular effect has been convincing-
ly demonstrated.

We now can summarize the nature of the interactions that ensue between the
single-subject researcher and the data from his or her experiment. We emphasized
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the great value placed on the experimental control of variability and on the at-
tainment of steady states. But these goals are not ends in themselves. To the con-
trary, they constitute a means of increasing the likelihood that the data will evoke
appropriate discriminative behavior, in particular, a set of common responses on
the part of the researcher and the other members of the scientific community.

Skinner (1959) identified the process whereby these responses are developed
in his “case history in scientific method.” Having been asked to provide a system-
atic formulation of his theory and method (Koch, 1959), Skinner responded by re-
counting his own behavioral development as a researcher, thus making the point
that the key feature as not “formalized constructions of statistics and scientific
method” {p. 369), but, rather, direct exposure to the contingencies of the laborato-
ry. In Skinner’s view, this is what shaped his own data-analytic skills as well as
the direction of his research (“When you run onto something interesting, drop
everything and study it” [p. 363]).

The difficult task for the researcher is to acquire the needed discriminative
repertoire, and this suggests a role for inferential statistics. Perhaps statistical treat-
ment of data can be regarded as an intermediate step in the behavioral develop-
ment of the single-subject researcher—a training tool, so to speak (Parsonson &
Baer, 1978, 1986). Through its use, the student can learn to identify what is and is
not important in the data. As the discriminations are formed (as the contingencies
from the scientific community take hold), the need for the statistical aid is reduced.
Eventually, statistical tests become a superfluous exercise because the experienced
researcher can anticipate the outcome by simply inspecting the data. To continue
the legal metaphor, the researcher has reached the position of former justice Pot-
ter Stewart of the Supreme Court. In a famous decision he admitted considerable
difficulty in precisely defining “pornography.” Nevertheless, he insisted that “I
know it when I see it.”
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Reinforcement and Punishment



Reinforcement
Schedule Performance

Richard L. Shull and P. Scott Lawrence

The simplest reinforcement procedure to arrange is one where each instance of a
class of response is reinforced; such a procedure is called continuous reinforce-
ment. It is also possible to arrange procedures so that some instances of the re-
sponse class are reinforced and other instances are not (i.e., intermittent rein-
forcement procedures). The various procedures for arranging reinforcers in
relation to behavior and to other events are known collectively as schedules of re-
inforcement.

An enormous body of empirical research (mostly with animals) and theoreti-
cal commentary exists concerning schedules of reinforcement and their effects (for
reviews see Ferster & Skinner, 1957; Lattal, 1991; Morse, 1966; Nevin, 1973; Zeil-
er, 1977, 1984). The topic has attracted attention for several reasons. First, many
everyday situations appear to involve intermittent reinforcement of a response
rather than continuous reinforcement. It might be important, therefore, (say, for ap-
plied work]) to better understand the effects of such intermittency on the genera-
tion, maintenance, and persistence of operant behavior. The topic has attracted at-
tention also because seemingly subtle differences in the schedule can produce
large differences in the rate and the temporal pattern of responding. These differ-
ences often are substantially larger than those produced by changes in motiva-
tional or incentive variables (e.g., deprivation or the size of the reinforcer). More-
over, the performance baselines generated by different schedules of reinforcement
can determine the effects that other variables (e.g., drugs) have on behavior.

The performances engendered by various schedules of reinforcement have
proven to be reproducible and remarkably general across species of nonhuman ani-
mals. They have provided challenging material for theoretical analyses of behav-
ioral phenomena. Also, the study of schedules of reinforcement has revealed or
clarified some basic principles—concerning, for example, the role of relative time
intervals in determining the likelihood of responding and the effect of relative rate
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of reinforcement on the likelihood and persistence of operant behavior (for a re-
view see Williams, 1988).

Understandably, then, investigators have been interested in developing tech-
niques for studying the behavior of humans under various schedules of reinforce-
ment. The goals of such research are diverse (see Baron, Perone, & Galizio, 1991)
and include the following: (1) establishing behavioral baselines with particular
properties against which to examine the effects of other variables, (2) assessing the
degree to which the effects of schedule type and value are general between ani-
mals and humans, (3) using human subjects in experiments designed to test gen-
eral theories or reveal general functional relations, and (4) using schedules to study
complex human behavioral phenomena such as problem solving, learning by in-
struction, optimal behavioral adjustments, and perception of causality.

The present chapter is written, largely, as a two-part cautionary note—one that
is more relevant to the first three goals listed immediately above than to the fourth
goal. The first caution is that procedures involving schedules of reinforcement that
appear similar between human and animal experiments are not necessarily func-
tionally similar. The second caution is that the most common taxonomy of sched-
ules of reinforcement—a taxonomy based on the conception of intermittent rein-
forcement of equivalent instances of a response class—might not be the most
productive one for revealing and clarifying general principles. This second cau-
tion might apply to research with animals as well as with humans.

We begin by discussing some of the considerations that could justify the fea-
tures of the experimental preparations that are commonly used in reinforcement-
schedule work with animals. We then review critically some of the efforts to
arrange analogous procedures with humans. Finally, we consider some alternative
ways to conceptualize schedules of reinforcement other than as procedures for ar-
ranging intermittent reinforcement of instances of a response class.

SKINNER’S EXPERIMENTAL PREPARATION

Skinner wanted to identify general principles pertaining to the reinforcement
of operant behavior, and he developed an experimental preparation that he hoped
would be suitable for this purpose (Skinner, 1938, pp. 44-60). Although the prepa-
ration was developed initially for research with rats, its features, and the reasons
for selecting them, are worth considering here because preparations developed to
study the operant behavior of humans are often modeled after those developed for
studying the operant behavior of animals.

First, a response had to be selected, and doing so required confronting some
fundamental questions. Should the response be a complex act that takes a lot of
time to execute or a brief one? Should the response be a part of the subject’s nor-
mal behavioral repertoire or should it be one relatively free of such history? Skin-
ner opted for a response—pressing a lever—that is brief and not something that
rats normally do.

Choosing that kind of response has both advantages and disadvantages. A dis-
advantage is that lever pressing does not appear on the surface to resemble the
kinds of acts most people find interesting (e.g., problem solving, interacting with
others). That is, it lacks face validity. Consequently, people often have difficulty
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seeing the relevance of lever pressing data to broadly significant behavioral phe-
nomena.

Skinner believed, however, that the advantages of the lever-press response
more than compensated for its disadvantages. To appreciate the advantages it is
important to remember that Skinner’s goal was to discover laws that apply to op-
erant behavior in general, not just to particular interesting responses. Even though
the laws might apply generally, it would have been difficult to extract those laws
from experimental data unless the response and other elements of the preparation
had been chosen so as to reduce the influence of extraneous variables. The law of
gravity applies to the trajectory of a falling leaf on a windy day. But it is hard to
detect that invariant law except under the simplified preparation of a vacuum
chamber that eliminates the effects of air resistance and wind forces.

For Skinner, the purpose of an experimental preparation was to isolate rele-
vant variables so that their effects could be determined with minimal contamina-
tion by uncontrolled influences. If a naturally occurring response had been se-
lected, it would have been difficult to separate the effects of the experimentally
arranged variables from the effects of variables operating outside the experiment.
Thus, the “unnaturalness” of the lever press seemed a virtue, given the goal of dis-
covering general laws. It is in this sense that the lever press is said to be an arbi-
trary response.

There are reasons, too, for selecting a response that is brief and easy to exe-
cute. The fundamental dependent variable for operant behavior is its likelihood of
occurrence, expressed as its emission rate (i.e., responses per unit of time). If one
is trying to discover the general effects of some independent variable on response
rate, one would like a response that can vary widely in rate. To the extent that the
response is effortful or takes time to execute, there will be a ceiling on the maxi-
mum rate that can be observed. This constraint on response rate would be a spe-
cific effect of the properties of the particular response chosen for study rather than
a general effect of the independent variable of interest. Any such constraint, there-
fore, will limit the generality of the experimental results. Although it might be
possible to remove the effects of the constraint statistically—for example, by sub-
tracting the duration of each response from the time base for calculating the re-
sponse rate—such treatments may require making assumptions about response
properties that are hard to verify. A simpler solution would be to use a response
like the lever press that takes very little time and that is easy to execute.

Experimentally established relations, then, might have greater generality if
they have been obtained with a response like the lever press than if they have been
obtained with a response having greater face validity. As noted by Sidman (1989,
p. 52), “Using face validity as the criterion for deciding what to observe and mea-
sure inhibits the development of a science of behavior by creating independent
minisciences.”

A similar set of issues surrounds the decision of what reinforcer to select for
the experimental preparation. The reinforcer that Skinner selected was a small pel-
let of food delivered into a cup located near the lever. Again, this selection carries
bath advantages and disadvantages, with the advantages coming mainly from en-
hanced experimental control. One can say with confidence precisely when a food
pellet was delivered. And one can be fairly sure that each pellet was consumed
quickly and completely after it was delivered. Thus, reinforcement can be repre-
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sented as a brief, discrete event that occurs at a particular point in time. This prop-
erty is important because the time intervals between reinforcement and other
events—such as the time between the response and the reinforcer—are critically
important variables, and so it is important to be able to control and measure them
precisely (for a review see Lattal, 1995). Brevity is important also so that the time
taken to consume or otherwise contact the reinforcer does not interfere apprecia-
bly with the operant behavior and thus constrain its rate.

An additional advantage of using small food pellets is that their effectiveness
as reinforcers can be fairly stable over the course of an experimental session. Food
is an effective reinforcer because of food deprivation. In other words, food depri-
vation is an establishing operation (or motivational operation) for food (Malott,
Whaley, & Malott, 1997, pp. 143-162; Meehl, 1992; Michael, 1982, 1993a,b;
Vollmer & Iwata, 1991). Thus, any operation that caused the level of deprivation
to change substantially during the session could cause a corresponding change in
the effectiveness of the reinforcer. Delivering a food pellet has two opposing ef-
fects: It reinforces the behavior that it follows, but it also reduces the level of
deprivation thereby reducing the likelihood of the response and reducing the abil-
ity of subsequent pellets to reinforce behavior. If the pellets are large in relation to
the rat’s normal daily food intake, the satiation effect may be substantial. Under
such conditions, response rates taken at different points during a session will be
based on different motivational levels (or on different levels of reinforcer effec-
tiveness), and so data averaged over theé whole session will be of limited general-
ity. The problem may be reduced (although not entirely eliminated; see Mc-
Sweeney & Roll, 1993) by using pellets that are small in relation to the rat’s normal
daily food intake. Each small pellet will have only a small satiating effect, and so
each consecutive pellet during a session will be about as reinforcing as the last one.
The troublesome effects of satiation can be further reduced by ending the session
before too many pellets have been delivered to produce significant satiation
(Dougan, Kuh, & Vink, 1993).

A disadvantage of using food pellets as reinforcers is that the properties that
make them useful in an experimental preparation make them different from many
of the events that seem likely to function as reinforcers in the everyday life of ani-
mals and humans. Such events are often extended in time and have gradual, am-
biguous onsets and offsets. For rats potent reinforcers presumably result from such
activities as nest building, running, curling up in a warm spot, and sniffing food.
Similarly, for humans reinforcers likely arise from playing with a toy, engaging in
a lively conversation, sitting in the warm sun, or listening to music. Yet it is hard
to imagine such reinforcers as being brief, discrete events.

Furthermore, many events function as reinforcers (for humans and animals)
only under limited circumstances. The occurrence of the reinforcer might produce
rapid satiation (e.g., copulation). Or the relevant motivational (or establishing) op-
erations may be short-acting. For example, the opportunity to hurt another person
is not normally an effective reinforcer, but certain inducing conditions can make
it so. If you stub your toe, you may feel momentarily inclined to lash out, and the
opportunity to do so might be capable of functioning as a reinforcer (Azrin,
Hutchinson, & Hake, 1966; Skinner, 1953, pp. 160-170). But the mood quickly
passes. That is, the effects of the establishing operation (having your toe smashed)
dissipate quickly, because of either the passage of time or the occurrence of lash-
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ing out, and so the opportunity to act aggressively quickly loses its reinforcing val-
ue. In a similar way, the opportunity to scratch your arm, the opportunity to listen
to certain music, or the opportunity to watch a horror movie may be capable of
functioning as a reinforcer, but only under special circumstances that may be
short-acting. Such short-acting effects are unlike the relatively stable, persisting ef-
fects of food deprivation.

A disadvantage, then, of using food pellets as reinforcers is that people can
easily, but mistakenly, come to equate the specific properties of food pellets and
food deprivation with the general properties of reinforcers and establishing opera-
tions. If one thinks that reinforcers have to be brief, discrete events that are rela-
tively stable in their effectiveness, one will likely overlook many opportunities for
reinforcement by subtler kinds of events and will, therefore, underestimate the role
of reinforcement in everyday life. Despite these problems, however, Skinner again
opted for experimental rigor and analytic convenience over face validity.

Skinner’s experimental preparation with rats (and a similar one for pigeons)
was successful in yielding orderly, reliable, and general relations between various
classes of independent variables (including the type and value of the schedule of
reinforcement) and the rate and temporal patterning of responding. Typically,
these relations are demonstrated in the behavior of the individual subjects and not
just in the average performance of a group of subjects. Such demonstrations indi-
cate a high degree of experimental control (Sidman, 1960, 1990).

Despite this success, there are grounds for suspecting that these experimental
preparations do not necessarily achieve fully the intended simplification of the
phenomena of interest. For example, under schedules of intermittent reinforce-
ment the response unit may change from a single instance of the measured re-
sponse to structured groupings of responses (for reviews and theoretical treatment
see Arbuckle & Lattal, 1988; Killeen, 1994; Shimp, 1975, 1976). Moreover, expo-
sure to schedules of reinforcement can lead to discriminations based on subtle fea-
tures such as elapsed time since various events, response-reinforcer contiguities,
and the organism’s own ongoing behavior (e.g., Anger, 1956; Catania & Reynolds,
1968; Davis, Memmott, & Hurwitz, 1975; Ferster & Skinner, 1957; Ray & Sidman,
1970). Although certainly interesting—and perhaps even useful for some purpos-
es—such complexities make the task of clarifying elementary principles more dif-
ficult.

Further complications arise when the subjects are verbally competent humans
and add to the challenge of deriving general principles from schedule work. We
consider in the next section some of the efforts to develop procedures to study the
effects of reinforcement schedules with human subjects.

PROCEDURES FOR HUMANS DESIGNED TO RESEMBLE
THOSE FOR ANIMALS

In one common version (see Galizio & Buskist, 1988) the human subject works
alone in a small, nearly barren room. Just as the rat obtains food pellets by press-
ing a lever, the human subject obtains tokens or points by pressing a button, tap-
ping a telegraph key, or pulling a plunger. The points may be exchangeable for
money or prizes after the end of the session. The response for the human is brief
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and discrete, much like the lever press. And the tokens or points delivered as a
consequence of responding are brief, discrete events just as food pellets are.

This preparation does, indeed, appear similar in form to the ones used with
rats and pigeons. But is it functionally similar? That is, do variations in the con-
tingencies of reinforcement affect the behavior of humans and animals through
similar processes?

The question is a familiar one in comparative psychology (e.g., Bitterman,
1960). And it has always been hard to answer. Similar results between species can
occur through different processes, and different results can reflect rather trivial
procedural factors having little significance for general principles. Thus, inter-
preting either similarities or differences requires care.

Sensitivity to VR and VI Schedules

Some of the problems can be illustrated by considering research on “schedule
sensitivity” involving variable-ratio (VR) and variable-interval (VI) schedules. Un-
der a VR schedule, a certain number of unreinforced responses is required before
the next response can be reinforced. But the number varies from one reinforcer
to the next around some average (mean) value. For example, under a VR 50 sched-
ule the required number of responses might be 40 for the first reinforcer, 10 for the
second, 60 for the third, 90 for the fourth, and so forth. A feature of VR schedules
is that the rate of reinforcers is proportional to the rate of responding. If 1 in 50 re-
sponses are reinforced on average and if responding occurs at a rate of 1 response/s,
reinforcers will be obtained, on average, at a rate of 1 every 50 s. If, instead, re-
sponses occur at a rate of 2/s reinforcers will be obtained at an average rate of 1
every 25 s.

Under a VI schedule, a response will be reinforced only after an interval of
time has elapsed. Responses during the interval have no particular consequence.
The intervals vary from one reinforcer to the next. The value of the VI schedule is
the mean of a long series of intervals. Thus, a VI 60-s schedule indicates that the
mean elapsed time interval from one reinforcer to the next reinforcement oppor-
tunity is 60 s. A feature of VI schedules is that the rate of responding has relative-
ly little effect on the rate of reinforcement as long as the subject responds often
enough to obtain the reinforcer soon after the interval elapses. No matter how fast
the subject responds, reinforcement will not occur until after the interval elapses.

The most useful comparisons are conducted with yoking procedures that en-
sure roughly equivalent rates of reinforcement under the two schedules. The time
taken by one subject to obtain a reinforcer under the VR schedule is then “played
back” as the elapsed time interval of a VI schedule for a different subject. With this
comparison, one can compare the effects of the two different kinds of schedules
(VR versus VI) knowing that the rate and temporal distribution of reinforcers are
similar. The results of this kind of comparison are clear: Animals respond at high-
er rates under the VR schedule than under the VI schedule (Catania, Matthews, Sil-
verman, & Yohalem, 1977; see also Zuriff, 1970).

It is also possible to expose the same subject to both a VR and a VI schedule
within a single session. One way is to have the two schedules alternate, with a sig-
nal indicating which one currently is in effect. That is, the VR schedule might op-
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erate for a while, signaled by the illumination of a light. Then the VI schedule op-
erates for a while, signaled by the illumination of a different light, and so forth.
Technically, this is a multiple VR VI schedule.

Humans exposed to this kind of schedule appear to behave similarly to the
way animals behave: higher response rates under VR than under comparable VI
schedules (Baxter & Schlinger, 1990; Matthews, Shimoff, Catania, & Sagvolden,
1997; see also McDowell & Wixted, 1986). But are the processes responsible for the
response-rate differences the same for human and animal subjects?

Suppose during some relatively short period of time we observe higher re-
sponse rates when a VR schedule is in effect than when a VI schedule is in effect.
There are at least three different kinds of processes that could produce such re-
sponse-rate differences. First, we might be observing a direct differential rein-
forcement effect of the schedule on response rates (e.g., a shaping or a strengthen-
ing effect of the reinforcement contingencies). Second, we might be observing an
effect of the signal on response rates (i.e., a discriminative stimulus effect). That
is, in the past one cue light has been correlated with the VR schedule and the oth-
er cue light has been correlated with the VI schedule. As a result of that correla-
tion, the cue lights will come to evoke the response rates appropriate to the corre-
lated schedule. We can be confident that the control is by the discriminative
stimulus, rather than a result of current differential reinforcement by the schedule
contingencies, if we observe the subject responding immediately at the appropri-
ate rate when the cue light comes on, before a reinforcer has been obtained in that
component. We also demonstrate a discriminative effect by switching the sig-
nal-schedule correlation and noting that the response rates persist for some time
consistent with the previous signaling correlation.

The third possible reason for the different response rates is that the subject has
formulated descriptions, rules, strategies, or hypotheses related to the schedules.
Humans can instruct themselves, either overtly or covertly. Aspects of the task
might prompt the subject to construct rules or hypotheses about how to “solve the
problem,” and such verbal constructions (whether overt or covert) can act, in turn,
as stimuli to influence other verbal and nonverbal behavior including the response
being measured (Catania, Matthews, & Shimoff, 1982, 1990; Cerutti, 1989; Hayes,
1986; Keller & Schoenfeld, 1950; Perone, 1988; Schlinger, 1993; Skinner, 1969).

VR and VI schedules differ in what is required to obtain the highest possible
rate of reinforcers (i.e., the largest number of reinforcers per unit of session time).
The VR schedule requires responding as fast as possible whereas the VI schedule
requires only a moderate rate of responding. An individual who has constructed a
rule that specifies these dependencies between response rate and reinforcer rate
may come to respond “efficiently” in the sense of obtaining the highest rate or
amount of reinforcement for the least amount of responding.

Thus, sensitivity of behavior to changes in contingencies can result from one
or more of the following: (1) direct shaping by the currently operating schedule,
(2) discriminative control by a stimulus previously correlated with the schedule,
or (3) discriminative control mediated by rules, hypotheses, conceptualizations,
and so forth.

Despite the greater complexity inherent in the third kind of sensitivity, a good
case can be made that the relevant phenomena can be explained in terms of more
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elementary processes (e.g., Skinner, 1957, 1969). For example, any relevant dis-
criminative and verbally mediated control presumably developed through a his-
tory of differential reinforcement within the experiment or in the subject’s so-
cial/verbal environment outside the experiment. Thus, the different kinds of
sensitivity to contingencies may be traceable to common fundamental processes.
But the immediate controlling variables are nonetheless different at the time they
operate in the experiment to produce different response rates.

Assessing the possible role of self-instructions poses methodological chal-
lenges (Shimoff & Catania, Chapter 12). The important events are often covert, and
there are at least two different links to consider: the link between the task and the
verbal behavior that it evokes and the link between such self-talk and other be-
havior. The linkages in neither case occur automatically but instead depend on a
social/verbal history which can differ among subjects. Moreover, it is difficult to
determine whether particular verbal behavior is part of a causal sequence with oth-
er behavior or merely part of a pattern of correlated actions resulting from envi-
ronmental variables (e.g., Hineline & Wanchisen, 1989).

Techniques are available, however, that can provide indirect evidence of such
influences. In one study (Shimoff, Matthews, & Catania, 1986) the training schedule
was a multiple schedule as described above (multiple VR VI). That is, two different
cue lights were illuminated in alternating sequence. In the presence of one, a VR 10
schedule for points was in effect; in the presence of the other, a VI 5-s schedule was
in effect. The results were consistent with those previously reported with humans
and animals as just described: higher response rates under the VR than under the VI
schedule. Furthermore, when the experimenters reversed the schedule—cue light
correlation, response rates quickly switched in corresponding fashion.

Indeed, response rates switched so quickly that the experimenters began to
wonder if contact with the contingencies was actually responsible for shaping and
reshaping the different response rates. Although no explicit cue indicated that the
schedules had been reversed between the cue lights, could there have been some
nonobvious cue? Indeed, there was. Imagine that you are a subject. You could find
out what schedule is in effect for a particular cue light in the following way. Pause
for a short period of time at the beginning of a cue-light period (5-10 s), and then
respond. If your first response is reinforced, then the schedule is probably the VI
5-s; otherwise it is probably the VR. The reason is that the VI interval will time
during the pause. If the pause is long relative to the average elapsed time interval,
the probability is high that the interval will have elapsed by the end of the pause,
making the first response eligible for reinforcement. Pausing does not reduce the
response requirement under the VR schedule, and so the response count will need
to be completed after the pause no matter how long the pause is. In short, the out-
come of a single response after a pause at the beginning of a cue light could come
to indicate which kind of schedule is in effect during that cue light.

The experimenters arranged a test to see if the response—outcome occurrence
actually functioned as a signal. After several reversals of the schedules, they
added a contingency to the VI component so that reinforcement could not be ob-
tained until six unreinforced responses had occurred after the start of the cue
light. Thus, if the subject paused for 5 or 6 s and then responded, even if the in-
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terval had elapsed, the first response would not be reinforced. The outcome of re-
sponding after the initial pause was thus made similar to what had indicated the
VR schedule.

The result of this manipulation was that subjects responded during the VI
schedule at a high rate characteristic of their performance under the VR schedule.
Other tests that followed a similar logic produced similar results. Apparently, the
outcome of a response following an initial pause functioned as signal for the sched-
ule in effect.

Events involving response-outcome relations can come to function as dis-
criminative stimuli for animal subjects as well (e.g., Davis et al., 1975). Shimoff et
al. (1986) suggested that these events played a more complex role in the behavior
of their human subjects, namely, evoking verbal rules or hypotheses of the sort:
“To respond most efficiently (i.e., to get the most points for the least work), pause
at the start, and if the first response gets points, then respond slowly throughout
the component; otherwise respond fast.” Indirect evidence for such verbal influ-
ence came from analyzing descriptions of the schedule that the subjects made pe-
riodically throughout the experimental sessions.

Whether or not verbal rules in fact played a role, the data show that local cor-
relates of the schedules can come to function as signals (or discriminative stim-
uli). Control by such events indicates a kind of sensitivity to the contingencies, but
it is a different kind of sensitivity from adjustments related to direct strengthening
of the response or shaping of response rates by the schedule contingencies.

The significance of these data is that even when responding adjusts in corre-
spondence to changes in the schedules, the reasons for the changes—i.e., the con-
trolling variables—might be different from those responsible for the similar-ap-
pearing changes in the behavior of animal subjects under conditions that appear
analogous. Similar results can occur for different reasons and so do not necessar-
ily imply that similar controlling relations are at work.

There is little evidence, for example, that overall efficiency or verbal-like rules
are responsible for the schedule effects with animal subjects. If the behavior of ani-
mal subjects is efficient, it is most likely so only as an incidental by-product of oth-
er processes (e.g., Galbicka, Kautz, & Jagers, 1993; Mazur, 1981; Mazur & Vaughan,
1987; Vaughan, 1981; Vaughan & Miller, 1984). The requirements for efficiency,
however, may be part of a rule or strategy relevant to human performance.

There are methodological implications. Suppose an experimenter uses sched-
ules under which rules (based, say, on “efficiency” criteria) and nonverbal pro-
cesses produce similar outcomes. If so, finding similar outcomes between human
and animal subjects would be ambiguous as to what processes are involved. If one
suspects different processes, one might be wise to select schedules under which
the performances would differ depending on whether or not verbal-like processes
were playing a role. If humans were to respond contrary to efficiency criteria but
similar to the way animals respond, the case for similar processes would be
stronger. Schedules with those properties are easy to arrange with computers, and
they have been used with good effect in work both with animal subjects (e.g.,
Mazur, 1981; Vaughan, 1981; Vaughan & Miller, 1984) and with humans (e.g.,
Hackenberg & Axtell, 1993; Jacobs & Hackenberg, 1996).
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Performance under Fixed-Interval Schedules

Probably the most extensively documented performance difference between
humans and animals occurs under fixed-interval (FI) schedules. Under FI sched-
ules, a response is reinforced only after an interval of time has elapsed; the dura-
tion of the time interval is the same from one reinforcer to the next. With animals
given extensive exposure to the schedule, each interval begins with a pause aver-
aging between a third and a half of the interval. Then response rate accelerates ei-
ther gradually (the FI scallop) or abruptly to a moderately high rate until rein-
forcement. Other patterns that are less easily characterized occasionally appear
(see Lattal, 1991; Perone, Galizio, & Baron, 1988). This pattern is efficient in the
sense that response rate is lowest at the start of the interval when reinforcement is
unlikely and highest toward the end. It is also true, however, that the subject makes
many more responses per reinforcer than is required. If the subject paused for ex-
actly the duration of the interval and then responded once, it would obtain rein-
forcers at the highest possible rate with the fewest possible responses.

Human subjects under FI schedules commonly display one of two different
patterns, neither of which resembles those generated most frequently by animal
subjects (Hyten & Madden, 1993; Weiner, 1983). They either pause for the full in-
terval and then make a single reinforced response or they respond throughout the
interval at a high constant rate. The first pattern seems maximally efficient and the
second seems maximally inefficient on the assumption that responding is costly
or aversive.

It appears, then, that the performance of adult humans differs from that of ani-
mal subjects under FI and other schedules (but see Perone et al., 1988, for some
qualifications). An important question then becomes: What factors are responsible
for these differences? In the next section we consider some possible candidates.

DIFFERENCES RELATED TO RESPONSE UNITS AND REINFORCERS

One would expect similar performances between human and animal subjects
under formally equivalent schedules only if the experimental preparations are, in-
deed, functionally analogous. But is the button press by a human functionally
analogous to a lever press by a rat or a key peck by a pigeon? And are points as re-
inforcers analogous to food pellets and grain? We will consider some of the rele-
vant issues in the following subsections.

Response Unit
Formal versus Functional Unit

A key problem is that the functional behavioral unit might not correspond to
the segment of behavior that the experimenter has chosen to measure (Arbuckle &
Lattal, 1988; Bernstein, 1987; Catania, 1973; Hineline, 1981; Killeen, 1994; Levine,
1971; Schoenfeld, 1972; Shimp, 1975, 1976; Thompson & Lubinski, 1986; Thomp-
son & Zeiler, 1986; Zeiler, 1977). Suppose, for example, that a button press by a
particular individual is part of a more complex act such as a problem-solving strat-
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egy that developed through experiences outside the experiment. If some indepen-
dent variable during the experiment changed the strategy, the frequency of button
pressing might change as well. But it would be a mistake to interpret that change
as a direct effect of the independent variable on the likelihood of button pressing
as a unit of behavior. The formal similarities between, say, a human’s button press
and a rat’s lever press do not guarantee that the two responses are functionally
similar as behavioral units or as parts of units.

An anecdote may illustrate the problem. Some years ago, one of us served as
a subject in a study of the conditioned emotional response. The sessions took place
in a small isolation booth and lasted an hour or so. The measured response (oper-
ant) was pressing a telegraph key, and the nominal reinforcers were points added
to a counter visible to the subject. The subject was permitted to bring textbooks
and other study material into the session. During the session, the subject spent
most of his time reading while absent-mindedly pressing the key at a moderate rate
and occasionally glancing at the console. Occasionally a stimulus (the number “8”)
would appear on the console display, and a minute or so later the subject received
a rather unpleasant electric shock through electrodes taped to his arm.

Analogous procedures with rats as subjects demonstrate a conditioned sup-
pression effect. That is, the rat obtains food pellets by lever pressing until the stimu-
lus comes on that signals unavoidable shock. At that point the rat stops lever press-
ing until the shock occurs and the warning stimulus goes off. The suppression of
productive operant behavior has been called a conditioned emotional reaction.

The human subject’s results, however, appeared quite different: The rate of
key pressing remained the same or even increased during the warning stimulus.
Here is what was going on. When the warning stimulus came on, the subject
stopped reading and began silently (and anxiously) to hum a little tune, pressing
the key at certain beats in the rhythm:

ta-de-da-ta-de-da-press-press-ta-de-da-press-press-ta-de-da-ta-de-da-press-

press. ..
Productive operant behavior (reading) was indeed suppressed during the warning
stimulus, but the rate of the measured response was not. Key pressing was part of
a larger unit of behavior (the little tune) evoked by the warning stimulus, and its
rate was constrained by the occurrence and structure of that larger unit.

With verbally competent human subjects differences between the formal and
functional response may be especially troublesome. There is always the strong
possibility that instructions, stated or implied, will evoke chains or other complex
behavioral units.

In light of these possibilities, it seems risky to assume that a button press by a
human and a lever press by a rat will necessarily function equivalently as units of
behavior. Indeed, it might be risky to assume that either functions generally as an
independent unitary response.

Points as Reinforcers

A common practice is for the number of points to be displayed on a counter
located in plain view of the subject. When the appropriate response occurs, the
counter is incremented. Sometimes a light flashes or a tone sounds briefly, indi-
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cating the delivery of the points. A variation of this procedure is simply to indi-
cate when points have been obtained but to not make the point total visible to the
subject. (See Galizio & Buskist, 1988, for a review.)

Points as Conditioned Reinforcers: The Role of Instructions

Whereas food pellets are primary reinforcers, points are conditioned rein-
forcers as a result of being correlated with other reinforcers. With animal subjects
conditioned reinforcers are created by directly correlating a neutral stimulus (e.g.,
a light flash or a token) with an effective reinforcer (e.g., a food pellet) or by mak-
ing the neutral stimulus a discriminative stimulus in a chain (for reviews see
Dinsmoor, 1983; Fantino, 1977; Gollub, 1977). With human subjects, instructions
often are used to produce the same effect indirectly. That is, the subject may be
told at the beginning of the experiment that he or she will be able to earn points
that can be exchanged for prizes or money at the end of the experiment.

Actually, prizes or money may be unnecessary as backup reinforcers. Some-
times it has been sufficient merely to tell subjects to try to earn points without sug-
gesting that points can be exchanged for anything (Galizio & Buskist, 1988). Ap-
parently points can derive their reinforcing effectiveness from being correlated
with other reinforcers arranged incidentally in the experiment or outside the ex-
periment.

One such reinforcer could be escaping from the experimental session. The task
is likely to be boring, and the subject may have volunteered to participate only to
satisfy a course requirement. In such circumstances, the opportunity to leave the
task might be able to function as a potent reinforcer. Gaining points, then, might
become a conditioned reinforcer simply because the growing point total signals
progress toward the end of the session and thus the opportunity to leave. It may
be worth noting that the opportunity to escape from some experimental tasks has
been shown to function as a reinforcer for developmentally disabled human chil-
dren (Iwata, Pace, Kalsher, Cowdery, & Cataldo, 1990) and pigeons (Creed & Fer-
ster, 1972).

Another possibility is that points are reinforcing because they have signaled
success in a variety of situations prior to the experiment. Most normal adult hu-
mans have had experience earning points in games and in academic settings. In
such settings accumulating points are often signs of achievement and success, so
points might become conditioned reinforcers on that account. Indeed, points, like
money, may be generalized conditioned reinforcers for many individuals. Points
would be especially likely to function this way to the extent that the experimen-
tal task resembles a game or an academic test.

Difficult issues are raised also when instructions are used to establish points
as reinforcers. Suppose points become effective as reinforcers when a subject has
been told that points can be used after the end of the session to buy prizes. What
competencies must the subject have for that to happen? Clearly, the subject must
be able to be influenced by descriptions of contingencies involving events that are
remote in time. Might such competencies contribute to performance differences
between human and animal subjects under schedules of reinforcement?
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Consummatory Behavior

Most of the reinforcers used with animal subjects evoke consummatory be-
havior or some other sort of contact behavior. Such behavior guarantees that the
operant behavior will be interrupted, at least briefly. When points are delivered,
in contrast, the operant behavior can continue uninterrupted. Indeed, the subject
may not even look at the point counter (Matthews et al., 1977). Perhaps the inter-
ruption of operant behavior by consummatory or contact behavior contributes to
the effect that reinforcers have (Guthrie, 1940; Matthews et al., 1977; Sheffield,
1966).

If, for whatever reason, points are not particularly effective reinforcers for hu-
mans, it probably should not be surprising that the performance of humans and
animals differs under schedules that are formally similar. Techniques designed to
achieve greater similarity in the reinforcer potency between animals and humans
are described in the latter part of the next section.

TECHNIQUES TO MAKE THE HUMAN AND ANIMAL
PROCEDURES ANALOGOUS

In the following subsections we will describe several different approaches ex-
perimenters have taken in an effort to overcome the problems that limit the com-
parability of results between human and animal subjects. The first subsection will
summarize procedures designed to reduce the influence of verbal and other com-
plex behavior, thereby making the behavior of humans functionally more like that
of animal subjects. The second subsection will summarize procedures designed to
make the reinforcers more comparable.

Reducing the Influence of Verbal and Other Repertoires
Undetected Responses

Some investigators have tried to reduce the impact of verbal influences by us-
ing a response that the subject cannot report making. Hefferline’s work provides a
useful example. In one study (Hefferline, Keenan, & Harford, 1959) the response
was a muscle twitch in the thumb that was too small to be detected either by the
subject or by the experimenter except by special instruments. In everyday terms,
we would say that the subject was unaware of making the response. Nonetheless,
when a reinforcer (the removal of noise superimposed on music) was made con-
tingent on the muscle twitch, the rate of those twitches increased. This reinforce-
ment effect was demonstrated in subjects who were told how to turn off the noise
as well as in subjects who were given no particular information about the contin-
gencies. Indeed, the latter subjects reported amazement that their behavior
changed and that their behavior had an effect on the noise.

Hefferline (1962, p. 129) saw great potential for this technique:

The theoretical and practical importance which we attribute to conditioning
under this technique is that it enables us to approach the adult human subject
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just as we would an animal of another species. Since he does not discriminate
his own behavior in the manner called conscious, he is not in a position to in-
troduce the confusing array of variables which are the product of the socializa-
tion process. It is as if his “human” behavior has been functionally dissected
out of the repertoire, leaving his “animal” behavior to be independently ma-
nipulated.

Whether the muscle twitch indeed functions like a rat’s lever press under differ-
ent schedules of reinforcement remains an untested possibility.

Other techniques, based on a similar logic, have provided evidence of an ef-
fect of contingencies without the human subject being able to describe the con-
tingencies (e.g., Rosenfeld & Baer, 1970; Svartdal, 1995).

Nonverbal Human Children

Another approach has been to use human subjects who have not learned to
speak. In one study (Lowe, Beasty, & Bentall, 1983), for example, the subjects were
two children, one 9 months old and the other 10 months. The response was touch-
ing a metal cylinder. For one child the reinforcers were small snack items; for the
other the reinforcers were brief (4 s) sounds of music played from various music
boxes. Each child was exposed to several different FI durations, ranging from 10 s
to 50 s, over successive blocks of sessions.

The interesting result was that the children behaved much like animals do un-
der FI schedules and unlike the way older children and adults behave. The infer-
ence Lowe et al. drew was that verbal events probably played a role in producing
these age-related differences. (Obviously, however, there are differences between
the young children and older children other than language proficiency that could
have contributed to the performance differences.)

Concurrent Tasks (Masking Procedures)

Another technique is to have the subject engage in some task that interferes
with the performance of verbal and other complex behavior relevant to the task
(e.g., Laties & Weiss, 1963; Lowe, 1979; Svartdal, 1992). For example, the subject
might be asked to repeat, word for word, a passage of text presented to the subject
through earphones (i.e., to “shadow” the heard text). The reasoning is that this task
is sufficiently demanding that the subject will not be able to construct or follow
verbal rules or hypotheses, keep close track of time intervals, and so forth. By hav-
ing the subject repeat the words aloud, the experimenter can determine that the
subject is actually performing the shadowing task.

This technique sometimes seems to work. That is, the competing task leads to
performance by humans that sometimes looks much like the performance of ani-
mals under analogous schedules of reinforcement.

Is it still possible, however, that the schedule performance of the humans was
influenced by verbal rules and other complex repertoires despite the competing
task? At the risk of appearing churlish, we suggest that it might be. Perhaps the
competing tasks did not eliminate the complex repertoires but merely made them
less complex. If so, the altered schedule performance might reflect the altered rules
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instead of revealing performance free of such rules. People can become increas-
ingly proficient at “divided attention”—doing two different tasks at the same time.
Parents may be familiar with the phenomenon of reading to a young child while
daydreaming. (See also Skinner, 1957, pp. 384—402.) Thus, to assume that the com-
peting tasks totally eliminate the influences of verbal and other complex reper-
toires strikes us as unwarranted. (If the nature of the masking task were changed
frequently during the experiment, subjects might be less likely to develop profi-
ciency, and the masking tasks might be more effective in interfering with verbal
functioning.)

Whether or not competing (concurrent) tasks eliminate mediating or correlat-
ed covert activity, the fact that they alter performance on the schedule of rein-
forcement of interest provides at least suggestive evidence for the influence of such
activity. As Laties and Weiss (1963, p. 435) put it,

We have noted . . . that [human subjects} working on such schedules usually
count or recite, and it seems likely that the effect of concurrent activity is due
to interference with such mediating responses. . . . The present observations.. . .
again point up both the ubiquity and the importance of covert mediating be-
havior in the operant behavior of man.

Shaped versus Instructed Responses

In many studies, the subjects are instructed about what response to make (Pil-
grim & Johnston, 1988; Shimoff & Catania, Chapter 12). Matthews et al. (1977) rea-
soned that such instructions might be especially likely to engender covert rules
and hypotheses. If so, verbal processes would be less likely to occur if the response
were shaped by reinforcing successive approximations. To test this hypothesis,
Matthews et al. used a shaping procedure with some subjects to establish button
pressing and used instructions with other subjects. The results were clear. The sub-
jects whose button pressing responses were shaped behaved more like animal sub-
jects under formally similar schedules.

Whether shaping led to button-pressing behavior that was really free of verbal
influences remains an open question, however. As described above, these same au-
thors later demonstrated that behavior could appear sensitive to schedule changes
but as a result of discriminations based on subtle features of response-outcome
events and possibly involving rules about the contingencies (Shimoff et al., 1986).

Stability

When a subject is first exposed to an experimental procedure, any behavior
that occurs initially must reflect dispositions established by variables that operat-
ed prior to the experiment. Such variables may have persisting effects, so exten-
sive contact with the experimental procedures might be required for the current-
ly arranged variables to gain full control. In research with animals, it is common
to expose the subjects to each experimental condition for some fairly large num-
ber of consecutive daily sessions (perhaps 20 or 30) of an hour or so each until re-
sponding is judged to be stable (Killeen, 1978; Sidman, 1960). In judging stability
one looks for the absence of any systematic trend in the measure of responding
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over sessions—for example, no upward or downward trend in response rate—and
a reasonable degree of consistency in the measure of responding from session to
session (see Baron & Perone, Chapter 3). A systematic trend in the data indicates
that there are persisting, residual effects of variables from prior conditions or from
conditions outside the experiment and that variables arranged by the current con-
dition have not yet gained complete control. Too much session-to-session vari-
ability in the measure of responding indicates that some influential variables have
not been identified or controlled sufficiently.

Often in research with humans the whole experiment is completed in a few
sessions. Indeed, it is not unusual for several different conditions to be imposed
for periods of only 10 or 15 min each during a single session. The reasons for such
brief exposure are understandable. It is often difficult to get human subjects to
spend more than an hour or so in an experiment. But the fact remains that such
brief exposure precludes assessing stability and virtually guarantees that perfor-
mance in the experiment will reflect residual effects of prior variables (see dis-
cussion by Bernstein, 1988).

Baron et al. (1991) therefore reasoned that the effects of verbal/social histories
might be weakened by giving the human subjects substantially more exposure to
the experimental conditions than is typical and by establishing stable baselines.
Such procedures make severe practical demands, but doing so may be necessary
for the current variables to produce effects like those obtained with animal sub-
jects.

It is, however, an open question whether or not such procedures will gener-
ally minimize the effects of variables outside the experiment (Branch, 1991; Wan-
chisen & Tatham, 1991). For example, although trends in the data indicate per-
sisting effects of prior variables, stability does not necessarily indicate an absence
of such effects. Stability can occur for a variety of reasons. Is it possible, for ex-
ample, that invariant conditions in a game like task could provoke hypotheses and
reminiscences that encourage stereotyped responding? Also, it may be relevant
that with only rare exceptions the experimental session occupies a small portion
of most human subjects’ daily activities.

Making the Reinforcers Analogous

Consummatory Response

If a consummatory or contact response plays an important role in reinforce-
ment, then points might function more like food pellets if a consummatory-like re-
sponse were required. Matthews et al. (1977) created a consummatory-response
analogue by requiring human subjects to make a second response to obtain the
points after the schedule requirement had been satisfied. Under this procedure, the
behavior of humans did indeed more closely resemble the behavior of animal sub-
jects under analogous schedules.

Food as Reinforcement

One might suppose that the simplest and most straightforward way to create
functionally similar reinforcers would be to use small bits of food as reinforcers
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for human subjects. But it must be remembered that food functions in various ways
in the culture of most humans—especially given the practical impossibility of de-
priving human subjects to the level typical with animal subjects (e.g., Harris, 1974;
Logue, 1991). For example, eating candy before lunch might be frowned on in a
health-conscious culture as is sometimes found on college campuses. For people
the reinforcing effects of an item of food depend on a variety of factors other than
deprivation level, its taste, and its caloric content.

Galizio and Buskist (1988) described some relevant anecdotal evidence. Fe-
male students, working individually, could obtain bits of tasty snack food by but-
ton pressing, and button pressing typically occurred at high rates. One might sup-
pose that the snacks were potent reinforcers. The experimenter discovered,
however, that the subjects often were not eating the snacks but instead were hid-
ing them or throwing them out of the window. Apparently the snacks—if they were
functioning as reinforcers at all—were acting like points, perhaps as a token of suc-
cess or of progress toward the end of the session rather than as consumable rein-
forcers.

Natural Reinforcers

It may be possible to select reinforcers for research that more closely approxi-
mate reinforcers encountered in the person’s normal environment (see Galizio &
Buskist, 1988). The aim would be to select reinforcers that are reinforcing when
they occur, in contrast to points where the reinforcing effect may come from ac-
cumulating a large number. Some researchers, for example, have used access to a
computer game or have even embedded the operant task into a computer video
game (Case, Ploog, & Fantino, 1990). Destroying a “Klingon” might have an im-
mediate reinforcing effect that is largely independent of its signaling progress to-
ward winning the game. Other examples include access to a movie, television
show, conversation, music, toys, and reading material.

These sorts of everyday reinforcers are commonly used in applied work (e.g.,
see Martin & Pear, 1996, pp. 30—35) but are less often used in basic research prepa-
rations, probably because their use appears to sacrifice some experimental control.
As discussed earlier, such reinforcers may have ambiguous onsets and offsets, they
may lead to rapid satiation, and there is likely to be wide individual differences in
their effectiveness. But the apparent gain in experimental control through using
points or small bits of food may be illusory for the reasons discussed above. Nei-
ther kind of reinforcer seems likely to have the advantageous properties of food
pellets for a food-deprived rat. On balance, then, the advantages from using a po-
tent reinforcer might offset the disadvantages from using reinforcers whose po-
tency may be weak, inconstant, and derived from events in and outside the ex-
periment that are hard to specify.

Certain precautions can be taken to enhance the level of control. For example,
when the operant behavior occurs that is to be reinforced, a stimulus can be pre-
sented immediately that signals the opportunity to contact the reinforcer or engage
in the reinforcing activity. Access to the activity would be provided at that time
rather than after the end of the session. (See, for example, Iversen, 1993, for an ef-
fective use of this technique with wheel running as a reinforcer for lever pressing
by rats.)
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Suppose, for example, that the reinforcer were access to a movie. The desig-
nated response might turn on a light signaling that the movie machine is now op-
erative. The subject would then turn on the movie and watch it for a period of time
at the end of which the movie machine would turn off and additional operant be-
havior would be required to gain access again. It would be important to realize that
the amount of time the subject can watch the movie per access is likely to influ-
ence its reinforcing effectiveness. If the access periods are brief (e.g., 30 s), they
might be aversive rather than reinforcing. There may be optimal durations or natu-
ral breaks that produce an optimal reinforcing effect (see Bernstein, 1988; Dun-
ham, 1977).

Discovering effective reinforcers for individuals may require some trial and
error. One might be tempted simply to ask the subject. Sometimes the answer will
prove useful (Bernstein & Michael, 1990). But it must be remembered that rein-
forcers are defined by their effect on behavior, not by what people say about them.
People may or may not be able to identify important reinforcers depending on a
variety of complex factors including their social/verbal experiences outside the ex-
periment related to describing reinforcing effects. The variables influencing such
self-reports can be examined (e.g., Critchfield & Perone, 1993; Critchfield, Tucker,
& Vuchinich, Chapter 14; Lubinski & Thompson, 1993; Nisbett & Wilson, 1977). It
is risky merely to assume that such reports are valid guides to the controlling vari-
ables (Skinner, 1953, pp. 257-282).

Efforts have been made to develop predictive theories about what events will
function as reinforcers based on observations of behavior made prior to arranging
a contingency. For example, access to high-frequency activities often can function
as reinforcers for lower-frequency activities (Premack, 1965). Related proposals are
discussed in Allison (1993), Bernstein (Chapter 16), Bernstein and Ebbesen (1978),
Dunham (1977), and Timberlake (1993).

Using Weak Conditioned Reinforcers with Animals

The techniques just described are based on the assumption that the perfor-
mance of humans might come to resemble that of animals under similar schedules
if the reinforcers used with humans are sufficiently effective. By the same reason-
ing, the performance of animals might more closely resemble that of humans un-
der schedules of reinforcement if the reinforcers were conditioned reinforcers
analogous to those used with humans. Some evidence supporting the latter possi-
bility has been reported by Jackson and Hackenberg (1996). ‘

ALTERNATIVES TO INTERMITTENT-REINFORCEMENT CONCEPTION

As discussed at the beginning of this chapter, the usual practice is to classify
reinforcement schedules on the basis of how the schedule arranges intermittent re-
inforcement of instances of a response class. Such a classification, and the con-
ception from which it derives, might be unnecessarily limiting, however. Suppose,
for example, that the measured instances are parts of larger behavioral units—per-
haps a temporal pattern or a burst of responding (e.g., Arbuckle & Lattal, 1988).
Which instances, then, are reinforced and which are not?
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Indeed, it might be misleading (or at least limiting) to think of schedules as
determining which instances of a response class are to be reinforced and which
are not. Schedules might be usefully conceptualized as arranging reinforcement to
follow, more or less reliably, sequences of responses and correlated stimulus
events, thereby creating new behavioral structures—new units (see Marr, 1979).
Some theorists have proposed that the effects of reinforcement are on the contents
of working memory (Killeen, 1994; Shimp, 1976), which may include measured
and unmeasured behavioral events. A theory of working memory would be need-
ed to predict the functional behavioral unit. In such conceptions, the functional
unit of behavior would seldom correspond to the unit specified by the intermit-
tent-reinforcement procedure. (One might even question the necessity or utility of
conceptualizing behavior under schedules of reinforcement in terms of repeatable
units.)

Catania (1971) made a related point, although from a different theoretical per-
spective. He noted that even though the reinforcer is produced by one particular
brief response, the reinforcer follows all of the preceding behavior and ought to
strengthen all such behavior. The magnitude of the strengthening effect presum-
ably diminishes as a function of the delay between the particular response and the
reinforcer. Catania reported evidence in support of this proposal. This conception
is reminiscent of Schoenfeld’s metaphor—that behavior should be viewed as a
stream (Schoenfeld, 1972; Schoenfeld & Farmer, 1970).

Investigations of schedule-of-reinforcement effects have often focused on the
various response patterns observed at the level of individual interreinforcement
intervals. It may be, however, that the fine details of such patterns depend on high-
ly particular and relatively technical features of schedule control. They may de-
pend, for example, on details of the functional response unit and on the influence
of proprioceptive stimulation (Ferster & Skinner, 1957; Ray & Sidman, 1970). Be-
cause of the network of idiosyncratic relations involved, providing a thorough ac-
count of such effects has proven to be difficult (Zeiler, 1977, 1984), and the effort
will not necessarily yield information of general significance (Jenkins, 1970).

A different approach to studying schedule effects would be to focus on func-
tional relations between dimensions of the schedule and dimensions of behavior
that are less dependent on the intermittent-reinforcement conception of schedules
and their effects. Sometimes characteristics of such functions are general over a
range of particular procedures, less tied, that is, to particular properties of the re-
sponse unit and preparation (cf. Nevin, 1984; Sidman, 1960), and so they might be
demonstrated more easily in the behavior of humans. We offer a few examples be-
low—tentatively and speculatively—to suggest some possible directions. Al-
though the phenomena to be described may be relatively independent of particu-
lar response units, it still would be important to give due consideration to the
possible influence of verbal and other complex repertoires as well as to the other
factors discussed above.

Temporal Control Gradient

With animal subjects, a remarkable invariance emerges when performance is
compared across a wide range of FI schedules. The procedure involves exposing
the subject to different FI durations, with each one in effect for a sufficient num-
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ber of sessions to achieve stability. For purposes of data analysis, each FI duration
is divided into equal parts, called bins, and the responses occurring in each bin
are accumulated over the session. From those response totals one then calculates
the average response rate in each bin. If the FI is divided into five bins, then the
calculation gives the average response rate in consecutive fifths of the FI. Typical-
ly, these calculations are based on response totals over the last five or so sessions
of a condition and represent stable performance.

The common result is that average response rate increases over consecutive
bins, thus revealing an orderly temporal control gradient. The really striking result
appears, however, when the temporal control functions from different FI values
are compared. For this comparison, the x-axis shows elapsed time as a proportion
of the interval rather than absolute elapsed time. And the y-axis shows response
rate as a proportion of the response rate in the last bin. Thus, the plots show rela-
tive rate of responding as a function of relative elapsed time in the FI. For FI du-
rations ranging from 30 s to 3000 s these functions virtually superimpose (Dews,
1970). This and similar invariant effects of relative elapsed time have served as
foundational facts for the construction of some powerful and general theories of
temporal control (Gibbon, 1977; Gibbon & Church, 1992; Killeen, 1975; Killeen &
Fetterman, 1988).

Moreover, this invariant temporal relation does not depend on using literally
a FI schedule—that is, it does not depend on the occurrence and intermittent re-
inforcement of identical, brief, discrete responses. Similar temporal control func-
tions occur even when food reinforcers are presented at fixed time intervals inde-
pendently of any particular response. The measures of behavior include the
temporal distribution of activity (Killeen, 1975) and the temporal distribution of
time spent in the location where food is presented (Staddon, 1977). Even though
the FI schedule has been defined in terms of the intermittent reinforcement of a re-
sponse unit, that specification might be incidental to certain scientifically signifi-
cant effects of the schedule.

The most general effect of FI schedules might be the generation of a temporal
gradient in the disposition to respond in various ways (an “anticipation gradient”)
as a function of relative elapsed time. The important property of the schedule for
producing this effect might be the temporal regularity of significant events. For rea-
sons discussed earlier, points as reinforcers for people might not be nearly as sig-
nificant as the end of the session, and the human'’s button press might not function
as a unit of behavior like the rat’s lever press reflecting changing dispositions.
Thus, the scheduling of other kinds of events and other measures of behavior might
reveal anticipation gradients whose relation to the scheduled intervals more close-
ly resembles those obtained with animal subjects.

Malott et al. (1997, pp. 263-266) wisely urged caution in applying schedule
names to everyday situations when only some features of the everyday situations
are analogous to those of the schedule as arranged in the laboratory. For example,
a paycheck given at the end of each week might be described as an FI schedule,
and that description might be the basis of interpreting an acceleration in produc-
tive work as the week progresses. Malott et al. suggested, however, that such an
identification would be misleading. For one thing, the receipt of the paycheck is
not contingent on the first episode of productive work that occurs after the end of



Reinforcement 115

the interval. For another thing, external cues are available that signal the passage
of time. Finally, other contingencies are most likely in effect to provide more im-
mediate consequences for various aspects of productive work. We agree com-
pletely with the thrust of Malott and colleagues’ caution for this particular exam-
ple and in general. It may be worth noting, however, that deciding what everyday
situations might be analogous to particular schedules of reinforcement in the lab-
oratory depends on one’s view about what the critical aspects of the schedules are
and what aspects of behavior are most useful to attend to.

Procrastination under FR Schedules

Under fixed-ratio (FR) schedules, a response is reinforced only after a speci-
fied number of prior unreinforced responses have been emitted. With animals un-
der FR schedules the subject pauses for a period of time after each reinforcement
and then responds at a high and fairly constant rate until the next reinforcement.
Moreover, the duration of the pause varies from one reinforcer to the next, but its
average value increases as a function of the FR size (Felton & Lyon, 1966).

The pause seems counterproductive on a commonsense view of what would
be most adaptive or rational. Because the reinforcer depends on completing the
fixed number of required responses, the reinforcer will come most quickly if the
subject emits those responses as quickly as possible. Any pausing delays the rein-
forcer and does not diminish the remaining work to be done. In this sense, the
pause seems similar to procrastination.

What aspect of the FR schedule might be responsible for this relation? It turns
out that the repetition of N brief identical responses is unimportant. The relation
is similar (although perhaps not identical) if the schedule is changed so that the
first response changes the prevailing stimulus (e.g., turns on a light) and then the
reinforcer is delivered after a time interval elapses that approximates the time usu-
ally taken to complete the FR (see Grossbard & Mazur, 1986; Shull, 1979). The
pause, then, might exemplify a more general principle that behavior tends to be
weak at relatively early points in a chain (see Fantino, 1977; Kelleher & Gollub,
1962).

The FR schedule was originally defined in terms of the intermittent rein-
forcement of identical members of a response class. But that property may be only
incidental to the general effect that the relative distance to the end of a chain has
on the disposition to initiate responding. Research seeking general principles
might be more successful if the focus is on the relation between disposition to ini-
tiate a chain and the length of the chain rather than on the rate and temporal pat-
tern of the intermittently reinforced response.

Relative Resistance to Change

Suppose responding is maintained under two different VI schedules, each cor-
related with a different stimulus. The stimuli, and their correlated schedules, al-
ternate every minute or so throughout the session (i.e., the schedule is a multiple
VI VI schedule). Now suppose that conditions are introduced or changed that will
tend to reduce the rate of responding in the presence of both stimuli. Such condi-
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tions might include satiating the subject so that the maintaining reinforcer is no
longer effective, withholding the reinforcer (i.e., extinction), or introducing a stimu-
lus that previously has signaled unavoidable shock. Such conditions will cause re-
sponse rates to decline, and the rapidity and extent of the decline is a potentially
important property of behavior.

Resistance-to-change functions have proven to be most orderly and general
when response rates recorded during the change operation are expressed as pro-
portions of each response’s baseline rate (Nevin, 1974, 1988). That is, how much
does the response rate decline relative to its initial, or baseline, value? One factor
that determines a response’s resistance to change is the rate at which the response
was reinforced in the presence of its stimulus during baseline training. The high-
er the rate of reinforcement, the more resistant the response’s rate is to the decre-
mental effects of the change operation. (Studies of this effect commonly use VI
schedules because such schedules effectively control the reinforcement rate; that
is, the rate of reinforcement is kept close to that specified by the VI schedule de-
spite fluctuations in response rate.)

Different baseline response rates can be produced by requiring different re-
sponse units in the presence of the stimuli (e.g., by requiring pauses of different
durations before the reinforced response). In absolute terms the resistance-to-
change functions for the different response units differ even if the rate of rein-
forcement is the same. But if the resistance-to-change functions are expressed rela-
tive to baseline response rates, a remarkable invariance emerges. The functions are
the same, provided the rate of reinforcement during baseline was the same, re-
gardless of the response unit. Thus, relative resistance to change appears to be an
orderly function of the baseline rate of reinforcement independent of the response
unit (see Nevin, 1988; but see Lattal, 1989, for some contrary evidence).

It may be possible, then, to investigate the factors determining resistance to
change (or persistence) without having to be much concerned about the response
unit. There is evidence, for example, that the persistence of operant behavior in a
particular stimulus setting depends more on the relative rate of reinforcement re-
ceived in that setting than on the relative rate of reinforcement for the particular
response. That is, persistence seems to depend more on stimulus-reinforcer (i.e.,
Pavlovian) contingencies than on operant contingencies (see Nevin, 1992, 1996;
Nevin, Tota, Torquato, & Shull, 1990). The effect of schedule on persistence, then,
does not seem to depend critically on the behavioral unit or on dimensions of the
schedules that are based on the intermittent-reinforcement conception.

Most of the relevant research has been conducted with animal subjects. There
has, however, been some research with human subjects, and the results are at least
suggestive that these determinants of persistence might generalize to humans
(Mace, 1994; Mace et al., 1990; Tota-Faucette, 1991). It may be worthwhile,
nonetheless, to consider more fully the possible influence of verbal and other com-
plicating variables of the sort discussed above.

The Modulating Effects of Schedules

An important effect of schedules of reinforcement is that they determine, or
modulate, the effects that other variables have on behavior. The effects of drugs,
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deprivation, emotional operations, or the presentation of stimuli can be different
depending on the schedule of reinforcement maintaining the behavior. For exam-
ple, the effect that an electric shock has on behavior depends on the behavioral
baseline, which, in turn, depends on the current and previously operative sched-
ules of reinforcement. Under some arrangements, shock can even appear to func-
tion as reinforcement (see Guthrie, 1963; Morse & Kelleher, 1970). The powerful
role of behavioral context led Morse and Kelleher (1970) to speak of schedules as
“fundamental determinants of behavior.”

Psychologists have long known that the behavioral (or psychological) context
can determine the effects of other variables (e.g., Guthrie, 1963; Hefferline, 1962;
Kuo, 1967; Schoenfeld, 1971, 1972; Smith, 1967). For example, reaction times to
the same physical stimulus differ depending on whether the person has received
a ready signal. The concept of “attentional set” acknowledges that and related
facts. The instructions or ready signal often do not appear to evoke phasic in-
stances of behavior, but rather produce a tonic adjustment that alters the disposi-
tion to react to other events when they occur (Davis, 1957; Hefferline, 1962). It may
be that the modulating effects of schedules can be viewed as analogues of phe-
nomena like those classed as “set.”

If so, it might prove useful to reconceptualize schedules in ways that are less
tied to intermittent reinforcement of a discrete response. The modulating effects
of schedules of reinforcement might be viewed as special cases of more general re-
lations involving the modulating effects of behavioral baselines (perhaps viewed
as tonic adjustments affecting dispositions). Schedules as usually conceptualized
might or might not provide the most useful experimental preparation for research
relevant to the topic.

Adjunctive Dispositions

Schedules of reinforcement can alter the disposition to engage in behavior and
obtain reinforcers that are not specified by the contingency. For example, a food-
deprived rat given a food pellet every 60 s will drink water after most pellets. Over
the course of a session, the amount of water drunk can be enormous—as much as
a third of the rat’s body weight in a 3-hr session (Falk, 1971, 1977).

Other examples of schedule-induced behavior (also called adjunctive or in-
terim behavior) have been observed. For example, pigeons will attack another pi-
geon or a mirror reflection; and rats will run in a wheel or gnaw a wood block (for
reviews see Falk, 1971, 1977, 1981, 1986; Killeen, 1975; Segal, 1972; Staddon,
1977; Staddon & Simmelhag, 1971; Thompson & Lubinski, 1986; Wetherington,
1982).

The intermittent delivery of the food pellet does not simply induce adjunctive
activity; it makes the opportunity to engage in the adjunctive activity momentari-
ly effective as a reinforcer (Falk, 1966; Herrnstein, 1977; Staddon, 1977; see
Michael, 1993a). That is, the scheduled pellet induces a short-duration motiva-
tional state. For example, one can make access to water contingent on pressing a
lever. Because the rat is not water-deprived, it normally will not often press the
lever. But for a short time after receiving the scheduled food pellet, the rat will
press the lever at a high rate (Falk, 1966). The opportunity to run in a wheel or
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gnaw a block of wood can be made momentarily effective as a reinforcer the same
way (Reid, Bacha, & Moran, 1993).

A variety of schedules seem capable of generating adjunctive behavior (Falk,
1971; Staddon, 1977). For example, such behavior is likely during the initial pause
under FR schedules. But it is also likely when the scheduled reinforcer is deliv-
ered independently of responding after fixed or variable intervals of time. Thus,
the intermittent reinforcement of a discrete response is an unimportant property
of schedules for generating adjunctive behavior.

The intermittency of reinforcement in time, however, is important. If the in-
ducing reinforcer (e.g., the pellet) is presented either very frequently or very in-
frequently, little adjunctive behavior occurs. The largest amount of adjunctive be-
havior per reinforcer occurs when the level of intermittency is intermediate (Falk,
1977; Flory, 1971).

It is also critical that the inducing reinforcer be a potent one. If, for example,
the level of food deprivation is mild, the food-delivery schedule will induce little
adjunctive drinking (Falk, 1971, 1977; Staddon, 1977).

Falk (1977) took the bitonic (inverted-V) function between the amount of ad-
junctive behavior and the average time between the inducing reinforcers as fun-
damental. He argued that intermittent reinforcement generates conflicting dispo-
sitions: to stay because significant reinforcers are delivered and to leave because
the intermittency itself is aversive. Adjunctive behavior is most likely, Falk sug-
gested, when these dispositions are in approximate balance so that neither wins
out. In that respect, he noted, adjunctive behavior is like displacement activities
studied by ethologists, activities that are thought to function to keep the organism
in a situation until circumstances change so as to resolve the conflict one way or
the other. The dispositions are most nearly in balance when the level of intermit-
tency is intermediate, and so the level of adjunctive behavior is greatest. (Staddon
and Simmelhag, 1971, offered an account of adjunctive behavior that is different
in detail and based on different analyses of the data but that is similar in inter-
preting adjunctive behavior as the result of conflicting dispositions to stay and
leave. A different account—one based on arousal induced by the scheduled rein-
forcer—is summarized by Killeen, 1975.)

Falk (1977, 1981, 1986, 1994) suggested that certain rituals and obsessive-like
behavior (e.g., smoking cigarettes, drinking at a cocktail party, straightening one’s
desk at the start of writing a paper) might be instances of adjunctive behavior. Al-
though there have been experimental demonstrations of schedule-induced behav-
ior with human subjects, the phenomenon has not been explored extensively
(Falk, 1994).

Feedback Functions

Schedules of reinforcement are usually conceptualized in terms of the inter-
mittent reinforcement of a brief, discrete response. But there are some important
everyday examples of reinforcement schedules that do not easily fit the intermit-
tent-reinforcement scheme. Alternative conceptualization of reinforcement sched-
ules might prove useful in such cases. One such alternative is to represent rein-



Reinforcement 119

forcement schedules as continuous feedback functions. That is, some dimension
of reinforcement (e.g., its amount, immediacy, or rate) varies as a continuous func-
tion of some dimension of a response (e.g., its force, speed, or rate). For example,
the faster one walks, the sooner one gets to one’s destination. The more loudly one
complains, the greater the attention one may receive. Variations in the way one
chews food or sips wine produce corresponding variations in the sensory impact
of the stimuli for taste. Such feedback functions may play an important role in
shaping and refining skilled performances (Malott et al., 1997, pp. 137-139; see
also discussions of what are sometimes called conjugate schedules [e.g., Lindsley,
1957; Rovee-Collier & Capatides, 1979]).

Predicting the results of such schedules involves, first, specifying the feedback
function, which, in turn, requires identifying the relevant dimensions of behavior
and of the reinforcer. That is, one needs to know what dimensions of the reinforcer
matter. And one needs to know what values along the reinforcer dimensions will be
produced by particular values along the dimension of responding. For example, one
might propose (perhaps on the basis of prior research) that the rate of the reinforcer
is a critical dimension of reinforcement. One would then determine for the particu-
lar schedule, what rates of reinforcement will be produced by different rates or pat-
terns of responding. Specifying the feedback function is often not a simple task (e.g.,
Baum, 1992). Additionally, responding may incur a cost that will need to be taken
into account (Allison, 1993; Baum, 1973). Walking faster, for example, may get you
to your destination sooner, but it will also generate more fatigue and perspiration.

The feedback function is strictly a description of the environment (i.e., of the
schedule). That is, it specifies what will occur if a certain value of responding oc-
curs. The next step in the analysis, then, is to determine what effect the occurrence
of different values of the reinforcer will have on the future occurrence of re-
sponding. This relation is the behavior function.

The resulting behavior is thus conceptualized as the product of two functions,
one specifying what reinforcer values are produced by behavior and the other speci-
fying how those reinforcer values affect future responding. Behavior, in other
words, is treated as an equilibrium solution. Mathematical and graphical tech-
niques are available to derive such solutions (Allison, 1993; Baum, 1973, 1989; Lo-
gan, 1960; McDowell & Wixted, 1986; Shull, 1991).

Conventional intermittent schedules of reinforcement can be reconceptual-
ized as feedback functions. Interval and ratio schedules are particularly interest-
ing, in this view, because they represent extreme cases of feedback functions. Un-
der ratio schedules, the rate of reinforcement is directly proportional to the rate of
responding; under interval schedules the rate of reinforcement is to a large degree
independent of the rate of responding. They thus exemplify the more general case
in which the reinforcement one receives either does or does not depend closely on
what one does (Baum, 1992). That response rate is higher under ratio than under
interval schedules is consistent with this view. But whether, or to what extent,
such feedback functions actually influence behavior under interval and ratio
schedules remains an important but unresolved and controversial issue (e.g., Gal-
bicka et al., 1993; Mazur, 1981; Rachlin, Battalio, Kagel, & Green, 1981; Vaughan
& Miller, 1984; Williams, 1988).
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CONCLUSION

It seems self-evident that the behavior of humans is sensitive to its conse-
quences, that is, to contingencies of reinforcement. One goal of research is to clari-
fy the nature of this sensitivity.

The phrase, sensitivity of behavior to contingencies, can mean different things,
and the sensitivity referred to can arise for different reasons. Sensitivity could be
taken to imply detection or discrimination, as when one speaks of someone being
very sensitive to the taste qualities of wine or to the tonal quality of the violins in
an orchestra. Usually when one speaks of the sensitivity of behavior to contin-
gencies, however, one is using the term less restrictively. One means simply that
some aspect of behavior varies as a function of some aspect (or aspects) of the con-
tingency. Insensitivity in that sense means simply that the aspect of behavior does
not vary as a function of variations in the contingency. A high degree of sensitivi-
ty, then, means that relatively small changes in the contingency produce large
changes in behavior. There is no implication one way or the other that discrimi-
nation or detection of the contingency is involved.

Different kinds of processes can result in sensitivity to contingencies of rein-
forcement. First, the consequences of behavior can have a direct strengthening or
weakening effect on the behavior that they follow, that is, a genuine reinforcement
(or punishment) effect (see Williams, 1988). Changing the contingencies could also
directly affect behavior by changing the response units, by changing the potency
of the reinforcer, and by changing the contingent relationship between aspects of
behavior and the consequences.

Second, the consequences of behavior or the behavior—consequence contin-
gencies per se can function as cues or as discriminative stimuli. For example, re-
ceipt of a reinforcer at one time (perhaps in a particular relation to preceding be-
havior) can come to signal what contingencies are next in effect. To take a simple
example, imagine that some consequence will be delivered according to a VR
schedule for pressing one of two buttons. Imagine, further, that the “hot” button is
determined randomly at the start of each block of trials but that there is no obvi-
ous signal indicating which one is hot. There is, however, a nonobvious signal,
namely, the occurrence of the consequence following a press on a particular but-
ton (a win—stay contingency). The subject might sample both buttons at the be-
ginning of a session and then stick with whichever button paid off. These results
might look like a pure reinforcement effect (persisting in the behavior that pro-
duced the reinforcer), but an important controlling variable may be the history in
which response-outcome events have signaled subsequent response-outcome
events (i.e., a history with three-term contingencies). That is, the behavioral ad-
justment reflecting sensitivity to contingencies may be based at least partly on dis-
criminative control by contingency events functioning as discriminative stimuli.
The reinforcing and discriminative roles could be demonstrated by having a re-
sponse-outcome event on one button signal that the next reinforcer will occur for
pressing the other button (win-shift contingency). More generally, correlates of
contingencies can function as discriminative stimuli for additional behavior that
may or may not be efficient but that may, nevertheless, vary in accordance with the
contingencies.
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Third, sensitivity to contingencies can be mediated by verbal rules, instruc-
tions, strategies, hypotheses, and so forth. That is, contact with the contingencies
or aspects of the task can evoke constructing rules, visualizing aspects of the task,
and other complex behavioral phenomena both covert and overt. Such behavior
can, in turn, evoke additional verbal and nonverbal behavior including the be-
havior that is measured in the experimental task. Accounting for the sensitivity of
behavior on such tasks, then, would require accounting for at least two interven-
ing links: the relationship between aspects of the task and the complex behavior
(i.e., the rules, strategies, and so forth) and the relationship between that behavior
and the behavior measured in the experiment. Such accounts will almost certain-
ly need to point to social/verbal histories prior to the experiment.

Each of these sources of sensitivity to contingencies is significant for human
functioning. But the third type may be the basis of what is most distinctively hu-
man. Some years ago, Keller and Schoenfeld (1950, pp. 368—370) expressed the
matter this way:

Of great importance to the formation of personality, is the fact that human be-
ings can discriminate their own actions, appearance, feelings, and successful-
ness. In the course of growing up, the child comes to ‘know’ about himself; he
becomes at least partially ‘aware’ of his capacities and weaknesses, his likeli-
hood of winning or losing in given situations, his physical and social attrac-
tiveness, his characteristic reactions. This is sometimes spoken of as the devel-
opment or emergence of the “Self,” a word that is meant to designate the ability
to speak of (be “aware” of) one’s own behavior, or the ability to use one’s own
behavior as the SP for further behavior, verbal or otherwise. . . . [Those events]
are made discriminative for him by his social community, as it teaches him his
language. . . . [A] person possessing no verbal behavior of any sort would not
have a “Self,” or any ‘consciousness.’ His reactions to the world would be like
those of any animal. . . . He would go after positive reinforcements, and would
avoid negative reinforcements, but would do so directly, without “reflection.”

There is an implication: If one is to study pure reinforcement effects with hu-
man subjects, one will need somehow to eliminate the “Self,” that is, eliminate the
effects of the relevant social/verbal contingencies in the subject’s history. Obvi-
ously, this is not a simple thing to do, and it is not surprising that the efforts have
been viewed with some skepticism (e.g., Branch, 1991; Dinsmoor, 1991). Several
approaches were described above. One can, for example, study the behavior of pre-
verbal infants. Alternatively, one can study the behavior of adult humans but use
a response that the adult cannot detect making. But even here, the adult human
may be prompted to formulate hypotheses and engage in other complex behavior,
especially if the task is identified as an experiment or game. And these activities
may influence the measured responding even if the subject is unaware of them.
The various concurrent responses of an organism are not, in reality, isolated inde-
pendent systems even though we may treat them as such for analytic and experi-
mental convenience (Hefferline, 1962; Kuo, 1967; Schoenfeld, 1971, 1972; Smith,
1967).

Acknowledging the probable role of verbal and other complex activities in ex-
perimental procedures with humans in no way implies a fundamental disconti-
nuity in behavioral processes between humans and animals. Skinner, for example,
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did not disagree that humans function differently from other species in these re-
spects. But he proposed that these very important complex activities and disposi-
tions develop through processes that humans do share with other species (e.g.,
Skinner, 1953, 1957, 1969). He showed in detail how processes demonstrated ex-
perimentally with nonhuman animals could, in principle, account for much com-
plex human functioning including verbal behavior and instruction-following. That
is, he offered an interpretation of complex human behavior in terms of a small set
of fundamental, general principles derived mostly from experimental work with
animals (see also Donahoe & Palmer, 1994; Keller & Schoenfeld, 1950). Interpreta-
tion, when appropriately disciplined and principled, has played key roles in the
development of behavioral and other sciences (Donahoe & Palmer, 1994; Palmer &
Donahoe, 1991; Skinner, 1957, 1960).

One can, of course, study the sensitivity of human behavior to variations in
contingencies without regard for whether the processes are the same as or differ-
ent from those operating with animals under formally similar schedules. One can
be interested, for example, in how the verbal and nonverbal behavior of humans
adjusts to certain types of contingencies that are prominent in the normal envi-
ronment. To investigate such adjustments one need not feel constrained to use ex-
perimental preparations that resemble those designed for research with animals to
reveal the fundamental effects of reinforcement and other independent variables
on the likelihood of operant behavior. Those preparations were developed to ad-
dress a particular set of experimental questions (see section Skinner’s Experimen-
tal Preparation), and it would be a remarkable coincidence if they were optimal for
addressing different kinds of questions.

For example, one might be interested in analyses of problem solving or re-
membering. Research on these topics, much of which has been conducted by non-
behavioral researchers, has addressed such questions as how various kinds of ex-
periences, measurable individual characteristics, or aspects of the task influence
success. Mediating rules, strategies, or hypotheses are sometimes inferred from
patterns of performance, from verbal protocols, or both. From the perspective of
behavior analysis, such research falls under the rubrics of complex stimulus con-
trol, instructional control, and complex behavioral units. Experimental and ana-
lytical techniques for such phenomena are described elsewhere in this book.

At the beginning of this chapter we summarized two cautionary themes
around which the chapter is organized. We end with a cautionary note of a differ-
ent sort. Our working assumption has been that the strengthening effects of rein-
forcement reflect a relatively primitive process. Discriminations based on subtle
features of the schedule and verbal-like phenomena are viewed, then, as compli-
cating factors if the goal is to study reinforcement in its most elementary form. It
may be worthwhile remembering, however, that the empirical-based principle of
reinforcement is silent about the processes that are responsible for the reinforce-
ment effect, and, in fact, those processes might be rather complicated and rich in
potential. Indeed, there is a long and venerable tradition of theorizing in which
phenomena that are aptly described as cognitive are assumed to be evoked by and
developed through contact with contingencies. In some accounts, these phenom-
ena are critical, fundamental parts of the effects of contingencies (see Colwill,
1994; Tolman & Krechevsky, 1933; Williams, 1983, 1997). The present chapter
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would have had a different thrust if it had been written from the perspective of
such theories.
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Choice and Self-Control

James E. Mazur

For several decades, choice has been the focus of considerable research by those
who study operant behavior. This is not surprising, because the topics of choice
and operant behavior are intimately intertwined. In everyday life, people can
choose among a large, almost infinite set of operant behaviors, and they can choose
not only which behaviors to perform, but under what conditions, at what rate, and
for how long. Because choice is an essential part of human (and animal) life, it has
been studied with great interest not only by behavioral psychologists, but also by
decision theorists, economists, political scientists, biologists, and others. The re-
search methods used in these different disciplines vary widely, and a review of all
of the different methods for studying choice is well beyond the scope and purpose
of this chapter. Instead, the chapter will focus on the techniques most frequently
used in operant research—techniques that involve single-subject designs, that al-
low precise control of the reinforcement contingencies, and that produce (in most
cases) large and clear effects on each subject’s behavior.

The chapter is divided into three major sections. The first section examines
research with concurrent schedules; that is, situations in which two or more rein-
forcement schedules are simultaneously available. The next section will examine
the techniques used to study self-control choice, which can be defined as a choice
between a small, fairly immediate reinforcer and larger, more delayed reinforcer.
Operant researchers have been interested in this topic because many common be-
havior problems (e.g, overeating, smoking, impulsive spending, unsafe sexual
practices) can be viewed as problems of self-control. The third section will cover
a few other techniques that do not fit easily into either of the first two categories.

The researcher planning an experiment on human choice can choose from a
much wider range of options and must therefore make more critical decisions than
the researcher working with animal subjects. In most of the research on choice with
animals, the subjects are rats pressing levers or pigeons pecking response keys, the
discriminative stimuli are lights or physical locations, and the reinforcers are food.

James E.Mazur < Psychology Department, Southern Connecticut State University, New Haven, Con-
necticut 06515.
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The sessions take place in standard operant conditioning chambers, last perhaps
an hour, and are repeated day after day, often for many months. As we will see,
however, the research with human subjects has utilized a much greater variety of
operant responses, discriminative stimuli, and reinforcers. The amount of pre-
training (if any), the duration and number of sessions, and the instructions given
to subjects have also been quite variable. This chapter will attempt to survey the
various methods used and, where possible, evaluate the advantages and disad-
vantages of different research strategies.

CONCURRENT REINFORCEMENT SCHEDULES

Background
Two Prominent Theories

Although the emphasis of this chapter is primarily on methodology, not the-
ory, no description of operant research on choice would be complete without some
mention of the theories that have served as an impetus for much of this research.
One major theory of choice is Herrnstein’s (1961, 1970) matching law, which states
that in a choice situation, subjects’ response proportions will equal or match the
reinforcement proportions. The basic form of the matching law can be written as
follows:

Bl Rl
= (1)
B,+B, R, +R,

where B, and B, are the response rates for two alternative responses, and R, and
R, are the reinforcement rates for these two alternatives. Herrnstein (1961) initial-
ly tested this equation with pigeons responding on concurrent variable-interval
(VI) schedules: Each of two response keys delivered food reinforcers on separate
VI schedules. Since then, the matching law has been tested in many experiments
with a variety of species, including humans, and the results have often conformed
fairly well to Equation 1 (see Davison & McCarthy, 1988; de Villiers, 1977; Mc-
Dowell, 1988). In essence, the matching law states that subjects will distribute their
behaviors among alternative responses in proportion to the reinforcers received
from these alternatives.

The best-known alternative to the matching law is optimization theory, also
called molar maximizing theory or other similar names (e.g., Rachlin, 1978; Rach-
lin, Battalio, Kagel, & Green, 1981; Schoener, 1971). This theory states that in a
choice situation, subjects tend to distribute their choices in a way that maximizes
the total rate of reinforcement (summed across all of the choice alternatives). Ac-
cording to optimization theory, the reason subjects exhibit matching with concur-
rent VI schedules is that this distribution of responses produces a higher overall
rate of reinforcement than any other distribution (Rachlin, Green, Kagel, & Battalio,
1976). The extensive and continuing debate over the merits of these two theories
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will not be reviewed here (see Commons, Herrnstein, & Rachlin, 1982; Heyman &
Herrnstein, 1986; Rachlin, Green, & Tormey, 1988). Both matching and optimiza-
tion theories are molar theories because the important variables in these theories
(reinforcement rates) must be measured over fairly long periods of time. A variety
of molecular theories have also been developed, which emphasize the important
influence of short-term variables on choice responses*(e.g., Mazur, 1984, 1993;
Shimp, 1969; Shull & Spear, 1987). The molecular theories are especially relevant
to the research on self-control described later in this chapier.

Deviations from Matching

Whereas some studies have obtained results that conformed closely to Equa-
tion 1, others have found systematic deviations from this basic matching relation.
Baum (1974, 1979) identified three common deviations from matching: bias, un-
dermatching, and overmatching. Bias occurs if a subject consistently makes more
responses on one alternative than predicted by Equation 1, perhaps because of a
position preference, a color preference, or some other difference between the two
alternatives. Undermatching occurs when a subject’s response ratios are not as ex-
treme as the reinforcement ratios. For example, if response key 1 delivers three
times as many reinforcers as response key 2, a subject might make only twice as
many responses on key 1, not three times as many. The opposite of undermatch-
ing is overmatching, in which response ratios are more extreme than the rein-
forcement ratios.

Baum (1974) suggested that these deviations can be encompassed by a more
general equation called the generalized matching law:

B1 R \a
S _p(a 2
5. (R) (2)

In this equation, the parameter b is a measure of bias: A subject has a bias for al-
ternative 1 if b > 1, a bias for alternative 2 if b < 1, and no bias if b = 1. The pa-
rameter a is included to accommodate cases of undermatching or overmatching.
Undermatching results in values of a < 1, and overmatching results in values of
a>1.

Baum (1974) also showed that a convenient way to analyze the results from
studies in which the two reinforcement rates, R, and R,, are varied is to plot the
logarithm of the ratio R,/R, on the abscissa and the logarithm of B,/B, on the or-
dinate. This method is useful because in log-log coordinates, Equation 2 predicts
that the data points should approximate a linear function with a y-intercept equal
to the log of b, and a slope equal to the exponent a. In these coordinates, matching
of response proportions to reinforcement proportions will produce a slope of 1,
undermatching will produce a slope less than 1, and overmatching will produce a
slope greater than 1.

As an example, Figure 5.1 shows the results from a study by Bradshaw, Rud-
dle, and Szabadi (1981), in which six female subjects earned pennies by pressing
either of two levers, which delivered the reinforcers according to five different
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FiGURE 5.1. The ratios of response rates (R,/Rp) in the experiment of Bradshaw et al. (1981) are plot-
ted as a function of the ratios of the reinforcement rates (r,/ry). Filled circles are from conditions with
equally weighted levers, and open circles are from conditions in which lever A required more force to
operate. The lines are the best-fitting regression lines.

2 4 0 el 2 a2 A

pairs of VI schedules. Each panel in Figure 5.1 shows the results from one subject.
The filled circles are the results from conditions in which the levers both required
little effort to operate, and the solid lines are regression lines fitted to these data.
The slopes of these functions vary substantially: Subjects A and B exhibited some
overmatching, Subjects C, D, and E exhibited substantial undermatching, and Sub-
ject F exhibited approximate matching. This type of variability among subjects is
not unusual, but it certainly makes the researcher’s job of interpreting the results
more challenging.

The open circles in Figure 5.1 are from conditions in which much more effort
was needed to operate one of the two levers (labeled response A in the figure). For
most subjects, this change produced a downward shift in the data points with lit-
tle change in slope, which is consistent with the interpretation that the increased
effort requirement produced a bias against lever A. What Figure 5.1 does not show,
however, is that the increased effort requirement produced about a 50% decrease
in response rates on lever A, whereas response rates on lever B remained roughly
the same for most subjects. The point is that although plots such as those in Fig-
ure 5.1 are commonly used to summarize the results from experiments with con-
current schedules, there are many other useful ways to analyze and report the data.
For example, Bradshaw et al. also presented a figure with the actual response rates
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(responses per minute) plotted for each of the two levers as a function of rein-
forcement rate. In some studies, time ratios (e.g., T,/T,), or their logarithms, are
plotted as a function of reinforcement ratios, just as response ratios are plotted in
Figures 5.1. T, and T, are the cumulative times spent responding on each of the
two schedules, usually measured from one changeover to the next. That is, the
clock for response 2 would start to operate when the subject switched from sched-
ule 1 to schedule 2, and would continue to run (excluding reinforcement periods)
until the subject made another response on schedule 1. Time ratios often exhibit
closer matching to reinforcement ratios than do response ratios. These times can
also be used to calculate local response rates, which are defined as the number of
responses on one schedule divided by the time spent on that schedule. Local re-
sponse rates can indicate whether subjects responded faster on one schedule than
on another. Each of these methods of reporting the data provides additional infor-
mation, and no single analysis can give a complete picture of a subject’s perfor-
marnce.

Procedural Details

Most experiments with human subjects and concurrent schedules have em-
ployed several features inherited from earlier work with animal subjects. First, the
most common procedure with human subjects has been to use two VI schedules.
One advantage of concurrent VIschedules is that they tend to produce fairly steady
responding. Another advantage is that approximate matching often results, thus
providing a predictable baseline from which the effects of other variables (e.g., re-
inforcer magnitudes, delays, punished responding) can be assessed. Although the
two VI schedules usually store and deliver reinforcers independently, many ex-
periments have included a changeover delay (COD). For instance, in his initial
study with pigeons, Herrnstein (1961) included a 1.5-s COD, which meant that
each time a subject switched from one key to the other, at least 1.5 s had to elapse
before a response could be reinforced. Suppose the VI schedule for the right key
stored a reinforcer while a pigeon was pecking on the left key. The pigeon’s next
response on the right key would not be reinforced, and 1.5 s would have to elapse
before a right-key response would be reinforced. Herrnstein suggested that the use
of a COD helps to avoid the accidental reinforcement of switching behavior. With
human subjects, there is evidence that the use of a COD can reduce or eliminate
such superstitious responses (Catania & Cutts, 1963). Some studies with human
subjects have included CODs and others have not. A few found substantial un-
dermatching when no COD was used, but when a COD of several seconds’ dura-
tion was added, the same subjects exhibited approximate matching (Baum, 1975;
Schroeder & Holland, 1969).

It is clear that the presence and duration of a COD can have a major effect on
concurrent-schedule performance. In deciding whether or not to use a COD, the
researcher might consider the following trade-offs. Without a COD, rapid switch-
ing between alternatives may be adventitiously reinforced, response ratios (B,/B,)
may be close to 1, and as a result, any preference for one schedule over the other
may be obscured. At the other extreme, if a very long COD is used, the result may
be overmatching, with little switching between the alternatives. Using a COD of
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TWO-KEY PROCEDURE CHANGEOVER-KEY PROCEDURE

SCHEDULE 1 SCHEDULE 2 SCHEDULE SCHEDULE 1
CONTROL OR

SCHEDULE 2

FiGURE 5.2. A two-key procedure for concurrent schedules (e.g., Herrnstein, 1961) versus a changeover-
key procedure (e.g., Findley, 1958).

moderate size may be the best compromise. In studies with human subjects, CODs
of about 2 to 3 s have been typical.

Another variation that was first used with animal subjects and later with hu-
man subjects is the changeover-key procedure (Findley, 1958). Figure 5.2 shows
the changeover-key procedure versus the two-key procedure used by Herrnstein
(1961). As already explained, in the two-key procedure, each key is associated with
its own reinforcement schedule. In the changeover-key procedure, one key (the
changeover key) delivers no reinforcers, but it controls which of two reinforcement
schedules is in effect on the other key (the schedule key). Each of the two rein-
forcement schedules is associated with a different discriminative stimulus, and
every response on the changeover key changes both the discriminative stimulus
and the reinforcement schedule currently in effect on the schedule key. In studies
with pigeons, the discriminative stimuli are usually two different colors on the
schedule key, and in studies with humans the discriminative stimuli might be two
different lights on a response panel. In both cases, only the schedule currently in
effect can deliver reinforcers. However, with interval schedules, the clocks for both
schedules continue to operate (and store reinforcers) regardless of which schedule
is currently in effect.

An advantage of the changeover-key procedure is that it provides a simple way
to measure how much time the subject spends on each schedule: One can simply
record the amount of time spent in the presence of each discriminative stimulus.
Another advantage is that it clearly distinguishes between switching responses
and schedule-controlled responses, whereas the two-key procedure does not. In
some studies, a COD has been used with the changeover-key procedure: After each
changeover response, a certain number of seconds must elapse before a response
on the schedule key can be reinforced (e.g., Ruddle, Bradshaw, Szabadi, & Foster,
1982; Wurster & Griffiths, 1979). In other studies, the changeover-key procedure
has been used without a COD (e.g., Bradshaw, Szabadi, & Bevan, 1979; Bradshaw,



Choice and Self-Control 137

Szabadi, Bevan, & Ruddle, 1979). The success of these studies, plus additional data
from animal subjects (e.g., Heyman, 1979), suggests that the presence of a COD may
be less important in a changeover-key procedure than in a two-key procedure.

One other general feature of both animal and human studies on choice should
be mentioned. The vast majority of all studies with concurrent schedules have re-
ported only “steady-state” behavior (see Baron & Perone, Chapter 3). That is, most
studies have provided little or no information about the acquisition of choice be-
havior, or about behavior during periods of transition, when one condition has
ended and a new condition with different reinforcement schedules has begun.
Rather, researchers have usually waited until the subjects’ choice responses met
certain stability criteria (e.g., five consecutive sessions with no more than a 10%
variation in choice proportions), and only the data from the end of the condition
(e.g., the mean choice proportion from the last five sessions) are then reported. The
intent of this strategy is clearly to study subjects’ choices only after they have come
under control of the reinforcement schedules currently available. One experimen-
tal condition is not terminated until the stability criteria are satisfied. With animal
subjects this often requires 20 or more sessions per condition, and a complete ex-
periment can last a year or more. Studies with human subjects have generally been
much shorter in duration. Some have involved a few weeks of daily sessions,
whereas a few have included only one session per subject (e.g., Berlyne, 1972; Con-
ger & Killeen, 1974).

To illustrate the variety of procedures that can be used to study choice with
concurrent schedules, two fairly different experiments will be described in detail.

An Early Study: Schroeder and Holland (1969)

Schroeder and Holland conducted one of the first experiments on concurrent
VI schedules with human subjects. A subject sat in front of a display panel that
had a dial in each of four corners, and the subject’s task was to detect needle de-
flections in any of the dials. One VI schedule controlled needle deflections for the
two dials on the left, and another VI schedule controlled needle deflections for the
two dials on the right. There was one response button for the two left dials and an-
other for the two right dials, and subjects were told to press the appropriate but-
ton whenever they detected a needle deflection, which in turn reset the needle to
its initial position. These needle deflections served as the reinforcers: Subjects
were told that this was a game in which the goal was to detect as many needle de-
flections as possible.

The operant responses in this experiment were the subject’s eye movements.
Throughout the experiment, a subject sat with her mouth in a bite plate made of
dental wax, which kept her head steady so that a camera could record all eye move-
ments. Eye movements toward either of the left dials constituted one response
class, and eye movements toward either of the right dials constituted the other re-
sponse class. In some conditions, a COD of either 1 or 2.5 s was imposed, such that
no needle deflections could occur after a subject’s fixation point switched from the
left side to the right side, or vice versa, until the COD had elapsed.

Six subjects each participated in up to ten 25-min sessions, in which they were
exposed to two or more conditions. Each condition lasted from one to five sessions,
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and each featured a different pair of VI schedules. Only the data from the last ses-
sion of each condition were analyzed. Schroeder and Holland reported that sub-
jects were not tested longer because they found the task “very uncomfortable and
boring.” Yet although the subjects may not have enjoyed the experiment, their re-
sponses followed a systematic pattern. With a 2.5-s COD, all subjects exhibited ex-
cellent matching; that is, the proportion of eye movements directed toward the two
left dials was always very close to the proportion of needle deflections on those
two dials. With a 1-s COD, one subject exhibited undermatching, but the others
still exhibited matching. With no COD, fairly extreme undermatching was ob-
served in all cases. This study therefore illustrates the major effects a COD can have
on choice responses.

Several features of this experiment are worth emphasizing. First, the results
demonstrate that, at least under certain conditions, the choice responses of human
subjects can show the same type of matching that has been observed with animals.
Second, these results were obtained after only a few sessions of exposure to each
new pair of VI schedules, which contrasts with the numerous sessions that must
be used before animal subjects exhibit such stable responding. Third, the subjects
were paid on an hourly rate for their participation, but they earned no additional
money by detecting needle deflections. And although they were told to try to ob-
serve as many needle deflections as possible, neither during nor after a session
were they told how many deflections they had detected. Thus, these orderly re-
sults were obtained despite the use of seemingly very weak reinforcers in a boring
and repetitive task.

A Changeover-Key Experiment: Bradshaw, Szabadi, and Bevan (1979)

Bradshaw and his colleagues (Bradshaw, Szabadi, & Bevan, 1976, 1977, 1978,
1979; Bradshaw, Szabadi, Bevan, & Ruddle, 1979) have conducted a series of ex-
periments in which the discriminative stimuli were colored lights on a control
panel, the operant responses were presses on either of two buttons, and the rein-
forcers were points on a counter that were worth one penny each. Their subjects
were university employees who had never taken a course in psychology and had
never previously participated in a psychological experiment. Each experimental
session lasted approximately 1 hour, and each subject usually participated in one
session a day, about 5 days a week, for several weeks. To increase the likelihood
that subjects would continue until the end of the experiment, they were informed
at the start that the amount of money they earned each day would be recorded, but
they would be paid in one lump sum at the end of the experiment. In studies where
subjects receive many sessions over a period of weeks, it is a common practice to
withhold at least part of their earnings, which are forfeited if the subject does not
complete the experiment (e.g., Baum, 1975; Kelly, Fischman, Foltin, & Brady, 1991;
Logue, Forzano, & Tobin, 1992; see Pilgrim, Chapter 2, for a discussion).

Figure 5.3 shows the apparatus used by Bradshaw et al. (1979). A subject sat
at a table facing this apparatus in a small room. The experiment was controlled by
electromechanical relay equipment that was located outside the room and far
enough away that the subject could not hear the sounds of the equipment. In Phase
I of the experiment, the auxiliary box was not present, and responses on the sin-
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FiGUuRe 5.3. The apparatus used in the experiment of Bradshaw et al. (1979).

gle response button were reinforced according to several different VI schedules.
Although this phase was not a choice procedure, it is important to examine both
this initial training and the initial instructions given to the subjects. At the start of
the first session, subjects were told that they could earn money by pressing the re-
sponse button. Each time a penny was earned, the green reinforcement light
flashed and the counter was incremented to show the total amount earned during
the session. The subjects were also informed that each of the five amber lights
would be turned on for one 10-min period during the session, and when an amber
light was on they could earn money. Between each 10-min period was a 5-min rest
period in which no panel lights were on and no money could be earned.

Although the subjects were not told this, the five amber lights were associat-
ed with five different VI schedules, ranging from VI 8-s to VI 720-s. In other words,
during a single session, a subject responded in turn on five different VI schedules,
each associated with a different discriminative stimulus (a different amber light)
and each lasting 10 min. This procedure (along with a variation that will not be
discussed here) continued for 30 sessions. As in studies with animal subjects
(Catania & Reynolds, 1968; de Villiers & Herrnstein, 1976), response rates were
higher on the richer VI schedules, and they approached an asymptote as rein-
forcement rates increased.

The procedure in Phase II of the experiment was similar in most ways, for the
same five VI schedules were used, each for one 10-min period. The main differ-
ence was that each of the five schedules now ran concurrently with a VI 171-s
schedule. Regardless of which VI schedule was operating, subjects could switch
to the VI 171-s schedule (or vice versa) by pressing a changeover button. As in the
usual changeover-key procedure, two different stimuli indicated which of the two
VI schedules was currently in effect. Whenever an amber light on the auxiliary box
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was lit (see Figure 5.3), the VI 171-s schedule was in effect. Whenever one of the
amber lights on the main box was lit, one of the five original VI schedules was in
effect. Each response on the changeover button switched from one amber light (and
one schedule) to the other. Subjects were told only that the changeover button was
for changing from an amber light on the main box to the amber light on the auxil-
iary box (or vice versa); they were not told anything about the nature of the rein-
forcement schedules for either light. In summary, each session consisted of five
segments in which each of the five original VI schedules ran concurrently with a
VI 171-s schedule. Phase II continued for a total of 20 sessions.

In their presentation of the results, Bradshaw et al. referred to each schedule
associated with a light on the main box as Schedule A, and to the schedule asso-
ciated with the light on the auxiliary box as Schedule B. Figure 5.4 shows the re-
sponse rates on Schedule A (filled circles) and Schedule B (filled triangles) as a
function of the number of reinforcements per hour delivered by Schedule A. All
calculations were based on the data from the last three sessions of each condition.
As the rate of reinforcement increased on Schedule A, response rates increased on
Schedule A and decreased on Schedule B for all three subjects. The results con-
formed well to the predictions of the matching law. The solid curves were derived
from a variation of the matching equation that includes two free parameters (Herrn-
stein, 1970).

The open circles and triangles in Figure 5.4 show the results from the last con-
dition of the experiment, in which responses on Schedule B were punished ac-
cording to a variable-ratio (VR) 34 schedule: Each punishment consisted of sub-
tracting one point from the reinforcement counter (i.e., one penny from the
subject’s earnings). Under these conditions, responding on Schedule B dropped to
a very low rate, and response rates on Schedule A approached their asymptotic
levels more quickly as the reinforcement rate increased.

This detailed examination of the Bradshaw et al. (1979) experiment has pre-
sented one research group’s decisions about what instructions to give subjects,
what types of responses, reinforcers, and discriminative stimuli to use, and how
long each session and each condition should last. It also demonstrates their unique
strategy of presenting five different schedule combinations within a single session.
Finally, this study shows how, once stable responding has been obtained, a pro-
cedure with concurrent schedules can be used to test the effects of additional vari-
ables, such as a punishment contingency.

Different Responses and Different Reinforcers

Most of the human research with concurrent schedules has used simple re-
sponses such as key or button presses or lever pulls, probably because these re-
sponses are easy for the subject to make and for the experimenter to record (see
Pilgrim, Chapter 2, and Shull & Lawrence, Chapter 4). However, a few other re-
sponse types have been used successfully. As already discussed, Schroeder and
Holland (1969) used eye movements as operant responses. In some studies, stu-
dents with learning difficulties worked on simple arithmetic problems from two
different sets, and correct solutions were reinforced according to two different VI
schedules (Mace, Neef, Shade, & Mauro, 1994; Neef, Mace, Shea, & Shade, 1992).
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FiGURE 5.4. For the experiment of Bradshaw et al. (1979), response rates are shown for Schedule A
(filled circles) and Schedule B (filled triangles) as a function of the rate of reinforcement for Schedule
A. The open circles and triangles are from a condition in which Schedule B responses were punished.
The curves were derived from the matching law. The solid curves were fit to the filled data points, and
the dashed curves were fit to the open data points. The error bars show standard errors around the
means of the last three sessions of each condition.

In two experiments on social interactions, the operant response was defined as the
amount of time a subject spent talking to two other individuals during group dis-
cussions (Conger & Killeen, 1974; Pierce, Epling, & Greer, 1981). The reinforcers
in these studies were also unusual: Besides the one true subject, the other mem-
bers of the discussion group were confederates who delivered verbal reinforcers
to the subject according to independent VI schedules. For example, a confederate
might deliver a verbal reinforcer to the subject at the appropriate time by saying,
“That’s a good point.” Although these two studies were similar in general design,
they obtained very different results: Conger and Killeen found that the proportions
of time subjects spent talking to the different confederates approximately matched
the proportions of verbal reinforcers delivered by these confederates. In contrast,
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Pierce et al. found major departures from matching, and in some cases subjects ac-
tually spent less time talking to confederates who delivered more social rein-
forcers. The reasons for these different results are not known, but it should be clear
that in such complex social situations, many factors besides the sheer number of
reinforcers can influence a subject’s behavior.

The most common reinforcers in human research on concurrent schedules
have been points that are exchanged for money at the end of the experiment. In
other cases, subjects have been instructed to try to earn as many points as possi-
ble, but the points were not exchanged for money. A few other types of reinforcers
have also been used with good results. Buskist and Miller (1981) used a modified
vending machine to deliver food reinforcers to college students. With special edu-
cation students, both snack foods and social reinforcers (praise and encouragement
from the teacher) have been delivered on concurrent schedules (Mace, McCurdy,
& Quigley, 1990). Silberberg, Thomas, and Berendzen (1991) had subjects sit in a
cold room (4°C), and the reinforcers consisted of 10-s periods during which six
heat lamps were turned on.

Reinforcer type can also be manipulated as an independent variable to evalu-
ate subjects’ preferences. For example, Berlyne (1972) had subjects respond on
concurrent VI 20-s schedules, and the reinforcers were 5-s presentations of slides
of different black-and-white patterns. (Subjects were told that the purpose of the
experiment was to measure physiological responses to visual stimuli.) The slides
for one schedule were complex visual patterns, and for the other schedule they
were simpler patterns. Berlyne found higher response rates on the schedule that
delivered the slides of greater visual complexity.

Notice that, in different studies, the reinforcers have ranged from weak con-
ditioned reinforcers (e.g., detection of needle deflections) to delayed conditioned
reinforcers (e.g., money delivered at the end of the experiment) to immediate pri-
mary reinforcers {e.g., warmth, food). If the researcher’s selection of reinforcer type
has any major effect on the patterns of behavior subjects exhibit under concurrent
schedules, it is not apparent from these studies. This contrasts with the situation
in self-control choice, where there is evidence that different choice patterns may
emerge with different reinforcer types, as discussed later in this chapter.

The Role of Rule-Governed Behavior

Although we have examined several studies in which the results conformed
fairly well to the predictions of the matching law, this is not a universal finding.
Some experiments with concurrent VIs and human subjects have obtained gross
departures from matching, such as severe undermatching, or little sensitivity to
the relative rates of reinforcement (e.g., Navarick & Chellsen, 1983; Pierce et al.,
1981; Takahashi & Iwamoto, 1986). Lowe and his colleagues have conducted a
number of these studies, and Lowe has concluded that human behavior in these
situations is not governed by the same matching principle that has worked fairly
well with animals (Horne & Lowe, 1993; Lowe & Horne, 1985). Lowe’s analysis and
his conclusions should be given serious consideration, not just by those interest-
ed in the matching law, but by anyone planning an experiment on human choice.

Horne and Lowe (1993) conducted a series of experiments with concurrent VI
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schedules that were patterned after the research of Bradshaw and colleagues, such
as the Bradshaw et al. (1979) study described above. Many of their subjects ex-
hibited gross deviations from matching, such as severe undermatching or exclu-
sive preference for the richer schedule. After the experiment, subjects were asked
a series of questions about their views of the experiment, their behaviors, and their
hypotheses. In general, there was substantial correspondence between a subject’s
hypotheses about the optimal way to earn points and his or her actual choice be-
havior. For example, a subject who responded exclusively on the richer schedule
stated, “I decided that I could get more points by only pressing the key giving more
points” (p. 34). A subject whose choice responses were close to indifference in all
conditions reported, “I tried several strategies. . . . This did not seem to produce
more points than if I pressed them randomly. So, after experimenting with the
aforesaid ideas I continued to press randomly” (p. 34).

Horne and Lowe concluded that the choice behavior of human subjects (ex-
cept very young children) is to a large extent “rule governed” rather than “contin-
gency shaped.” If the subject’s verbal rule about how to respond in the experiment
happens to be consistent with a matching principle, then matching will be ob-
served; if not, then matching behavior will not be observed regardless of the pre-
vailing reinforcement contingencies. This conclusion is similar to Lowe’s analysis
of human performance on single reinforcement schedules: Because human be-
havior is to a large extent rule governed, human response patterns on standard re-
inforcement schedules are often quite different from those of animals (e.g., Ben-
tall, Lowe, & Beasty, 1985; Lowe, 1979; Lowe, Beasty & Bentall, 1983; also see
Shimoff & Catania, Chapter 12; Shull & Lawrence, Chapter 4).

Lowe and Horne (1985) also concluded that the approximate matching ob-
tained in many of the experiments of Bradshaw and his colleagues may have re-
flected their use of a specific configuration of discriminative stimuli. In these ex-
periments, one constant VI schedule was paired, in turn, with each of five different
VI schedules, and each schedule was associated with one of five amber lights (see
Figure 5.3). The positions of the lights were ordinally related to the sizes of the VI
schedules (i.e., light 1 was the stimulus for the shortest VI schedule, and light 5
was the stimulus for the longest VI schedule). Lowe and Horne conducted a series
of experiments similar to those of Bradshaw and colleagues, except that this ordi-
nal relationship between stimulus location and VI size was eliminated—the dis-
criminative stimuli for the five VI schedules were five different geometric shapes,
each presented in the same location. With ordinal position eliminated as an addi-
tional cue, the subjects showed virtually no sensitivity to the size of the VI sched-
ule, and response proportions were close to indifference with all five schedules.
Lowe and Horne concluded that the matching behavior obtained by Bradshaw and
colleagues was a fortuitous result of their particular arrangement of stimuli, but
that matching is by no means a general outcome with human subjects.

The research of Lowe and his colleagues has shown that rule-governed be-
havior can play an important role in human choice behavior. Their studies also
demonstrated, once again, that small procedural differences can sometimes pro-
duce large differences in performance. However, their more general conclusion—
that principles of behavior discovered with animal subjects have little or no ap-
plicability to human behavior—seems unfounded. Whereas some of their subjects
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showed little sensitivity to the relative rates of reinforcement, this chapter has list-
ed many other studies in which human subjects have shown such sensitivity (and
exhibited approximate matching of response proportions to reinforcement pro-
portions). The issue for future research is not whether human choice behavior is
sensitive to reinforcement rate, but under what conditions this sensitivity can be
overshadowed by other factors, such as an individual’s verbal rules about when
and how to respond.

Types of Instructions Given to Subjects

Considering the potentially major role of rule-governed behavior in choice situ-
ations, it follows that the types of instructions subjects are given might also affect
their performance. A few studies with single reinforcement schedules found that
the schedules exerted more control over behavior if subjects were given very min-
imal instructions, and if the operant response itself was taught by a shaping pro-
cedure rather than by verbal or written instructions (Matthews, Shimoff, Catania,
& Sagvolden, 1977; Shimoff, Catania, & Matthews, 1981). Based on these findings,
Logue and her colleagues (e.g., Forzano & Logue, 1992; Logue et al., 1992) have
used minimal instructions in their research on choice, simply informing subjects
that they could earn the reinforcers by touching some parts of the apparatus.

The strategy of giving minimal instructions is by no means a universal prac-
tice in choice experiments, however. As we have seen, Bradshaw and colleagues
routinely gave subjects detailed instructions about how and when to press the re-
sponse buttons. Similarly explicit instructions have been used in other research
with concurrent schedules (e.g., Baum, 1975; Frazier & Bitetto, 1969). Yet despite
the potential importance of this factor, there has been little systematic research on
the effects of different amounts and types of instructions. In a study by Hacken-
berg and Joker (1994}, subjects were sometimes given incorrect instructions, which
did not actually describe the best way to earn points. Subjects initially followed
the instructions, but over time their choice responses gradually shifted toward a
pattern that allowed them to earn more points. Takahashi and Iwamoto (1986) gave
all subjects instructions about how to press two levers to earn money, but only
some subjects were given additional instructions stating that the two levers oper-
ated independently, and that “you can choose between them freely” (p. 260). Taka-
hashi and Iwamoto found some evidence that these additional instructions (when
combined with other factors such as a distinctive stimulus for each schedule) pro-
duced greater sensitivity to the reinforcement contingencies. The results are not
clear-cut, however, and more research on the effects of instructions on choice be-
havior is certainly needed.

Varying Reinforcer Amount

Reinforcer amount is another variable that has been manipulated in studies
with concurrent VI schedules. Baum and Rachlin (1969) proposed a variation of
the matching law in which reinforcer amount replaces reinforcement rate. For ex-
ample, suppose a subject is presented with two identical VI schedules, except that
each reinforcer on one schedule is worth three times as much money as each re-
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inforcer on the other schedule. According to Baum and Rachlin’s analysis, the sub-
ject should make three times as many responses on the first schedule, thus match-
ing response rates to reinforcer amounts. However, in two studies in which the
number of cents per reinforcer was varied, Schmitt (1974) and Wurster and Grif-
fiths (1979) found little sensitivity to the amount of reinforcement. In a similar
study, Fukui and Kimura (1988) found large individual differences in sensitivity
to reinforcer amount.

One factor that may have an important effect on the sensitivity of human sub-
jects to reinforcer amount is the manner in which the reinforcers are delivered.
Sensitivity may be greater if subjects are required to perform some “consummato-
ry response” to obtain the reinforcer than if the reinforcer is delivered automati-
cally once the schedule requirements have been met (King & Logue, 1990;
Matthews et al., 1977). In previous studies with single reinforcement schedules,
the schedule contingencies appeared to exert greater control over subjects’ re-
sponding when the subjects were required to perform such a consummatory re-
sponse (Hawkins & Pliskoff, 1964; Matthews et al., 1977). King and Logue com-
pared two different methods of delivering reinforcers (points on a counter, worth
0.10 cent each). In one experiment, points were delivered automatically during
each reinforcement period. In a second experiment, subjects had to turn a knob
during the reinforcement period to obtain their points; each 90-degree turn of the
knob earned one point. King and Logue found that choice responses were much
more sensitive to variations in the amount of reinforcement when subjects had to
make a response during the reinforcement period. These findings suggest that it
may be a good practice to require subjects to perform some sort of response to col-
lect reinforcers during each reinforcement period, as has been done in a number
of experiments (e.g., Bangert, Green, Snyderman, & Turow, 1985; Logue, Pena-Cor-
real, Rodriguez, & Kabela, 1986; Logue, King, Chavarro, & Volpe, 1990).

Other Concurrent Reinforcement Schedules

Compared with the many studies that have used concurrent VI schedules,
there has been relatively little research on other combinations of concurrent sched-
ules. Some of this research has addressed the same theoretical issues that have mo-
tivated much of the work with concurrent VIs. For example, Silberberg et al. (1991)
had adult males respond on concurrent VI and VR schedules, with the warmth
from heat lamps as a reinforcer. The experiment was designed to test the different
predictions made by the matching and maximizing theories. According to maxi-
mization theory, subjects should respond mainly on the VR schedule and only oc-
casionally on the VI schedule, because this manner of responding would maximize
the overall rate of reinforcement. In contrast, matching theory predicts that sub-
jects will make enough responses on the VI schedule so that the response propor-
tion equals the reinforcement proportion (see Equation 1). Silberberg et al. report-
ed that in many conditions, response proportions deviated from matching in the
direction of reinforcement maximization. However, the choice proportions of in-
dividual subjects varied as a function of whether or not a subject had received pri-
or discrimination training with the VI and VR schedules presented separately. Af-
ter receiving this training, subjects showed (1) faster responding on the VR
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schedules than on the VI schedules and (2) closer approximations to reinforcement
maximization. Besides its theoretical implications, this study demonstrates that
pretraining or previous experience with single reinforcement schedules can have
important effects on choice behavior under concurrent schedules (cf. Takahashi &
Iwamoto, 1986).

Other research has examined the response patterns produced by different con-
current schedules. For example, Frazier and Bitetto (1969) used a vigilance task in
which there were three response buttons and three dials to monitor for needle de-
flections. Each button press briefly illuminated the corresponding dial, thus al-
lowing the subject to detect any needle deflection. Needle deflections on the three
dials were programmed according to three different reinforcement schedules. For
half of the subjects, needle deflections on the three dials were arranged according
to fixed-ratio (FR), fixed-interval (FI), and differential-reinforcement-of-low-rates
(DRL) schedules, respectively. Figure 5.5 presents cumulative records from two
subjects, which show different response patterns for the three schedules. Frazier
and Bitetto reported that for this group of subjects, the response patterns resem-
bled, at least in some ways, the response patterns of nonhuman subjects on these
schedules. However, for a second group of subjects, a VI schedule was used instead
of the FR schedule, and these subjects tended to show the same response patterns
on all three schedules. Perhaps the use of three time-based schedules (VI, FI, and

FiGURE 5.5. Cumulative records from two subjects in the experiment of Frazier and Bitetto (1969),
showing their response patterns on three concurrent reinforcement schedules.
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DRL) made their different contingencies more difficult to discriminate; two sub-
jects who received extensive training and instructions about the nature of the
schedules did eventually exhibit different response patterns on the three sched-
ules. In any case, these results illustrate, once again, how slight changes in proce-
dure can lead to dramatically different results in this type of research.

A few studies have examined other combinations of FI, FR, VI, VR, and DRL
schedules, with normal adults (e.g., Poppen, 1972; Rosenberger, 1973; Sanders,
1969; Spiga, Cherek, Grabowski, & Bennett, 1992) and with retarded or abnormal
subjects (Oscar-Berman, Heyman, Bonner, & Ryder, 1980; Schroeder, 1975). The
results of these studies were quite variable, but one recurrent theme is that factors
such as instructions, amount of training, and context can have major effects on per-
formance. For example, Poppen (1972) found more evidence of “scalloping” on an
FI 1-min schedule (i.e., an acceleration in responding as the minute elapsed) if the
alternative was an FR schedule than if it was a DRL schedule.

In summary, many procedural details, some of them seemingly minor, can
have large effects on human performance on concurrent reinforcement schedules.
The effects of some of these factors are still not well understood. Nevertheless, the
researcher is well advised to consider carefully all procedural details before be-
ginning an experiment on human choice.

SELF-CONTROL CHOICE PROCEDURES

As explained in the introduction, the term self-control choice usually refers
to a choice between a small, fairly immediate reinforcer and a larger, more delayed
reinforcer. Some studies on self-control have used procedures similar to those al-
ready described, in which concurrent VI schedules are used to measure preference.
Other studies have used discrete-trial procedures, in which a subject makes only
one response per trial, thereby choosing either the smaller or the larger reinforcer.
Examples of both procedures are described in this section.

A Discrete-Trial Study: Darcheville, Riviere, and Wearden (1992)

The subjects in this study were 16 children between 5 and 7 years old, re-
cruited from an elementary school. The experiment was conducted in an empty
classroom at the school. In each session (which lasted about half an hour), a child
sat at a table that held a color TV monitor, a set of headphones, a button at the end
of along cable, and a panel with three response buttons and two circular disks that
could be illuminated with different colors. The children were given fairly mini-
mal instructions: They were told that the apparatus was a “robot” that could show
cartoons to them. They were instructed to put on the headphones, and to try to
press the buttons until they succeeded in getting to see the cartoon.

In one phase of the experiment, the children received several different condi-
tions of a discrete-trial procedure in which each trial consisted of making a single
response (on either the left or the right button), a delay, and then reinforcement
(presentation of a cartoon). Figure 5.6 diagrams the procedure for one condition in
which the children had to choose either (1) a short delay and a small reinforcer or
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FiGURE 5.6. The sequence of events that followed presses on the left and right buttons in one condi-
tion used by Darcheville et al. (1992).

(2) a longer delay and a larger reinforcer. At the start of each choice trial, the left
disk on the response panel was red, and the right disk was green. If the child
pressed the left button, these colored lights were turned off for a delay of 0.5 s, and
then a cartoon was presented for 20 s (the small reinforcer). If the child pressed
the right button, the colored lights were turned off for a delay of 40 s, and then a
cartoon was presented for 40 s (the large reinforcer). Throughout the experiment,
a consummatory response was required to obtain the reinforcer: To see the cartoon,
the child had to press the center button and continuously depress the button on
the cable. At the end of each reinforcement period, there was an intertrial interval
(ITD), during which the two disks on the response panel were yellow, and all re-
sponses were ineffective.

Note that the durations of the ITIs differed for the two alternatives: On all tri-
als, ITI duration was adjusted so that the total time from the start of one trial to the
start of the next was 90 s. This was done so that the subject’s choices did not af-
fect the overall rate of reinforcement, or the rate at which trials were presented.
Holding total trial duration constant is a common strategy in studies on self-con-
trol. If ITI duration is equal for the two alternatives, total trial duration will be
shorter for the alternative with the smaller, more immediate reinforcer, and a sub-
ject may choose this alternative because reinforcers are delivered at a higher rate.

Another common design feature used by Darcheville et al. was the inclusion
of forced trials, in which only one disk (red or green) was illuminated, and only
one alternative was available. The purpose of forced trials is to ensure that a sub-
ject has at least some exposure to both alternatives. Without forced trials, it would
be possible for a subject to choose one alternative exclusively, and thus never ex-
perience the consequences of choosing the other alternative. Each session in the
Darcheville et al. experiment began with 4 forced trials (2 for each alternative), fol-
lowed by 20 choice trials. Each condition of the self-control phase of the experi-
ment lasted from two to six sessions, and a condition was ended when certain sta-
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bility criteria were met. Besides the condition illustrated in Figure 5.6, this part of
the experiment included five other conditions with different delays and reinforcer
durations.

Darcheville et al. (1992) found large individual differences in the children’s
choice responses. Based on their responses, seven of the children were classified
as “impulsive” (tending to choose the small, less delayed reinforcer), and the oth-
er nine were classified as “self-controlled” (tending to choose the large, more de-
layed reinforcer). Remarkably, Darcheville et al. found a high degree of corre-
spondence between these classifications and the children’s performances in the
other phase of the experiment, in which the cartoons were presented on single FI
schedules. In different conditions, the schedules ranged from FI 20-s to FI 40-s,
and only one response button was operative. For each subject, Figure 5.7 shows
the mean postreinforcement pause durations and running response rates (response
rates in the time after the postreinforcement pause). Postreinforcement pauses
were much longer and running rates much slower for all nine “self-controlled”
subjects than for the seven “impulsive” subjects. Whereas large individual differ-
ences are common in research on human choice, the consistency of these indi-
vidual differences across two fairly different tasks is quite unusual. Darcheville et
al. suggest that impulsive and nonimpulsive children may behave differently on
many tasks in which the passage of time is an important factor, and performance
on one task might be used to predict performance on others.

Darcheville, Riviere, and Wearden (1993) demonstrated that their procedure,
with cartoon presentations as the reinforcer, could be used to measure self-control
choices in infants as young as 3 months of age. Discrete-trial procedures have been
used in quite a few other studies on self-control with both children (e.g., Eisen-
berger & Adornetto, 1986; Schweitzer & Sulzer-Azaroff, 1988) and adults (e.g., Flo-
ra, Schieferecke, & Bremenkamp, 1992; Forzano & Logue, 1995; Navarick, 1985).

The study of Darcheville et al. (1992) illustrates many of the typical features
of a discrete-trial experiment: a mixture of forced trials and choice trials, the re-
quirement of just one response on each trial, the presence of an ITI, and the use of
several sessions per condition. Although this section has focused on self-control,
discrete-trial choice procedures have many other applications. They have been
used in research on the effects of pharmacological agents (Chait & Zacny, 1992;
Stern, Chait, & Johanson, 1989), on infants’ choices of reinforcement schedules
(Bailey, Deni, & Finn-O’Connor, 1988), on adults’ choices between fixed and vari-
able reinforcer amounts (Kohn, Kohn, & Staddon, 1992), and in many other situa-
tions.

Concurrent-Chain Schedules

In a chain schedule, two or more reinforcement schedules (called the links of
the chain) must be completed in succession, and a reinforcer is delivered only af-
ter the last link of the chain is completed. Each schedule is associated with its own
discriminative stimulus, so the subject can discriminate when one link has been
completed and the next link has begun. If two chain schedules are presented si-
multaneously, the result is a concurrent-chain schedule (Autor, 1960).

The most common type of concurrent-chain schedule used in choice research
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includes two links for each chain schedule, which are called the initial links and
the terminal links. The initial links often consist of two equal VI schedules, so this
phase of the procedure is the same as a typical concurrent VI schedule (as de-
scribed in the first part of this chapter). The terminal links can be any type of re-
inforcement schedule, but in self-control experiments the two terminal links are
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usually just delays (sometimes called fixed-time schedules) of different durations,
terminating with reinforcers of different amounts.

A typical experiment on self-control involving a concurrent-chain procedure
was conducted by Sonuga-Barke, Lea, and Webley (1989a). Their subjects were 16
girls of four different ages (4, 6, 9, and 12 years). Each subject worked on an appa-
ratus that included a computer monitor, two response panels (one red and one
blue), and a token dispenser. The tokens a child earned could be exchanged for
sweets or toys. During each initial link, red and blue arrows on the monitor point-
ed to the red and blue response panels, and two independent VI 10-s schedules
were in effect. Whenever one of the VI schedules was completed, the arrows dis-
appeared and the terminal link for that schedule began. The red terminal link was
signaled by a red square on the monitor, and the blue terminal link by a blue square.
The terminal link for one alternative (with color counterbalanced across subjects)
was a 10-s delay followed by a the delivery of one token. The terminal link for the
other color was a longer delay followed by the delivery of two tokens. In different
sessions, the long delay was either 20, 30, 40, or 50 s. After the delivery of the to-
ken(s), the arrows reappeared and the next initial links began. Each session lasted
for 15 min.

As is commonly done in concurrent-chain schedules, Sonuga-Barke et al. used
the relative response rates in the initial links as a measure of preference. Figure 5.8
presents these results for the four age groups and the four large-reinforcer delays,
where R, and Ry are the initial-link response rates for the large and small rein-
forcers, respectively. It is seen that the 4-year-olds tended to choose the smaller,
more immediate reinforcer, whereas the 6- and 9-year-olds showed a preference
for the larger, more delayed reinforcer. The 12-year-olds showed a more complex
pattern. They showed a preference for the large reinforcer when its delay was only
20 or 30 s, but they avoided this alternative when its delay was 40 or 50 s. The au-
thors offered the following interpretation of their results: The 4-year-olds’ choices
were mainly controlled by the delay to reinforcement, and those of the 6- and 9-
year-olds were mainly controlled by the amount of reinforcement. The 12-year-
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olds’ choices were more sensitive to the overall rate of reinforcement (number of
tokens earned per session), so they avoided the large reinforcer only when its de-
lay was so long that it was more profitable to choose the smaller, more immediate
reinforcer.

Whether or not this interpretation is correct, this experiment illustrates a
complication that may be found in many studies with concurrent-chain schedules:
If the terminal links are unequal in duration, and if the initial links resume im-
mediately after each terminal link, the rates of reinforcement for the two sched-
ules will not be identical. This design therefore confounds delay to reinforcement
and rate of reinforcement. For example, when the delay for 2 tokens was 50 s, ex-
clusive choice for this alternative would yield about two tokens every 60 s (be-
cause the average initial link was 10 s, the terminal link was 50 s, and the rein-
forcer was two tokens). In comparison, exclusive choice of the smaller reinforcer
would yield about 3 tokens every 60 s (because the average initial link was 10 s,
every terminal link was 10 s, and the reinforcer was one token). Therefore, in this
case, the optimal behavior is to show exclusive preference for the smaller, more
immediate reinforcer, because this behavior will maximize the total number of to-
kens received.

Of course, the potential conflict between delay and rate of reinforcement can
be eliminated in a concurrent-chain schedule just as it can be in discrete-trial pro-
cedures—by including postreinforcer delay periods (or ITIs) that are adjusted to
keep the total durations of both terminal links the same. This simple step has been
taken in some concurrent-chain research with animal subjects (Snyderman, 1983),
but not in studies with human subjects.

Reinforcer Types: Primary and Conditioned, Positive and Negative

Many studies on self-control with human subjects have used conditioned re-
inforcers—points exchangeable for money, or money itself (e.g., Burns & Powers,
1975; King & Logue, 1987; Logue et al., 1986, 1990; Sonuga-Barke, Lea, & Webley,
1989b). However, other studies on self-control have used primary reinforcers, such
as food or drink, instead of conditioned reinforcers (e.g., Forzano & Logue, 1992,
1995; Ragotzy, Blakely, & Poling, 1988). There is some evidence that adults may
exhibit more impulsive behavior (choosing the smaller, more immediate rein-
forcer) if primary reinforcers are used. For example, Logue and King (1991) used
different quantities of fruit juice as the large and small reinforcers with college stu-
dents who had not consumed food or liquid for several hours before each experi-
mental session. A session included 4 forced trials followed by 15 choice trials,
which occurred at a constant pace of one every 3 min. On every choice trial, a sub-
ject chose between a small amount of juice after 1 s or a larger amount after 60 s.
Logue and King obtained large individual differences: One subject chose only the
large reinforcer, one subject chose only the small reinforcer, and the other subjects
made some choices of each. Eight of their nineteen subjects chose the small rein-
forcer more than half of the time.

Some studies on self-control have successfully used a negative primary rein-
forcer—escape from loud noise (Navarick, 1982; Solnick, Kannenberg, Eckerman,
& Waller, 1980). In the experiments of Solnick et al., college students were told to
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work on math problems as quickly and accurately as possible in the presence of a
90-dB white noise. During the 1-hour sessions, they were presented with a series
of choice trials in which they could temporarily stop the noise. In one condition,
pressing one button produced quiet for 90 s, then noise for 90 s. Pressing the oth-
er button produced noise for 60 s, then quiet for 120 s. (Note that the total trial du-
ration was equal for the two alternatives.) Solnick et al. found that, under some
conditions, subjects showed almost exclusive preference for the shorter but more
immediate period of quiet.

The distinction between primary and conditioned reinforcers is not always
easy to make. However, several other studies on self-control have used what ap-
pear to be primary reinforcers, in the sense that the reinforcers delivered on each
trial were not exchanged for something else at the end of the session. With college
students, Millar and Navarick (1984) used the opportunity to play a video game as
a reinforcer, and Navarick (1986) used slides of sports and entertainment person-
alities. With young children, Logue and Chavarro (1992) used peel-off pictures
(stickers) as reinforcers, and Schweitzer and Sulzer-Azaroff (1988) used stickers
and a variety of snack items (e.g., raisins, crackers).

Some writers have suggested that primary and conditioned reinforcers have
different effects in self-control situations. For example, Flora and Pavlik (1992)
concluded that when primary (and immediately “consumable”) reinforcers are
used in self-control studies, both adults and children usually make at least some
“impulsive” choices, although these choices do not maximize the amount of rein-
forcement in the long run. In some cases, subjects may show a clear preference for
the smaller, more immediate reinforcers. In contrast, when conditioned reinforcers
are used, adults and older children tend to approximate a maximizing strategy—
they show a preference for the larger, more delayed reinforcer (unless the smaller,
more immediate alternative produces a more rapid rate of trials that is actually ad-
vantageous in the long run, as discussed in the previous section). This finding is
not surprising: Why should a subject choose the alternative that delivers fewer
points a few seconds earlier, when these points cannot be exchanged for money
(and the money cannot be spent) until after the session is over? Consistent with
this line of reasoning, Hyten, Madden, and Field (1994) found that subjects were
more likely to choose an alternative that delivered a smaller number of points ex-
changeable for money immediately after the session, rather than an alternative that
delivered more points that could not be exchanged for several weeks.

In summary, the available data suggest that delaying a conditioned reinforcer
such as points or money has little effect on the choice responses of adults or old-
er children as long as the overall rate of reinforcement is controlled. If the purpose
of an experiment is to obtain clear effects of delayed reinforcement, the researcher
should probably choose a primary reinforcer that the subject must consume or use
as soon as it is delivered.

OTHER CHOICE PROCEDURES

This section will briefly describe several other procedures that have been used
to study choice with human subjects. Although these procedures have been used
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less frequently than those already described, they are nevertheless well worth ex-
amining, for they illustrate the diversity of techniques available to those who study
choice behavior.

An Adjusting Procedure

Rodriguez and Logue (1988, Experiment 2) used an adjusting procedure (also
called a titration procedure) to study the self-control choices of four female under-
graduates, who earned points exchangeable for money. Their experiment was pat-
terned after a procedure for pigeons developed by Mazur (1987). In the Rodriguez
and Logue experiment, there were 12 blocks of four trials each, and each trial was
followed by a 10-s ITIL. The first two trials of each block were forced trials, in which
only one alternative was available, and a rod-push in the appropriate direction start-
ed the trial. The other two trials of each block were choice trials, in which subjects
could push a metal rod either to the left or to the right, to choose either a small re-
inforcer after a short delay or a larger reinforcer after a longer delay.

For example, in one condition, a left push produced a 10-s delay followed by
a 4-s reinforcement period, and a right push produced an adjusting delay followed
by an 8-s reinforcement period. During each reinforcement period, each press on
a button earned one point (worth 1/15 cent). The procedure also included a penal-
ty during the delays—one point was lost for every 0.4 s of delay. After each block
of four trials, the duration of the adjusting delay might be changed, as follows: If
the large reinforcer was chosen on both choice trials, the adjusting delay was in-
creased by 2 s. If the small reinforcer was chosen on both choice trials, the adjust-
ing delay was decreased by 2 s. If each reinforcer was chosen once, the adjusting
delay was not changed. The purpose of these adjustments was to estimate an in-
difference point, or a delay at which both alternatives were chosen about equally
often. With both pigeon and human subjects, after a number of sessions, the vari-
ations in the adjusting delay usually settle into a relatively narrow range, and the
middle of this range can be treated as an estimate of the indifference point. Rod-
riguez and Logue used a predetermined set of criteria to decide when this stabili-
ty in the adjusting delay was reached in each condition.

In five different conditions, the delay for the 4-s reinforcer was set at 2, 4, 6,
8, and 10 s, and an indifference point (delay for the 8-s reinforcer) was estimated.
Figure 5.9 shows the results for each subject, with regression lines fitted to the data
points. Each regression line estimates combinations of reinforcer magnitude and
delay that should be chosen equally often. For example, the line for Subject S6 pre-
dicts that this subject would choose the two alternatives equally often if the small
reinforcer was delayed by 6 s and the large reinforcer was delayed by 14.6 s. Al-
though one subject’s data points were quite variable, the results from the other sub-
jects were fairly well approximated by the linear functions. This pattern of results
is quite similar to that obtained with pigeon subjects (Mazur, 1987; Rodriguez &
Logue, 1988, Experiment 1).

Interpretation of this similarity between the human and pigeon results is com-
plicated by several differences in procedure, including the use of conditioned re-
inforcers (points) rather than primary reinforcers (food), and the loss of points that
the human subjects incurred during the delays. Nevertheless, the Rodriguez and
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Logue experiment demonstrates the feasibility of using an adjusting procedure to
obtain indifference points with human subjects. Such indifference points can be
valuable in comparing the quantitative predictions of different theoretical models
of choice (see Mazur, 1984, 1986, 1987, for some examples of how indifference
points can be used for this purpose).

Dynamic Contingencies

In research designed to distinguish between different theories of choice,
Herrnstein and his associates used discrete-trial procedures in which some rein-
forcement parameter (delay, amount, or rate) varied continuously as a function of
the subject’s last few responses. This research exemplifies the complex contin-
gencies that have been arranged in some recent experiments on choice. For exam-
ple, in one experiment, college students sat in front of a computer screen and
earned money by pressing either of two keys (Herrnstein, Loewenstein, Prelec, &
Vaughan, 1993, Experiment 3). A subject had 15 min to complete as many trials as
possible. After each key press, the screen would show a coin dropping into a can.
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As soon as one coin finished dropping, the subject could make another response.
What varied continuously during this experiment was the delay for each alterna-
tive—the amount of time needed for each coin to drop. In one condition, the de-
lay for the right key was always 2 s less than the delay for the left key, so in the
short run it was advantageous to choose the right key. However, the actual size of
the delays depended on the subject’s last 10 responses: If all 10 responses were
made on the right key, the delays for the left and right keys were 8 and 6 s, re-
spectively. But for every left response in the last 10, the delays for both alterna-
tives were decreased by 0.4 s (so if all 10 responses were on the left key, the delays
for the left and right keys were reduced to 4 and 2 s, respectively).

Under these specific conditions, the way to optimize one’s earnings was to
choose the left key exclusively. However, the subjects’ actual choice responses
were far from optimal. About two-thirds of the subjects made over 90% of their re-
sponses on the right key, thereby virtually minimizing their winnings. Only 2 of
24 subjects even came close to the optimal strategy of choosing the left key exclu-
sively. The authors concluded that, under these conditions, choices were not con-
trolled by the overall rate of reinforcement, but by a principle called melioration,
which is closely related to the matching law (Herrnstein, 1991; Herrnstein &
Prelec, 1991; Herrnstein & Vaughan, 1980). However, in other variations of this
procedure (for instance, when amount of reinforcement was varied rather than de-
lay), Herrnstein et al. found behavior that was more nearly optimal. They suggest-
ed that an important goal for future research is to determine when human choices
will approximate an optimal solution and when they will not.

Other fairly complex schedules have been used to address theoretical issues
about choice. For instance, Hackenberg and Axtell (1993) gave adults repeated
choices between fixed-interval and progressive-interval (PI) schedules to deter-
mine whether their choices would be controlled by short- or long-term conse-
quences. In one condition, subjects chose between an FI 30-s schedule and a PI
schedule that increased by 5 s after each reinforcer. That is, the interval was 0 s for
the first reinforcer, 5 s for the second reinforcer, 10 s for the third, and so on. In
“no-reset” conditions, the PI continued to increase throughout a session. To maxi-
mize the overall rate of reinforcement, a subject should choose the PI schedule un-
til the interval reaches 30 s, and then choose the FI 30-s schedule for the remain-
der of the session (because the PI would now be greater than 30 s if chosen).
However, in “reset” conditions, each time the FI schedule was chosen, the PI
schedule was reset to 0 s. It can be shown that in this situation, a subject maxi-
mizes the overall rate of reinforcement by choosing the FI 30-s schedule whenev-
er the PI reaches 15 s (thereby resetting the PI to 0 s). Thus, in order to maximize
rate of reinforcement in the long run, the subject should choose the schedule that
is longer in the short run (FI 30-s instead of a progressive interval of 15 s). With
points exchangeable for money as the reinforcers, Hackenberg and Axtell found
behavior that was generally consistent with long-term maximization.

The widespread use of computers to control operant experiments has made it
possible to implement elaborate contingencies that would have been virtually im-
possible to arrange in the past. Such complex contingencies can still be difficult
to program, and they are often difficult to explain to nonspecialists, but in some
cases they may offer the best way to distinguish between competing theories of
choice.
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Time Allocation in Naturalistic Settings

Bernstein and his colleagues have conducted a series of studies in which in-
dividual adults spend several weeks in an isolated room, and their behaviors are
continuously monitored (Bernstein & Ebbesen, 1978; Bernstein & Michael, 1990).
Contingencies are arranged in which a subject must spend a certain amount of time
in one activity (e.g., sewing) to earn time for another activity (e.g., artwork). This
can be considered a choice situation in which subjects must decide how to allo-
cate their time among the limited number of activities that are available. Bernstein
describes this research in Chapter 16.

CONCLUSIONS

Operant conditioning procedures have been used to study human choice in a
number of different ways. Some research has examined behavior under concurrent
reinforcement schedules, some has examined choice in discrete trials, and some
has featured concurrent-chain procedures. This research has produced a substan-
tial body of information about human choice, only a small part of which has been
described here. There remain, however, many unanswered questions and many
unexplored directions. Some important unresolved issues include the competition
between schedule-controlled and rule-governed behavior, the effects of condi-
tioning history, the different effects of primary and conditioned reinforcers, and
developmental changes in choice behavior (to name just a few).

Ideally, research conducted in the operant laboratory should not only help to
decide theoretical issues, it should also be relevant to behavior outside the labo-
ratory. It remains to be seen whether operant research on human choice will have
a substantial impact on how psychologists view behavior in everyday life. The val-
ue of this research will depend heavily on whether researchers are ingenious
enough to design procedures that capture the important variables of everyday
choice situations. Perhaps the single most important message of this chapter is that
even small design features can have large effects on subjects’ choices, and these
details deserve the researcher’s close attention. Decisions about these matters can
often make the difference between an experiment that illuminates and one that
confuses.
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Negative Reinforcement
and Punishment

John Crosbie

Although the use of negative reinforcement and punishment is sometimes contro-
versial and unpopular, an experimental analysis of those procedures is crucial if
we are to achieve our goal of predicting, controlling, and interpreting the behav-
ior of organisms. Studying only positive consequences of behavior will reveal only
half of the picture. Furthermore, negative reinforcement and punishment are par-
ticularly powerful, and constantly are present in the physical environment. In-
deed, it has been argued that positive reinforcement is really only negative rein-
forcement in disguise, because all behavior is based on escape and avoidance
(Hull, 1943). It is unfortunate that the study of negative reinforcement and pun-
ishment is in decline (Baron, 1991), because its analysis is needed to increase the
data base of our discipline, and the procedures can be used therapeutically to im-
prove the lives of many people (e.g., by reducing self-injurious behavior). One goal
of the present chapter is to encourage more research on this topic with human sub-
jects.

Given their theoretical history, and recent developments, it is appropriate that
negative reinforcement and punishment should be considered together. Early pun-
ishment theories (e.g., Dinsmoor, 1954; Skinner, 1953; Thorndike, 1932) proposed
that punishment reduces behavior only because organisms perform other behav-
iors that avoid the punisher. In other words, punishment is a secondary process
based on avoidance. Later (Azrin & Holz, 1966) it was argued that punishment is
a primary process that reduces behavior independently of avoidance. Currently,
this is the most widely accepted theoretical position on punishment. There is,
however, recent evidence that avoidance and punishment may be fundamentally
related. In one study (Dunham, Mariner, & Adams, 1969), pigeons received food
when they pecked a lighted key, then electric shock after each peck. Shock de-
creased the rate of pecking the key, and increased the rate of pecking the wall
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around the key. Off-key pecks were never followed by food or shock, and proba-
bly increased because they avoided the punisher. Another study (Arbuckle & Lat-
tal, 1987) found that pigeons paused for long periods when pausing reduced shock
frequency. In other words, pausing increased because it avoided the punisher. Pun-
ishment may indeed be a primary process, but its theoretical relation with avoid-
ance needs to be clarified.

The relation between punishment and avoidance also is important for practi-
cal reasons. There is widespread popular and scientific resistance to the use of
punishment because of a belief that it has undesirable side effects such as avoid-
ance of the punishing agent and situation (Azrin & Holz, 1966; Newsom, Favell, &
Rincover, 1983; Skinner, 1953). Although there is little evidence to support this
notion, recent results described above suggest that avoidance side effects merit se-
rious experimental consideration.

This chapter is concerned with methodological, conceptual, and ethical issues
involved in conducting human studies of negative reinforcement and punishment.
Within each topic, there is, wherever possible, a discussion of features common to
both negative reinforcement and punishment. When that is not possible, unique fea-
tures of each procedure are discussed within a parallel structure. The main goal of
this chapter is to describe what has been done previously, evaluate the advantages
and disadvantages of different procedures, and suggest how research in this area can
be performed with greatest methodological rigor. A secondary goal is to stimulate re-
search interest in this fascinating and important yet largely neglected topic.

DEFINITIONS

Negative Reinforcement

For present purposes, negative reinforcement is defined as the operation by
which response rate increases or is maintained when the response reduces, ter-
minates (escapes), or prevents or postpones (avoids) an aversive stimulus. Aver-
sive stimuli are those that affect behavior in this way. If an organism responds to
escape from or avoid a stimulus, then, in that situation, the stimulus is a negative
reinforcer (i.e., aversive); a stimulus that does not increase responding in such a
way is not.

Punishment

For present purposes, punishment is defined as the operation whereby re-
sponse rate is reduced following some response-dependent stimulus change
(Azrin & Holz, 1966). A punisher is a response-dependent stimulus change that re-
duces responding.

Aversive Control

The word aversive comes from the Latin “to turn away” (Mish et al., 1983).
Originally (e.g., Thorndike, 1911), the technical meaning was similar to that (i.e.,
the ability to promote escape and avoidance; negative reinforcement). Because
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punishment was defined for a long time (from Thorndike, 1932, to Azrin & Holz,
1966) in terms of negative reinforcement, by association, punishment also came to
be called an aversive procedure. Although, according to the definition presented
above, punishment need not be based on negative reinforcement, because there is
such a long tradition of calling punishment aversive, that is now done widely in
the technical literature. Hence, in this chapter, the terms aversive stimuli, aversive
consequences, and aversive control refer to both negative reinforcement and pun-
ishment. Furthermore, those terms refer only to negative reinforcement and pun-
ishment, and not to related procedures such as conditioned suppression (i.e., re-
duction in operant responding by noncontingently presenting a conditioned
aversive stimulus; Estes & Skinner, 1941).

A NORMATIVE SAMPLE

Between 1958 and 1993, 56 human studies of negative reinforcement and pun-
ishment were published in the Journal of the Experimental Analysis of Behavior
and The Psychological Record, the major outlets for such studies. Negative rein-
forcement was used in 26 of those studies, and punishment was used in 37. In this
chapter, whenever I discuss how frequently a procedure has been used in human
studies of negative reinforcement and punishment, those data are derived from this
sample. Although human operant studies of aversive control have been published
elsewhere, the present sample is convenient and representative, and all cited stud-
ies are easy to find.

ETHICAL CONCERNS

Whenever aversive stimuli are used, there is the potential for subjects to be
harmed, either from physical consequences of stimuli such as electric shock and
loud noise (hereafter described as physical aversive stimuli), or from emotional
consequences of events such as monetary loss or time out from positive reinforce-
ment (hereafter described as nonphysical aversive stimuli; see Aversive Stimuli
section for further discussion of physical and nonphysical aversive stimuli). It is
the responsibility of anybody who uses aversive stimuli to minimize that harm.
Given the seriousness of that responsibility, this topic is the first discussed in this
chapter. Another important concern is how to obtain Institutional Review Board
approval for research on aversive procedures with human subjects. Suggestions on
how that might be accomplished are offered in the following section.

Protecting Subjects

Electric Shock

Although electric shock is a useful stimulus for human operant studies of aver-
sive control, its use carries a responsibility to ensure that subjects do not experi-
ence unnecessarily high levels of shock. A diverse assortment of shock devices, in-
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tensities, and durations have been used, and frequently, technical specifications
are incomplete. It seems, however, that shock rarely, if ever, exceeded 5 mA, which
is probably a reasonable upper limit to use in studies of aversive conditioning with
humans. Many animal studies have used lower shock intensities effectively as
negative reinforcers and punishers (Baron, 1991), and a 5-mA shock is quite strong.
During pilot work it is prudent to present the proposed shock to several people to
estimate its aversiveness. For example, while testing my shock device I became ac-
customed to strong shock, and only when my graduate students complained about
the pain did I realize that the proposed intensity would have been too high for ex-
perimentally naive subjects. Furthermore, there is much individual variability in
subjects’ ability to take electric shock, and there is no way to predict tolerance
based on subjects’ physical characteristics.

In addition to using a moderate shock intensity, there are three further pre-
cautions that always should be employed whenever electric shock is used. First,
shock should never be permitted to cross the subject’s heart because that could be
fatal (Butterfield, 1975). There are two main ways to achieve that: place electrodes
on limbs rather than the thorax, and use a concentric-ring electrode so that current
flows only a short distance between the rings (e.g., as is used on the SIBIS device
reported by Linscheid, Iwata, Ricketts, Williams, & Griffin, 1990). Second, a fuse
should be placed on the output lead so that current cannot exceed some specified
safe limit. It is prudent to use a fuse that accommodates a higher intensity than the
upper limit to be employed because subjects’ electrical resistance, and conse-
quently current flow, varies considerably. For example, my shock device was
equipped initially with a 5-mA fuse, and 3 mA was the highest intensity I planned
to use. During testing, however, the fuse blew reliably with some subjects because
their electrical resistance was less than we had estimated. A 10-mA fuse was sub-
stituted, and it has never blown. Third, before and after every session, researchers
should carefully inspect the body site where shock is presented to ensure that there
is no damage such as reddening of the skin or burning. If there is damage, elec-
trode jelly could be used, physical specifications of shock modified (e.g., reduce
intensity or duration), or the subject excused from further participation in the
study.

Loud Noise

Precautions also need to be taken whenever loud noise (see Aversive Stimuli
section for further discussion of this term) is used. Indeed, loud noise has more
potential problems than does electric shock. Physical problems produced by shock
(e.g., skin irritation) are obvious immediately, but hearing problems produced by
loud noise could take years to develop. In addition to concern for subjects’ wel-
fare, legal problems related to such damage could pose major problems for re-
searchers and their institutions. Most studies have employed noise intensity be-
tween 68 and 110 dB, with a median of 98 dB. Given that in many countries 80 dB
is the recommendation for maximum acceptable noise in the workplace, and that
the decibel scale is logarithmic, the intensities used with human subjects were
quite loud.

In only one study in the present sample did subjects report that the noise was



Negative Reinforcement and Punishment 167

more than annoying or moderately aversive (Romanczyk, 1976). The 105-dB metal-
lic rasping noise used in that study had a similar intensity to noises used in other
studies, so there must have been something about the rasping noise itself rather
than the intensity that was aversive. If I wanted to use noise as an aversive stimu-
lus, I would find aversive characteristics of the noise independent of intensity (e.g.,
a 3000-Hz tone is aversive even at low intensity), and use that noise with the mini-
mum effective intensity established during pilot testing. Furthermore, I would en-
sure that subjects received audiometric tests before and during the experiment so
that any sign of hearing impairment could be detected readily.

Nonphysical Aversive Stimuli

Although aversive stimuli such as monetary loss and timeout from positive
reinforcement pose no physical risks to subjects, such stimuli should be used in
such a way that subjects are not unduly distressed. The most important way to do
that is to minimize the intensity of aversive stimuli. Using the smallest amount of
nonphysical aversive stimulation that will achieve the desired purpose (e.g., pro-
ducing efficient avoidance or reducing responding below 50% of baseline) should
minimize subjects’ distress, and, if they are paid dependent on performance, help
to ensure that they receive reasonable compensation for their participation. Al-
though nonphysical aversive stimuli have no physical risks, they are powerful,
and consequently must be used carefully to protect subjects’ welfare.

IRB Approval

After the researcher has ensured that subjects are unlikely to be harmed with
aversive stimuli, the next concern is how to obtain approval from the Institution-
al Review Board for the protection of human subjects (IRB) to use them. As an ex-
ample, consider the following strategy to obtain permission to use electric shock
in human operant studies. First, present a detailed rationale of the clinical and the-
oretical need for shock studies with humans. Second, highlight that shock is com-
monly used in psychological laboratories (a recent search found approximately
100 studies that used shock in the last 5 years). Third, describe safeguards (see pre-
vious section for details), and be clear that there is virtually no possibility of harm
to subjects. Finally, offer to appear before the IRB to demonstrate the shock appa-
ratus and address theoretical, practical, and safety issues in person. Because many
people (including IRB members) have emotional rather than logical reactions to
the use of aversive procedures, extra care must be taken to overcome that bias. If
such care is taken, however, it is possible to obtain approval to use physical aver-
sive stimuli with humans.

SUBJECT RETENTION

Human subjects present two problems for studies of aversive control that ani-
mals do not. First, humans are under social control of the experimenter, and some-
times need specific permission to respond. Second, they can escape from the study.
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For example, consider a study by Ader and Tatum (1961). College students sat
in front of a board that contained only a button. Electrodes were attached to their
left calves, and electric shock intensity was adjusted so that it produced involun-
tary leg flexion. Subjects reported that the shock was unpleasant, uncomfortable,
or bothersome (p. 275). A shock was programmed every few seconds, and every
button press delayed the next shock by the same period (i.e., shock was presented
on a Sidman avoidance schedule). Of the 36 subjects, 17 acquired the avoidance
response, 10 removed the electrodes and terminated the experiment, and 7 did not
make a response. Although they were seated at a table that contained only the but-
ton, 20% of subjects never pressed it. That is probably because they were not giv-
en permission to touch the button. Subjects were explicitly told not to stand,
smoke, vocalize, or touch the electrodes; why should they assume that they could
touch the button? Specific instructions concerning contingencies may not be re-
quired, but permission to touch operanda is. Alternatively, responding could be
shaped (Matthews, Shimoff, Catania, & Sagvolden, 1977), but that seems an un-
necessary complication.

Ader and Tatum’s (1961) results highlight an additional problem with human
subjects. Because humans are not physically restrained, special care must be tak-
en when aversive stimuli are used (e.g., using large positive reinforcers or slowly
increasing the intensity of aversive stimuli), or subjects may terminate the experi-
ment. Another useful technique is to provide reinforcers and punishers for atten-
dance and nonattendance, respectively. For example, in my lab reinforcement con-
ditions are arranged such that subjects earn approximately 75% of their payment
for their performance during sessions, and 25% for perfect attendance. In addition,
if they miss a session without a good reason, they lose the perfect-attendance
bonus, plus $5 for each session missed (this technique was originally proposed by
Kaufman, 1964). In my experience, subjects rarely miss sessions when these
contingencies are arranged (see Pilgrim, Chapter 2, for further discussion of this
issue).

RESPONSES

In over 70% of studies in the present sample, the response device was a but-
ton, telegraph key, computer key, or lever that required force of less than 1 N (e.g.,
Baron & Surdy, 1990; Bradshaw, Szabadi, & Bevan, 1977; Crosbie, 1990; Mcllvane
etal., 1987; Weiner, 1962). Such responses are popular because they are easy to in-
strument, and their use maintains continuity with animal studies in the area. Re-
searchers also have recorded pulling plungers (e.g., Ayllon & Azrin, 1966; Bennett
& Cherek, 1990; Katz, 1973), moving a computer mouse (Crosbie, 1990, 1993), mov-
ing objects with a hand (Pilgrim & Galizio, 1990), stuttering (Flanagan, Goldia-
mond, & Azrin, 1958), muscle twitches (Hefferline & Keenan, 1961), heart rate
(Brener, 1966), skin conductance (Grings & Carlin, 1966), and vocalization (Miller,
1968a,b). One of the hallmarks of human operant research is the creativity of ex-
perimenters in terms of responses employed.

Although low-effort operanda have been used frequently, in my view, they are
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not ideal for studies of aversive control with humans. Because there are no pub-
lished human operant aversive control studies of the relation between response ef-
fort and sensitivity, most of the argument in this section is based on extrapolation
from aversive control studies with animals or human operant studies that did not
consider aversive control.

For several years, researchers (e.g., Blough, 1966; Elsmore, 1971) have suggest-
ed that more effortful responses produce greater response sensitivity (i.e., appropri-
ate changes in response rate following changes in reinforcer frequency). For exam-
ple, in one study (Azrin, 1958), human adults pressed a button that required a force
of 0.15 N to illuminate a dial for 100 ms so that they could detect meter-needle de-
flections on a darkened screen (i.e., Holland’s, 1957, vigilance task). Deflections oc-
curred every 3 min. Even after several hours on this task, subjects still were re-
sponding at a high rate throughout each 3-min period. When a button that required
a force of 3 N was substituted, subjects quickly adopted a more efficient pattern of
an extended pause followed by increasingly rapid responding near the end of each
interval. Increased response force also has produced greater sensitivity with animals
on various preparations and schedules (Blough, 1966), and humans pressing light (1
and 11 N) plus heavy (25 and 146 N) levers on variable-interval (VI; reinforcers fol-
low the first response after an interval that varies about the VI mean) schedules (Mc-
Dowell & Wood, 1985). The relation between response force and schedule sensitiv-
ity may be particularly important with human subjects because their ratio of
response requirement to body size is much smaller than for animals. Although sen-
sitivity is not a goal unique to studies of aversive control, it is important when pro-
ducing a baseline with which to compare effects of punishment.

In studies of punishment with humans, moderate- or high-effort responses are
preferable because they produce lower response rates (McDowell & Wood, 1985)
and consequently less intense punishers are required (Azrin & Holz, 1966; Church,
1963), and, as was discussed above, they probably are more sensitive to change in
contingencies. If low-effort operanda are used in such studies, then subjects may
be exposed to more intense punishers than are required to produce criterion sup-
pression, and more punishment sessions will probably be required to produce sta-
ble response patterns. In my studies of human punishment, subjects press a lever
or pull a plunger with a force of 30 N, which is sufficient to promote sensitivity,
but not so effortful that it is onerous. In my view, it is unwise to use low-effort
operanda in studies of punishment with humans.

BASELINE

Previous sections of this chapter considered features of negative reinforce-
ment and punishment that were common to both procedures. This is the first sec-
tion where there is no commonality. To study punishment in the human-operant
paradigm, responding must previously be reinforced to ensure that it is stable and
at a moderate rate (i.e., a baseline must be produced). Studies of negative rein-
forcement do not require a baseline. Consequently, this section considers how best
to establish a baseline for studies of punishment.
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Reinforcers

Most studies in the sample (55%) used money to produce a baseline main-
tained by positive reinforcement (e.g., Baron & Surdy, 1990; Bennett & Cherek,
1990; Bradshaw, Szabadi, & Bevan, 1977, 1978, 1979; Crosbie, 1990, 1993; Miller,
1970). Several studies (32%) provided no programmed consequences for re-
sponding (e.g., Azrin, 1958; Flanagan et al., 1958; Maltzman, Holz, & Kunze, 1965),
or paid subjects an hourly rate that was independent of performance (e.g., Wein-
er, 1962, 1963, 1964a—c). A few studies (12%) used other positive reinforcers such
as tokens exchangeable for privileges (Ayllon & Azrin, 1966), cigarettes (Herman
& Azrin, 1964; Miller, 1970), and M&M'’s (Romanczyk, 1976).

Given that studies of punishment require a baseline condition without pun-
ishment, a punishment condition, then usually another condition without pun-
ishment, many sessions are required to achieve steady-state performance. Fur-
thermore, subjects need to be sufficiently motivated to persist during the
punishment condition. Although some studies of punishment have been con-
ducted without programmed reinforcers, that technique is risky. Subjects need ad-
equate compensation if they are to complete the study and produce orderly data,
and, in my experience, that compensation should largely be response dependent.
Using social control or points without a backup can result in high subject dropout
rates, subjects not taking the study seriously, and the researcher continually trying
to cut corners to shorten the study.

Although reinforcers such as food have been used with humans (e.g., Buskist,
Miller, & Bennett, 1980), money has several advantages: It is a generalized rein-
forcer that requires no specific deprivation, most subjects usually are deprived of
things obtainable with money, it can be presented quickly in precise amounts, and
no experimental time is lost consuming it (although a procedural analogue of con-
sumption can be arranged; Shull & Lawrence, Chapter 4).

Given that money is the reinforcer, how should it be presented? A convenient
method is to display a message such as “Your total has increased by 20 cents.” Al-
ternatively, a running total of points exchangeable for money could be displayed
continuously, and some exteroceptive stimulus (e.g., a sound or light) could ac-
company point increase (Bradshaw et al., 1977, 1979; Crosbie, 1990, 1993; Wein-
er, 1963). One potential disadvantage of using a running total is that points ob-
tained later in training may be subjectively devalued because they increase the
total by a progressively smaller proportion (Weber’s law).

How large should reinforcers be? They should be as large as is feasible given
the budget and IRB recommendations. It is difficult to specify an exact amount, but
there are two important considerations. First, to obtain data comparable with those
obtained with hungry animals, reinforcers must be sufficiently large. Using small
total amounts of reinforcement may be false economy. Second, when aversive stim-
uli are used with human subjects, there should be no suggestion that subjects are
coerced to participate. Hence, in such studies reinforcer magnitude should not be
too large. In my recent studies of punishment with humans, subjects received ap-
proximately $5 per hour, which is sufficient to produce orderly data without rais-
ing concerns of subject coercion.

Money has several procedural advantages, but it also has problems not en-
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countered in animal studies. For example, because human subjects usually are not
paid until the end of an experiment, missing sessions has only minor, delayed con-
sequences. One way to increase subjects’ reliability is to reinforce perfect atten-
dance and punish missing sessions (see Subject Retention). Such measures often
are necessary in studies of negative reinforcement and punishment because they
frequently require many sessions.

Schedules

In 90% of punishment studies in the sample, baseline responding was main-
tained by positive reinforcement arranged (in decreasing frequency) on variable-
interval (e.g., Bradshaw et al., 1977, 1978, 1979), fixed-ratio (e.g., Weiner, 1964b),
continuous (Baron & Surdy, 1990), fixed-interval (Azrin, 1958; Weiner, 1962,
1964c), and variable-ratio schedules (Romanczyk, 1976; Scobie & Kaufman, 1969).
In the other 10% of punishment studies, responding was maintained with nega-
tive reinforcement arranged on some version of the Sidman avoidance procedure.

The most appropriate baseline schedule for a study of punishment is deter-
mined by the aims of the study. There is no one best baseline schedule for all stud-
ies. In this section, typical characteristics of common schedules are described and
guidelines presented to help researchers select the most appropriate baseline for
their needs.

Fixed-ratio schedules (FR; reinforcers follow a fixed number of responses) gen-
erally produce a high response rate (unless the ratio requirement is so high that the
behavior is strained), and sometimes responding is so high that it cannot increase.
Such a ceiling effect would pose problems for studies of punishment contrast (i.e.,
increased responding in unpunished components; Brethower & Reynolds, 1962;
Crosbie, Williams, Lattal, Anderson, & Brown, 1997), for example. Furthermore, on
FR schedules, responses often are emitted in chains such that the most potent dis-
criminative stimulus for a response is the previous response. Consequently, chang-
ing reinforcement or punishment conditions has less effect than with other sched-
ules (Sidman, 1960). This causes a problem with punishment because more intense
punishers are required to achieve criterion suppression. In addition, on FR sched-
ules, when response rate is reduced during punishment conditions, reinforcer rate
also must decline, which could be an experimental and theoretical nuisance. Fre-
quently the resultant response pattern is a pause followed by an increasing response
rate (pause and run). Such an unsteady baseline often is problematic for assessing
changes related to punishment, but it may be useful to determine whether punish-
ment differentially affects pause duration and run rates, for example.

The continuous schedule (CRF; a reinforcer follows every response) has all of
the problems faced by FR schedules except for pausing and insensitivity (provid-
ed that reinforcers must be collected). In addition, CRF also has the potential prob-
lem of satiation, though this is uncommon in human studies because money is the
predominant reinforcer.

Variable-ratio schedules (VR; reinforcers follow a number of responses that
varies about the ratio) have all of the disadvantages of FR schedules except pausing.

Fixed-interval schedules (FI; reinforcers follow the first response after a fixed
interval) produce good punishment baselines: Resultant response rates are mod-
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erate, so responding can increase or decrease (e.g., to study punishment contrast
and induction); baselines are sensitive to changes in reinforcement and punish-
ment conditions; and reinforcement rates are held constant during punishment
conditions. Scalloping is the only significant disadvantage.

VI schedules establish excellent punishment baselines. They produce moder-
ate, steady responding that is sensitive to changes in reinforcement and punish-
ment conditions, reinforcement rate is held constant across a range of response
rates, and satiation is avoided. For these reasons, most punishment baselines are
produced with VI schedules.

Pretraining

During the first sessions it is useful to reinforce responding on CRF or FR
schedules to increase response rate before moving to VI schedules. In early stud-
ies in my lab, subjects received one or two sessions of FR reinforcement with the
ratio requirement increasing steadily, then VI reinforcement with the interval in-
creasing slowly to the final baseline level (VI 3-min). A few subjects, however, re-
sponded more slowly when the schedule changed from FR to VI (i.e., they seemed
to discriminate the change from ratio-based to interval-based reinforcers). With
subsequent subjects we used VR schedules in pretraining, and the change to VI
was indiscriminable. In my experience, it is important to provide extensive care-
ful pretraining with humans as is done routinely with animals.

Multiple Schedules

Even when the main concern is change from baseline for the punished re-
sponse, it may be useful to have an unpunished component arranged on a multi-
ple schedule for an additional assessment of change within the punishment con-
dition, Behavior drifts durlng a long experiment (especially when an operation as
powerful as punishment is effected), so between-phase comparisons sometimes
are inadequate to provide a convincing demonstration of change. When between-
phase and within-phase comparisons are used in concert, however, it usually is
possible to assess change reliably.

Stability Criteria

In the sample, stability was assessed by visual inspection, a fixed number of
sessions, or statistical criteria.

Visual Inspection

In Azrin’s (1958) study with an avoidance baseline, phases lasted until there
was no increasing or decreasing trend in response rate, and cumulative records
showed steady performance for at least 30 min. Flanagan et al. (1958) and Miller
(1968a) used similar criteria. Visual inference also was used to assess stability in
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