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through self-administered questionnaires. Financial literacy, domains in money attitude and financial 
capability had significant influence toward financial well-being whereby financial capability become a 
major contributing factor to the financial well-being. By understanding more about the determinants 
of financial well-being, it is hoped to help young employees to become financial prudence and in the 
long-run could decrease the number of young employees declared bankruptcy.
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Chapter 15
Is Technical Analysis Profitable even for an Amateur Investor? Evidence from the Greek Stock 
Market (2002-12)................................................................................................................................. 255

Vasileiou Evangelos, University of the Aegean, Greece

The purpose of this chapter is to examine if even the simplest trading rules could take advantage of the 
market’s inefficiency and lead to profitable trading decisions. For this reason, this study examined the 
profitability of the simplest trading rules, using only the simple moving averages (SMA) rules that even 
an amateur investor could apply. In order to examine the specific issue a data sample from the Greek 
stock market during the period 2002-12 was used. The results suggest that even if one takes into account 
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Health is recognized by the Philippine constitution as a basic human right. The Philippines, compared to 
most Asian countries, produces more and better human resources for health. However, the Philippines are 
challenged by attracting and retaining staff in the under-served areas of the country. Philippine allotted 
4.2-4.4% of its GDP to health from 2009 to 2011. Furthermore, considerable inequities in health care 
access and outcomes between Socio-economic groups remain. The Phil Health’s limited breadth and depth 
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of coverage has resulted in high levels of out of pocket payments. The implementation of the reforms in 
financing, service delivery and regulation which are aimed to tackle the inefficiencies and inequalities 
in the health system has been challenged by the decentralized environment and the presence of private 
sector, often creating fragmentation and variation in the quality of health services across the country.
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This chapter investigates the cointegration and causal relationship between financial development and 
energy consumption in the case of Turkey over the period 1960-2011. In doing so, the ARDL bounds 
testing and Johansen-Juselius approaches to cointegration and Granger causality test based on vectorerror 
correction model are employed. The empirical results show that the series are cointegrated. The empirical 
results also show a positive and statistically significant relationship between financial development 
and energy consumption in the long run. In addition, a unidirectional causality running from financial 
development to energy consumption is found in the short and long run. Thus, this chapter provides an 
empirical evidence that financial development is a determinant of energy consumption in Turkey. This 
chapter also presents some implications for Turkey’s energy policy.
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In this chapter, the authors investigate the relationship between investor sentiment and stock returns in 
an out of sample market, namely Borsa Istanbul. The authors use the Consumer Confidence Index as an 
investor sentiment proxy, while utilizing BIST Second National Index as a measure of small capitalized 
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stock returns. The sample period spans from January 2004 to May 2014. By using monthly data, the 
authors employ cointegration test and error–correction based Granger causality models. The authors 
findings suggest that there is a long-term relationship between investor sentiment and stock returns in 
Borsa Istanbul. Moreover, a unidirectional causal relationship from investor sentiment to stock returns 
is also found.
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In this chapter, we have focused the impacts of 2008 global crisis on the debt policies and the sustainability 
of debts in the PIIGS Countries. For that, the circumstances of the global crisis are examined, and the 
economic condition before the crisis is handled. As a main objective, the public debt indicators of PIIGS 
Countries are pointed out. The ratios and budget units are evaluated in terms of sustainability of debts. 
While making these evaluations and examinations our method was panel data analysis which can be 
found at the end of this chapter. In this method, public debt ratios and the sustainability conditions of 
the public debts in the PIIGS Countries are used as the determinants of public debts sustainability.
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This chapter is based on the premise of Social Housing Institutions (SHIs) sustainability mechanisms. 
It is informed largely by National Housing Finance Corporation’s (NHFC’s) research findings on social 
housing developments commissioned on its behalf. The broad aim of the study was to conduct an audit 
survey through a critical appraisal and analysis of one of South Africa’s social housing projects. The 
methodological approach was primarily through a thorough literature and documentation review this 
study had examined in addition to quantitative findings; the definition of social housing as a concept 
and how it has been operationalized in different markets. According to the findings the low levels of 
employment, low levels of income and the lack of industries in the area suggest that the affordability 
levels of the project tenants are low.
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chapter is putting forth the relationship between EI and managing conflict by theoretical research. In 
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to the ones having low EI.

Chapter 24
Proactive Organizational Structure in Financial System..................................................................... 393

Korhan Arun, Namık Kemal University, Turkey
Tekin Yenigün, Namık Kemal University, Turkey

Technology alters the structure of the systems in the finance and service sectors. Nevertheless, technology 
has been chancing operating systems and as a source to the emergence of new business models. The 
boundaries of departments in enterprises are weakened and disappeared, these changes give rise to the 
emergence of showing less commitment in the behavior of employees. In modern business the survival 
of the organizations does not seem possible, which see success in reactive behavior of the strategy-
structure-interaction classical triple. Critical success factor is based foresight and proactivity in all areas 
of operations including organizing. In this chapter, enterprise organizations’ financial departments and 
resulting changes of structures of the financial sector entities, the effects of this structural changes in the 
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The world of finance is mostly seen as a sideshow. Even so, finance serves important functions such as 
payment systems, the pooling and transferring of funds, saving and investing, contract design, organiza-
tional architecture, and risk management. Due to the rapid spread of more information, life for decision 
makers in the financial markets is becoming much more complicated. This is true for both investors and 
asset managers since it requires increasing use of experience and practical efforts to answer questions 
or improve performance in financial markets (De Bondt, Muradoglu, Shefrin & Staikouras, 2008).

Modern financial economic theory is based on the assumption that the “representative agent” in the 
economy is rational in two ways: The representative agent (1) makes decisions according to the axioms 
of expected utility theory and (2) makes unbiased forecasts about the future. An extreme version of this 
theory assumes that every agent behaves in accordance with these assumptions. Most economists rec-
ognize this extreme version as unrealistic; they concede that many of their relatives and acquaintances-
spouses, students, deans, government leaders, and so on-are hope-less decision makers. Still, defenders 
of the traditional model argue that it is not a problem for some agents in the economy to make suboptimal 
decisions as long as the “marginal investor,” that is, the investor who is making the specific investment 
decision at hand, is rational (Thaler, 1999).

Today, many people are engaged in behavioral finance, and there is wide disagreement about its 
boundaries and frontiers. Therefore, behavioral finance is one of the most dynamic, rapidly growing and 
promising fields of economic research by its scope and size (see, Stracca, 2004; Tirole, 2002; Wachter, 
2002).

Definition of behavioral finance supposes two important aspects - individual investors and entire 
market. In other words behavioral finance in a broad sense is divided to macro behavioral finance and 
micro behavioral finance (Pompian, 2006). Macro behavioral finance discloses and describes anomalies 
of efficient market hypothesis that could be explained by models of people behavior. Micro behavioral 
finance analyses behavior and deviations of individual investors’ and this separates them from strictly 
rational person, acting according to stern mathematical- statistic models (Jureviciene, Bikas, & Gausiene, 
2012). As for the definition of behavioral finance in the early Eighteenth century, Adam Smith in The 
Theory of Moral Sentiments determined mental and emotional human interaction and communication 
basics. The author basing on such behavioral elements as pride, disgrace, insecurity, egoism tried to 
explain the actions of a man and the pursuit of profit (Smith, 1998). However, from the beginning of the 
Nineteenth century when economics was dominated by neoclassical theories, psychology was displaced 
from the factors which have an effect on discourse of economy until the mid of Twentieth century (Bikas, 
Jureviciene, Dubinskas, & Novickyte, 2012). Goldberg and Von Nitzsch (1999) defined behavioral finance 
as financial market theory oriented towards behavior; subject which is applied to facts that people behave 
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rationally only within specific limits. Thaler (1999) stated that behavioral finance is an integration of 
classical economics and financial theories within studies investigating psychology and decision making. 
Fromlet (2001) explained behavioral finance via individuals’ attitude and emotions in investment deci-
sion making process and market prices. Ritter (2003) stated that behavioral finance strives to supplement 
standard financial theories introducing psychological dimension into decision-making process (Bikas, 
Jureviciene, Dubinskas, &Novickyte, 2013). Stracca (2004) emphasize that the focus of behavioral fi-
nance is on a positive description of human behavior especially under risk and uncertainty, rather than 
on a normative analysis of behavior which is more typical of the mainstream approach. According to 
Shefrin (2001), behavior finance is the study of how psychology affects financial decision making process 
and financial markets. Since psychology explores human judgment, behavior and welfare, it can also 
provide important facts about how human actions differ from traditional economic assumptions. Weber 
(1990) makes the following observation: “Behavioral finance closely combines individual behavior and 
market phenomena and uses knowledge taken from both the psychological field and financial theory.”

Behavioral finance is a young new field, with its formal beginnings in the 1980s. Now, behavioral 
finance is poised to replace neoclassical finance as a dominant paradigm of the discipline and it gets 
much attention for understanding the behavior of investing in public in the current capitalist world. It 
considers psychological and sociological factors as important input to financial analysis and decisions 
and gains increasing acceleration in academic research and practical application in the world. Behavioral 
finance is the study of how psychology impacts financial decisions in households, markets and organi-
zations. The main question is: What do people do and how do they do it? Behavioral finance explains 
many reactions in financial markets which appear to be contrary to the conventional theory and it makes 
an important contribution to avoiding from serious mistakes in deciding good investment strategies. 
Despite some interesting approaches, behavioral finance can also make a contribution to improve as-
sets performance however it can hardly pick single winners from the market (Fromlet 2001; De Bondt, 
Muradoglu, Shefrin & Staikouras, 2008).

The uniqueness of behavioral finance arises from its integration and foundation of many different 
schools of thought and fields. Scholars, theorists, and practitioners of behavioral finance have backgrounds 
from a wide range of disciplines. The foundation of behavioral finance is an area based on an interdis-
ciplinary approach including scholars from the social sciences and business schools. From the liberal 
arts perspective, includes the fields of psychology, sociology, anthropology, economics and behavioral 
economics. On the business administration side covers areas such as management, marketing, finance, 
technology and accounting. This evolutionary process continues to occur because many scholars have such 
a diverse and wide range of academic and professional specialties. Behavioral finance is the result of the 
structure of various sciences (Ricciardi & Simon, 2000): Psychology- a science that analyses processes 
of behavior and mind, how processes are influenced by physical, psychical, and external environment of 
human being; finances- a system of formation, distribution and use of resources; sociology-systematic 
science about socio- behavior of human being or a group, emphasizing the influence of social relations 
on people’s attitude and behavior (Bikas, Jureviciene, Dubinskas, & Novickyte, 2013).

Behavioral finance is the paradigm where financial markets are studied using models that are less 
narrow than those based on Von Neumann–Morgenstern expected utility theory and arbitrage assump-
tions. Specifically, behavioral finance has two building blocks: cognitive psychology and the limits to 
arbitrage. Cognitive refers to how people think (Ritter, 2003). Cognitive psychologists have documented 
many patterns regarding how people behave (Barberis & Thaler, 2003; Ritter, 2003). Some of these 
patterns are as follows.
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Heuristics, or rules of thumb, make decision making easier. However, they can sometimes lead to 
biases, especially when things change. These can lead to suboptimal investment decisions. When faced 
with N choices for how to invest retirement money, many people allocate using the 1/N rule. If there are 
three funds, one-third goes into each. If two are stock funds, two-thirds goes into equities. If one of the 
three is a stock fund, one-third goes into equities. Recently, Benartzi and Thaler (2001) have documented 
that many people follow the 1/N rule (Ritter, 2003).

Overconfidence implies that individuals overvalue their knowledge or abilities (De Bondt, Muradoglu, 
Shefrin & Staikouras, 2008). Mahajan (1992, p. 330) defines over confidence as “an overestimation of 
the probabilities for a set of events (Ricciardi & Simon, 2000). Entrepreneurs are especially likely to be 
overconfident. Overconfidence manifests itself in a number of ways. One example is too little diversifica-
tion, because of a tendency to invest too much in what one is familiar with. Thus, people invest in local 
companies, even though this is bad from a diversification view point because their real estate (the house 
they own) is tied to the company’s fortunes. People invest way too much in the stock of the company 
that they work for. Men tend to be more overconfident than women. This manifests itself in many ways, 
including trading behavior. Barber and Odean (2001) recently analyzed the trading activities of people 
with discount brokerage accounts. They found that the more people traded, the worse they did, on aver-
age. Additionally, men traded more, and did worse, than women investors (Ritter, 2003).

Mental accounting refers to how people categorize and evaluate financial outcomes (Henderson & 
Peterson, 1992). Shefrin and Thaler (1988) assume that people categorize wealth in three mental ac-
counts: current income, current wealth, and future income. It is furthermore assumed that the propensity 
to consume is greatest from the current income account and smallest from the future-income account 
(De Bondt, Muradoglu, Shefrin & Staikouras, 2008). People sometimes separate decisions that should, 
in principle, be combined (Ritter, 2003).

Figure 1. The important interdisciplinary relationships that integrate behavioral finance (Ricciardi & 
Simon, 2000)
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Representativeness is overreliance on stereotypes. Investors who regard recent time-series trends as 
representative of an underlying process are vulnerable to extrapolation bias. The “law of small numbers” is 
a related bias whereby people behave as if the statistical properties of small samples must conform to the 
properties of large samples. Investor overreaction is partly rooted in representativeness. The “gambler’s 
fallacy” is also connected to representativeness but leads investors to make unwarranted predictions of 
reversal (De Bondt, Muradoglu, Shefrin & Staikouras, 2008).

Conservatism; When things change, people tend to be slow to pick up on the changes. In other words, 
they anchor on the ways things have normally been. The conservatism bias is at war with the representa-
tiveness bias. When things change, people might under react because of the conservatism bias. However, 
if there is a long enough pattern, then they will adjust to it and possibly overreact, underweighting the 
long-term average (Ritter, 2003).

Disposition effect refers to the pattern that people avoid realizing paper losses and seek to realize paper 
gains. For example, if someone buys a stock at $30, which then drops to $22 before rising to $28, most 
people do not want to sell until the stock gets above $30.The disposition effect manifests itself in lots 
of small gains being realized, and few small losses. In fact, people act as if they are trying to maximize 
their taxes. The disposition effect shows up in aggregate stock trading volume. During a bull market, 
trading volume tends to grow. If the market then turns south, trading volume tends to fall. The fact that 
volume tends to fall in bear markets results in the commission business of brokerage firms having a high 
level of systematic risk (Ritter, 2003).

Anchoring is a form of bias where beliefs rely heavily on one piece of information, perhaps because 
it is was available first, and are not sufficiently adjusted afterward. For instance, investor forecasts may 
anchor on the price at which they bought a security. “Conservatism” is closely related. Investors may 
place excessive weight on past information relative to new information, i.e., they under react (De Bondt, 
Muradoglu, Shefrin & Staikouras, 2008).

Availability bias means that investors overweigh information that is easily accessible, e.g., that is 
easily recalled from memory or that corresponds to a future scenario that is easy to imagine. People are 
likely to remember events that receive a lot of attention by the media and this influences their behavior 
(De Bondt, Muradoglu, Shefrin & Staikouras, 2008).

Limits to arbitrage refers to predicting in what circumstances arbitrage forces will be effective, and 
when they will not be (Ritter, 2003). Limited arbitrage plays a crucial role in behavioral asset pricing. 
A basic tenet of modern finance is that arbitrageurs force prices to converge to their true fundamental 
values. Yet, research has uncovered a series of financial market phenomena that do not conform to the 
notion that full arbitrage is always carried out. For this reason, behavioral asset pricing models focus on 
the limits that arbitrageurs face in attempting to exploit mispricing. Markets are not frictionless because 
of transaction costs, taxes, margin payments, etc. Therefore, the actions of noise traders (i.e., traders with 
biased beliefs, not based on fundamental information) may cause prices to be inefficient. As a result, 
arbitrage can be risky (De Bondt, Muradoglu, Shefrin & Staikouras, 2008).

One of the major criticisms of behavioral finance is that by choosing which bias to emphasize, one 
can predict either under reaction or overreaction (Ritter, 2003). Additionally, Statman (2008) discussed 
the many cultural differences that may influence investor behavior and how these differences may influ-
ence there commendations of a financial advisor. The author found that people in low-income countries 
have high aspirations relative to their current income. But it is not that they like risk. Rather, they pay 
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with risk for a chance to move up in life. People in collectivistic countries can afford to take more risk 
because their in-groups provide down side protection. The propensities for risk, regret, and maximization 
vary by country of origin. Cultures vary, and culture matters (Statman, 2008).

Over the last few decades, behavioral finance has become a household name in the finance industry 
and our understanding of finance has increased a great deal, yet there are countless questions begging for 
answers. On the whole, financial decision making processes in households, markets and organizations 
remain a grey area waiting for behavioral researchers to shed light on it. Behavioral finance is still a 
relatively young field which is developing and refining quickly and a lot of behavior needs to be explored 
further. For example, how do people construct their investment portfolios? Which heuristics do they use 
to choose between an overload of assets? When do assets draw their attention and what effect does this 
have on their chosen allocations? How can we help people in improving their allocations? Moreover, 
when do people become overly optimistic or pessimistic? What effect does this have on market prices? 
How does this aggregate into market sentiments? Furthermore, how do people respond to sudden in-
creases of fear in markets? What does this do with their expectations and decisions, and how this affects 
market prices? Over and above, what determines people’s personal benchmarks, or reference points? 
What determines the value they assign to money and consumption? What is the influence of priming? 
And, how does this aspect affect financial decisions and markets?

Behavioral finance is to be continued…(Baltussen, 2009).

ORGANIZATION OF THE BOOK

The book is organized into twenty six chapters. A brief description of each of the chapters follows:
Chapter 1 explores the evolution of modern behavioral finance theories from the traditional framework. 

It focuses on three main issues. First, it analyzes the importance of standard finance theories and the situ-
ations where they become insufficient i.e. market anomalies. Second, it signifies the role of behavioral 
finance in narrowing down the gaps between traditional finance theories and actual market conditions. 
In the end, it provides a synthesis of academic events that substantiate the presence of behavioral biases, 
their underlying psychology and their impact on financial markets.

Chapter 2 identifies poverty in Turkey. The authors argue that poverty in the light of behavioral fi-
nance and game theory. The authors of this chapter contend that each and every situation be approached 
like a game and claims that it shows the most sensible strategy in such games; in moves falling under 
the scope of finance, behavioral finance claims to prove that players do not always behave rationally.

Chapter 3 discusses consumer behaviors during periods of economic crises. The author argue that those 
countries going through tough times like economic crises can predict the change consumers experience 
so that they could take the necessary precautions brings them competitive advantage and helps them 
provide solutions accordingly. The author present the studies in Turkey into consumer behavior during 
periods of economic crises have shown that buying behavior of consumers change, that consumers resort 
to cheap good and services, and that they limit their spending on food the least.

Chapter 4 determines the relationship between planning retirement financially in middle-age period 
and some socio-economic variables. The authors planned as a quantitative research with 287 volunteer 
participants, who live in Nevşehir, Turkey, aged 40-59. They conclude that statistically no significant 
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difference has been found between the responses of women and men about planning the retirement 
financially. However, it has been verified that men’s financial plans for retirement were higher in rates 
than that of women.

Chapter 5 reviews financial education for child and youth. The author addresses although financial 
education consists of individuals of all ages, education of young people in the field of finance is more 
important. They present some applications for financial education.

Chapter 6 introduces the role of psychological factors in behavioral finance, thus explaining the 
theory of behavioral finance, the application of behavioral finance theory, the experimental work in 
behavioral finance, the utilization of psychological factors in behavioral finance in terms of beliefs (i.e., 
overconfidence, too much trading, optimism and wishful thinking, representativeness bias, conservatism 
bias, belief perseverance, anchoring, and availability bias) and preferences (i.e., prospect theory and 
ambiguity aversion).

Chapter 7 explores the relationships between financial distress and health. The authors suggest that 
financial educators and counselors should help financially distressed families so that families better deal 
with any financial problems or challenges. They present general model of the effect of financial stress 
on families.

Chapter 8 analyzes the economic, social, and cultural needs of elderly people to determine the poverty 
thereof in Ankara (the capital city of Turkey). The author reviews different types of vulnerabilities in 
terms of financial behavior in older age. She concludes that the income of elderly people was not suf-
ficient, and that they could not sufficiently afford electrical power and water invoices, medicine, food, 
and clothing expenses.

Chapter 9 identifies the goal of investment decision making is to increase the net worth for the inves-
tor, through the effective management of money and credit through proper financial planning, savings 
and credit management. This chapter highlights ten such biases and throws light on how they impact 
investment behavior both positively and negatively. The author addresses future research directions.

Chapter 10 discusses social exclusion and poverty. The chapter identifies social exclusion, as result 
of individuals own conditions, and is the situation of being excluded from economic, social and cultural 
activities. The authors argue that this exclusion could be the consequence of poverty as well as the result 
of distinctions in age, gender, language, religion and lack of societal support. The authors of this chapter 
evaluate the 2020 objectives and achievements of the EU concerning social exclusion and poverty. They 
analyze Turkey’s harmony with the EU objectives on social exclusion and poverty issues in the process 
of its accession to the EU membership.

Chapter 11gives an overview of the stochastic models and methods used in financial risk manage-
ment. The author reviews the financial markets use stochastic models to represent the seemingly random 
behavior of assets such as stocks, commodities, relative currency prices such as the price of one currency 
compared to that of another, such as the price of US Dollar compared to that of the Euro, and interest 
rates. The author suggests that given the random nature of future events on financial markets, the field 
of stochastic processes obviously plays an important role in quantitative risk management.

Chapter 12 explores the research question of whether or not changes in circumstantial and internal 
variables can potentially affect the change in an individual’s financial risk tolerance. The authors use the 
lens of Heider’s (1958) attribution theory and Grable and Joo’s (2004) conceptual framework that help 
in achieving this purpose. The chapter sets the background for research conducted by various authors.
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Chapter 13 analyses the levels of financial literacy, money attitude, self-esteem, financial capability 
and financial well-being of young employees, the differences in financial well-being based on demo-
graphic characteristics of young employees and the determinants of financial well-being among young 
employees in Malaysia. The chapter highlights the importance of financial literacy as living skills for 
the young employees to educate them on how to develop and maintain healthy financial behavior and 
habits for financial well-being.

Chapter 14 examines the predictors of financial management behavior in family. The authors test 
the reliability and validity of the Turkish version of the Financial Management Behavior Scale–FMBS 
developed by Dew and Xiao (2011) to measure individual’s saving, investment, expenditure and debt 
behavior in family. They conclude that demographic characteristics (monthly income of the family, 
education, employment status of the spouses), saving and investment decision, financial satisfaction and 
compared financial status was predicted of financial management behavior.

Chapter 15 analyses if even the simplest trading rules could take advantage of the market’s inef-
ficiency and lead to profitable trading decisions. For this reason, the author examine the profitability 
of the simplest trading rules, using only the simple moving averages (SMA) rules that even an amateur 
investor could apply. The author argue that even if we take into account the most expensive transaction 
fees the trading rules signal profitable investment decisions; therefore even an amateur trader and/or 
investor who does not have a significant amount of money to invest (which may lead to reduced transac-
tion costs) could take advantage of the market’s inefficiency.

Chapter 16 explores the Philippine health care delivery system and health expenditure. The authors 
address that the Philippines, compared to most Asian countries, produces more and better human resources 
for health. It has traditionally been a major source of health professionals to many countries because of 
their fluent English, skills and training, compassion, humaneness, and patience in caring. The authors 
contend that the Philippines are challenged by attracting and retaining staff in the under-served areas 
of the country. The government, as a whole, spent more on personal health care than the public health 
care each year from 2009 to 2011.

Chapter 17 discusses health care expenses of Turkey between 1990-2012. The authors argue that best 
practices of individuals and the society from the health services depend on taking the correct decisions 
on health policies. In addition, the thought that a country spending much on health services must have 
a perfect status of health should not be perceived as right. Although there have been many institutions 
carrying out the health services, it has been observed that the share separated for the health from the 
gross domestic product in Turkey increased until 2009 but decreased as of the mentioned year and it 
has been stated as low compared with the other countries. The authors present some statistics that help 
in achieving this purpose.

Chapter 18 investigates the cointegration and causal relation between financial development and 
energy consumption in the case of Turkey over the period 1960-2011. The authors conclude that a posi-
tive and statistically significant relationship between financial development and energy consumption 
in the long run. The authors provide empirical evidence that financial development is a determinant 
of energy consumption in Turkey. This chapter presents literature review and some implications for 
Turkey’s energy policy.

Chapter 19 present two major approaches to asset pricing. The first approach suggests that stock prices 
are determined rationally. This approach clearly maintains that psychology does not play a role in the 
pricing process of assets. Nevertheless, the second approach asserts the existence of behavioral factors 
in asset pricing. The authors review several studies contributed to the behavioral finance theory. They 
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contend investor sentiment theory is one of the behavioral finance approaches. This chapter examines 
the existence of investor sentiment factor in an out of sample market, namely Borsa Istanbul by using 
consumer confidence index as a proxy of investor sentiment.

Chapter 20 addresses there have been many crises with different degrees of influence since the be-
ginning of 19th century. Among these crises are the 1929 financial crisis, Latin America, East Asia and 
Russia crisis. Authors analyze the 2008 crisis in this chapter. The overall aim of the chapter is to examine 
the effects of the global economic crisis on the PIIGS (Portugal, Ireland, Italy, Greece, Spain) countries’ 
budget deficit and debt stock with using Panel Data Analysis over the period 1983-2012.

Chapter 21 reviews the premise of Social Housing Institutions (SHIs) sustainability mechanisms. The 
authors aim to conduct an audit survey through a critical appraisal and analysis of one of South Africa’s 
social housing projects. The authors systematically review literature and documentation. Based on a 
survey, the authors report that most tenants currently living in the project earn low incomes; the rate of 
unemployment is high and the levels of education moderate.

Chapter 22 examines operating performance and capital structure for as well as capital expenditures, 
working capital and employment management for a reverse leverage buyout sample between 2000 and 
2008. The authors argue that the reverse LBO corporations have superior accounting performances 
compared to their industries exact year of IPO and following years after public offering. The authors 
conclude that the firms continuously outperform their industry peers for the following four years of 
initial public offering, while the average debt/capital level decreases in years.

Chapter 23 discusses putting forth the relationship between Emotional Intelligence (EI) and conflict 
management with theoretical research. The authors reiterated the theoretical studies, state the neces-
sity of having high level of Emotional Intelligence for accomplishing the decision making process and 
discuss the relationship between Emotional Intelligence, managers and managing conflict. This chapter 
concludes that managers having high Emotional Intelligence can understand and evaluate the conflicts 
among employees and encourage their followers in struggling; with comparison to the ones having low 
Emotional Intelligence.

Chapter 24 discusses in the world of enterprise organizations’ financial departments and resulting 
changes of structures of the financial sector entities, the effects of this structural changes in the operation 
system with the new business models. The authors present how financial system’s agencies and departments 
can fulfill the requirements of proactive nature revealed. Then they establish future research directions.

Chapter 25 revises definitions and short background of relationship marketing with focusing on 
components of the concept and relations with customer loyalty, customer value and basic notions. The 
authors discuss the change from classical marketing concept to the relationship marketing from competi-
tive advantage perspective and probable problems on implication. The authors present financial effect 
of relationship marketing.

Chapter 26 analyzes the determinants of overconfident CEO appointments and the effect these ap-
pointments on competitor stock performance during managerial turnover within the firm. It also analyzes 
the turnovers that take place in S&P 500 firms and find that an overconfident successor appointed to the 
firm pertains to a significant positive impact on competitor’s stock price. The authors conclude that when 
the outgoing CEO is overconfident it is more likely for the firm to have an overconfident successor. They 
suggest that overconfidence should be accounted for in the CEO appointment and contracting practices.

Zeynep Copur 
Hacettepe University, Turkey
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Theory of Behavioral Finance

ABSTRACT

This chapter explores the evolution of modern behavioral finance theories from the traditional framework. 
It focuses on three main issues. First, it analyzes the importance of standard finance theories and the 
situations where they become insufficient i.e. market anomalies. Second, it signifies the role of behavioral 
finance in narrowing down the gaps between traditional finance theories and actual market conditions. 
This involves the substitution of standard finance theories with more realistic behavioral theories like the 
prospect theory (Kahneman & Tversky, 1979). In the end, it provides a synthesis of academic events that 
substantiate the presence of behavioral biases, their underlying psychology and their impact on financial 
markets. This chapter also highlights the implications of behavior biases on financial practitioners like 
market experts, portfolio managers and individual investors. The chapter concludes with providing the 
limitations and future scope of research in behavioral finance.

INTRODUCTION

… The rage for possessing them soon caught the 
middle classes of society, and merchants and 
shopkeepers, even of moderate means, began to 
vie with each other in the rarity of these flowers 
and the preposterous prices they paid for them.

One would suppose that there must have been 
some great virtue in this flower to have made it 

so valuable in the eyes of so prudent a people as 
the Dutch; but it has neither the beauty nor the 
perfume of the rose.- Charles Mackay, on the tulip 
mania of 1630’s, Memoirs of Extraordinary Popu-
lar Delusions and the Madness of Crowds (1841) 

Investors’ irrationality is an inevitable reality 
as long as the markets themselves have existed. 
Perhaps its earliest recorded evidence is given by 
Charles Mackay (1841). In his book Memoirs of 
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Extraordinary Popular Delusions and the Mad-
ness of Crowds, he mentions three instances that 
highlight the erratic behavior of crowds. These 
were the Dutch Tulip bubble (1630’s), the South 
Sea company bubble (1711-1720) and the Mis-
sissippi Company bubble (1719-1720). Out of 
these, the Dutch Tulip bubble, popularly known 
as tulip mania is one of the most cited accounts. 
In the Dutch Golden Age, a new flower ‘Tulip’ 
was introduced in the Netherlands. The Dutch 
people became excited about this exotic variety 
and started investing their money in it. Gradually 
investments in tulips became a craze which pushed 
the prices higher and higher. At the peak of tulip 
mania, a single bulb sold for more than 10 times 
the annual income of a skilled worker. The market 
finally collapsed when people sensed they have 
spent a greater part of their income on a flower 
bulb. They started to dispose of their tulip stocks 
as quickly as possible and the price plummeted, 
leading to heavy losses (Mackay, 1841; Dash, 
2001, Shiller, 2005).

Events like the tulip mania makes us ask a very 
basic question: are investors really rational? This 
question has been raised by various researchers in 
the past and it relates to the dilemma that investor 
behavior does not conform to traditional finan-
cial theories. The traditional theories focus on a 
widely accepted approach of “fully rational agent” 
where decision making is based solely on avail-
able data and mathematically proven concepts. 
This approach was considered the backbone of 
financial decision making until its predictions did 
not confirm with actual market conditions. In an 
ideal scenario where this approach is applicable, 
the market is informationally efficient, i.e. the 
security prices would incorporate all the informa-
tion available in the market. In this case, all the 
securities would be fairly priced. However, we do 
not live in such a utopian world and the markets 
are largely inefficient. The presence of market 
anomalies like speculative bubbles, overreaction 
and underreaction to new information, is a proof 
that the financial decision making process involves 

more than a cold, calculative rational agent. Thus, 
the need for understanding such anomalies and 
shortcomings of human judgment involved with 
them became the precursor of behavioral finance.

Behavioral finance is a relatively new school of 
thought that deals with the influence of psychol-
ogy on the behavior of financial practitioners and 
its subsequent impact on stock markets (Sewell, 
2007). It signifies the role of psychological biases 
and their specific behavioral outcome in decision 
making. Meir Statman (1999) explains its concept 
in a more straight forward term by stating that 
“People in standard finance are rational. People 
in behavioral finance are normal”. This field tries 
to replace the rational homo economicus with a 
more realistic behavioral agent who is ruled by 
sentiments and is prone to make biased decisions. 
The knowledge about behavioral biases provides 
a deeper insight into the underlying psychology 
of market participants. It enlightens us about the 
fact that because of our psychology, or more aptly 
our human nature, we are prone to make certain 
mistakes. These mistakes can prove to be very 
costly in financial markets and thus they can’t 
be ignored. Stock market crashes are one of the 
consequences of such ignorance. This makes 
behavioral finance an extremely relevant topic 
in today’s times. This field helps the financial 
practitioners in recognizing their own mistakes 
along with those of others, understanding the 
reasons behind these mistakes and avoiding them. 
It makes the practitioners more aware of the forces 
that guide them in their decision making, as well 
as those driving the market. In this chapter we aim 
to discuss the progression of behavioral finance 
theories from the traditional framework. We then 
critically analyze the importance of traditional 
theories in the field of finance and the situations 
where they lack, along with the significance of 
behavioral finance in narrowing down these gaps. 
We finally provide a synthesis of academic events 
that substantiate the presence of behavioral biases, 
their underlying psychology and their impact on 
financial markets.
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TRADITIONAL APPROACH 
TO INVESTOR BEHAVIOR

Mid eighteenth century is considered to be the 
onset of the classical period in economics (Pom-
pian, 2011). It is during this time that the concept 
of utility was introduced which measured the 
satisfaction of individuals by consuming a good or 
a service (Bernoulli, 1738). In 1844, John Stuart 
Mill introduced the concept of rational economic 
man or homo economicus who tries to maximize 
his economic well being given the constraints he 
faces. The three underlying assumptions for this 
agent are; perfect rationality, perfect self- inter-
est and perfect information. These assumptions 
became the basis of the traditional financial 
framework that sought equilibrium solutions by 
maximizing marginal utilities of individuals sub-
ject to situational constraint (Pompian, 2011). The 
behavior of individuals representing this paradigm 
is uniform as their main focus is on optimizing 
their marginal gains. As the noted researcher 
Meir Statman (1999, pp. 19) once quoted that 
“Standard finance is built on the pillars of the 
arbitrage principles of Mille r and Modigliani, 
the portfolio principles of Markowitz, the capital 
asset pricing theory of Sharpe, Lintner and Black, 
and the option pricing theory of Black, Scholes 
and Merton.” Standard finance theories have been 
developed to find mathematical explanations to 
real life financial problems. Their basic assumption 
is based on rationality of people. This concept is 

further elucidated by Barberis and Thaler (2003). 
According to them rationality has two pronged 
focus. First, when agents receive new informa-
tion they update their beliefs correctly according 
to Bayes’ law. Second, given their beliefs, the 
agents take decisions which would maximize 
their expected utility. Table 1 provides the sum-
mary of these classical researchers that starts 
with the standard theory of individual choice, 
i.e. the expected utility theory, followed by the 
classical models in asset pricing theories that are 
Markowitz portfolio model and the capital asset 
pricing model. The discussion concludes with one 
of the most referred as well as equally criticized 
theories, the efficient market hypothesis.

Expected Utility Theory (Bernoulli, 1738, 
1954; von Neumann & Morgenstern, 1944) states 
that the market participants make their decisions 
under risk by comparing the expected utility values 
of the available alternatives. Rational investors act 
to maximize their expected utility that is calculated 
as weighted sums of utility values multiplied by 
their respective probabilities. It categorizes the 
decision makers into risk averse, risk neutral 
and risk loving individuals. Further, it explains 
that the utility function for a risk averse investor 
is concave (figure 1a). This implies that, for an 
increase in expected wealth the utility function of 
a risk averse person decreases. In other words, for 
the same amount of utility a risk averse person 
would like to take lesser risk than a risk loving 
person. It explains the difference between inves-

Table 1. Traditional financial theories 

Author Year Finding

John Stuart Mill 1844 Introduced the concept of Economic Man or homo economicus.

Bernoulli 1738, 1954
Expected utility theory

Von Neumann and Morgenstern 1944

Harry Markowitz 1952 Markowitz portfolio theory

Treynor, Sharpe and Lintner 1962,1964, 1965
Capital asset pricing model

Jan Mossin 1966

Eugene Fama 1970 Efficient market hypothesis
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tors’ behavior with respect to their risk tolerance. 
This theory along with its variants like subjective 
expected utility theory (Savage, 1964) was the most 
accepted theory for decades in financial literature 
in decision making under risk.

The rationality of the agents turned out to be the 
key to unlock the stock market behavior. Alongside 
this assumption, several corresponding theories 
developed that established the groundwork of 
standard finance theories. The predominant theo-
ries amongst these were the Markowitz portfolio 
theory and the capital asset pricing model.

Markowitz (1952) introduces the portfolio 
selection model. It describes the process of op-
timal portfolio construction by selecting several 
risky securities and a risk free asset. It deals with 
maximizing the expected return of the portfolio 
for a given amount of risk, or, minimizing the risk 
for a given amount of expected return. It helps in 
diversification of portfolio by selecting securi-
ties with most optimal risk-return opportunity. 
Markowitz portfolio theory formed the basis of 
one of the most central asset pricing models in 
finance, the capital asset pricing model (CAPM).

CAPM is developed by Sharpe (1964), Lintner 
(1965) and Mossin (1966). It gives the relationship 
that should be observed between the risk of the 
asset and its expected return. The expected return 
of an asset derived from this model provides an 

estimate of fair or benchmark return. It also helps 
the investors to make an educated guess of the 
expected return of securities that have not yet been 
traded in the stock market (Bodie et al., 2009). We 
enlist the basic assumptions of the CAPM. These 
assumptions, try to ensure the homogeneity (or 
alikeness) in the behavior of individuals (Bodie 
et al., 2009).

•	 It considers that there are many individuals 
in the market, each with a certain amount 
of wealth which is small as compared to 
the total wealth of all investors. Perfect 
competition prevails in the market where 
the investors are price-takers and the secu-
rity prices are not affected by their trades.

•	 All investors have an identical holding 
period and their expectations are myopic 
such that they would ignore everything that 
might occur at the end of the period.

•	 The investments are limited only to public-
ly traded financial assets. The non-traded 
assets like that of private enterprises are 
excluded. It is also assumed that investors 
may borrow or lend any amount at a risk-
free rate.

•	 Investors do not pay any taxes on returns 
and there are no transaction costs on trad-
ing securities.

Figure 1. Expected utility functions for three risk attitude types
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•	 All investors are rational and they would 
try to optimize the risk-return tradeoff of 
their personal portfolio.

•	 The investors try to mimic the market port-
folio, which is considered to be efficient as 
it incorporates all the relevant information 
about the universe of securities. Therefore, 
all the securities in market portfolio are 
fairly priced.

•	 Investors are as alike as possible and they 
analyze the securities in the same way i.e. 
they have homogeneous expectations.

The simplicity of CAPM makes it the most 
widely used asset pricing models. However, tra-
ditional theorists abandoned the CAPM in favor 
of Fama and French’s (1992) three-factor model 
when the CAPM produced anomalies inconsistent 
with market efficiency (Statman, 1999).

A great deal of asset pricing theories is based 
on the assumption of market efficiency, which 
is introduced and explained by Fama (1970). He 
defines the efficient financial market as one in 
which security prices always fully reflect avail-
able information. It further identifies that in an 
efficient market all the investors are well informed, 
rational individuals who aim to maximize their 
profits. This means that if the efficient market 
hypothesis (EMH) holds true, then the investors 
cannot hope to beat the market and no amount 
of analysis would help in generating abnormal 
returns. This theory takes the standard finance 
literature one notch higher by taking into account 
irrational traders. It notes that the irrational or 
noise traders can distort the prices, but it is a 
temporary phenomenon and is quickly eliminated 
by the arbitrageurs. We illustrate the theoretical 
and empirical assumptions of EMH as discussed 
by Shleifer (2000).

The Theoretical Assumptions 
of the EMH

The Theoretical Assumptions of the EMH

•	 Investors are assumed to be rational. 
Therefore, they value the securities ra-
tionally, incorporating all the available 
information.

•	 Irrational investors, if present, trade ran-
domly; therefore their trades cancel each 
other out without affecting the prices.

•	 Further, the effect of irrational investors on 
prices is also eliminated by the trading ac-
tivities of arbitrageurs.

The Empirical Assumptions 
of the EMH

The EMH turned out to be an enormous empiri-
cal success in the first decade of its conception. 
Jensen (1978, pp. 95) stated that, ‘there is no other 
proposition in economics which has more solid 
empirical evidence supporting it than the Efficient 
Market Hypothesis’. The empirical focus of the 
EMH has two aspects. It first considers the impact 
of new information on security prices. It states 
that any new information in the market should 
be incorporated in the security prices quickly 
and correctly such that price trends or reversals 
could not exist after the initial impact of the news. 
Secondly, since the price of a security is equal 
to its value; therefore it should only move when 
there is a news about a change in its fundamental 
value and not otherwise. It is further noted that 
in an efficient market scenario old information 
has no monetary value. Fama (1970) categorizes 
the old information into three types which gives 
rise to three forms of market efficiencies: weak, 
semi-strong and strong.
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•	 In the weak form of market efficiency, the 
past prices and returns are taken as old 
information and here technical or trend 
analysis cannot yield superior abnormal 
returns.

•	 In semi-strong form of market efficiency, 
any publicly available information is con-
sidered old and its fundamental analysis 
also fails to give superior returns. This 
means that as soon as the information be-
comes public it gets incorporated into se-
curity prices.

•	 However, investors can still earn abnor-
mal returns by having information that is 
not made public i.e. insider trading. Here 
comes the importance of strong market 
efficiency wherein even insider trading 
cannot provide abnormal return as this in-
formation leaks out quickly and gets incor-
porated into security prices.

For a very long period of time these theories 
were considered to be the ultimate explanation 
for investor and market behavior. However, in 
recent times researchers have been observing 
that traditional theories get significantly violated 
in actual market conditions. They have started 
accepting that these theories are based on the 
over-simplified assumptions. Its foundations are 
built on how market participants ought to behave 
rather than how they actually behave. This led to 
the emergence of behavioral finance which factors 
irrationalities and biases of investors.

BEHAVIORAL FINANCE APPROACH

The rationality of investors became debatable 
from the time standard finance theories could not 
give sufficient explanation for the stock market 
anomalies. One of the most apparent example of 
such an anomaly is the stock market bubble, for 
instance the dot-com bubble of the 1990’s (Cooper 
et al., 2001) or the recent real estate bubble of 
2006 (Zhou & Sornette, 2006). A bubble is cre-

ated when market participants drive the security 
prices way above their fair price. During this phase 
people disregard the fundamental valuation and 
get attracted to such overpriced securities which 
strengthen the mispricing even more. However, 
this ‘hot market’ situation ends when companies 
fail to achieve their promised targets or the demand 
declines. Experts like Mackay (1841) highlight the 
importance of behavioral biases like herd mental-
ity as the cause of this situation. The existence of 
such bubbles defies the very core of the “standard 
finance theories”.

The essence of standard finance theories can be 
captured into four foundation blocks: 1) investors 
are rational; 2) markets are efficient; 3) investors 
should design their portfolio according to the rules 
of mean variance portfolio 4) Expected returns are 
a function of risk and risk alone (Statman, 2008). 
Behavioral finance offers an alternative for each of 
these blocks. It states that investors are “normal” 
not rational, the markets are not efficient even when 
they are difficult to beat, investors do not design 
their portfolio on mean-variance theory and the 
expected returns are measured by more than just 
risk (Statman, 2008). We try to examine each of 
these blocks with the help of suitable behavioral 
concept in the subsequent section starting with 
the brief history of the discipline itself.

Behavioral finance emerged as a branch of 
social psychology that captures the human side of 
decision making. Research in this field started in 
the eighteenth century with significant works like 
Theory of Moral Sentiments (1759) and Wealth of 
Nations (1776) by Adam Smith. In these studies 
Smith suggests the presence of an “invisible hand” 
or the morality of individuals that guides them 
in making social, economic and even financial 
decisions. Smith (1759) emphasizes on the role 
of sentiments like pride, shame, insecurity and 
egotism. Another contemporary thinker, Jeremy 
Bentham (1789) highlights the psychological 
aspects of utility function. Bentham argues that 
human concern for happiness makes it impos-
sible for them to make a decision that is entirely 
devoid of emotions. These researchers stress on 
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the role of psychology on economic behavior, but 
their consensus was lost over the next century. 
This work was then reinstated in the twentieth 
century. Selden (1912) identifies that the stock 
price movements on the exchanges are dependent 
on the mental attitude of investors. The role of 
sentiment is also observed by Keynes (1936) as 
the “animal spirits” of individuals. Keynes along 
with many other researchers criticized the concept 
of homo economicus and argued that no human 
can be completely informed of every situation in 
order to maximize her expected utility. Instead, 
they advocate the theory of the bounded rationality 
given by Simon (1955). This theory assumes that 
rationality of individuals is constrained by two 
factors: information they have at their disposal and 
the cognitive limitations of their minds. Bounded 
rationality is a more relaxed version of standard 
expected utility theory. It is also more realistic to 
its traditional counterpart as it incorporates the 
limitations of the human judgment. The utility 
function is further explored by Pratt (1964). The 
author compares the utility with respect to local 
risk aversion and global risk aversion and explains 
that the decision maker will have a greater local 
risk aversion if he is globally more risk averse. The 
author also gives a related utility function where 
risk is measured as a proportion of total assets.

In 1956 the US psychologist Leon Festinger 
introduces the concept of cognitive dissonance 
(Festinger, Riecken & Schachter 1956) which 
occurs when two simultaneously held cognitions 
are inconsistent. Moreover, this dissonance cre-
ates a feeling of unpleasantness or unrest in the 
people such that they try to avoid it or reduce it by 
changing their beliefs. The mental processes that 
are a part of cognitive psychology have been ex-
amined by various experts with respect to decision 
making under uncertainty. One of the significant 
contributions to this body of literature is by Raiffa 
(1968). The author analyzes decisions under three 
approaches that provide a more pragmatic view of 
an individual’s thought process. These approaches 
are mentioned as follows.

•	 Normative Approach: It is concerned 
with rational decision making process. It 
provides ideal solution which a decision 
making process should strive to achieve.

•	 Descriptive Approach: It deals with the 
manner in which people actually make de-
cisions in the real life situations.

•	 Prescriptive Approach: It provides the 
individuals with practical advice and tools 
that might help them in achieving results 
that are in close approximation to the nor-
mative analysis.

The path-breaking work in behavioral finance 
is credited to the psychologists Daniel Kahneman 
and Amos Tversky. They introduced the concept of 
prospect theory for the analysis of decision making 
under risk (1979). This theory is considered to be 
the backbone of behavioral finance. It was devel-
oped as an alternative model for expected utility 
theory. It throws light on how individual evaluate 
gain or losses. This theory has three key aspects.

•	 Key Aspect 1: People sometimes exhibit 
risk aversion and sometimes exhibit risk 
loving behavior depending on the nature of 
the prospect. This is because people give 
lower weight age to the outcomes which 
are probable as compared to those that are 
certain. This makes them risk averse for 
choices with sure gains while risk seek-
er for choices with sure losses. It is also 
known as certainty effect.

•	 Key Aspect 2: People assign value to loss-
es or gains rather than final assets. Here 
two thought processes come into play. 
These are editing and evaluation. During 
the editing stage, the prospects are ranked 
as per the rules of thumb (heuristics) and 
in evaluation stage, some reference point is 
taken into account that provides a relative 
basis for determining gain or losses. This 
reference point is usually their status quo.
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•	 Key Aspect 3: The weight age given to 
losses is higher than given to gains of the 
same amount. This is because people are 
averse to losses as they loom larger than 
gains. This is called loss aversion.

The value function in the prospect theory 
replaces the utility function in the expected util-
ity theory. In addition, instead of using simple 
probabilities as in the expected utility theory, it 
uses decision weights which are a function of 
probability. The value function of the prospect 
theory is shown below in figure 2.

In this figure the value function of loss is steeper 
than the gains which corroborate the fact that 
people overweigh their losses. Another finding is 
that this function is concave for gains while convex 
for losses. This leads to the interpretation of four 
fold pattern of risk attitude in individuals (Tversky 
& Kahneman, 1992) which is mentioned below.

•	 Risk seeker for gains with low probability.
•	 Risk aversion for gains with high 

probability.
•	 Risk aversion for losses with low 

probability.
•	 Risk seeker for losses with high probability.

Prospect theory is considered to be the seminal 
work in behavioral finance and it forms the under-
lying basis of biases like loss aversion, framing 
and the disposition effect.

It can be seen from the above literature that 
the work on incorporating behavioral aspects to 
traditional theories started quite early. This area 
started gaining the spotlight in late 1970’s and 
80’s. The works of Simon (1955), Pratt (1964), 
Raiffa (1968) and Kahneman and Tversky (1979) 
provide an alternative to the expected utility theory. 
In later years, the expected utility theory wasn’t 
the only theory which faced criticism. Proponents 
of behavioral finance also found flaws in other 
standard finance theories like the capital asset 
pricing model (CAPM), the Markowitz portfolio 
selection model and the efficient market hypoth-
esis (EMH).

Statman (1999) points that traditional asset 
pricing models like the CAPM determine the 
expected return of a security at a given point of 
time, but do not consider the same over a period 
of time that could provide an explanation for the 
stock market bubbles. The author also argues 
that the rationality in the security prices in the 
efficient market hypothesis reflects only the utili-
tarian characteristics like risk and not the value 

Figure 2. The value function in the prospect theory (Kahneman & Tversky, 1979)
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expressive characteristics such as sentiments. He 
states that both these characteristics influence the 
risk premium. Further, the author suggests that 
experts should explore the asset pricing models 
that reflect both value expressive and utilitarian 
characteristics.

A similar model is previously developed by 
Shefrin and Statman (1994) called the behavioral 
asset pricing model (BAPM). This model explains 
the market interaction of two groups of traders, 
i.e. the informational traders and the noise traders. 
Information traders are the rational traders who 
follow the CAPM whereas noise traders are the 
ones who do not follow the CAPM and commit 
cognitive errors. Here the expected return on 
securities is determined by their behavioral betas.

Shefrin and Statman (1999) also develop an 
alternative to the Markowitz portfolio theory, 
named as the behavioral portfolio theory (BPT). In 
the Markowitz model, the investors build a mean 
variance portfolio, thereby trying to optimize their 
risk-return tradeoff. Here the portfolio is evaluated 
as a whole and the risk attitude of the investors 
is also consistent. In contrast, the BPT takes into 
account the behavioral investors that construct 
their portfolios as the pyramids of assets, layer 
by layer, where each layer is associated with its 
specific goal and risk attitude. This theory tries to 
explain a part of investor behavior that deals with 
their differential attitude towards risk.

In 1990’s and 2000 the efficient market hypoth-
esis was also challenged by various researchers 
like Andrei Shleifer (2000) and Robert Shiller 
(2000). Shleifer (2000) provides an alternative ap-
proach to study financial markets with the help of 
behavioral finance. The author acknowledges the 
fact the in actual financial markets, irrational in-
vestors trade against arbitrageurs whose resources 
are limited by risk aversion, short horizons, and 
agency problems. He presents behavioral models 
that explain various market anomalies such as the 
superior performance of value stocks, the closed 
end fund puzzle, the higher returns on stocks in-
cluded in market indices, the persistence of stock 

price bubbles, and collapse of several well-known 
hedge funds in 1998. Some of the key points of 
Shleifer are enumerated below.

•	 It is impossible for investors being com-
pletely rational. Most of the investors react 
to irrelevant information or they trade on 
noise rather than information.

•	 These investors are prone to various biases 
like narrow framing, the disposition ef-
fect, loss aversion, representativeness and 
overreaction.

•	 It counters the assumption of the EMH 
which states that the irrational investors, if 
exist, trade randomly such that their trades 
cancel each other out leaving no impact on 
stock prices whatsoever. In contrast to this 
Shleifer argues that trades of irrational in-
vestors would not be random, rather they 
would buy or sell the same securities at the 
same time.

•	 The study suggests that, contrary to the 
EMH, arbitrage in real situations is risky 
and therefore limited. Since the prerequi-
site for any arbitrage is the availability of 
same or essentially similar substitutes, yet 
in many cases securities might not have 
such close substitutes. This constraint lim-
its the effectiveness of arbitrage which con-
tributes in making the markets inefficient.

Further contradictions for the EMH are pre-
sented by Shiller (1981, 2000). In 1981 the author 
analyzes the stock market volatility and shows that 
the stock prices are far more volatile than could 
be explained by standard financial theories. In his 
bestselling book Irrational Exuberance, Shiller 
(2000) analyses the ups and downs of Dow Jones 
industrial average with a behavioral approach of 
market participants. He stresses on the impact 
on investor perception, along with psychological 
and cultural factors in creating the bubble phase 
of DJIA during late 1990’s. In a separate re-
search Jagdeesh and Titman (1993) also provide 
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significant evidence for momentum. They found 
that individual stock prices over a period of six 
to twelve months tends to predict the future price 
movement in the same direction. This finding 
violates even the weak form of market efficiency.

The aforementioned literature substantiates 
that the standard finance theories alone cannot 
explain the anomalies of stock markets. In recent 
times, the researchers have recognized the impor-
tance of incorporating behavioral factors into the 
traditional theories to get a more realistic insight 
into the functioning of stock markets. These 
researches along with various other significant 
contributions are summarized in Table 2.

In the next section we will unveil some of the 
behavioral irrationalities identified by eminent 
psychologists and throw light on how these tenden-
cies can result in anomalies in financial markets.

INTRODUCTION TO 
BEHAVIORAL BIASES

Behavioral finance captures the role of behavioral 
biases in investor decision making. Shefrin (2000) 
broadly classifies these biases into two types: heu-
ristic driven biases and frame dependent biases.

•	 Heuristic driven biases: Shefrin (2000) 
recognizes that financial practitioners use 
rules of thumb or heuristics to process data 
and make decisions. For instance, people 
believe that future performance of the 
stock can be best predicted by past perfor-
mance. The author categorizes such biases 
under heuristic theme which includes over-
confidence, anchoring and adjustment, re-
inforcement learning, excessive optimism 
and pessimism.

Table 2. Behavioral finance theories 

Researcher Name Year Theory/ Concept/ Model

Herbert Simon 1955 Models of bounded rationality

Festinger, Riecken and Schachter 1956 Theory of cognitive dissonance

Tversky and Kahneman 1973,1974 Introduced heuristic biases: availability, representativeness, anchoring and 
adjustment

Kahneman and Tversky 1979 The prospect theory, introduced loss aversion bias

Tversky and Kahneman 1981 Introduced Framing Bias

Richard Thaler 1985 Introduced mental accounting bias

De Bondt and Thaler 1985 Theory of overreaction in stock markets.

Barberis, Shleifer and Vishny 1998 Investor sentiment model for underreaction and overreaction of stock prices.

Meir Statman 1999 Behavioral asset pricing theory and behavioral portfolio theory

Andrei Shleifer 2000 Linkage of behavioral finance with Efficient market Hypothesis to find that 
stock markets are inefficient.

Barberis, Huang and Santos 2001 Incorporation of prospect theory in asset prices.

Grinblatt and Keloharju 2001 Role of behavioral factors in determining trading behavior.

Hubert Fromlet 2001 Importance of behavioral finance. Emphasis on departure from ‘homo 
economicus’ or traditional paradigm to more realistic paradigm.

Barberis and Thaler 2003 Survey of Behavioral Finance

Coval and Shumway 2006 Effect of behavioral biases on stock prices. The price reversal for biased 
investors is quicker than unbiased investors
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•	 Frame dependent biases: The decision 
process of financial practitioners is also 
influenced by the way they frame their op-
tions. This theme includes biases like nar-
row framing, mental accounting and the 
disposition effect.

Behavioral biases are also categorized by 
Pompian (2011) into cognitive and emotional 
biases (Figure 3). The cognitive biases include 
overconfidence, representativeness, anchoring 
and adjustment, framing, cognitive dissonance, 
availability, mental accounting, etc. The emotional 
biases include endowment bias, loss aversion, 
optimism and status quo.

We discuss the presence and impact of some 
of the prominent biases in this section. These 
biases are categorized along the lines of Shefrin 
(2000) into heuristic and frame dependent biases. 
Table 3 summarizes the findings of the studies 
on these biases.

Heuristic Driven Biases

Heuristics are introduced by Tversky and Kahne-
man in 1974. As described earlier, these are the 
rules of thumb or mental shortcuts that help people 
in reaching decisions quickly and easily. These 
shortcuts, although helpful, can lead to errone-
ous decisions. Three heuristics given by Tversky 
and Kahneman (1974) that are used for decision 
making under uncertainty are representativeness, 
availability, and anchoring and adjustment

Representativeness: It is the tendency of indi-
viduals to estimate the likelihood of an event by 
comparing it to a previous incident that already 
exists in their minds. This existing incident is 
generally what they consider to be the most rel-
evant or typical example of the current event. The 
empirical evidence of representativeness has been 
given by Dhar and Kumar (2001) who examines the 
stock price trend for stocks bought by more than 
62,000 households at a discount brokerage during 
a 5-year period. The author finds that investors 
tend to buy stocks with recent positive abnormal 

Figure 3. Categorization of behavioral biases
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Table 3. Summary of literature on various behavioral biases 

Bias Name Author Findings

Representativeness

Tversky and Kahneman (1974) Tendency of individuals to estimate the likelihood of an event by comparing it to a 
previous incident that already exists in their minds.

Kumar (2001) Past price trend is representative of the future price trend as investors tend to buy 
stocks with recent positive abnormal returns.

Kaestner (2005) Investors extrapolate the recent earnings surprise and hence overreact to subsequent 
earnings surprise.

Availability

Tversky and Kahneman (1973, 1974) It is the ease with which relevant issues come to mind. It creates a selection bias in 
decision making.

Kliger and Kudryavtsev (2010) Stock price reaction to recommendation revisions (up or down) is stronger when 
accompanied by index returns in the same direction.

Anchoring
Tversky and Kahneman (1974) Tendency of people to estimate an unknown value with the help of an initial value 

or “anchor”.

Campbell and Sharpe (2009) Expert forecasts releases are biased (anchored) towards previous months releases.

Overconfidence

Odean (1998a) Investors’ tendency to overestimate the precision of their knowledge about the value 
of a security.

Daniel, Hirshleifer and 
Subrahmanyam (1998)

Overconfidence of investors leads to negative serial correlation in prices (price 
reversals).

Barber and Odean (2000) Overconfidence increases trading activity in investors that in turn depletes their 
wealth due to higher trading costs.

Gervais and Odean (2001) Past successes in trades makes investors overconfident and leads to high trading 
volume in future periods.

Optimism (Pessimism)

Heifetz and Spiegel (2001) Investors’ tendency to overestimate (underestimate) the expected mean returns of 
the risky asset.

Toshino and Suto (2004) Optimistic investors selectively incorporate only good news in their decision making 
process.

Shefrin and Statman (2011) Excessive optimism creates speculative bubbles in financial markets.

Hoffman and Post (2011) Identify the drivers of optimism and pessimism that are return expectations, return 
tolerance and risk perceptions.

Loss aversion

Kahneman and Tversky (1979) Loss brings regret and people try to avoid losses in order to avoid subsequent regret.

Coval and Shumway (2003) Analyzed loss aversion in intra-day trading. 
A loss in the morning leads to higher risk taking behavior of market makers in the 
afternoon.

Berkelaar and Kouwenberg (2008) Investors with heterogeneous loss aversion become gradually less risk averse when 
they experience gains, pushing the security prices up.

Hwang and Satchell (2010) Level of loss aversion changes depending on market conditions. Investors become 
more loss averse in bull markets than bear markets.

Narrow Framing

Shefrin (2000) Tendency of investors to treat repeated risks as if they were a one-shot deal.

Barberis and Huang (2005) People evaluate a new gamble in isolation, separated from their other risks, even if it 
is just one of many that determine their overall wealth risk.

Liu and Wang (2010) Investors could easily become susceptible to narrow framing when trading in 
the complex derivatives market. Factors like professionalism, sophistication and 
experience can reduce this bias to a certain extent.

Mental accounting

Thaler (1999) Investors make mental accounts of their wealth which have an impact on stock 
selection decisions

Barberis and Huang (2001) Comparison between stock accounting by investors to portfolio accounting. Change 
in investors mental system of accounting affects asset prices.

continued on folllowing page
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returns. This is consistent with the heuristic 
that the past price trend is representative of the 
future price trend. Another instance is presented 
by Kaestner (2005) who uses the data on current 
and past earnings for U.S. listed companies for 
the period of 1983-1999 and suggest that investor 
overreaction to earnings announcement could be 
attributed to representativeness bias. The author 
states that investors initially extrapolate the recent 
earnings surprise and hence overreact to subse-
quent earnings surprise.

Availability bias: In this case people evaluate 
the probability of an outcome based on the famil-
iarity or prevalence of that particular outcome. 
People prone to availability bias give higher likeli-
hood to the events which they can easily recall as 
compared to the ones that difficult to remember 
or comprehend. Kliger and Kudryavtsev (2010) 
identify this bias in investors’ reaction to analysts’ 
recommendation revisions. They use daily market 
returns as a proxy for information on outcome 
availability. They find that stock price reaction 
to recommendation revisions (up or down) is 

stronger when accompanied by index returns in 
the same direction.

Anchoring and Adjustment bias: This bias 
comes into play when people have to estimate an 
unknown value or magnitude. Here people start 
their estimation by guessing some initial value 
or an “anchor”. This anchor is then adjusted and 
refined to arrive at the final estimate. Campbell 
and Sharpe (2009) investigate the presence of 
anchoring bias in analysts’ forecasts of monthly 
economic releases for a period of 1991 to 2006. 
They find that forecasts of any given release 
were anchored towards the recent months’ real-
ized values of that release, thereby giving rise to 
predictable surprises. This effect is consistent for 
each of the key releases.

The aforementioned researches substantiate 
the importance of the representativeness, avail-
ability and anchoring bias. It can be observed that 
representativeness is based on stereotypes and it 
causes positive earnings surprises to be followed 
by more positive surprises and negative surprises 
by more negative surprises (Shefrin, 2000). Rep-

Bias Name Author Findings

Disposition Effect

Shefrin and Statman (1985) Tendency of investors to sell winning stocks early and holding on to losing stocks

Odean (1998b) Using the ratio of proportion of gains realized (PGR) to proportion of loss realized 
(PLR) show that investors are prone to the disposition effect.

Grinblatt and Keloharju (2001) Evidence of the disposition effect in Finnish stock market.

Shumway and Wu (2006) The disposition effect drives momentum in Shanghai stock exchange.

Alok Kumar (2009) In order to avoid regret investors continue to hold on to loss making stocks in the 
hope of future gains

Herding behavior

Lakonishok et al. (1991) Developed a model which measures herding by studying a subset of market 
participants over time.

Scharfstein and Stein (1990) Examined herding in money managers. Reputational concerns and ‘sharing-the-
blame’ effect, were some of the factors that could drive managers to herd

Christie and Huang (1995) Investigated the presence of herding using cross-sectional standard deviation 
(CSSD). Analyzed that herding exists in periods of market extremes.

Status quo Bias

Samuelson and Zeckhauser (1988) Individuals tend to disproportionately stick to their status quo, i.e. maintaining one’s 
current or previous decision.

Brown and Kagel (2009) Status quo prevails in an environment in which there are very low costs of 
identifying better performing stocks.

Jianbiao Identified factors affecting the status quo bias as framing, investors’ emotion and 
information structure.

Table 3. continued.
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resentativeness along with availability bias can 
create overreactions in investors and stock markets. 
Finally the influence of anchoring and adjustment 
bias can make the earnings surprises predictable.

Along with representativeness, availability 
and anchoring bias, the other equally relevant 
and widely researched heuristic driven biases are 
overconfidence and optimism.

Overconfidence: It is defined as the investors’ 
tendency to overestimate the precision of their 
knowledge about the value of a security (Odean, 
1998a). Overconfidence is one of the most highly 
researched biases with abundant empirical find-
ings. Daniel et al. (1998) develop a model based 
on overconfidence of investors who overestimate 
the precision of their private signals and show that 
overconfidence leads to negative serial correlation 
in prices (price reversals). Gervais and Odean 
(2001) formulate a multi-period market model 
to estimate overconfidence. They propose that 
overconfidence is enhanced in those investors who 
have experienced high returns; as a result they trade 
more frequently. Therefore overconfidence leads 
to increase in trading volume. On the other hand, 
a loss in the market reduces overconfidence level 
and subsequently the transaction volume. They 
assign a positive relationship between volume of 
transaction and lagged performance of the market. 
Odean (1999) and Barber and Odean, (2000; 2001) 
empirically test the theory of overconfidence. 
They provide evidence that overconfidence leads 
to greater trading volume in financial markets. 
Using the data from individual investor accounts 
held with a large U.S. brokerage firm, they propose 
that higher trading in turn leads to lower expected 
utility or poor portfolio performance.

Most of these researches reveal that over-
confidence is an illusion of superior knowledge 
in investors, which is strengthened by their past 
successes. This tendency makes them trade more 
as they become sure of the positive outcome. 
However increase in trading volume comes with 
high a trading cost which proves to be detrimental 
to the portfolio performance.

Optimism: In financial context optimism (pes-
simism) is defined as the propensity of investors 
to overestimate (underestimate) the expected 
mean returns of the risky asset (Heifetz & Spie-
gel, 2001; Germain et al., 2005; Barone Adesi 
et al., 2012). Researchers have studied this bias 
with respect to its impact on the stock markets as 
well as the factors that drive this bias. Toshino 
and Suto (2004) investigate optimism bias in 
Japanese institutional investors. They use survey 
based data and find that the optimistic investors 
are more sensitive towards positive market news. 
They selectively incorporate only good news in 
their decision making process. Further, investors 
affected by optimism bias tend to undervalue the 
risk of familiar investment products such that they 
are more optimistic towards the domestic market 
than foreign markets. Shefrin and Statman (2011) 
find that excessive optimism can create speculative 
bubbles in financial markets by inflating the prices 
of securities above their intrinsic values. They 
further state that if bubbles last long enough, some 
pessimists might become convinced that they are 
wrong and can convert into optimists and in the 
process they are likely to intensify this phenom-
enon. Hoffman and Post (2011) identify the drivers 
of investors’ optimism and fear (pessimism) based 
on their return expectations, return tolerance and 
risk perceptions. They use a data set of brokerage 
records as well as monthly survey measurements 
to analyze the impact of the past return and past 
risk on the drivers of optimism (pessimism). They 
discover that past returns positively impact return 
expectations, return tolerance and negatively im-
pact risk perceptions. They reason that investors 
are prone to hot hands fallacy, which means that 
past returns will continue in future. This makes 
them more optimistic in return expectations if 
there past returns are positive. However, past risk 
has no effect on these parameters.

Optimism (pessimism) is a very influential 
bias. It is responsible for setting the mood of the 
financial markets. This bias is driven by past re-
turns that have an impact on return expectations, 
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return tolerance and risk perception of investors. 
This bias is so potent that it can create stock 
market bubbles and can convert even pessimists 
to optimists.

These researches affirm that heuristic driven 
biases have a fair share of influence on the in-
vestors’ choices and actions. In the next section 
we analyze the role of second category given by 
Shefrin (2000) i.e. the frame dependent biases.

Frame Dependent Biases

The roots of frame dependence trace back to the 
study by Kahnemann and Tversky (1979). This 
work is taken forward by Shefrin (2000) who 
mentions several frame dependent biases, the 
prominent ones amongst those biases are being 
discussed here. These are loss aversion, narrow 
framing, mental accounting and the disposition 
effect.

Loss aversion: It is introduced by Kahneman 
and Tversky (1979) and refers to the tendency of 
individuals to strongly avoid losses as compared 
obtaining gains. This is because loss brings regret 
and impact is much greater than that of gains. 
Several researchers have studied the impact of 
loss aversion in financial markets. Joshua D. 
Coval and Tyler Shumway (2005) analyze the 
effect of loss aversion bias in terms of risk taking 
in market makers. They show that in intra-day 
trading, a loss in the morning leads to higher 
risk taking behavior in the afternoon. Berkelaar 
and Kouwenberg (2008) examine the impact of 
heterogeneous loss averse investors on asset prices 
using annual U.S. consumption data for a period 
of 1889 to 1985. Their study shows that in a good 
state loss averse investor gradually become less 
risk averse as wealth rises above their reference 
point, pushing equity prices up. On the other hand, 
when wealth drops below the reference point the 
investors become risk seeking and demand for 
stock increases drastically. This eventually leads 
to forced sell-off and subsequently stock market 
busts. Hwang and Satchell (2010) investigate loss 

aversion in financial market using the typical asset 
allocation model for annual data of U.K. pension 
funds from 1963 to 2003. Their results reveal 
that financial markets are more loss averse than 
assumed in literature. Further, this bias change 
depending on market conditions, for instance, 
investors become more loss averse in bull markets 
than during bear markets indicating the pain of 
a loss is larger when others are enjoying gains. 
They also find that investors are more sensitive 
to changes in loss than in gains.

These studies reveal that there is a differential 
impact of gains and losses on decision outcome. 
Further, the pain of loss is described to be greater 
than pleasure of an equal amount of gain, which 
makes the investors more sensitive to a change in 
the loss. These researches also throw light on the 
risk attitude pattern of individuals. It is seen that 
people become risk seeker or less risk averse in 
the prospect experiencing loss of high probability.

Narrow framing: Shefrin (2000) describes 
narrow framing as the tendency of investors to 
treat repeated risks as if they were a one-shot 
deal. Barberis and Huang (2006) elaborate this 
bias in the context of gambling. They state that, it 
is the phenomenon wherein people evaluate each 
new gamble in isolation, separating it from their 
other risks. In other words, people will ignore all 
the previous choices that determine their overall 
wealth risk and directly derive the utility from 
their current risk. Liu and Wang (2010) docu-
ment the presence of narrow framing effect in 
the options trading market. They used the daily 
trading volume data of Taiwan Futures Exchange 
for a period of 2001 to 2004. The findings of this 
study indicate that investors could easily become 
susceptible to narrow framing when trading in 
the complex derivatives market. They simplify 
complicated trading strategies into understandable 
trading decisions. The study also supports the fact 
that traders’ professionalism, sophistication and 
experience can reduce this bias to a certain extent.

Mental accounting: Its concept is given by 
Thaler (1999). It is defined as the tendency of 
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individuals to separate their information into 
manageable mental accounts. Thaler (1999) ex-
plains that mental accounting is a set of cognitive 
operations used by individuals to organize, evalu-
ate, and keep track of financial activities. Mental 
accounting comprises of three components. First 
component captures how outcomes are perceived 
and experienced, how decisions are made and sub-
sequently evaluated. Second component involves 
the assignment of activities to specific accounts. 
The final component focuses on the frequency 
with which accounts are evaluated and ‘choice 
bracketing’. Barberis and Huang (2001) study 
investors’ mental accounting using simulated data 
of equilibrium firm-level stock returns. They find 
that the investors’ system of mental accounting 
affects asset prices. They track the changes in 
portfolio performance as the individual’s decision 
frame shifts from stock accounting to portfolio 
accounting. Their results reveal that when this 
happens, the mean value of individual stock return 
falls, the stocks become less volatile and more 
correlated with each other.

Both narrow framing and mental accounting 
are cognitive processes that simplify the complex 
decision making problem for investors. In narrow 
framing, individuals treat their risks in isolation 
rather than taking a holistic view. This bias can lead 
to overestimation of risk and make the investors 
myopic in their investment outlook. On the other 
hand, during mental accounting people segregate 
the information into different mental accounts. 
They evaluate the performance of each account 
separately instead of evaluating the performance 
of their portfolio as a whole. So although, this 
bias helps the investors in managing complex 
information, it can create distortion in asset prices.

The disposition effect: Shefrin and Statman 
(1985) introduce the concept of the disposition 
effect. It is defined as the tendency of investors to 
hold on to losing stocks and sell winning stocks 
early. This concept is built on the implications of 
prospect theory (Kanheman & Tversky, 1979). 
The possible reasons for this effect as proposed 

by the authors are loss aversion, seeking pride, 
mental accounting and regret avoidance. Odean 
(1998b) documents the presence of the disposi-
tion effect using market data on 10000 discount 
brokerage accounts of individual investors. In his 
study, the ratio of realized gain over total gains, 
(i.e. proportion of gains realized or PGR) and the 
ratio of realized loss over total loss (i.e. propor-
tion of loss realized PLR) are taken as measures 
to calculate the disposition effect. He finds that 
a majority of investors are reluctant to realize 
their losses. Grinblatt and Keloharju (2001) find 
evidence of the disposition effect in the Finnish 
stock market using a data set of shareholdings 
and trades of individual and institutional inves-
tors between 1994 and 1997. Shumway and Wu 
(2006) using a sample of 13,460 Chinese investors 
note that a majority of these investors exhibit the 
disposition effect and it drives momentum in the 
Shanghai stock exchange. Kumar (2009) uses 
multiple measures of valuation uncertainty and 
behavioral bias proxies to find that individual 
investors exhibit stronger disposition effect when 
stocks are harder to value and when market-level 
uncertainty is higher.

The above mentioned empirical evidences on 
the disposition effect show that this bias has an 
impact on trading volume of stocks. Further, this 
bias gets intensified in the presence of uncertainty 
and has the strength to drive momentum in the 
stock market.

Along with the above mentioned researches, 
behavioral finance includes several other biases 
that are equally important. Some of them are 
discussed below.

Herding: It is the tendency of investors to fol-
low the crowd. One of the pioneer researches on 
herding is done by Lakonishok et al. (1991). They 
studied the role of herding and positive feedback 
trading in destabilizing the stock prices. Accord-
ing to them, herding referred to mimicking the 
investment actions of other fund managers at the 
same point of time; while positive feedback trading 
referred to buying winners and selling losers. The 
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data set used in their study comprised of quarterly 
portfolio holdings of all-equity, pension funds 
from year 1985 to1989.They developed a model 
which measures herding by studying a subset of 
market participants over time. However, they did 
not find any substantial evidence of herding or 
positive feedback trading by pension fund manag-
ers except in small stocks. Scharfstein and Stein 
(1990) examine some of the factors that could 
lead to herd behavior in investment decisions of 
money managers. They develop a model which 
separated smart managers from biased (dumb) 
managers. Smart managers are those who received 
informative signals about the value of an invest-
ment, whereas the biased (dumb) managers receive 
purely noise signals. They identify that reputa-
tional concerns and ‘sharing-the-blame’ effect, 
are some of the factors that could drive managers 
to herd. Christie and Huang (1995) identify herd-
ing behavior in the market using cross sectional 
standard deviation (CSSD) of individual asset 
returns. CSSD is used to measure the proximity 
of asset returns to the realized market average. 
They analyzed that herding exists in periods of 
market extremes. They argued that when investors 
follow aggregate market movement, disregarding 
their own judgment (herding) then individual asset 
returns will not diverge much from overall market 
return. Therefore the value of CSSD gets reduced.

Past studies on herding suggest that it is an 
extremely powerful bias. When people start mim-
icking each other, the impact of their behavior 
gets intensified. It can result in bubbles when the 
demand is high and crashes when people detect 
overpricing and go on a selling spree (Smith 1991, 
Smith, 2011). It is not only observed in common 
investors, but also prevails in market experts like 
trade analysts, portfolio managers, investment 
managers, etc. This bias can have a drastic ef-
fect on the stock markets, particularly during the 
periods of extreme i.e. bull and bear phase, when 
the stock markets are most susceptible.

Status quo bias: Samuelson and Zeckhauser 
(1988) define the status quo bias as the tendency 
of individuals to maintain their previous decisions 

regardless of the changes in their environment. 
Brown and Kagel (2009) conduct lab experiment 
on simplified stock market and find that this status 
quo bias is significant across individuals, over 
time and is independent of the stock performance. 
Further, it prevails in an environment in which 
there are very low costs of identifying better per-
forming stocks. They explain that the underlying 
factor behind this bias is individuals’ reluctance 
to receive information that might question their 
own abilities; therefore they choose to restrict 
their comparisons to their existing choices rather 
than considering other options that were at their 
disposal. Li et al. (2009) analyze the presence of 
status quo bias, its determinants, and its impact 
on investor decision making using experimental 
method. Their study reveals the factors affecting 
the status quo bias are framing, investors’ emotion 
and information structure. They demonstrate that 
investors’ have a lower level of status quo bias 
under positive emotion, while a higher level under 
negative emotion. They also explain that people 
in general try to elude vague options if they have 
a choice to do so and would rather maintain their 
original position.

Research work on status quo, shows that in-
dividuals succumb to this bias when the existing 
alternatives are vague or inconsistent with their 
own beliefs. Further, emotional state of investors 
also contributes to this bias as the intensity of this 
bias is higher for negative emotion as compared to 
positive emotion. These findings emphasize that 
behavioral biases have far reaching implications 
on the stock market and its players. Such implica-
tions are being pondered upon in the next section.

Implications of Behavioral Biases

It can be seen historically that ignoring the be-
havior of the decision making process can prove 
to be quite expensive in the financial markets 
as it can result in stock market anomalies. For 
this reason, awareness about behavioral biases is 
indispensable.
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As behavioral biases are unequivocally asso-
ciated wherever human beings are involved; its 
implications become very wide. Hence, we narrow 
down our focus to implications that concern the 
financial practitioners. It can be suggested that a 
good grasp of this area will equip the practitioners 
not just to recognize others mistakes but their own 
mistakes as well. It facilitates financial advisors 
to become more effective by understanding their 
clients’ psychology. It aids them in developing 
behaviorally modified portfolio, which best suits 
their clients’ predisposition. It helps investment 
bankers in understanding the market sentiments 
as they make public issues for their companies. 
It assists the financial strategists in making better 
forecasts and security analysts for recommending 
stocks. Finally, the knowledge of behavioral biases 
is required for individual investors in the pursuit of 
making sensible and effective financial decisions.

CONCLUSION

The chapter describes the evolution of behavioral 
finance from standard finance theories. It discusses 
various traditional theories like expected utility 
theory, the Markowitz portfolio model, the capi-
tal asset pricing model and the efficient market 
hypothesis. Each of these theories is considered 
pillars in finance and they have a massive impact 
on financial researches throughout the history. 
These theories revolve around some basic as-
sumptions, such as the rationality of individuals 
and efficiency of the market.

However, the applicability of these theories 
became questionable in real life scenarios when 
these rendered insufficient explanations to market 
anomalies like speculative bubbles, overreaction 
(underreaction), momentum and reversals, etc. 
the attention of researchers was then directed to-
wards an alternative explanation that became the 
discipline: behavioral finance. Behavioral finance 
relaxes the limitations of traditional finance theo-
ries. It starts with accepting the fact that investors 

are in fact irrational and their decision making 
biased. This can cause possible inefficiencies in the 
financial markets. Behavioral finance provided a 
more realistic view to the researchers and concepts 
like the prospect theory, the behavioral portfolio 
theory, the behavioral asset pricing theory and 
the inefficient markets emerged. These concepts 
incorporated the psychological aspects of investor 
thought process and introduced some important 
behavioral biases that are either heuristic driven 
like representativeness, availability and anchor-
ing and adjustment or frame dependent like loss 
aversion and narrow framing.

These biases have a significant impact on the 
stock market. Previous researches suggest that 
heuristics like representativeness, availability and 
anchoring are responsible for overreaction (under-
reaction) in the stock market. While other heuris-
tics like overconfidence and optimism can create 
an increase in trading volume and even speculative 
bubbles. The studies on frame dependent biases 
reveal that biases like loss aversion can increase 
investors’ risk seeking tendencies when facing the 
probability of heavy losses. The disposition effect 
can make investors to sell shares whose price have 
increased, while holding stocks that have dropped 
in value. It also has an impact on trading volume 
of the stocks. Other frame dependent biases are 
narrow framing and mental accounting. In narrow 
framing, investors take into account only their cur-
rent risk and disregard the risks of their previous 
investments. On the other hand, investors affected 
by mental accounting segregate their wealth into 
separate mental accounts based on the different 
purpose their wealth serves.

Along with the heuristic and frame dependent 
biases there are other biases that share equal im-
portance, and these are herding and status quo 
bias. Herd behavior along with optimism is one 
of the major precursors of speculative bubbles in 
the stock market. Herding is responsible for stock 
market crashes as well. Herding tendency in people 
makes them unsure about their own reasoning 
and sure about the decision of the masses. This 
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bias exists even in sophisticated and professional 
market participants like portfolio managers and 
trade analysts that can make their recommenda-
tions and forecasts biased. Another relevant bias 
is the status quo bias. People with this bias try 
to maintain their existing position while making 
a decision instead of choosing the options about 
which they are unsure.

The previous sections give an account of some 
of the more researched biases. However, this is 
by no means an exhaustive account as there are 
many other significant biases that could not be 
included in the purview of this study.

As the research in this field progresses, it 
becomes very clear that these biases are both 
ubiquitous and germane. Ubiquitous, since they 
are present wherever investors are involved and 
germane because the effect of these biases can 
be very expensive (Shefrin, 2000). Therefore, 
knowledge of these biases becomes crucial not 
just for investors, but also for the financial experts 
like analysts and portfolio managers, so that they 
can comprehend the market sentiment and advice 
the investors in a way that they make the most 
profit out of it.

However, this field is not without its own 
limitations. It sensitizes people about their psy-
chological errors in decision making, but does not 
provide any explanation as to how to exploit any 
irrationality in monetary terms (Statman, 2008). 
It makes people aware about mispricing in the 
stock market, but does not give any technique to 
beat the stock market (Bodie et al., 2009). Addi-
tionally, the models that exist in this field do not 
incorporate all the biases and as such cannot be 
generalized. All these limitations keep behavioral 
finance dependent on the traditional theories that 
it challenges (Harrington, 2010). There are other 
empirical challenges like in certain countries (for 
e.g. India) investor specific data is not publicly 
available which limits the scope of research. Nev-
ertheless, with rapid advances in this field, it is 
hoped that behavioral theories will become more 
robust in the near future. Undeniably, this field 

has already paved the way for a new and improved 
finance. It has provided an understanding of deci-
sion makers that is more intuitive and presents a 
truer picture as compared to the standard finance.
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KEY TERMS AND DEFINITIONS

Anchoring and Adjustment: A heuristic used 
to estimate an unknown value by starting with a 
known figure (anchor) which is then adjusted to 
arrive at a final value. In this case, people tend 
to get biased towards the anchor rather than away 
from it.

Availability Bias: Tendency of individuals to 
give more weight age to recent information which 
could be recalled easily.

Behavioral Finance: A field of finance that 
incorporates the influence of psychology on the 
behavior of financial practitioners and its role in 
explaining market anomalies.

Disposition Effect: A tendency of investors 
to start selling the shares that have gained value 
early, while, holding the losers for too long.

Efficient Market Hypothesis: A concept 
given by Fama (1970) that describes an efficient 
financial market as one in which security prices 
completely reflect the available information. 
Further, the investors in this scenario are well 
informed and make rational choices, such that the 
mispricing of securities cannot occur.

Herding Bias: It is the propensity of investors 
to mimic the crowd without taking into consider-
ation their own judgment.

Market Anomalies: (Market Inefficiencies): 
Aberrations in financial markets that cannot be 
explained by efficient market hypothesis, for e.g. 
speculative bubbles, crashes, overreaction and 
under reaction.

Mental Accounting: Defined as the tendency 
to segregate complex information into manage-
able mental accounts. In investment terms, people 
separate their assets into different categories 
depending on the purpose each category fulfills.

Narrow Framing Bias: A myopic approach of 
investors wherein they make investment decisions 
without considering the context of their entire 
portfolio. People affected with this bias focus 
their attention to specific, seemingly attractive 
investment options while they tend to overlook 
the full range of options available to them.

Optimism Bias: It causes people to believe 
that they are less likely to experience negative 
incidents. In financial terms, it is the tendency 
of investors to overestimate the expected return 
of a security.

Overconfidence: Propensity of individuals 
to overestimate their own knowledge and ability 
to perform.

Prospect Theory: A concept given by Kah-
neman and Tversky (1979). This theory analyses 
the decision making process of individuals under 
risk. Here the choices are determined in terms of 
loss and gains. It suggests that same level of joy 
and pain does not have equal effect on people. 
An average individual tends to be more sensitive 
towards losses than gains. This tendency is called 
loss aversion.

Representativeness: A heuristic driven bias 
wherein individuals asses their options by com-
paring its similarity with an existing prototype.

Status Quo Bias: People affected by this bias 
prefer to maintain their current position, irrespec-
tive of the change in their environment.
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A General View of Poverty in 
Turkey as an Issue for Social 

Work in the Light of Behavioral 
Finance and Game Theory

ABSTRACT

In this chapter, the authors define poverty in general terms before including statistics for a detailed, 
Turkey-specific discussion. Once the authors elaborate on the causes of poverty, they introduce behav-
ioural economics and game theory, the fundamental aim of the chapter being to examine how these two 
theories affect perceptions of poverty and the struggle against poverty. Another issue that enters into 
the scope of this chapter is to what extent the poor themselves are responsible for their own poverty. On 
this question, game theory and behavioural economics can potentially be marshalled against the poor. 
However, we also argue that, by using a different approach, both theories can be interpreted in the poor’s 
favour. We examine the double-sided nature of these two theories in detail and stress how important it 
is in the study of poverty to consider the disadvantageous position in which the poor find themselves.

INTRODUCTION

Unfortunately, at the present time, poverty is no 
less widespread than the two extremely up-to-date 
scientific theories that we shall be using in this 
study. Poverty is no longer a problem experienced 
only in the less developed regions of the world. 
Today, in many developed countries, poverty rates 

have started to reach alarming levels. For example, 
although the EU is—generally speaking—a 
prosperous region, there too poverty is still at a 
relatively high level: approximately one out of 
every seven people (seventy-two million people 
in total) is at risk of poverty or relatively poor, 
and the poverty rate among disadvantaged groups 
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such as the elderly, the disabled and children is 
particularly high (Gündoğan, 2008, p. 45).

Poverty has an influence on almost everyone, 
not only through its actual presence, but also 
through its prevalence in the world of human 
emotion. Indeed, those who have never had a 
direct encounter with poverty in their own life 
or environment are nonetheless aware of it from 
portrayals in different media, ranging from stories 
to films.

According to the calculations of the Turkish 
Statistical Institute (TÜİK), in Turkey in 2007, 
approximately 0.54% of the population was liv-
ing below the starvation line, which only includes 
food expenses, while 18.56% was living below 
the poverty line, which includes both food and 
non-food expenses. When we take the figure of 
70 586 000, obtained in the 2007 census, to be the 
population of Turkey, then according to TÜİK’s 
most recent study on poverty, there are 380 000 
people in Turkey living below the starvation line 
(T.C. Başbakanlık Aile ve Sosyal Araştırmalar 
Genel Müdürlüğü, 2010, pp. 3-4).

Although they shall be dealt with in more 
detail below, suffice it to say that both behav-
ioral finance and game theory examine people’s 
decision-making processes. While behavioral 
finance considers the psychological factors that 
influence decisions, game theory tries to determine 
the correct strategies from a logical angle. Based 
on the assumption that both theories complement 
each other, they can be dealt with together. At the 
same time, like all people, the poor, in their roles 
of making the decisions that influence their own 
situation, also come within the scope of this joint 
assessment.

BACKGROUND

Poverty

The first difficulty encountered in a scientific 
treatment of poverty is that there is no agreed-
upon definition. Briefly, it can be described as 
a state of deprivation wherein the basic needs 
necessary for survival are not met. If we flesh 
out the idea of poverty, paying attention to the 
emotional intensity it contains, then poverty is 
hunger, poverty is not having a place to shelter, 
poverty is being ill and not being able to go to the 
doctor. Poverty is not being able to go to school 
and not knowing how to read or write. Poverty is 
not having a job; poverty is looking at the future 
in fear and living from day to day. Poverty is 
children dying because there is no clean drinking 
water. Poverty is weakness; poverty is not having 
a voice; poverty is not being able to take part in 
decision-making processes; poverty is not having a 
representative or having nobody to represent you. 
It is for these reasons that poverty really does pose 
a serious threat and a major risk to survival (T.C. 
Başbakanlık Aile ve Sosyal Araştırmalar Genel 
Müdürlüğü, 2010, p. 233).

The prevailing theory in the definition and 
measurement of poverty is the absolute poverty 
line (threshold) theory, which has roots in stud-
ies carried out in England towards the end of 
the nineteenth century and is based on income/
expenditure criteria. According to this theory, 
poverty is generally defined as “not possessing 
sufficient resources to meet one’s needs” or very 
similarly, “remaining below the absolute minimum 
welfare level” and “not being able to meet the need 
for goods and services necessary in order to stay 
alive” (Alagh 1992, p. 109).
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The Causes of Poverty

We can suggest some very basic explanations for 
the causes of poverty or about why some people 
come to need the help of others in order to survive. 
Just as these causes can be related to personal 
characteristics, such as skills and abilities, con-
cepts of discipline and responsibility, or levels of 
frugality, they can also depend on structural factors 
outside of the individual’s own direct control (T.C. 
Başbakanlık Aile ve Sosyal Araştırmalar Genel 
Müdürlüğü, 2010, p. 234).

Overpopulation, the unfair distribution of 
economic resources, inability to afford high stan-
dards of living, lack of education and employment 
possibilities, rapid destruction of the environment, 
certain economic and demographic trends etc. 
are among the primary factors that can lead to 
poverty. In these circumstances, can we blame the 
poor for their own poverty? Could their poverty 
not be caused by the development programs that 
governments follow? Can we gloss over the role 
of globalization as one of the causes of poverty 
and inequality? For instance, we certainly cannot 
ignore that behind the interdependency that, in 
tandem with globalization, is steadily increasing 
throughout the world, there are global decisions, 
policies and practices, generally determined by 
the rich and powerful. It seems very difficult to 
bring under control and eradicate the basic fac-
tors, such as these, that can be numbered among 
the causes of poverty. In most cases, the causes 
of poverty interact with each other and with the 
consequences of poverty as well. As a result, 
factors that push people into poverty at the same 
time also, generally speaking, produce conditions 
whereby the same people are unable to escape 
from poverty (T.C. Başbakanlık Aile ve Sosyal 
Araştırmalar Genel Müdürlüğü, 2010, pp. 1-2).

The Culture of Poverty

Another important concept related to poverty 
is the “culture of poverty”, first formulated in 
the 1960s by Oscar Lewis(as cited in Theories 

of Poverty: The culture of poverty, n.d.). Lewis 
claimed that the culture of poverty was “a way 
of life handed on from generation to generation 
along family lines.” The people in this culture are 
marginalized; they consider themselves helpless, 
powerless and lower class; they live only with an 
understanding of living from day to day, with no 
thought of the future. They are fatalistic; there are 
high divorce rates in their families; women and 
children are abandoned; the heads of the family 
are generally women. People who internalize the 
culture of poverty do not participate in social or 
political life; they do not join political parties; they 
have only limited contact with institutions such 
as banks and hospitals. According to Lewis, the 
culture of poverty, inasmuch as it affects children, 
perpetuates poverty. Children in slum areas inter-
nalize these behavioral codes when they are six or 
seven years old and for the rest of their lives do 
not make the effort to change them (Theories of 
Poverty: The culture of poverty, n.d.).

Lewis’ concept can be summed up as “a sub-
culture of people living in poverty who respond to 
their lack of resources with a distinct set of negative 
beliefs, attitudes, and behaviors” (Hill&Gaines, 
2007). As for the other basic characteristics of 
the culture of poverty, they are (Lewis as cited 
in Erdem, 2003):

•	 Those living in the culture of poverty do 
not have a particularly healthy relationship 
with social institutions.

•	 The poor are not members of trades unions 
or political parties. In other words, their 
cooperative and organizational skills are 
very weak. Because they are not very fa-
miliar with politics, they cannot be used in 
movements that oppose the system. They 
have low literacy rates and a low demand 
for education. They rarely frequent banks, 
hospitals, department stores, museums or 
art galleries.

•	 They live in unhealthy dwellings in slum 
neighborhoods. Many houses only have 
one bedroom.
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•	 Their families tend to be large. There is no 
period of childhood in the family. Children 
tend to be initiated into sex at an early age. 
There is a high incidence of cohabitation. 
Husbands very often abandon their chil-
dren and spouses.

•	 On the individual level, there is a high inci-
dence of feelings of exclusion from society, 
feelings of helplessness, feelings of inferi-
ority, weak ego structure, no impulse con-
trol, living for today and not really thinking 
about tomorrow, resignation and fatalism, 
and widespread belief in male superiority.

Lewis blamed poverty for creating a subcul-
ture within itself and accused the poor of being 
scathing, reproachful and scornful (Erdoğan, 
2011a). However, the attempt to define poverty 
as a culture or subculture with its own specific 
psychopathology actually has a result that is tan-
tamount to concealing the structural causes that 
underlie it (Bilen&Şan as cited in T.C. Başbakanlık 
Aile ve Sosyal Araştırmalar Genel Müdürlüğü, 
2010, p. 14).

Poverty in Turkey

Examining income distribution and the dimen-
sions of poverty in Turkey, we cannot speak of 
the existence of a balanced income distribution. 
For 2004-2005, the top 20% of the population 
received close to half of the total income in the 
country, while the bottom 20% received only 6%. 
The top 40% of the population received more than 
two thirds of total income (T.C. Başbakanlık Aile 
ve Sosyal Araştırmalar Genel Müdürlüğü, 2010, 
p. 18).

According to the United Nations Development 
Programme (UNDP) Human Development Index, 
considered as one of the indicators of a country’s 
poverty, while Turkey was 69th out of 174 coun-
tries in 1995, it had fallen to 86th in 1999 and 84th 
in 2005 (UNDP, 2007). The concept of human 
poverty set forth in the UNDP’s 1997 Human 

Development Report is based on the thesis that, 
in order to meet basic needs, as well as financial 
opportunities, some economic, social and cultural 
opportunities are also required. In other words, 
it takes as its starting point the fact that poverty 
is multi-dimensional, encompassing more than 
mere financial needs (T.C. Başbakanlık Aile ve 
Sosyal Araştırmalar Genel Müdürlüğü, 2010, pp. 
18-19). Devised with this idea in mind, the human 
poverty index measures deprivation arising in hu-
man development, such as low life expectancy and 
lack of educational services or limited access to 
private and public resources (Aktan&Vural as cited 
in T.C. Başbakanlık Aile ve Sosyal Araştırmalar 
Genel Müdürlüğü, 2010, p. 19). According to this, 
in terms of the indicators measured, we can say 
that over a ten-year period, Turkey has witnessed a 
change below the world average and more limited 
development compared to other countries (T.C. 
Başbakanlık Aile ve Sosyal Araştırmalar Genel 
Müdürlüğü, 2010, p. 19). Based the 2012 data and 
method, Turkey was 90th out of 187 countries on 
the 2011 Human Development Index (2013 İnsani 
gelişme raporu. Güney’in yükselişi: Farklılıklar 
dünyasında insani gelişme. 2013 İnsani gelişme 
raporu’ndaki muhtelif göstergelerle ilgili açıklama 
notu, n.d.).

In 2005, there were 623 000 people living below 
the food poverty line in Turkey. Approximately 
20% of the population eked out a living below the 
food and non-food poverty lines. When we take 
a poverty line of $2.15 per person per day, the 
number of poor rises to over one million, while 
at $4.30, the figure specified for the group of 
countries that includes Turkey, it is approximately 
twelve million (T.C. Başbakanlık Aile ve Sosyal 
Araştırmalar Genel Müdürlüğü, 2010, p. 20).

The latest data used to calculate the Multidi-
mensional Poverty Index (MPI) for Turkey were 
collected in 2003. While 6.6% of the population 
lives in multidimensional poverty, a further 7.7% 
(by the MPI ‘reckoning’) are at risk of multidi-
mensional poverty. The intensity of deprivation in 
Turkey, in other words the proportion of indicators 
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in which people living in multidimensional poverty 
are deprived, is 42% (2013 İnsani gelişme raporu. 
Güney’in yükselişi: Farklılıklar dünyasında in-
sani gelişme. 2013 İnsani gelişme raporu’ndaki 
muhtelif göstergelerle ilgili açıklama notu, n.d.).

Taken from a historical perspective, in Turkey, 
the poor have been helped to a large extent by 
religious institutions and waqfs and/or by private 
philanthropy. Until the mid-1980s and even today, 
successive Turkish governments have tended to 
deal with the field of welfare, or rather the way 
in which those in need are cared for, within tra-
ditional solidarity mechanisms (Abay as cited in 
T.C. Başbakanlık Aile ve Sosyal Araştırmalar 
Genel Müdürlüğü, 2010, p. 20).

Study on the evolution of poverty has intensi-
fied in Turkey; this was especially so in the 1990s. 
One of the most salient reasons for this is that 
while national income has increased, the income 
gap between the middle and upper classes, on the 
one hand, and the lower class, on the other, has 
broadened in parallel with it. This has made poverty 
visible in the city. Another reason is that migration 
from the countryside to the city has increased and 
the urban poor are losing their organic bonds with 
their village. While this process induces families 
to settle in the city, where they can no longer grow 
their own food, it also results in absolute poverty 
when the family experiences a loss of income 
due to unemployment or similar reasons (T.C. 
Başbakanlık Aile ve Sosyal Araştırmalar Genel 
Müdürlüğü, 2010, p. 26).

As the result of the evolution in poverty, poor 
people lack the protective mechanisms that they 
used to have within the traditional social order. 
Charity for the poor and the struggle against pov-
erty cannot be sustained on the natural reflexes 
of present society. The fact that people become 
grouped according to their incomes in residential 
areas in big cities has resulted in the poor having 
social networks, from whom they could have re-
ceived support in times of need, being composed 
of people who, like them, are also poor and in 
need of help. For this reason, there is more need 

than before for overarching organizations that 
will identify poverty and make the necessary 
interventions.

Behavioral Finance

In 1979, in opposition to Expected Utility Theory, 
Daniel Kahneman and Amos Tversky developed 
Prospect Theory, which asserts that, due to psy-
chological factors, people assign different prob-
ability values to gains and losses. Thus, they made 
a breakthrough not only in psychology but also in 
finance. In the same paper, they argue that when 
studying investment decisions, perceived risk, 
not expected risk, should be taken into account. 
Thanks to these findings, traditional finance 
theories that propose systematic approaches to 
investor decisions started to be questioned and the 
groundwork for studies in behavioral finance was 
laid (Sefil&Çilingiroğlu, 2011, p.253).

Behavioral finance was born as a discipline 
that points to human psychology as a poten-
tial source of the steps in the decision-making 
process and of market anomalies that cannot be 
explained by traditional finance theories. Unlike 
traditional finance theories, the models proposed 
by behavioral finance methodology make as much 
use as possible of parameters that feature human 
behaviors. This incorporates anomalies, repre-
senting economic actors’ deviations from rational 
behavior, into the models. Research in the field of 
behavioral finance is structured around cognitive 
and emotional tendencies that prevent individuals 
from behaving rationally. Emotional tendencies 
are basically guided by desires to avoid loss and 
regret. Cognitive tendencies are formed as a result 
of investors seeking to create shortcuts in their 
decision-making processes (Sefil&Çilingiroğlu, 
2011, pp. 252-255).

Among other things, the psychological carriers 
of value appear to be gains and losses, rather than 
final wealth, and diminishing sensitivity yields 
conflicting risk attitudes for losses and gains. 
People are loss averse (the loss associated with 
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giving up a good is greater than the utility associ-
ated with obtaining it), which yields “endowment 
effects” and a reluctance to depart from the status 
quo (Kahneman&Tversky, 2000).

Also, contrary to standard fungibility as-
sumptions, people compartmentalize wealth and 
spending into distinct budget categories, such as 
savings, rent, and -entertainment, and into separate 
mental accounts, such as current income, assets, 
and future income (Thaler, 1999). People typically 
show different propensities to consume from their 
current income (where marginal propensity to 
consume [MPC] is high), current assets (where it is 
intermediate), and future income (where it is low). 
In addition, people often fail to ignore sunk costs 
or to consider opportunity costs and have trouble 
predicting their future moods and tastes or learning 
from past experience (Kahneman&Tversky, 2000).

Standard economic-policy thinking attributes 
to people preferences and motivations that they 
often lack and ignores psychological factors that 
can be highly consequential. Deterrence, for ex-
ample, plays a key role in the legal determination 
of punishment but appears to be relatively inef-
fective because those who violate the law often 
tend not to engage in the presumed cost-benefit 
analyses. Similarly, policies geared toward the 
poor are often driven by normative assumptions, 
rather than empirical facts, in ways that may miss 
the intended beneficiaries. Standard thinking 
naturally assumes that big effects are due to big 
causes and, thus, merit major intervention. If the 
poor are deeply hurt by their failure to have a bank 
account, then there must be compelling reasons 
for that failure. Behavioral research, on the other 
hand, has shown that highly consequential behav-
iors often are triggered by what are deemed to be 
minor causes (Bertrand, Mullainathan&Shafir, 
2004, pp. 422-423).

To explain investor irrationality and their 
decision-making process, behavioral finance uses 
empirical evidence from cognitive psychology and 
the types of decision making and prejudices that 
appear when people form beliefs and preferences 
(Barberis&Thaler, 2003).

Game Theory

Game theory, which appeared slightly earlier than 
behavioral finance, has also been crowned with a 
Nobel Prize, and has received broad acceptance in 
the academic and intellectual fields. Game theory 
is based on examining the opposing tactics used by 
rational actors in “games” and predicting the result.

Game theory is rampant in economics. Hav-
ing long ago invaded industrial organization, 
game-theoretic modeling is now commonplace 
in international, labor, macro and public finance, 
and it is gathering steam in development and 
economic history. Nor is economics alone: ac-
counting, finance, law, marketing, political science 
and sociology are beginning similar experiences. 
Many modelers use game theory because it allows 
them to think like an economist when price theory 
does not apply. That is, game-theoretic models 
allow economists to study the implications of 
rationality, self-interest and equilibrium, both in 
market interactions that are modeled as games 
(such as where small numbers, hidden informa-
tion, hidden actions or incomplete contracts are 
present) and in nonmarket interactions (such 
as between a regulator and a firm, a boss and a 
worker, and so on) (Gibbons,1997, p.127). Zhao 
and Zhang (n.d., p.4) state that game theory can 
be used in interactions where both sides select 
profit-maximizing strategies.

Sociologists study games on occasion (e.g., 
Avery; Puddephatt), but they liken social life to 
games with abandon. Usually such allusions serve 
to highlight some property or properties of the 
setting under study that the author can expect the 
average reader to already associate with games. 
Those properties include: that, like games, some 
areas of social life are rule-governed (Geertz), 
goal-oriented (Long), and possibly competitive 
in that there is some coveted reward that not 
everyone can possess (Bourdieu &Wacquant); 
that action involves discrete moves (Goffman) 
and perhaps something approximating alternating 
turns (Elias); that skilled “play” involves the use 
of strategies (Bourdieu; Finlay &Coverdill); that 
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with extended play one develops an instinctive 
“feel for the game” (Lamaison& Bourdieu); that 
earlier actions constrain subsequent options for 
oneself and others (Slez& Martin); that a setting 
may demand that participants ignore external 
distractions (Goffman); that play is engrossing 
(Burawoy; Goffman); that roles are differentiated 
and knowingly coordinated (Mead); that rules 
are arbitrary, in the sense that they are based on 
convention rather than physical laws (Kaminski); 
and that, as a consequence of rules’ arbitrariness, 
many different games are possible (Burawoy) (as 
cited in DiCicco-Bloom & Gibson, 2010, p. 248).

POVERTY IN THE CONTEXT 
OF BEHAVIORAL FINANCE 
AND GAME THEORY

The fact that behavioral finance explains nega-
tive situations as incorrect decisions taken by 
individuals may suggest that also poverty, qua 
negative situation, can be explained as incorrect 
behaviorson the part of the poor. As a typical 
academic example of this approach, Beaulier 
and Caplan (2007), in their article “Behavioral 
Economics and Perverse Effects of the Welfare 
State”, have interpreted behavioral economics as 
a theory showing that we should not help the poor 
for their own good:

Yes, giving money to the poor reduces their in-
centive to enter the workforce, acquire experience, 
and eventually join the middle class through their 
own efforts. But this hardly shows that it makes 
the poor worse off! All the transfer program does 
is make the non-work option more attractive. If 
it remains less attractive than work, the poor will 
still opt for work. If, on the other hand, the poor 
decide to take the government’s money and remain 
idle, it must be because—all things considered—it 
maximizes their expected lifetime utility. In oth-
erwords, if you were to remindwelfare recipients 
that they are hurting their future job prospects, they 

could curtly respond: ‘I am well-aware of that, but 
my welfare checks more than compensate for my 
loss of future income.’(Beaulier&Caplan, 2007).

The perverse effects frequently attributed to 
the welfare state are easy to interpret from a be-
havioral perspective. If people overestimate the 
magnitude of immediate benefits relative to more 
distant ones, you can actually—on net—harm them 
by offering them additional immediate benefits 
(Beaulier&Caplan, 2007).

One poor family will be better off if it takes 
government assistance. But its members can be 
worse off on balance because other families in 
their area participate in the same program. Their 
neighborhood becomes a worse place to live as the 
mix of local activity shifts from productive work 
to drug use or crime. There could also be intra-
family externalities. A father willing to support 
his family might abandon it if the government will 
assume his responsibilities. The father is better 
off as a result of the government program, but 
his wife and family are worse off if they prefer 
the presence of a working father to a stream of 
government checks (Beaulier&Caplan, 2007).

To ascribe the cause of poverty, or—according 
to the principles of behavioral economics—the 
mistakes of the poor, to the overt behaviors of 
individuals contains the error of seeing a social 
problem as the sum of the independent actions 
of the individuals that figure within it. Social 
phenomena are definitely related to the behaviors 
of individuals, but they are not the sum total of 
these behaviors. If that were so, it would be pos-
sible to solve the problem of poverty by enabling 
each poor person to act correctly according to the 
principles of behavioral economics or game theory. 
Studies on the struggle against poverty clearly 
show that this is not possible. Even if sometimes 
the individual mistakes of the poor are enough 
to explain why they are poor, the number of poor 
people produced by national conditions would 
have remained unchanged if these mistakes had 
not been made. In Turkey, unemployment is one 
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of the major causes of poverty. Individual failings 
can be posited as the reason why an unemployed 
person loses his or her job or cannot find work; 
if the unemployed person in question is freed 
of these negative qualities and finds work, the 
employment potential of the country will not be 
changed: someone else will become unemployed 
and poor instead.

Moreover, to advocate that the poor forgo ben-
efits because the balance of intra-familial relations 
will be disrupted is similar to recommending that 
no medicines be used because of side effects. As 
in all social work aimed at families, while helping 
the poor, experts in the field already stress the 
necessity of paying attention to current family 
relationships.

The eradication of poverty is not something 
that will be achieved through individual endeavors 
alone. It requires an economic and social crusade. 
For this reason, a multiple-intervention system 
should be used. For example, while intervening 
on an individual level in a poor family in areas 
such as helping a father or mother find work or 
education, it is also necessary to work with the 
family as a whole on the mezzo level to improve 
intra-familial roles and functions that have broken 
down because of the problem of poverty. Macro 
interventions can even be planned, for instance,to 
enable poor individuals and families to participate 
in social life and make use of their rights, and to 
bring about the equal distribution of services in 
society (İçağasıoğlu-Çoban, 2003, p. 201).

Miley, O’Melia, Dubois (as cited in İçağasıoğlu-
Çoban, 2003, pp. 202-203) state that generalist 
social work is carried out in the framework of three 
interrelated functions: counseling, education and 
resource management.

As a behavioral economist, Mullainathan 
(2009), after noting that he is optimistic that be-
havioral economics can be used in the struggle 
against poverty, cited the poor in the south of India 
as an example of what behavioral economics calls 
“shortsightedness”. This example is illuminating 
about how the principles of behavioral econom-

ics can be used in the course satisfying the three 
functions of social work.

Sugarcane is harvested once a year and paid for 
in one lump sum. Planting sugarcane, although it’s 
more profitable monetarily, raises an unappealing 
psychological challenge. Imagine receiving your 
entire annual salary all at once, at the beginning of 
the year, and having to dole it out carefully over 
the course of 12 months. Meanwhile, many who 
own cows cite the daily income that milk provides 
as a primary benefit, even though cows are not as 
profitable as other investments. This is the far more 
consequential equivalent of someone purchasing 
the more expensive (per unit) but smaller bag of 
cookies to avoid the temptation of eating all of 
them at once. Uncertainty figures in as well: A 
small-business owner who does not know what 
she’ll earn must have the willpower to save in 
good weeks to ride out the lean weeks, while a 
salaried worker knows exactly what is coming, 
and when(Mullainathan,2009).

Many households seek advice from financial 
planners and other experts, yet some households 
make decisions that are hard to reconcile with this 
advice or with any standard model. One response to 
this observation is to maintain the assumption that 
actual and ideal behavior coincide, but to consider 
nonstandard behavioral models of preferences that 
incorporate phenomena such as loss aversion and 
mental accounting. An alternative response is to 
abandon the framework of revealed preference 
and to consider the possibility that households 
may not express their preferences optimally. 
This response leads to the view that behavioral 
finance theory describes the choices households 
currently make, whereas standard finance theory 
describes the choices that maximize household 
welfare, and that households can be educated to 
make (Campbell, 2006, p.1554).

As can be seen, behavioral economics ap-
proaches are important in the development of 
advice designed to help the poor use their scarce 
resources more efficiently. The poor, as a rule, 
do not have savings to invest; they can only be 
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steeredtowards being conscious consumers if they 
are enabledto make effective use of their daily/
weekly/monthly earnings in line with the sug-
gestions of behavioral economics. In Turkey, as 
in many places in the world, the instruments of 
consumer-culture propaganda, primarily adverts, 
drive consumption beyond needs. Even fairly poor 
homes have televisions. One of the most wide-
spread leisure activities in Turkish households is 
watching television series, which are interrupted 
by long commercial breaks, after the evening meal. 
There is no doubt that the adverts watched along 
with the series also act on consumer behaviors in 
the household. This should be taken into account 
in social work to stop the poor from sinking into 
the unreasonable consumer behaviorsidentified 
by behavioral economics.

The fact that the psychological interpretation 
used in the behavioral finance approach can be 
readily grasped and that the gains can be seen with 
simple cost-benefit calculations facilitates the 
use of behavioral finance in the struggle against 
poverty. Game theory, in contrast, has a relatively 
more technical structure and requires a grasp of 
mathematics; however, there are also approaches 
aimed at reducing the mathematics contained 
in the theory. Bernard(as cited in Swedberg, 
2001, pp. 304-305), according to Swedberg, has 
introduced an approach that does limit the math-
ematical content of game theory,thus enabling 
it to be widely used: It is of great importance, 
Bernard stresses, that sociologists learn to trans-
late sociological problems into games. Bernard’s 
treatment is non-mathematical, and she reassures 
the reader that one can use game theory, just like 
statistics, without a full understanding of the 
underlying theorems. Game theory is mainly of 
help for making predictions, and nothing is said 
about the problem of verifying the results of 
game-theoretical analyses with the help of data 
(Swedberg, 2001, pp. 304-305).

When we look at poverty specifically in Turkey 
and in the context of game theory, we can see 
that the game that is the subject of the theory is 

playedbetween poor people and the government. 
In the interviews carried out in the study Cases 
of Poverty in Turkey (Erdoğan, 2011b), a great 
number of the poor said that they expected the 
government to help them out of their current situ-
ation. This makes it clear that in Turkey, contrary 
to Lewis’findings, the poor do take an interest in 
politics, even if this does not amount to an active 
role. Moreover, due to their voting potential, there 
is no doubt that political parties do court them.

In Turkey, the current ruling party makes ef-
fective use in its political propaganda of the work 
that it has done to help the poor. In the context 
of game theory, in such a relationship, the gain 
to be had by a political party is the votes that it 
will receive from the poor, while the poor expect 
their lives to get easier thanks to help that they 
will receive. The ruling party widely distributes 
food and fuel aid to the poor.Thus, one of the 
poor player’s constant needsis metas and whenit 
arises. Should the ruling party lose office, there 
is a high possibility that this aid will be stopped. 
In the current state of the game, voting for the 
ruling party is one profitable strategy for the poor.

According to data from TÜİK’s Household 
Budget Survey Consumption Expenditures 2009 
(2011, p. 1), at 28.2%, housing and rent constitutes 
the biggest slice of household consumer spending. 
Becoming a homeowner is a major achievement 
for a poor person and,once acquired, his or her 
home remains his or hers forever, independently 
of the existence of a helping hand. The fact that 
in interviews, poor people who do not own their 
own homes indicated their wish to do so shows that 
they thought it more profitable to be a homeowner 
than to have their other needs met. However, it 
is understandable that a body that offers help in 
return for votes will not follow strategies aimed 
at making homeowners of the poor.After acquir-
ing a home, a poor person is not obliged to take 
the position that the ruling party should remain 
in power perpetually.He or she will be able to use 
his or her power as a voter to make new gains. 
Nevertheless, to achieve results, it is not possible 
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for players crushed by the pressure of their momen-
tary needs to follow this strategy independently 
of each other. If the poor act together to ensure 
that their joint needs, such as housing, are met, 
it will allow them to take the initiative against a 
strong player in future games.

CONCLUSION

Game theory recommends that each and every 
situation be approached like a game and claims 
that it shows the most sensible strategy in such 
games; in moves falling under the scope of finance, 
behavioral finance claims to prove that players do 
not always behave rationally. When both theories 
are taken together, it is also possible to assert 
that when the correct behavioris clear, negative 
results stem from people not behaving rationally. 
This approach, if it interprets every bad situation 
that occurs to be the result of individuals’ incor-
rect behaviors, must not lead to the error of not 
seeing the distortions created by the economic 
structure. Game theory and behavioral finance 
must not acquire the role of absolving the system, 
especially not with regard to poverty. Otherwise, 
we might be tempted to see the poor as respon-
sible for, rather than as victims of, the inhuman 
conditions in which they find themselves, and 
under the influence of this thought, we might 
be less willing, or even unwilling, to help them. 
Yet above all, the children of the poor are also 
poor and it is certain that they at least are not 
living in poverty because of their own mistakes. 
They will have deficiencies in many areas, from 
the education that they receive to food, and they 
will make them felt in every game that they will 
one dayplay as adult individuals. There is a high 
probability that,as players under the influence not 
only of the physical but also of the psychologi-
cal burden of the harsh conditions in which they 
find themselves,they will make bad moves in life. 
The poor should definitely be helped to make 
their living conditions easier and alongside this, 

strategies in the struggle against poverty should 
also be formulated in the light of theories such as 
game theory or behavioral finance.

Close to two thirds of the steel and more than 
two thirds of the aluminum, copper, lead, nickel 
and zinc, and three quarters of the energy used in 
the world is used by industrialized countries and, 
for example, the demand in developed countries 
is also behind the destruction of the rainforests 
(Şenses, 2013, p. 157). These facts also unmask 
the injustice of seeing the poor as a group that 
needs help from others while consuming more. 
The planet that we live on is a joint resource to 
which future generations are also entitled. The 
poor have received a much smaller share of this 
joint resource than the rich have. As the natural 
result of this, they consume less of the planet. 
Therefore, it is also possible to think that the rich 
are indebted to the poor because they consume 
more natural resources, which are the joint prop-
erty of humanity.
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ABSTRACT

The fact that those countries going through tough times like economic crises can predict the change 
consumers experience so that they could take the necessary precautions brings them competitive ad-
vantage and helps them provide solutions accordingly. With this in mind, the present qualitative study 
paints a picture of a general overview of consumer behaviors in times of crises. The studies in Turkey into 
consumer behavior during periods of economic crises have shown that buying behavior of consumers 
change, that consumers resort to cheap good and services, and that they limit their spending on food the 
least. The Turkish consumers have started to cut back on their spending and postpone their needs in times 
of economic crisis. It could be stated that Turkish consumers now avoid hasty decisions when buying.

INTRODUCTION

Consumer behavior refers to a dynamic and very 
complicated process which is affected by external 
factors such as economic crisis, and which varies 
from person to person (Odabaşı & Barış, 2002, p. 
30). Estimation of consumer behavior in times of 
economic crises is especially extremely difficult.

Despite the fact that economic crisis is a popular 
agenda, studies looking at the process in terms of 
consumers, families and household are not com-

mon. However, previous and prospective research 
is thought to contribute to the effort to figure out 
consumer behavior, giving both manufacturers 
and marketers competitive advantages, as well 
as giving clues to the policy-makers.

The change which consumers, backbones of 
economic activities, have been going through 
needs to be thoroughly identified. Early antici-
pation of change that consumers go through on 
the part of those countries undergoing crucial 
periods like economic crises in order to take the 
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necessary measures in advance not only puts them 
in an advantageous position but also helps them 
create effective solutions. With this in mind, this 
study summarizes the studies examining consumer 
behavior during economic crises. Analyzing the 
examples from Turkey, the study is going to help 
the identification of the shortcomings and hint 
the necessary precautions.

BACKGROUND

Economic Crisis

Crisis as a term is defined differently in different 
disciplines. In medicine, it refers to the unexpected 
physiological disorder in an organ; in psychology, 
it is defined as a critical turning point resulting 
from change throughout the life of the individual; 
and in economics, the focus on this study, crisis 
is defined as certain developments that cannot be 
predicted beforehand (Türk Dil Kurumua, 2013; 
Karabıçak, 2010, p. 252). Economic crisis can 
be defined as the wild fluctuations, outside the 
acceptable limits of change, in the prices or sup-
plies in any markets of commodity or services, or 
factors of production (Kibritçioğlu, 2001, p. 175). 
A review of the literature on economic crisis yields 
globalization as a phenomenon. Globalization 
can have two basic meanings. In a wider sense, it 
refers to a process in which a culture of conscious 
responsiveness or reaction to both positive and 
negative developments has emerged. In such a 
process, as the awareness of the international, 
national and regional political, social, ecological, 
cultural and even geographical systems of each 
other has increased, their power of influencing one 
other has intensified (Zengingönül, 2005, p. 92). 
In the narrow sense, globalization can be defined 
as international economic exchange (Albayrak, 
2012, p. 166).

Even though there is no commonly agreed 
definition of globalization, it could be stated 
that globalization has substantially influenced 

the economic realm (Öznacar, 2011, p. 16883). 
With globalization, the area of influence of the 
monetary markets has widened, which has boosted 
international trade in particular. This has caused 
market economies based upon free competition 
to come into prominence. Such a change in in-
ternational trade and similar developments has 
necessarily compelled the countries to turn to 
privatization. Those countries which have not 
been able to adapt to this change and been trying 
to maintain their traditional structures with their 
inability to manage timely privatization have 
eventually encountered the problem of economic 
crisis (Karabıçak, 2002, p. 122). Economic crises 
can be classified as financial crises and crises in 
real sector. While the former comes out because 
of either the wild fluctuations in financial markets 
or the dramatic increase in the unpaid loans in 
the banking sector, the latter appears as a result 
of the decline in employment and production in 
goods and services (Kibritçioğlu, 2001, p. 175).

During periods of economic crises, businesses 
experience difficulties on account of such prob-
lems as decrease in domestic and external demand, 
decline in sales, increase in stocks, restricted 
production, not receiving the debts and hardship 
in taking loans. The businesses making an effort 
to save the day struggle to boost consumption 
through such practices as sales, promotions, and 
installments. Negatively affected just as the busi-
nesses are, consumers develop new behaviors 
in the way they consider to be for their benefit 
(Odabaşı, 2009, p. 68).

According to Mishkin (2004, p. 624), if con-
sumers feel they are in financial difficulty, they 
prefer to hold liquid financial assets. Since durable 
goods and real estate are not liquid enough, they 
are likely to be sold off. For instance, when the 
fall in the price of equities causes a decrease in 
the value of financial assets, economic units start 
to worry about financial problems. In such a case, 
consumer spending on durable goods and real 
estate goes down. Financial uncertainty leads to 
decline in the level of consumer expectation and 
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trust. Consumers are influenced by economic 
crises as much as businesses.

Economic Crises and 
Consumer Behaviors

Shama (1981, p.121) has developed a conceptual 
model which illustrates the relationships between 
and among businesses, consumers, and economic 
environment (see Figure 1). With reference to this 
model, consumer behaviors can be summarized 
within the framework of the changes in the eco-
nomic environment.

An economic crisis is a period in which certain 
changes in the conditions of the economic environ-
ment, which are one of the most important factors 
having an impact on the activities of the busi-
nesses, take place. The changes in the economic 
environment are inflation, stagflation, recession, 
and scarcity (Anonymous, 2013).

Scarcity simply refers to insufficiency in the 
resources to meet the unlimited demands of the 
individuals. Further, it also refers to the fact that 
the demand on the current price level is more than 
the supply in a given economy (Türk Dil Kurumub, 
2013; Dursun & Nakip, 1997, p. 27).

Figure 1. A conceptual framework of the relationship among the economic environment business and 
the consumers (Source: Shama, 1981, p. 121).
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In a period of scarcity, certain demands of 
the buyers cannot be met. Consumers will have 
to wait in long queues for long periods of time 
and will have to go from this store to that store 
to find what they are looking for, which leads to 
unhappiness in consumers. Consumers whose 
demands and needs are not satisfied may develop 
a pessimistic view of the future of the economy 
(Dursun & Nakip, 1997, p. 27).

Another change in the economic environment 
is inflation. An economic state in which the total 
demand is more than the total supply, inflation can 
be defined as increases in the general prices that 
do not increase the level of employment and real 
income in an economy (Enç, 1993, p.1). Inflation 
brings about changes in consumer behavior; thus, 
it has an effect on the marketing activities of the 
business. When the purchase power decreases, 
consumers become more sensitive to inflation and 
changes in prices. In such a case, three different 
consumer behaviors may come out. This first 
one is that “consumers could purchase goods and 
services in advance for fear that the prices will go 
up in the future.” The second one is that “consum-
ers could reorganize their buying behaviors.” For 
instance, they could start doing the activities on 
their own which they used to buy as a service, or 
instead of the brands they used to buy, they could 
turn to cheaper brands or services, and they could 
spend cautiously, or cut back on their spending 
on luxuries. The final one is that consumers may 
postpone their purchase on a later date (Dursun 
& Nakip, 1997, p. 12).

Economists define recession as the fall going 
on for about at least six months in the real GDP, 
which is measured annually. Recession is a process 
whereby the demand for goods and services, labor, 
and raw materials diminishes. In such a process, 
the demand is low; economic activity slows down 
and thus economy contracts (Anonymous, 2013). 
In a period of recession, instead of buying a new 
product, consumers would suffice to keep what 
they have, or they could fix or have them fixed. 

While buying, they would prefer cheaper products. 
They would also buy from discount stores, turn to 
cheaper brands, and when buying, pay attention 
to whether the product is economical or durable 
(Dursun & Nakip, 1997, p. 24).

Stagflation refers to a period when unemploy-
ment, high and continual increase in prices, and 
unused production capacity come out in combi-
nation. Stagflation is derived from “stagnation” 
and inflation (Altınok, 1999, pp. 59-60). As 
stagflation is a constituent of the environments 
where recession and inflation are encountered, 
the effects of stagflation on society and economy 
manifest themselves as the combination of these 
two environments. During stagflation, the national 
income per capita goes down; prices go up, and 
unemployment increases. For example, as result 
of the economic crisis in 1994, national income 
per capita went down, from $ 3065 in 1993 $2169 
in 1994 compared to the previous year (DPT, 
2002, p. 6).

In order to minimize the effects of the increas-
ing prices, unemployment as well as income per 
capita, consumers change their buying habits and 
preferences during stagflation. They buy prod-
ucts in stores where they could bargain and be 
offered cheaper products; they buy products and 
services by comparing more than they used to in 
the past. Moreover, they cut down on wasting and 
prefer to continue to use their durable goods by 
repairing rather than replacing them. In addition, 
they choose to buy more economical household 
appliances and more durable goods, and more 
economical automobiles. Besides changing their 
buying behavior, they save up less and use more 
credits so as to lessen the effects of stagflation on 
their lifestyles (Shama, 1981, p. 123).

Throughout the periods of the global economic 
crises, a good many changes in consumer behavior 
have been identified. Consumers have become 
more responsible, more selective and have started 
to take more economical decisions (Voinea & 
Filip, 2011, pp. 16-17).
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A Review of Literature

Despite the fact that economic crisis is a popular 
issue, studies looking at the process in terms 
of consumers, families, and household are not 
common. A limited number of studies have been 
carried out into consumer tendencies in times of 
economic crises in Turkey, which are chronologi-
cally summarized as follows.

Dursun & Nakip (1997) investigated the effects 
of the Economic Measures and Applications Plan 
introduced in April 5, 1994 on the consumers and 
found that 83% of the consumers had changed 
their buying habits and preferences because of 
the economic crisis. In addition, they discovered 
that 88% of the consumers felt more stressed and 
anxious and that 86% had to work overtime or 
find a second job. They also revealed that 65% 
felt less happy and 70% had less optimistic view 
of the future. The consumers stated that they 
(26%) avoided having guests in their houses and 
they (36%) gave few offerings to their visitors. 
Considering the consumers’ spending, thriftiness, 
and savings, 92% of the consumers spent their 
money more carefully, and 80% reduced their 
savings. 68% decided not to buy luxury goods, 
while 75% bought less then they needed. The 
consumers limited their spending most on books, 
newspapers, magazines, and holidays, whereas 
they limited their spending the least on food and 
transport. It was found that 91% of Turkish con-
sumers bought more enduring durable goods, and 
76% postponed buying furniture. Moreover, 81% 
of the Turkish consumers were found to look for 
cheaper products and services and 71% stopped 
following fashion.

Altunışık, Torlak & Özdemir (2003, pp. 335-
341) discovered that transport, food and education 
were found to be the categories in which spending 
went up after economic crisis and that clothes, 
entertainment, toiletries and hygiene products 
were the categories in which spending went down 
after economic crisis. Further, the first product 
categories remaining the same after the economic 

crisis were seen to be alcohol, healthcare, and 
cigarettes. It was determined that consumers 
turned to such financial measures of saving as 
low prices, promotions, and quantity discount. It 
was also found that female consumers were more 
sensitive to prices than male consumers, and that 
consumers were over middle age valued brands and 
trust more than younger consumers, and that the 
value attached to endorsement marketing increased 
with age. The study also suggested that while the 
effectiveness of endorsement marketing, price and 
quantity discounts, the efforts to make a product 
catch on increased with low income, importance 
attached to the product, brand, and store went up 
with high income. Economic crises force consum-
ers to control their spending. Moreover, consum-
ers are more careful about the characteristics of 
the products in the post-crises periods and they 
prefer to buy reliable, previously approved and 
widely known products and brands so that they 
face no shopping problems. In short, economic 
crises force consumers to be more selective and 
to control their shopping behavior.

Çulcuoğlu (2009) investigated how consum-
ers were influenced by the economic crisis, how 
consumer spending and their habit of consump-
tion changed and what direction this change 
followed. He concluded that the buying habits 
of the consumers changed in times of economic 
crises. It was observed that the consumers, who 
started to control their shopping behavior with 
the economic crisis, began to go shopping with 
their shopping lists, to go after promotions and 
discounts more carefully, and to have the aware-
ness that they should buy what they needed and 
would buy when they needed. The consumers 
who had habitually gone shopping irrespective 
of whether they needed to buy something started 
to go shopping less frequently with the economic 
crisis. The consumers preferred to buy energy 
saving electrical appliances pre-and-post crisis 
periods even though these products were always 
expensive. The consumers started to value the 
price factor most and increased their frequency to 
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go shopping at street markets, where they could 
find a good variety of fresh products at reason-
able prices. Therefore, these markets were seen 
to be the new places to go for saving in times of 
economic crises. With the crises, the consum-
ers went shopping less frequently at shopping 
malls, where they could find a variety of options 
for entertainment, shopping and time-out. Such 
environmental factors as music, interior settings 
of the stores pushed the consumers to buy. The 
careful shoppers exhibited this reaction so as 
not to be trapped by these spending and buying 
tricks. The consumers started to be more careful 
about prices, discounts, and promotions. In this 
way, they had the opportunity to compare and 
contrast the products and they could have an 
idea about where to buy the products at the most 
reasonable prices. The consumers, if they had a 
permanent income, were tempted by promotions 
and discounts. However, their brand dependence 
decreased and because of the crises they ceased 
to buy brands. The crises changed their habits of 
consumption concerning food and cleaning prod-
ucts. The consumers started to have a tendency 
to buy less of the high-priced products. Thus, the 
consumers cut back on the consumption of the 
red meat and processed meat products, canned 
and frozen food, sparkling drinks and fruit juices. 
They preferred more legumes or light meat to 
red meat, and more canned and frozen food to 
seasonal fruit and vegetables. As for the cleaning 
products, the consumers changed their favorite 
brands. They started to use second brands in such 
frequently-consumed products as toilet papers, 
fabric softeners, and detergents. However, there 
were no changes in the brands in food items. The 
consumers cut back on or postponed to buy luxuri-
ous products. With the crises, they reduced their 
spending on some items, changing the structure 
of their spending habits. For example, they started 
to spend less money on car care and car cleaning. 
They saved up by washing their cars themselves. 
In addition, their holiday expenses went down. 
In Turkey, most families do not consider going 

on holiday as something indispensable. With the 
economic crises, the consumers started to eat 
out or buy take-away food less frequently. The 
consumers who postpone or stop buying what 
they need took out fewer loans. The declining 
trust in economy and increasing interest rates in 
loans caused the consumers to avoid taking out 
loans. However, the crises increased the rate of 
using credit cards. Further, it also changed the 
way the consumers made investments. As the rates 
of foreign currency and gold went up due to the 
crises, the consumers stared to include them in 
their investment portfolio.

Marangoz & Uluyol (2010, pp. 90-93) found 
that the participants stated the economic crises had 
a negative impact on the family budgets. Investi-
gating the consumer behaviors of the families in 
Turkey during the periods of economic crises, the 
study resulted in the following findings:

•	 The consumer behaviors during the peri-
ods of economic crises changed consider-
ably and the tendency to spend went down, 
whilst tendency to save up increased.

•	 The spending decreased and the crises had 
a negative impact on the family budgets 
significantly

•	 The most important measure taken to ease 
the effects of the economic crises was to 
discontinue the spending on basics or to 
delay temporarily

•	 It was possible that the consumers might 
delay buying durable goods

Odabaşı (2010, pp. 67-84) examined quali-
tatively consumer behaviors during the times of 
economic crises and concluded that one of the 
most profound effects of the global crises was the 
changes in consumer behaviors and expectations, 
that uncertainty and lack of trust had affected con-
sumers negatively, and that the consumers devel-
oped new behaviors to deal with this negativity. It 
was indicated that not only demographic variables 
but also psychological factors needed to be taken 
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into account in the analysis of the data. The most 
important psychological change caused by the 
crises was lack of trust and pessimism brought 
about by uncertainty and unpredictability of the 
future, which led to undecided and uneasy feel-
ings in consumers, resulting in the intensification 
of the feelings of hopelessness and unhappiness. 
He also explained that due to the changes in the 
psychology of the consumers, permanent changes 
were observed in the consumer attitudes and 
behaviors (see Figure 2). The most important of 
these changes was the tendency of being introvert 
and avoiding consumption. Thus, the consumers 
became selective in their demands and turned to 
products at more reasonable prices and brands 
creating competitively more values. The consum-

ers started to attach more importance to such 
values as modesty, simplicity, and spontaneity. 
In this context, it was shown that the consum-
ers considered fair and ethical trade, sustainable 
consumption, and green economies significant.

Hüsnüoğlu & Güler (2010, pp. 197-226) con-
ducted a study in provincial Giresun and found 
that educational expenses of 65% of the consum-
ers remained the same; those of 19% increased; 
and those of 15% decreased during the economic 
crises. In the study, 46% of the consumers stated 
that their frequency of participation in social events 
went down, 40% remaining the same. 57% of the 
consumers had less holiday expense, while the 
holiday expenses of the 38% of the consumers 
remained the same.

Figure 2. Consumption style and spending model change (Source: Odabaşı, 2009, p. 22).
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Alimen & Bayraktaroğlu (2011, pp. 193-203) 
studied the effects of the global economic crises 
on Turkish consumers in terms of demographic 
factors and found that According to the results, 
in the cautious spending and quest for low price 
dimensions, the factors creating significant dif-
ferences were occupation, income level, and 
gender. While age, occupation, and marital status 
influenced the promotion adjustments, occupation 
and income affected level of adjustments in the 
financial anxiety. In general, consumption behav-
ior was adjusted more by females, lower income 
groups, laborers, teachers, and other occupation 
groups including doctors, nurses, academics, 
press members, librarians, government officers, 
electronic technicians, software specialists, and 
security personnel. While findings related to fe-
males contradict with the general belief that they 
consume more, 80% of the female respondents 
had low income, below 2000 Turkish Liras per 
month. Therefore, greater level of adjustments 
of the females to the crisis might be related to 
income as well as gender.

The findings of the study are summarized as 
follows:

•	 Consumers could start doing the activities 
on their own which they used to buy as a 
service

•	 Instead of the brands they used to buy, they 
could turn to cheaper brands or services

•	 They are more careful with their spending
•	 They put a limit to buying luxurious and 

expensive products
•	 They could delay buying at a later date
•	 They prefer to continue to use the goods 

they have by repairing rather than replac-
ing them

•	 They may opt for cheaper alternatives to 
the products they usually buy

•	 They could buy from discount stores
•	 They turn to cheaper brands
•	 When buying a product, they value dura-

bility and more economical products

•	 They compare and contrast products and 
services more in terms of price

•	 They become more aware of energy con-
sumption like gas, electricity and fuel, and 
they buy less

•	 They look for cheaper products and 
services

•	 They choose the stores where they could 
bargain

Özgül & Özgüven (2011, pp. 239-263) ana-
lyzed the changes in consumer behavior during 
economic recessions. 35% of the consumers 
experienced a decline in personal income, while 
42% experienced a decline in family income. In 
general, almost half of the consumers had no de-
crease in their incomes, while the rest experienced 
loss of incomes at various levels. 43.2% of the 
consumers stated that they had been negatively 
affected by the recessions at a high level, that 
22.3% at a moderate level, 22.8% at a low level. 
One of the most frequently used economic coping 
strategies, adaptation strategies included cutting 
back on the purchase of products barring food, 
opting for cheaper transportation, buying cheaper 
alternatives to the food products. Among the most 
frequently used active coping strategies were using 
homemade foodstuff, increasing working hours, 
and getting by with the existing savings. Among 
the least frequently used adaptation strategies 
were reducing food consumption and preferring 
cheaper products. Among the least frequently 
used active strategies were settling in a cheaper 
neighborhood and house clearance. It was also 
found that social networking strategies were the 
least frequently used strategies, except for receiv-
ing financial support from family. Consequently, 
it was identified that the consumers reduced 
consumption other than food and limited their 
spending on basic foods. Instead, they turned to 
homemade food stuff and cheaper transportation 
alternatives such as bus, tram, and metro to con-
trol their spending. They took such precautions 
as working overtime to increase their income or 
to keep the same level of income.
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Economic Crises and Turkey

The Republic of Turkey was hit for the first time 
by the economic crisis in 1929, known as the 
Great Depression, which has been one of the 
most serious crises in the history of economics. 
Turkey’s problems with its economy coupled with 
the first installment of the debts inherited from the 
Ottoman Empire brought about a serious “foreign 
exchange” crisis, devaluing the Turkish currency 
(Turan, 2011, p. 58; ATO, 2005). In this period, 
some of the banks in European countries suffered 
and there occurred sudden decrease in the rates 
of bonds in New York Foreign Exchange, which 
had a negative impact on US economy. Worse 
than that, the crisis spread to the other countries 
in an undulating fashion. Further, a crash in the 
foreign exchange happened and some banks went 
bankrupt (Aktan & Şen, 2002).

Between 1929 and 1960, there was no great 
economic or financial crisis in world economy. 
However, with globalization as a concept growing 
more common and due to its “contagious” nature, 
after 1990, crises got more severe, spread more 
often, and exhibited their effects accordingly 
(Bilge, 2009, p. 28). In 1994, Turkey experienced 
the biggest current deficit and public deficit. The 
government puts downward pressure on interest 
rates and attempted to alter the structure of the 
payment terms of the public debts, which increased 
liquidity in the economy and the expectancy for 
devaluation and thus the demand for foreign cur-
rency was stimulated. The policies to put pressure 
on interest rates to finance budget deficits cheaply 
created a crisis of market confidence; therefore, 
it caused the interest rates to go up (Işık, Duman 
& Korkmaz, 2004, p. 62). Certain structural 
changes were required in the economy so as to 
set the sustainable grounds for economic develop-
ment. Hence, a new economic program, known 
as “April-the-fifth Decisions,” was introduced in 
April, 5, 1994 (Karluk, 2009, p. 421).

Following the “April-the-fifth Decisions,” 
being the biggest financial crises of the repub-
lican period, the crises happened in November 

2000 (November 22- December 5) and February 
2001 (February 19- February 23). The increases 
in the interest rates and foreign currency rates 
were the reflections of these crises in monetary 
markets. The crisis in November emerged as a 
result of the expansion in the demand for foreign 
currency caused by the emergencies brought 
about by the need of the markets for liquidity in 
Turkey’s economy. The country had hardly got 
over the crisis when it was hit by another crisis in 
February, which was considered to be the sequel 
to the crisis in November. While there occurred a 
7-billion sale of dollars in a 15-day period during 
the crisis in November, there occurred a 5 billion 
77 million dollars were sold in a 5-hour period 
during the crisis in February. As a result, the 
government announced that the country adopted 
a free exchange policy. In February 22, when this 
announcement was made, dollar increased from 
800.000 Turkish Liras (TL) to more than 1 million 
Turkish Liras (TL). Subsequently, the economy 
shrank by 8.5-9%; 19 banks stopped operation, and 
1.5 million people became unemployed (Karluk, 
2009, pp. 439-442).

In Turkey, estimated from the results of Con-
sumer Tendency Survey, conducted by the coop-
erative efforts by Turkish Statistical Institute and 
Central Bank of the Republic of Turkey, Consumer 
Confidence Index is an indicator used to measure 
consumers’ personal financial positions, their 
perception as to the current economic conditions 
and expectations in the coming periods as well as 
their tendencies to spend and save up in the near 
future. The index shows consumers’ level of trust 
in economic activity (Turkish Statistical Institutea, 
2013). If the index is over 100, it shows optimism 
in consumer confidence; if the index is below 100, 
it shows pessimism in consumer confidence; and 
if the index is 100, it shows neither optimism nor 
pessimism in consumer confidence.

As seen in Figure 3, the index decreased by 
3.5% in January 2014 compared to the previous 
month; while the index was 75 in December, 2013, 
it declined to 72.4 in January, 2014.
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Consumer Confidence Index 
Decreased by 3.5%

The Consumer Confidence Index calculated from 
the results of the Consumer Tendency Survey car-
ried out in cooperation with the Turkish Statistical 
Institute and Central Bank of the Republic of Tur-
key decreased by 3.5% in January 2014 compared 
to the previous month; while the index was 75 in 
December, it declined to 72.4 in January.

General Economic Situation 
Expectation Decreased by 7.7%

The index of general economic situation expec-
tation in the next 12 months which was 101.9 
in December decreased by 7.7% and became 94 
in January. This decrease shows that number of 
consumers expected a better general economic 
situation in the next 12 months decreased com-
pared to the previous month.

Number of People Unemployed 
Expectation Decreased by 4.6%

The index of expectation for the number of un-
employed persons in the next 12 months which 
was 81.8 in December decreased by 4.6% and 

dropped to 78 in January. This drop stemmed from 
the increase in the ratio of people expecting an 
increase in the number of unemployed persons.

Financial Situation Expectation 
Decreased by 1.2%

The index of financial situation expectation of 
household in the next 12 months period decreased 
by 1.2% compared to the previous month and be-
came 91.3 in January. This decline arose from the 
decrease in the ratio of better financial situation 
expectation of household in the next 12 months 
period.

Probability of Saving 
Increased by 9.6%

The index of probability of saving in the next 
12 months decreased by 9.6% compared to the 
previous month and rose from 23.8 in December 
to 26.1 in January. This increase shows that the 
possibility of saving of consumers in the next 12 
months period increased compared to the previous 
month (see Figure 4).

Each quarter, the Nielsen Global Consumer 
Confidence Survey reaches out to more than 
25,000 consumers in more than 50 countries 

Figure 3. Consumer confidence index, January 2014 (Source: Turkish Statistical Instituteb, 2014).
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throughout Asia Pacific, Europe, Latin America, 
the Middle East and North America to gauge 
their economic outlook and confidence in the 
job market, status of their personal finances and 
readiness to spend. The sample has quotas based 
on age and sex for each country based on their 
Internet users, and is weighted to be representative 
of Internet consumers. Twice a year, the survey 
also includes questions related to consumer habits 
and opinions on a number of topics, ranging from 
climate change to online shopping to food safety. 
The Nielsen Global Consumer Confidence Survey 
(Nielsen 2013a, pp.11-12) 2013 1st quarter shows 
that Denmark and Finland reach 96% and 76% 
by 7 points increase, while Turkey goes down to 
83% by 8 points decrease. According to the 2013 
2nd quarter index, the global consumer trust has 
increased by 1 point, reaching 94%, in comparison 
to the 1st quarter. Turkey’s score has gone down by 
2 points, reaching 81% (Nielsen 2013b, pp. 2-4).

Consumers are influenced by economic crises 
as much as businesses. Consumer behavior refers 
to a dynamic and very complicated process which 
is affected by external factors such as economic 
crisis, and which varies from person to person 
(Odabaşı & Barış, 2002, p. 30). Estimation of 
consumer behavior in times of economic crises 
is especially extremely difficult. Despite the fact 

that economic crisis is a popular agenda, studies 
looking at the process in terms of consumers, 
families, and household are not common. How-
ever, previous and prospective research is thought 
to contribute to the effort to figure out consumer 
behavior, giving both manufacturers and marketers 
competitive advantages, as well as giving clues to 
the policy-makers. The change which consumers, 
backbones of economic activities, have been going 
through needs to be thoroughly identified. Early 
anticipation of change that consumers go through 
on the part of those countries undergoing crucial 
periods like economic crises in order to take the 
necessary measures in advance not only puts them 
in an advantageous position but also helps them 
create effective solutions. With this in mind, this 
study summarizes the studies examining consumer 
behavior during economic crises. Analyzing the 
examples from both Turkey and other countries, 
the study is going to help the identification of the 
shortcomings and hint the necessary precautions.

CONCLUSION

The studies into the consumer behavior in Turkey 
during economic crises have shown that buying 
habits of consumers change (Dursun & Nakip, 

Figure 4. Consumer confidence index, sub-indices and percentages, January 2014 (Source: TUIKb, 2014).
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1997; Çulcuoğlu, 2009; Marangoz & Uluyol, 
2010; Odabaşı, 2010; Özgül & Özgüven, 2011). 
Turkish consumers during the periods of eco-
nomic crises limited least their spending on food, 
transport, and education (Dursun &Nakip, 1997; 
Altunışık, Torlak & Özdemir, 2003; Hüsnüoğlu 
& Güler, 2010; Özgül & Özgüven, 2011). The 
studies also suggest that consumers start to look 
for cheaper products and services in times of 
crises and turn to cheaper alternatives (Dursun 
& Nakip, 1997; Alimen & Bayraktaroğlu, 2011; 
Özgül & Özgüven, 2011). It has been observed 
that during crises Turkish consumers made an 
effort to adapt to the hard living conditions, that 
they became more sensitive to prices, and that 
became more selective in their preferences. They 
also started to limit and delay their spending. In 
other words, with economic crises, it can be stated 
that Turkish consumers became more careful 
when buying. They developed a more active and 
demanding consumer profile so that they could 
get the best with their money. As Odabaşı (2010) 
indicates, “this crisis caused consumers to be more 
conscious and aware. Even if it could be expected 
that the effect of the crisis would soften, the 
consumers with a new understanding and culture 
of consumption would become more conscious, 
more selective, more sensitive to simplicity, and 
more benefit-oriented.” Therefore, it is advisable 
that marketers develop marketing strategies with 
these changes in their target consumers during 
economic crises in mind. On the other hand, it 
is going to be necessary that those responsible 
for consumer education inform and educate the 
consumers in order to protect them against the 
strategies developed by marketers. Thus, they 
need to take this point into account.

Prospective research may focus on identifying 
saving habits of consumers during economic crises 
and on coping ways and strategies to get over the 
crises with minimum loss.
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KEY TERMS AND DEFINITIONS

Consumer Behavior: The process by which 
individuals search for, select, purchase and dis-
pose of goods and services, in satisfaction of their 
needs and wants.

Economic Crisis: Economic crisis can be 
defined as the wild fluctuations, outside the ac-
ceptable limits of change, in the prices or supplies 
in any markets of commodity or services, or fac-
tors of production.

Global Economic Crisis: A worldwide 
economic difficulty experienced by markets and 
consumers.

Globalization: The worldwide movement 
toward economic, financial, trade and commu-
nications integration.

Inflation: Inflation is when the prices of most 
goods and services continue to creep upward. 
You have to spend more to get the same goods 
and services.

Recession: The period of general economic 
decline, defined as a contraction in the GDP for 
six months or longer.

Scarcity: Ever-present situation in all mar-
kets whereby either less goods are available than 
the demand for them, or only too little money is 
available to their potential buyers for making the 
purchase.

Stagflation: It is an economic anomaly where 
high unemployment.
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The Relationship between 
Financial Planning for 

Retirement and Some Socio-
Economic Variables:

A Quantitative Study on Middle-
Aged Women and Men 

ABSTRACT

The purpose of this study, planned as a quantitative research, is to determine the relationship between 
planning retirement financially in middle-age period and some socio-economic variables. This study is 
conducted through 287 participants, who live in Nevşehir, Turkey, aged 40-59, and were reached via the 
help of some key individuals. As the result of the study, statistically no significant difference has been 
found between the responses of women and men about planning the retirement financially. However, it 
has been verified that men’s financial plans for retirement were higher in rates than that of women. On 
the other hand, it was also found that although neither women nor men feel ready for the retirement, it 
has been determined that for men the factor of being an owner of a house and for women the factor of 
saving up increases the financial planning for the retirement.

INTRODUCTION

With the increase and aging in the population, 
planning for the retirement has gained importance 
in the world. Retirement, generally described as the 

end of the active working life, starts with middle 
age period, concurs with transitional period to 
old ages, and lasts until the end of lives (Günay, 
2013). Therefore, retirement is often discussed 
by the studies on agedness.
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When people get through one life period to 
another, different problems and needs emerge 
simultaneously. Especially, when plans facilitat-
ing adaptation to retirement which concurs with 
transitional period to old ages are not made, this 
causes psychological, social and financial prob-
lems affecting more (İçli, 2008). That is because 
after leaving the working life, individuals face 
with more difficulties on meeting their needs 
especially with increasing costs of health care and 
decreasing income (Onur, 1995). Similarly, being 
isolated from the social life with the end of active 
working life may also cause these individuals to 
become lonely when old, and to lose their active 
roles and functions in the society, having some 
psychological problems. The new social position 
in the transition to retirement, in a sense, brings 
about the loss of the previous one, fundamen-
tally changing individuals’ lives. In this context, 
adaptation to retirement means investments not 
only financially and psycho-socially but also on 
health and life style in order to lead a happy and 
active life. It should be also mentioned that plan-
ning retirement in a society depends, most of the 
time, on what financial sources and opportunities 
individuals have. That is because even if most 
individuals have certain ideas regarding plans 
for retirement during their working years, some 
could realize these ideas while for some others 
materializing their preparations and plans can be 
impossible due to financial reasons (Yazıcıoğlu, 
2006).

Financial retirement planning is examined 
in two categories namely formal and informal 
planning. Formal retirement planning includes 
financial preparation such as saving up cash, buy-
ing a house, stock papers, fund or bond for longer 
investment, purchasing life insurance or saving 
insurance policy and buying accident insurance 
policy (Lee, 2003). Informal retirement plans, 
which are known to be the other choice in the 
financial planning, refers to attending educational 
activities about retirement, talking to others and 
exchanging ideas about retirement (Noone, 2010).

Some studies on planning retirement finan-
cially (Lee, 2003; Yazıcıoğlu, 2006; Noone, 2010) 
drew attention to the fact that especially women 
experience inequality of opportunities in planning 
their retirement financially (especially in working 
areas) and depending on that, that they have insuf-
ficient financial sources. For instance, Yazıcıoğlu 
(2006) suggested that many women could not 
participate in the active working life. Likewise, 
as Lee (2003) mentioned, many women still get 
caught to retirement unprepared due to economic 
and social reasons. Similarly, compared to men, 
more women could be made to work in jobs with no 
retirement opportunities, or to take responsibility 
domestically which provides no income owing to 
gender roles and even in professions, they could 
be paid less relative to their male colleagues (Lee, 
2003). For this reason, chances and opportunities 
which will enable women to plan their retirement 
financially get restricted.

Today, on the other hand, as the number of 
women working in professions increases, wor-
ries about not being able to plan retirement also 
increase among women. That is because as it was 
previously perceived as women’s responsibility 
to look after family members when they are old, 
the rates in women’s taking responsibility in such 
work have decreased due to individualization, 
increasing career opportunities and moderniza-
tion. Depending on this, the care for especially 
sick family members has been handed over to 
hospitals, old pension houses and care institu-
tions. Thus, the requirement to be financially 
prepared for the care of sick family members for 
the coming years has also emerged. Addition-
ally, when it is kept in mind that life expectancy 
of women population in the world is longer than 
that of men, it is anticipated that retired popula-
tion will be made up of mostly women (Güleç & 
Tekbaş, 1997). For this reason, it was suggested 
that women would be under more health risk and 
that their life quality would be less when com-
pared to men (Akın, 2012). Therefore, women’s 
planning their retirement financially has become 



56

Financial Planning for Retirement and Socio-Economic Variables
﻿

more important to be able to manage their own 
health care. However, the issue of retirement has 
been mainly examined men-specifically (Albert, 
2006). That is, as Yazıcıoğlu (2006) suggested, 
since men involved in working life more actively 
comparing to women, retirement was examined 
as a men-specific domain in literature for years. 
In fact, transitional experiences in the retirement 
were depictured only from men’s retirement model 
(Szinovacz & Washo, 1992). However, with the 
involvement of more women in the working life, 
studies on women’s planning their retirements 
have been risen in number (Yazıcıoğlu, 2006).

Considering that retirement plans should be 
done prior to retirement and taking the cognizance 
of the studies in literature mentioned below, in this 
current study, the relationship between financial 
planning for retirement in middle-aged and the 
relationship some socio-economic variables will 
be explored.

LITERATURE REVIEW

The studies on middle-aged women and men in 
literature (Wiggins & Henderson, 1996; Glass 
& Kilpatrick, 1998; Joo & Pauwels, 2002; Lee, 
2003; Phua, McNally, 2008; Noone, 2010; Wilson 
& Aggrey, 2012) provided evidence that neither 
women nor men were ready and that their plans 
were insufficient for their retirements. For ex-
ample, in Wiggins and Henderson (1996)’s study 
conducted on 145 female nurses over 40 years of 
age, women’s financial and health plans before 
the retirement were surveyed. In this study (Wig-
gins & Henderson, 1996), it was concluded that 
the plans of working women, who were formally 
planning (taking the necessary steps by thinking 
of the retirement planning) and informal planning 
(considering plans for the retirement) were insuf-
ficient and that knowledge that they should have 
for their health protection and financial issues 
would help them plan their retirement beforehand. 
In some other studies (Glass & Kilpatrick, 1998; 

Lee, 2003), moreover, it was determined that 
neither women’s nor men’s pre-retirement plans 
were sufficient for their retirement years. For 
example, Glass and Kilpatrick (1998) compared 
in their study, conducted on 1287 people, the level 
of saving and the number of saving instruments 
used by the women and men of the “baby boomer” 
(those who were born between post WWII and 
I960s) generation for retirement. The results (Glass 
& Kilpatrick, 1998) showed that men had made 
more investments for the retirement compared to 
women and that neither women’s nor men’s invest-
ments were sufficient. However, it was found that 
the gender difference and the level of saving had 
a significant relationship and that men were more 
in tendency to save comparing to women. The fact 
that men used saving instruments more compared 
to women was among some of the important find-
ings of this study (Glass & Kilpatrick, 1998). The 
results from Lee (2003)’s study on 1078 working 
individuals, 40-59 years of age also supported 
some of Glass and Kilpatrick (1998)’s findings. 
Accordingly, Lee (2003) compared pre-retirement 
plans of middle aged women and men in Hong 
Kong. At the end of the study, Lee (2003) veri-
fied that neither women nor men were prepared 
for the retirement. It was noticed that tendency of 
financial planning was higher in men than women 
while women were more inclined to make some 
health related, life style related and psychological 
plans for their retirements. As can be seen in the 
studies of Glass and Kilpatrick (1998) along with 
Lee (2003), neither women’s nor men’s prepara-
tions for the retirement were adequate, and espe-
cially women’s financial preparations were lower 
compared to those of men. Noone (2010)’s study 
also provided supportive evidence for this finding. 
This study (Noone, 2010) was conducted on 2227 
working women and men between the ages of 55 
and 70. This research (Noone, 2010) suggested 
that there were not any differences between the 
responses women and men had given about retire-
ment perception and informal retirement planning. 
In addition, it was again calculated that women 
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in the scope of the study (Noone, 2010) did less 
financial preparations, had lower life standards 
and worked in jobs with lower incomes. For this 
reason, it was emphasized that women were dis-
advantaged comparing to their partners they lived 
with. Furthermore, in the study (Noone, 2010), 
it was also stated that there were differences be-
tween women and men’s way of preparation for 
the retirement due to the effects of some social 
and economic factors. Moreover, the relationship 
between retirement perception, life standards and 
financial preparation was indicated among the 
prominent findings (Noone, 2010).

In Albert (2006)’s study, deductions that health 
and marital status can be affecting factors on 
retirement planning can be reached. According 
to this, it was verified that men with coronary 
diseases had more tendency to plan their retire-
ments. It was also found that men with hyper-
tension made informal retirement plans while 
the ones with cardiac problems tended less to 
make formal planning. When the health related 
findings are evaluated in terms of women, it was 
determined that women with stroke history and 
with psychological problems had less tendency 
to make formal retirement plans. At the same 
time, in the study (Albert, 2006), some evidence 
showing that financial assets had an influence on 
retirement planning was obtained. This indicated 
that married men’s formal retirement planning was 
higher than women’s and that economic factors 
such as owning assets had influence on formal 
and informal retirement planning both in male 
and female groups.

In Turkey, planning retirement financially has 
been a subject to studies (Sarım, 1996; Yılmaz, 
1996; Salman, 2005; Şahin, 2006; Yazıcıoğlu, 
2006; Sevim & Şahin, 2007) conducted rather 
on retired individuals. Studies on active working 
retirement nominees (Akçay, 1994; Günay, 2006; 
Baltacı & Selvitopu, 2012) are quite insufficient. 
However, just as many studies from different 
countries (Wiggins and Henderson, 1996; Glass 
& Kilpatrick, 1998; Joo & Pauwels, 2002; Lee, 
2003; Phua, McNally, 2008; Noone, 2010; Wilson 

& Aggrey, 2012), it was indicated in the studies 
on retirement nominees that in Turkey women and 
men were not ready for the retirement and that 
they had financial worries. For example, in Akçay 
(1994) conducted a study on retirement nominees 
who worked as teachers in Çanakkale, Turkey. In 
his study (Akçay, 1994) he tried to determine the 
thoughts, worries, expectations and educational 
needs of retirement nominees about the coming 
retirement days. The result of this study (Akçay, 
1994) it was established that both women and men 
had worries about the economic problems ahead in 
the retirement period. Additionally, Akçay (1994) 
found that gender was influential on thoughts of 
the nominees who did not feel ready for retirement 
and its possible problems. The results of Günay 
(2006)’s study conducted on 393 individuals work-
ing under a social security coverage and having 
at least 3 years to their retirements in the capital 
city of Turkey, (Ankara) showed similarities with 
the results of Akçay (1994). In this study (Günay, 
2006) again the rates of the women and men who 
did not have any planning for the retirement was 
found to be quite high (Günay, 2006). Although 
both women and men participants indicated that 
they made rather financial plans and that they 
applied their plans (especially by purchasing a 
house), it was seen that the participants needed 
an expert help especially on financial planning in 
the study (Günay, 2006). In the study Baltacı and 
Selvitopu (2012) conducted on 22 teachers, who 
were about to get retired, and who were entitled to 
retirement but still continued to work, in Afyon-
karahisar city center, Turkey, it was verified that 
most of the participants did not have any plans 
or preparations for their retirement. Considering 
the fact that middle aged women and men are not 
prepared for their retirements and that planning 
retirement especially financially depends on what 
sources (human and financial) these women and 
men have, the relationship between making finan-
cial plans for retirement in middle aged period 
and some socio-economic variables was tried to 
be established in this study.
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Purpose of the Study

The purpose of this quantitative study is to deter-
mine the relationship between planning retirement 
financially in middle age years and:

•	 Gender,
•	 Age,
•	 Education Level,
•	 Health Status,
•	 Having Children,
•	 Family Income,
•	 Car Owning,
•	 House Owning
•	 Status of Saving Up.

MATERIAL AND METHOD

Data and Sample

The universe of the study is actively working 
middle aged women and men living in Nevşehir, 
Turkey. While sampling, it was taken into con-
sideration that

•	 The beginning of the retirement concurred 
with middle ages,

•	 World Health Organization (WHO) had 
age categories to guide [the ages between 
45-59 is middle-aged, 60- 74 is elderly, 75-
89 is the aged and, 90 and over is the very 
old],

•	 Data collecting instrument to be used, 
The Process of Financial Planning Scale, 
which is the sub-scale of The Process of 
Retirement Planning Scale, had been prov-
en to be valid and reliable in a study con-
ducted on individuals between the ages of 
40 and 60 by Günay (2013),

•	 The retirement eligibility ages in Turkey 
are 60 for men and 58 for women.

With these criteria, selected by the snowball 
method, the sample of the study was constituted 
from 287 participants between the ages of 40 and 
59, who lived in Nevşehir, Turkey. %50.2 (144 
people) of the sample were female and %49.8 (143) 
were male. Majority of both females (%91.67) 
and males (%76.76) were between the ages of 
40-50. The age average among females was 44, 
men was 46. The whole group age average was 
calculated to be 45.16. The majority of both the 
women (%97.06) and the men (%96.30) were 
found to have children.

When the education level of participants were 
analysed according to their gender, it was found 
that the rates of both women (%50.69) and men 
(%32.87) with a university degree were more than 
the other individuals with other education levels. 
In addition the percentage of women saying that 
their health was good was higher (%59.44) than 
that of men (%56.43). While the rate of women 
saying that their health status was “not bad not 
good”(%30.77) was very similar to men (%30.00), 
the rate of men with “very good” health status 
(%11.43) was found to be far higher than women’s 
(%4.9).

While the family income and the family ex-
penditures for both women (%65.93) and the men 
(%50.75) were found to be equal, the rate of the 
women who indicated that point (%65.93) was 
higher than that of men. However, the percent-
age of men saying that their family income was 
more than their family expenditures (%31.34) was 
calculated to be nearly twice as many as women 
who gave the same response (%15.56).

Additionally, it was verified that the rates 
of men who had a car (%78.32) and/or a house 
(%70.92) were higher than women who owned 
a car (%38.46) and/or a house (%60.84). On the 
other hand, the rate of men who did not save up 
(“%66.20) was calculated to be higher than women 
who did not save up (%58.04).

On the issue of feeling prepared for the retire-
ment, the percentage of men who did not feel ready 
(%65.73) was higher than that of women (%60.42).
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Procedure

In order to be able to use the Financial Planning 
Process Scale, in this study permission from Günay 
(2013) was taken by the second author. Addition-
ally, in advance, after participants, who had been 
achieved via key persons, were informed about 
the aim of the study and that it was conducted on 
academic purposes, they were specifically assured 
that any information that can recover their identity 
would not be shared. Afterwards, the questions 
from the participants were replied. Collecting the 
informed consent forms, face to face interviews, 
each of which lasted about 15 minutes, with the 
volunteers were conducted in 2014.

Measurements

A sub-scale of The Process of Retirement Planning 
Scale (PRePS), The Process of Financial Planning 
Scale, which had been adapted to Turkish (Günay, 
2013) and a personal information form were used 
to collect data in this study.

The Process of Financial 
Planning Scale

Adapted to Turkish by Günay (2013), the validity 
and reliability of The Process of Financial Plan-
ning Scale, which is a sub-scale of the PRePS, 
were established (see the validity and reliability 
studies; Günay, 2013) and consists of 14 items. 
There are items in the scale aiming to determine 
the retirement planning thoughts, timing of the 
retirement planning, retirement planning prepara-
tions upon behaviours and upon medical.

The participants were asked to response to the 
items, which measured their financial plans for 
their retirements, on a 5 level- Likert-type scale, 
where 1 referred to “Not true for me at all” 2 re-
ferred to “Not true for me”, 3= “I am not sure if 
it is true or not for me”, 4= “True for me” and 5 
referred to “Definitely true for me” in this scale. 

Negatively worded items were recoded (1=5, 
5=1). Higher scores indicated higher rates of 
financial planning.

Personal Information Form

Some socio-economic variables including gender, 
age, having children, education level, health status, 
family income, owning a car, owning a house, 
saving up and the state of feeling ready for the 
retirement were included in the form in order to 
obtain certain information about the participants. 
These variables were selected according to the 
research literature and their potential effects on 
the results.

Statistical Analyses

The distributions of informative socio-demo-
graphic data of participants and their families 
according to gender were evaluated by using 
crosstabs. The relationship between financial plan-
ning (dependent variable) and some independent 
variables (gender, age, having children, educa-
tion level, health status, family income, owning 
a car, owning a house, status of saving up) was 
measured by Linear Regression Analysis and 
Stepwise method (for the coding of the variables 
see Table 1). Additionally, in order to evaluate 
the relationship between financial planning for 
the retirement and the same variables in terms of 
women and men perspectives, the same analysis 
(Linear Regression Analysis) and the same method 
(Stepwise) were reapplied. For the comparison of 
the scores received from the Process of Financial 
Retirement Planning Scale according to genders, 
Mann-Whitney U test was used. The data obtained 
from this study were analyzed with SPSS 20.0 
package program and level of significance was 
taken as 0.05. On condition that the level of sig-
nificance was p<0.05, there would be a significant 
difference but if it was p>0.05, there would be no 
significant difference.
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RESULTS

The Relationship of Some 
Socio-Economic Variables with 
Planning Retirement Financially

In order to determine the relationship between 
financial planning (dependent variable) and 
some independent variables (gender, age, having 
children, education level, health status, family 
income, owning a car, owning a house, status 
of saving up), Linear Regression Analysis was 
applied. (see Table 2, Table 3 and Table 4). As 
can be seen in Table 3, a significant model was 
formed (p<0,001). When Table 3 and Table 4 was 
examined, it was seen that the state of saving up 
and owning a car made significant contribution 
to financial planning scores to increase them. In 
other words, the state of saving up (p< .001) and 

owning a house (p<.01) were determined to be in 
relationship with financial planning (see Table 4).

Predictors: age, having children education 
level, health status, family income, owning a car, 
owning a house, status of saving up.

Making Financial Plans for 
Retirement between Women and Men

The women’s and men’s scores about their making 
financial plans for retirement were compared in the 
study. The results of Mann Whitney U test, applied 
for this purpose, showed that there were not any 
significant statistical differences in the distribu-
tion of women and men’s responses about making 
financial plans for retirement (p>0.05). However, 
it was established that men’s scores for making 
financial plans for retirement (men=42.46) were 
higher than women’s scores for making financial 
plans for retirement (women=41.15) (Table 5).

Predictors of Making Financial 
Plans for Retirement Between 
Women and Men

In order to analyze the relationship between fi-
nancial planning and some independent variables 
(age, having children education level, health status, 

Table 1. Dependent and independent variables used in Linear Regression Analysis 

Variables
Dependent/ 
Independent Measurement Level

The Process of Financial Planning dependent variable 1.not at all true for me – 5. definitely true for me

Age independent Open ended

Education Level independent 1. illiterate-8.post graduate/PhD

Health Status independent 1. very bad - 5. very good

Car Owning independent 0. no-1. Yes

House Owning independent 0. no-1. Yes

Status of Saving Up independent 0. no-1. Yes

Having Children independent 0. no-1. Yes

Family Income independent
1. income is lower - 2. income and expenditure are 
equal - 3. income is higher

Table 2. The general model of regression analy-
sis related to predictors of financial retirement 
planning 

Model Summary(c)

Model R Durbin-Watson

2 0,299 1,729
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family income, owning a car, owning a house, and 
saving up), the analyses in Table 2, Table 3 and 
Table 4 were redone according to gender (Table 

6, Table 7, Table 8). As can be seen in Table 7, 
Anova results of the regression analysis showed 
that a significant model for women and men 
emerged (p<0,001). Furthermore, it can be seen 
in Table 7 that the state of saving up and owning 
a car made significant contribution to financial 
planning scores both for women (p< .001) and 
men (p<.01) and that these variables increased 
the financial planning for retirement scores. When 
Table 8 was examined, it was verified that among 
women, it was saving up that was related to fi-
nancial planning for retirement (p< .001) while 
among men, owning a house had a relationship 
with financial planning for the retirement (p< .01).

Table 3. Anova results from predictors of financial retirement planning 

ANOVA(c)

Model Sum of squares df Mean square F P

2 Regression 1207.9 2 604.0

13.992 0.000

Residual 12258.5 284 43.2

Total 13466.4 286

Table 4. Regression analysis results from predictors of financial retirement planning 

B Std. Error Beta T P

(Constant) 39.1 0.7 55.955 0.000

Can you save up? 3.2 0.8 0.2 3.983 0.000

Do you own a house? 2.3 0.8 0.2 2.845 0.005

Table 5. Comparison of the scores for making financial plans for retirement according to gender and 
Mann-Whitney U test 

Gender Mann Whitney U test

N Mean Median Min Max Std. Deviation Mean Rank U P

The process 
of financial 

planning

Women 144 41.15 41 24 65 7.25 135.59

9085 0.085

Men 143 42.46 43 28 60 6.41 152.47

Total 287 41.80 42 24 65 6.86

Table 6. The general model of regression analysis 
related to predictors of financial retirement plan-
ning between women and men 

Model Summary(c)

Gender Model R Durbin-Watson

Women 1 0.322 1.640

Men 1 0.228 2.001

Predictors: age, having children, education level, health status, 
family income, owning a car, owning a house, status of saving up.
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DISCUSSION

One of the most remarkable findings of this study 
aiming to determine the relationship between the 
financial planning for retirement and some socio-
economic variables (which are thought to be have 
influence on financial sources) is that, even though 
statistically insignificant, the financial planning 
for retirement among men is higher in rate than 
in women group. These results we got in this 
study show similarities with the results of some 
other studies (Glass & Kilpatrick, 1998; Günay, 
2006; Noone, 2010). In these studies, (Glass & 
Kilpatrick, 1998; Günay, 2006; Noone, 2010) 
it was suggested that the financial preparations 
for retirement rates among women were lower 
comparing to those of men. In accordance with 
these studies (Glass & Kilpatrick, 1998; Günay, 
2006; Noone, 2010), Lee (2003) also asserted 
that women spent their time on activities which 
were not focused on the financial investments 
when planning for their retirements. In Glass and 

Kilpatrick (1998)’s study, findings which showed 
that men had more saving up instruments in rates 
comparing to women were obtained. In this study, 
(Glass & Kilpatrick, 1998) it was verified that 
men not only were more tend to save up but also 
invested in financial mechanisms more (Glass & 
Kilpatrick, 1998). In this point, it is suggested that 
socio-economic variables, the number of assets 
and the amount of retirement pension play an im-
minent role on the formal and informal financial 
planning for retirement among working individu-
als (Albert, 2006). Sun (2010), supporting Albert 
(2006), also suggested that people who gained 
more money had more money to manage, and, 
therefore, that people with higher level of income 
would be more interested in financial markets 
and could get more informed about them through 
years. Likewise, in our study, it can be maintained 
that financial sources owned by women and men 
are of relationship with the financial planning for 
retirement. It should be emphasized here that in our 
study, most of the independent variables, which 

Table 7. Anova results from predictors of financial retirement planning between women and men 

ANOVA(c)

Gender Sum of Squares df Mean Square F P

Women

Regression 780.2 1 780.2 16.4 0.000

Residual 6741.7 142 47.5

Total 7521.9 143

Men

Regression 300.3 1 300.3 7.7 0.006

Residual 5496.6 141 39.0

Total 5796.8 142

Table 8. Regression analysis results from predictors of financial retirement planning between women 
and men 

B Std. Error Beta t Sig.

Women

(Constant) 39.18 0.75 52.113 0.000

Can you save up? 4.72 1.16 0.32 4.054 0.000

Men

(Constant) 40.33 0.96 41.865 0.000

Do you own a house? 3.18 1.15 0.23 2.775 0.006
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were thought to have effects on financial sources, 
namely gender, age, having children, education 
level, health, family income and owning a car 
were not found to be in relationship with financial 
planning for retirement when examined on the 
whole group as well as women and men groups 
separately. However, in our study, the rate of the 
men owning assets (a car or/and a house) seems to 
be higher than that of women. It can be claimed, 
in a sense that as Albert (2006) suggested, owning 
these assets could have effects on the fact that the 
financial plans for retirement of men were higher 
in rates than those of women. As a matter of fact, 
in our study, owning a house was found to be in 
relationship with the financial plans for retirement 
of men especially in middle age period. In other 
words, it can be put forward that especially men’s 
owning a house, which means not having to pay 
rents, enabled them to make financial plans for 
their retirements.

One of the most important findings of our 
study worthy to discuss about middle aged women 
and men is that neither women nor men feel pre-
pared for the retirement. Yet, the rate of the men 
who did not feel ready was higher than the rate 
of women who did not feel ready for the retire-
ment. This finding obtained in our study can also 
be discussed taken Turkey’s social structure into 
consideration. Keeping the degree of the changes 
in social structure in mind here, it is suggested 
that both modern and traditional structures can be 
observed together in Turkey (Arıkan, 1997). When 
especially roles in the families are taken, while 
more equalitarian approaches exist in modern part 
of the society, especially in the more traditional 
families, domestic roles are generally expected 
from the women. This means that those working 
women are supposed to meet the domestic expecta-
tions as well as well as working life, which makes 
it very hard to cope with. That is possibly why 
they could feel ready for the retirement earlier. As 
a matter of fact, the reason why they feel more 
ready comparing to men in this study can also be 
attributed to this deduction.

Although it was seen in our study that women 
saved up more than men did, these saving ups were 
indicated to be insufficient for being ready to retire. 
However, it was established in our study that as 
the rate of saving up among women increases, the 
financial plans for retirement can also increase, 
which in a sense suggests that financial sources are 
important for the women who make the financial 
plans for retirement.

SOLUTIONS AND 
RECOMMENDATIONS

The importance of (financial) plans prior to 
retirement for life satisfaction, being happy and 
peaceful during retirement is eminent. It should 
be underlined here that having sufficient financial 
sources also play an important role while working 
individuals make plan for retirement financially. 
As a matter of fact, without having adequate 
financial sources, coping with the retirement or 
attending the activities and programs that would 
help prepare to retirement is quite undoable. For 
this reason, such activities should be offered free 
of fee to the workers.

Another point is that, when the fact that women 
live longer generally all through the world is taken 
into consideration that they will be under health 
risks more seems more plausible compared to 
men in coming years. Similarly, when considered 
that they are more disadvantaged in the access 
to financial sources and opportunities, it can be 
easily inferred that women will live with a lower 
income during their old ages compared to men. 
In this context, owing to the fact that women need 
financial planning for their retirement more, they 
should be informed more especially on issues 
about planning the retirement.

Moreover, keeping in mind that, as a result of 
the gender role expectations, women are more 
forced to run domestic responsibilities and working 
life together compared to men, therefore, their ac-
cess to activities about retirement planning can be 
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hard. For this reason, the pre-retirement planning 
needs including financial needs of all the women 
who work in public and private sectors should be 
determined and in line with these needs, employer 
supported education and consultancy services 
should be made accessible for women. Yet, em-
ployer supported educational services given to 
working individuals in Turkey are quite inad-
equate. As Altuntaş (2010) also favored, although 
there are increasing number of examples which 
are aimed to prepare actively working individuals 
to their retirements, a systematically working sup-
port model does not still exist in Turkey similar to 
those which are in many developing countries. As 
Zastrow (2013) mentioned, Employee Assistance 
Programs (EAP), serving in the USA, can be 
shown as an exemplary model in terms of offering 
consultancy and support services to the workers 
on many issues including retirement planning. 
There is a need to establish similar programs in 
Turkey, within which most of the social services 
in workplaces is dealt with in the USA. When the 
fact that neither women nor men feel prepared for 
the retirement is taken into consideration, it can 
be said that workers need educational and con-
sultancy services which would enable them, even 
if indirectly, to plan their retirement financially. 
In this sense, in Turkey, raising awareness of the 
workers, helping them raise their financial sources, 
and enabling them to adapt to retirement can be 
more achievable through such programs as in the 
USA. In this point, the responsibilities to support 
workers and encourage them to plan prior to their 
retirement should not fall only on the employers’ 
therefore, the institutions’, shoulders, nationwide 
attempts on this matter is also needed.

FUTURE RESEARCH DIRECTIONS

In accordance with the results our study, it is pos-
sible to suggest that planning retirement only from 
financial aspect is not sufficient for being ready 
for the retirement. In our study, it was verified 

that although the financial planning for retirement 
among men is higher in rate than in women group, 
neither women nor men felt prepared for their 
retirement. This gives rise to thought that plan-
ning retirement does not mean simply financial 
planning. As a matter of fact, the lack of planning 
before retirement may not only cause financial 
crisis in following years, but also health related, 
psychological and social problems.

When it is regarded that retirement is a whole 
with its many aspects such as finance, health, 
psycho-social and life style related factors, es-
pecially in Turkey more studies on retirement 
planning with especially respect to finance, health, 
psycho-social and life style related aspects can be 
suggested to scholars.

Moreover, it can also be said that more research 
is required so as to determine the “gender-based” 
needs for retirement since, Er (2009) asserted 
more losses could come into being in retired in-
dividuals’ roles in new working places (if any), 
efficiencies and relationships, which are in the 
center position during their adult life time. For 
this reason, it is of great importance to define not 
only needs for financial planning but also prior 
needs for the retirement. Additionally, scholars can 
be suggested to conduct more research in order 
to develop “gender-based” models and solution 
proposals to meet such needs.

CONCLUSION

As the result of the study, statistically no significant 
difference has been found between the responses 
of women and men about planning the retirement 
financially. However, it has been verified that 
men’s financial plans for retirement were higher 
in rates than that of women.

On the other hand, it was also established 
that for the all participants, the state of being an 
owner of a house and the state of saving up had a 
correlation with financial retirement planning. It 
was determined that the factor of being an owner 
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of a house for men and the factor of saving up 
for women increases the financial planning for 
the retirement. However, it was also found that 
neither women nor men in the scope of the study 
feel ready for the retirement.
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Financial Education for 
Children and Youth

ABSTRACT

Although financial education consists of individuals of all ages, education of young people in the field 
of finance is more important. The young generation faces more financial risks and more complicated 
financial products than their parents. Besides, young people are introduced to financial services at very 
early ages owing to cell phones, bank accounts, credit cards. Therefore, it is important that individuals 
are educated in finance as early as possible.

INTRODUCTION

Today’s financial world is highly complex when 
compared with that of a generation ago (Suwa-
naphan, 2013). The ability to manage personal 
finances has become increasingly important in 
today’s world. People must plan for long-term 
investments for their retirement and children’s 
education (Volpe & Chen, 1998). They must also 
decide on short term savings and borrowing for 
a vacation, a down payment for a house, a car 
loan, and other big ticket items. Additionally, they 
must manage their own medical and life insurance 
needs (Chen &Volpe, 1998). Families and schools 
have continually constructed a shared reality in 
preparing teens for their financial future (Danes 
& Haberman, 2007). 

Young people are in transition from childhood 
to adulthood, from financial dependency to inde-
pendence. Their role in society is changing and 
they have new economic responsibilities (Shim 
et al., 2009, Shim et al., 2010). They often find 
themselves carrying large amounts of student loans 
or credit card debt, and such early entanglements 
can hinder their ability to accumulate wealth 
(Lusardi, Mitchell & Curto, 2010). The capacity 
to manage personal finances has become increas-
ingly important, particularly for college students 
(Gutter, Copur & Blanco, 2013).

According to the UN, more than 18% (1.2 
billion) of the world’s population is comprised 
of youth, and the combined group of youth and 
children (those under age 15) makes up fully 40% 
of the world’s population today (Reinsch, 2012). 
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Children and youth are both current and future 
social and economic actors, whose decisions 
will influence development of their societies. 
The recent financial crisis has highlighted the 
importance of promoting social responsibility and 
developing skills in financial management for all 
persons. This is especially true for children and 
youth, who are particularly vulnerable. Important 
values of citizenship and skills in managing fi-
nancial resources at an early age can lessen social 
and financial vulnerability, thereby reducing the 
risk of poverty caused by debt (UNICEF, 2012).

In today’s age of consumerism and knowledge 
explosion, young adults seem to be the most highly 
targeted group by professional marketers and big 
organizations. Financial prudence paves the way 
into a bright and safe future among the youth, 
generating wealth, and avoiding debt and wasteful 
spending ultimately leading to financial sound-
ness. Financial literacy also helps in building up 
the skills and confidence of the youth to become 
more aware of financial opportunities and risks, 
improve their knowledge of financial markets, 
concepts and products and assist them in making 
informed decisions how to generate and maintain 
a steady balance between their cash inflows and 
outflows (Pillai, Carlo & D’souza, 2010). Manag-
ing money well allows them to distinguish between 
wants and needs, learn how to save and budget, 
and make wise spending decisions (Pankow & 
Brotherson, 2009).

1. FINANCIAL LITERACY 

Vitt et al. (2000) defined financial literacy as; the 
ability to read, analyze, manage, and communi-
cate about the personal financial conditions that 
affect material well-being. It includes the ability 
to discern financial choices, discuss money and 
financial issues without (or despite) discomfort, 
plan for the future, and respond competently to 
life events that affect everyday financial decisions, 
including events in the general economy. Mason & 

Wilson (2000) defined it as an individual’s ability 
to obtain, understand and evaluate the relevant 
information necessary to make decisions with an 
awareness of the likely financial consequences. 
Hogarth (2002) defined financial literacy as 1) 
knowledgeable, educated and informed on the is-
sues of managing money and assets; 2) understand 
the basic concepts underlying the management 
of money and assets; and 3) use that knowledge 
and understanding to plan and implement their 
financial decisions.

Many experts observed the phenomena above 
and prescribed the same remedy: increased finan-
cial literacy and financial education. It is a solution 
that appeals to all political persuasions and to all 
geographies. For example, the Second Annual 
Child and Youth Finance Summit in Istanbul in 
May of 2013 brought together experts describing 
initiatives by the US, UK, Turkey, the Philippines, 
Chile, Nigeria, Egypt, Ghana, Nepal, Macedonia, 
Spain, and the United Nations to provide financial 
education to millions. Worldwide, employers, non-
profits, and governments are creating educational 
interventions that have real costs and create much 
larger opportunity costs by supplanting some other 
activities, such as required high school courses 
that replace other electives (Fernandes, Lynch & 
Netemeyer, 2014). 

Financial literacy defines as the ability to 
use knowledge and skills to manage financial 
resources effectively for a life time of financial 
well-being. The Presidents Advisory Council on 
Financial Literacy (PACFL) (2008) convened to 
“improve financial literacy among all Americans,” 
defines financial literacy and financial education 
as follows; 

•	 Financial Literacy: The ability to use 
knowledge and skills to manage financial 
resources effectively for a lifetime of finan-
cial well-being (Jump$tart, 1997).

•	 Financial Education: The process by 
which people improve their understanding 
of financial products, services and con-
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cepts, so they are empowered to make in-
formed choices, avoid pitfalls, know where 
to go for help and take other actions to im-
prove their present and long-term financial 
well-being (OECD, 2005a). 

Table 1 Illustrates the breadth of conceptual 
definitions, drawn from a number of studies and 
placed in chronological order (Hung, Parker & 
Yoong, 2009). 

Financial literacy definition largely rests on the 
ability to use knowledge and skills towards achiev-
ing financial well-being, and is hence quite behav-
iorally based. While practically relevant, such a 
focus limits insight into mechanisms for impacting 
financial literacy. Financial knowledge, skills, and 
behavior, as well as their mutual relationships, 
should all be considered in an overarching con-

ceptualization of financial literacy. In particular, 
financial knowledge represents a particularly basic 
form of financial literacy. Financial knowledge, 
in turn, is reflected in perceived financial knowl-
edge and influences financial skills that depend 
on knowledge. Actual financial behavior, in turn, 
depends on all three (actual knowledge, perceived 
knowledge, and skills). Figure 1. presents these 
logical relationships among financial literacy 
components (Hung, Parker&Yoong, 2009).

Although studying the financial knowledge of 
teens is not a new phenomenon in the academic 
literature, it has received increasing attention re-
cently in the public arena, especially in the mass 
media (Consumer Federation of America, 1991; 
National Coalition for Consumer Education Inc., 
1991; Wang, 1993; Mandell, 1997). Whether the 
studies evolve from the academic or the public 

Table 1. Conceptual definitions of financial literacy (Hung, Parker & Yoong, 2009) 

Source Conceptual Definitiona

Hilgert, Hogarth & Beverley (2003) Financial knowledge

FINRA (2003) “The understanding ordinary investors have of market principles, instruments, 
organizations and regulations” (p. 2).

Moore (2003) “Individuals are considered financially literate if they are competent and can 
demonstrate they have used knowledge they have learned. Financial literacy cannot 
be measured directly so proxies must be used. Literacy is obtained through practical 
experience and active integration of knowledge. As people become more literate 
they become increasingly more financially sophisticated and it is conjectured that 
this may also mean that an individual may be more competent” (p.29).

National Council on Economic  
Education (NCEE) (2005) b

“Familiarity with basic economic principles, knowledge about the U.S. economy, 
and understanding of some key economic terms” (p. 3).

Mandell (2007) “The ability to evaluate the new and complex financial instruments and make 
informed judgments in both choice of instruments and extent of use that would be 
in their own best long-run interests” (pp. 163-164).

Lusardi & Mitchell (2007c) [Familiarity] with “the most basic economic concepts needed to make sensible 
saving and investment decisions” (p. 36).

Lusardi & Tufano (2008) Focus on debt literacy, a component of financial literacy, defining it as “the ability 
to make simple decisions regarding debt contracts, in particular how one applies 
basic knowledge about interest compounding, measured in the context of everyday 
financial choices” (p. 1).

ANZ Bank (2008), drawn from  
Schagen (2007) 

“The ability to make informed judgements and to take effective decisions regarding 
the use and management of money” (p. 1).

Lusardi (2008a, 2008b) “Knowledge of basic financial concepts, such as the working of interest 
compounding, the difference between nominal and real values, and the basics of 
risk diversification” (p. 2).
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arena or they are historic or recent, they all con-
clude that teens lack knowledge about personal 
finance (Bachman, 1983; Danes, Huddleston 
Casas & Boyce, 1999; Roberts & Jones, 2001; 
Kasser & Ahuvia, 2002; Bowen, 2002; Anthes, 
2004, Godfrey, 2006).

In the 1997-98 school year, the Jump$tart Co-
alition for Personal Financial Literacy conducted 
its first Personal Financial Survey, a nationwide 
survey of 12th grade students to determine the 
ability of our young people to survive in today’s 
complex economy. The results of this initial 
“baseline” survey in 1997-98 were not reassur-
ing. Just 10. 2% of the 1,532 high school seniors 
were able to answer at least three quarters of the 
basic, age-relevant questions correctly. In fact, 
the average “grade” on the “exam” was a failing 
57. 3% (Mandell, 2008).

Prior studies of high school students consistent-
ly find that they are not receiving a good education 
in personal financial fundamentals and have poor 
knowledge and they are leaving schools without 
the ability to make critical decisions affecting 
their lives (Bakken, 1967; Langrehr, 1979; NAEP, 
1979; CFAJAMEX, 1991; HSR, 1993; Chen & 
Volpe, 1998). According to Danes & Hira (1987) 
the college students lack knowledge in spesifics. 

For example, they know credict cards can be used 
as identification and they know the various costs 
involved in using credit cards. However they dont 
know what to do if there are billing errors. In a 
study of 1,509 high school seniors from 63 schools, 
Mandell (1997) reports an average correct score 
of 57% in the areas of income, money manage-
ment, savings and investment, and spending. His 
conclusion is that students are not knowledgeable 
about personal finance. 

Concerns about financial preparedness are 
documented in the past studies demonstrating 
that both young and older adults lack the basic 
knowledge needed to make good financial choices 
(Volpe, Chen & Pavlicko, 1996; Chen & Volpe, 
1998; Bianco & Bosco, 2001). These concerns 
were heightened in a 2005 report by the Organi-
zation for Economic Co-operation and Develop-
ment (OECD) indicating that financial illiteracy 
is widespread across age groups and geographical 
areas. (Mandell & Klein, 2009). There is growing 
concern, across a wide range of countries, about 
the levels of financial capability of consumers. 
A large number of initiatives are therefore being 
developed to address this issue; and countries 
are increasingly rolling out national strategies on 
financial capability. To do this effectively requires 
evidence on the areas where financial capability 
in the population is low and an identification of 
the extent to which these should be addressed by 
financial education and/or consumer protection 
measures (Kempson, 2011). 

Financial literacy is related to education and 
experience related factors (Chen & Volpe, 2002).

A survey done by Shaari et al. (2013) it shows 
that five factors including age, spending habit, 
gender, faculty and year of study are significantly 
affect the financial literacy level. According to 
Varcoe, et al., (2002) who suggested that “during 
school” is the first choice for learning about money 
topics. Magazines and newsletters delivered to 
home were the second choice, followed by orga-
nizations outside of school and web pages (2002). 

Figure 1. Conceptual model of financial literacy 
(Hung, Parker & Yoong, 2009)
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2. FINANCIAL EDUCATION

Financial education has always been important for 
consumers in helping them budget and manage 
their income, save and invest efficiently. Member 
countries promote financial education and aware-
ness and in this respect that governments and 
relevant public and private institutions take due 
account of and implement the principles and good 
practices for financial education and awareness 
(OECD, 2005b). 

Financial education programs aim to develop 
financially literacy and financially capability 
amongst individuals (Child & Youth Finance 
International, 2012). According to the Center for 
Financial Inclusion (2008) financial capability 
allows for the combination of knowledge, skills, 
attitudes, and especially behaviors that people 
need to make sound personal finance decisions, 
suited to their social and financial circumstances.

Financial education deals with information and 
learning. It is undeniably essential to help citizens 
of any country to better manage their financial 
life and hopefully make favourable choices that 
will contribute to increasing their well-being too. 
At the same time, it aims to changing behaviour 
in the sense that information on financial issues 
ought to be incorporated into daily life if we mean 
financial education to be effective (Ferreira, 2011).

Financial education introduces concepts of 
money and ways to manage it well. It promotes 
wise spending, regular savings and ways to make 
the most of one’s resources. These skills serve 
as a foundation for young people as they are in 
transition from dependent to independent roles 
in financial management. Youth also need access 
to affordable and sustainable financial services 
including credit, savings, and insurance to help 
them to achieve these goals. Importantly, they need 
to know how to use these financial services and 
be able to make informed choices about saving 
and increasing saving capacity, about borrowing, 
about protecting themselves against risks. 

Financial education can play a role to help 
young people to:

•	 Make a plan to achieve short and long term 
financial goals

•	 Improve saving capacity by using a budget
•	 Use financial products and services with 

confidence
•	 Develop risk management strategies

These are skills that young people need now 
and every day of their adult lives. An investment 
in financial literacy for young people sets the 
stage for the many changes that are coming. It 
will increase their ability to manage money, their 
confidence and their readiness for the challenges 
and opportunities in their life. Developing posi-
tive financial behaviors during the college years 
increases an individual’s chances of attaining a 
better financial well-being later in life and a better 
understanding of how college students develop 
desirable and undesirable financial behaviors, 
and how these behaviors affect their financial 
well-being aid those interested in improving their 
quality of life (Gutter & Copur, 2011). 

Financial education supports and enhances 
the use of behaviourally-motivated products and 
regulations. Increasing the effectiveness of finan-
cial education thus remains a priority for policy 
makers and practitioners, and integrating future 
developments in behavioural economics into 
financial education is a key part of continuing to 
do so (Yoong, 2011). Research based curricula in 
personal finance yields positive results. Because 
teens in general require a different teaching ap-
proach, it is important to develop the appropriate 
pedagogy and settings to ensure learning (Varcoe 
et al., 2005). 

Financial knowledge can open up new oppor-
tunities to work, build assets, and save. Access to 
and control over savings can help to protect against, 
mitigate, and cope with many risks associated with 
adolescence by providing resources to draw upon 
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in times of need (International Labour Organiza-
tion, 2011). A number of theoretical frameworks 
from a wide range of academic disciplines are 
currently being used to explain how financial 
education might be applied so as to facilitate 
behavior change (Bowen et al., 2008).

2.1.The Principles and Good 
Practices for Financial Education 

The Principles and Good Practices provide solid, 
but flexible and non-mandatory guidance on 
strengthening and promoting financial education. 
The principles and good practices are addressed 
to governments and all relevant public and private 
institutions in OECD and non-OECD countries. 
The Principles are applicable to OECD and non-
OECD countries and are used in the context of 
the International Network on Financial Education 
(OECD, 2005b).

2.1.1. Principles

1. 	 Financial education can be defined as “the 
process by which financial consumers / inves-
tors improve their understanding of financial 
products, concepts and risks and, through 
information, instruction and / or objective 
advice, develop the skills and confidence to 
become more aware of financial risks and 
opportunities, to make informed choices, to 
know where to go for help, and to take other 
effective actions to improve their financial 
well-being.” Financial education thus goes 
beyond the provision of financial information 
and advice, which should be regulated, as is 
already often the case, in particular for the 
protection of financial clients (i.e. consumers 
in contractual relationships). 

2. 	 This financial capacity building, based on 
proper financial information and instruction, 
should be promoted. Financial education 
should be provided in a fair and unbiased 

manner. Programmes should be co-ordinated 
and developed with efficiency.

3. 	 Financial education programmes should 
focus on high priority issues, which, depend-
ing on national circumstances, may include 
important aspects of financial life planning 
such as basic savings, private debt manage-
ment or insurance as well as pre-requisites 
for financial awareness such as elementary 
financial mathematics and economics. The 
awareness of future retirees about the need 
to assess the financial adequacy of their 
current public or private pensions schemes 
and to take appropriate action when needed 
should be encouraged. 

4. 	 Financial education should be taken into 
account in the regulatory and administra-
tive framework and considered as a tool 
to promote economic growth, confidence 
and stability, together with regulation of 
financial institutions and consumer protec-
tion (including the regulation of financial 
information and advice). The promotion of 
financial education should not be substituted 
for financial regulation, which is essential 
to protect consumers (for instance against 
fraud) and which financial education is 
expected to complement. 

5. 	 Appropriate measures should be taken when 
financial capacity is essential but deficien-
cies are observed. Other policy tools to con-
sider are consumer protection and financial 
institution regulation. Without limiting the 
freedom to contract, default mechanisms, 
which take into consideration inadequate 
financial education or passive/inert behav-
iour, should be considered. 

6. 	 The role of financial institutions in financial 
education should be promoted and become 
part of their good governance with respect to 
their financial clients. Financial institutions’ 
accountability and responsibility should be 
encouraged not only in providing informa-
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tion and advice on financial issues, but also 
in promoting financial awareness clients, 
especially for long-term commitments and 
commitments which represent a substantial 
proportion of current and future income. 

7. 	 Financial education programmes should be 
designed to meet the needs and the financial 
literacy level of their target audience, as well 
as reflect how their target audience prefers 
to receive financial information. Financial 
education should be regarded as a life-time, 
on-going and continuous process, in particu-
lar in order to take account of the increased 
complexity of markets, varying needs at dif-
ferent life stages, and increasingly complex 
information. 

2.1.2. Good Practices 

Public Action for Financial Education 

8. 	 National campaigns should be encouraged 
to raise awareness of the population about 
the need to improve their understanding of 
financial risks and ways to protect against 
financial risks through adequate savings, 
insurance and financial education. 

9. 	 Financial education should start at school. 
People should be educated about financial 
matters as early as possible in their lives.

10. 	 Consideration should be given to making 
financial education a part of state welfare 
assistance programmes. 

11. 	 Appropriate specialised structures (possi-
bly embedded within existing authorities) 
in charge of promoting and coordinating 
financial education should be encouraged 
at the national level and regional and local 
public and private initiatives as close to 
the population as possible should also be 
promoted. 

12. 	 Specific websites should be promoted to 
provide relevant, user-friendly financial 

information to the public. Free information 
services should be developed. Warning 
systems by consumer, professional or other 
organisation on high-risk issues that may be 
detrimental to the interests of the financial 
consumers (including cases of fraud) should 
be promoted. 

13. 	 International co-operation on financial edu-
cation should be promoted, including the 
use of the OECD as an international forum 
to exchange information on recent national 
experiences in financial education. 

Role of Financial Institutions in Financial 
Education

14. 	 Requirements to specify the types of infor-
mation (including where to find information 
and the provision of general comparative 
and objective information on the risks and 
returns of different kinds of products) that 
financial institutions need to provide to 
clients on financial products and services, 
should be encouraged. 

15. 	 Financial institutions should be encouraged 
to clearly distinguish between financial 
education and financial information and 
“commercial” financial advice. Any finan-
cial advice for business purposes should 
be transparent and disclose clearly any 
commercial nature where it is also being 
promoted as a financial education initia-
tive. For those financial services that entail 
long-term commitment or have potentially 
significant financial consequences, financial 
institutions should be encouraged to check 
that the information provided to their clients 
is read and understood. 

16. 	 Financial institutions should be encouraged 
to provide information at several different 
levels in order to best meet the needs of con-
sumers. Small print, abstruse documentation 
should be discouraged.
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17. 	 Financial education provided by financial 
institutions should be regularly assessed to 
ensure it meets consumer needs. This may 
be achieved through partnerships with in-
dependent, not for profit financial advisory 
bodies that may have better connection with 
consumers, particularly those facing disad-
vantage in their participation in financial 
markets. 

18. 	 Financial institutions should be encouraged 
to train their staff on financial education and 
develop codes of conduct for the provision 
of general advice about investment and bor-
rowing, not linked to the supply of a specific 
product. 

Financial Education for Retirement Savings

19. 	 For individuals in private personal pension 
plans, the provision by financial institutions 
of the appropriate financial information and 
education required for the management of 
their future retirement savings and income 
should be promoted. 

20. 	 Concerning occupational schemes, (for 
which the related information and educa-
tion should be provided in a consistent way 
across the schemes) financial education and 
awareness of employees and related policy 
tools should be further promoted, both for 
defined contributions and defined benefits 
schemes. 

Financial Education Programmes 

21. 	 Financial education programmes that help 
financial consumers find the facts and un-
derstand the pros and cons as well as the 
risks of different types of financial products 
and services should be promoted. Further 
research on behavioural economics should 
be promoted. 

22. 	 The development of methodologies to assess 
existing financial education programmes 
should be promoted. Official recognition 
of financial education programmes which 
fulfil relevant criteria should be considered. 

23. 	 Financial education programmes that 
develop guidelines on study content and 
accomplishment level for each financial 
education programme and for each popula-
tion sub group should be promoted. 

24. 	 In order to achieve a wider coverage and 
exposure, the use of all available media for 
the dissemination of education messages 
should be promoted. 

25. 	 In order to take into account the diverse back-
grounds of investors/consumers, financial 
education that creates different programmes 
for specific sub-groups of investors/consum-
ers (i.e. young people, the less educated, 
disadvantaged groups) should be promoted. 
Financial education should be related to the 
individual circumstance, through financial 
education seminars and personalised finan-
cial counselling programmes.

26. 	 For those programmes which favour use of 
classrooms, proper education and compe-
tence of the educators should be promoted. In 
this respect, the development of programmes 
to “train the trainers” and the provision of 
specific information material and tools for 
these trainers should be encouraged (OECD, 
2005b). 

3. SOME APPLICATIONS FOR 
FINANCIAL EDUCATION 

3.1. Global Money Week

Global Money Week is held, as the name implies, 
one week in March every year. Global Money Week 
encourages children around the world unite their 
voices, take action and expand their knowledge 
and engagement in the financial issues that mat-
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ter to them most. Through national and global 
events, youngsters learn about creating livelihoods, 
gaining employment and even starting their own 
businesses. Central Banks, Ministries of Finance 
and Education, NGOs, schools, corporations, pro-
fessional bodies, the media, all were involved in 
organizing national Global Money Week events, 
and participating in the celebrations.

Global Money Week celebrations took place 
in 80 countries, including Albania, Azerbaijan, 
Bangladesh, Belarus, Belgium, Bhutan, Botswana, 
Brazil, Brunei, Bulgaria, Burkina Faso, Cambodia, 
Canada, Chile, China, Colombia, Congo, Costa 
Rica, Côte d’Ivoire, Czech Republic, Dominican 
Republic, Egypt, El Salvador, Estonia, Ethiopia, 
Finland, France, Gambia, Ghana, Guatemala, 
Honduras, Hungary, India, Indonesia, Italy, Ka-
zakhstan, Kenya, Kenya, Kuwait, Latvia, Libya, 
Lithuania, Macedonia, Malaysia, Mexico, Mol-
dova, Mongolia, Montenegro, Morocco, Namibia, 
Nepal, Nigeria, Pakistan, Palestine, Paraguay, 
Peru, Philippines, Portugal, Romania, Saudi 
Arabia, Serbia, South Africa, Sudan, Switzerland, 
Tanzania, Thailand, The Netherlands, Togo, 
Turkey, Uganda, Ukraine, United Arab Emir-
ates, United Kingdom, United States, Uruguay, 
Venezuela, Yemen, Zambia, and Zimbabwe. 
Over 1 million children participated in Global 
Money Week celebrations. Global Money Week 
was globally coordinated by Child and Youth 
Finance International (Child & Youth Finance 
International, 2013).

National Activities
•	 Visits to the Stock Exchange: Children 

and youth visited stock exchanges, where 
some had the opportunity to ring the open-
ing bell to signal the beginning of trade.

•	 Visits to Banks: Children and youth vis-
ited banks and other financial institutions 
to learn about how they work.

•	 Workshops and Lessons: Young people 
enjoyed financial education lessons in com-
munity centers, schools, and universities.

•	 Talking to Central Bank Governors: 
Many children shared their recommenda-
tions with the governors of their central 
banks.

•	 Debates: Debates on financial education, 
employment issues, and entrepreneurship 
took place in schools.

•	 Visit to Money Museums: Money muse-
ums opened their doors to youngsters to 
teach them about money and its history.

•	 Publications: Resources to educate chil-
dren about financial issues were made 
available through libraries and schools.

•	 Contests and Competitions: From post-
er-making contests to “financial football” 
competitions, children engaged in fun fi-
nancial education and financial inclusion 
contests. 

•	 Theatre: Youngsters expressed themselves 
through theater and the arts.

•	 Financial Education Games: Games were 
held as a fun way to learn about finance.

•	 Radio Talk Shows: Broadcast media 
helped spread the Movement’s message. 

•	 Book Bank: Special book banks were 
set up to spread financial knowledge to 
children.

•	 Folk Stories: Storytelling was used to im-
part financial literacy.

•	 Exhibitions: Youngsters had the opportu-
nity to display their artwork and projects in 
interactive exhibitions.

•	 Cartoons: Cartoons and comic books 
helped to engage youngsters.

•	 Youth Budget to Parliament: Children 
and youth presented their input on the 
youth budgets of their countries.

•	 Learning from the Market: Young entre-
preneurs presented their efforts to central 
bank governors. 

•	 Pledge: Children unified their voices by 
signing pledge forms showing their com-
mitment to child and youth friendly bank-
ing policies. 
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•	 Research and Petition: Children re-
searched the policies of the banks in their 
own countries to evaluate the child friend-
liness of their banking policies. Banks that 
did not meet the criteria were petitioned 
to remove the barriers that hinder minors 
from opening savings accounts. 

Global Activities 

The Global Activities for Global Money Week 
are aimed at engaging children, youth and stake-
holders at a global level. With the help of video 
conferencing, webinars, live streaming, the Global 
Money Week website and social media channels 
as well as media the activities are elevated to a 
global level and cross borders to take the celebra-
tions around he globe.
•	 Global Theme: The global theme aims to 

inspire the celebrations and activities dur-
ing Global Money Week. The theme of 
2014 is the Post 2015 Agenda: What do 
children and youth want for their future?

•	 Connecting the World: Via online live 
streaming of the events that are taking 
place all over the world the national event 
are able to be shared on a global level to all 
that are celebrating.

•	 Global Web Chat Café: In the Global 
Web Chat Café youngsters from different 
parts of the world are able to connect with 
one another via web chats and share their 
stories. It is an opportunity for kids to con-
nect with their peers, share stories, learn 
about other parts of the world and inspire 
each other to save, learn about earning a 
living and much more.

•	 VIP Talks: During the week we will or-
ganize live streamed talks by inspiring 
persons and invite kids to ask questions to 
them. This is a great opportunity for the 
youngsters all over the world to be able to 
connect with the persons that inspire them 
and ask the questions they care about.

•	 Youth and Policy Makers Global 
Dialogue: Online chats between youth 
and policymakers such as govern of cen-
tral banks and ministers of finance and 
education. 

•	 Youth Talks: Youth talking to youth or 
inspiring academics talk to youth about 
entrepreneurship, financial education or 
financial inclusion at their schools and uni-
versities around the world.

•	 Global Savings Calculator: The online 
calculatoris a fun way for children to share 
how much they are saving. Children en-
tered how much they saved, converted 
their currencies, and learned savings rates 
worldwide.

•	 Showcasing and Sharing: The activities 
that take place during the celebrations of 
Global Money Week will be showcased 
and shared all over the world. 

Global Money Week is important because 
children and youth are the focus of change. They 
are tomorrow’s business leaders, politicians, par-
ents, and teachers. They can unlock their potential 
when they believe in themselves. They can change 
lives, their own and others’, when they have the 
right financial tools. They can learn about sav-
ing - money and resources. They can learn how to 
earn a livelihood and gain employment and most 
of all, Global Money Week provides children and 
youth with a voice: a voice that can help reshape 
the future of finance (Child & Youth Finance 
International, 2013).

3.2. Child Social and Financial 
Education (CSFE)

Child Social and Financial Education (CSFE) aims 
to inspire children to be socially and economically 
empowered citizens by equipping them with the 
skills and knowledge to become active agents 
capable of transforming their communities and 
societies. CSFE provides children with a holistic 
learning experience that embraces knowledge and 
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skills harnessed from both inside and outside the 
classroom. Promoting financial education and a 
positive financial culture in children and youth is 
essential to ensuring a financially literate popu-
lation capable of making informed decisions. It 
offers a design through which children in child-
friendly schools can explore their rights and 
responsibilities in classes or club sessions, take 
part in saving activities and apply entrepreneurial 
skills to address social issues that are important 
to them. The CSFE module allows for maximum 
flexibility for adaptation to a country’s needs.

The CSFE in Schools module is a result of 
the global partnership between UNICEF and 
two organizations Aflatoun and Child Savings 
International that was established to advocate for 
CSFE through UNICEF education programmes. 
Much of the material was created in collabora-
tion with Aflatoun and Child and Youth Finance 
International, an organization that coordinates 
global efforts to ensure that the human rights 
(especially economic rights) of children and youth 
are respected at all times. CSFE comprises three 
core components: life skills, financial and liveli-
hoods education. Together, the components aim 
to build life skills, change financial behaviours, 
stimulate business activity and increase financial 
literacy and capability. The (CSFE) framework 
provides a detailed description of the essential 
attitudes, skills and behaviours at different levels 
of a child’s development. The different levels of 
the framework are not strictly defined by age 
parameter, as this might hinder its flexibility, es-
pecially with the lack of uniformity of children’s 
ages at different levels of the formal and informal 
education ladder (UNICEF, 2012).

Financial Literacy Framework: (money and 
use, planning and budgeting, risk and reward and 
financial landscape)

“Money And Use”

Working Definitions: Focuses on a broad spectrum 
of personal financial topics, such as everyday 
payments, spending, value for money, bank cards, 
cheques, bank accounts and currencies.

Overall outcomes by theme: 

1. 	 Able to appreciate the value of resources, 
services and products, and how prices can 
reflect relative value.

2. 	 Recognizes the financial services that are 
most appropriate for the situation and deter-
mines the best option from among options.

3. 	 Able to access and use financial services 
responsibly to help address needs and wants, 
while understanding basic symbols and 
terminology from leading financial service 
providers.

4. 	 Recognizes how their spending decisions 
have an impact on their lives, their household, 
the lives of others and their community.

5. 	 Demonstrates confidence in asking questions 
before making decisions, in their ability to 
engage in financial negotiations and in their 
ability to make smart consumer choices.

“Planning And Budgeting” 

Working Definitions: Income and wealth planning 
and management over the short and long term.

Overall outcomes by theme: 

1. 	 Plan and use acquired resources to obtain 
products and services they need and want 
today and in the future.

2. 	 Differentiate between needs and wants that 
will require savings to satisfy. Establish pri-
orities and recognize the need for trade-offs.
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3. 	 Able to set clear financial understands how 
to track income and expenditures and why 
this is an important part of being financially 
responsible.

4. 	 Understands how to make adjustments in 
personal budgeting in response to financial 
challenges, opportunities or unplanned 
expenditures goals and establish a plan in 
order to achieve them.

“Risk And Reward”

 Working Definitions: Incorporates an understand-
ing of the potential for financial gains or losses 
across a range of financial contexts, and the ability 
to identify opportunities for achieving rewards and 
benefits, as well as ways of managing, balancing 
and covering risks. Two risks are important: 1) 
financial losses an individual may have to face 
(loss of income, catastrophic events) and 2) risk 
inherent in financial products.

Overall outcomes by theme: 

1. 	 Compares costs, benefits, and trade-offs 
before deciding how to use money and 
resources.

2. 	 Evaluates information about products and 
services to make informed decisions about 
spending, saving, borrowing and investing.

3. 	 Invests savings appropriately (considering 
needs, confronting risk, ability to contend 
with loss) to help achieve longerterm goals.

4. 	 Understands the risks and opportunities as-
sociated with different methods of acquiring 
money and how different interest, tax and 
exchange rates have an impact on financial 
decision-making.

5. 	 Understands the value of diversifying risk 
and the options for doing so.

“Financial Landscape”

Working Definitions: Relates to the character and 
features of the financial and economic world, it 
covers knowing the rights and responsibilities of 
consumers in the financial marketplace and within 
the general financial environment, as well as the 
main implications of financial contracts. It also 
includes a basic understanding of the economic 
environment and realities within which financial 
decisions are made.

Overall outcomes by theme: 

1. 	 Able to recognize appropriate financial 
service providers.

2. 	 Understands basic symbols and terminology 
from leading financial service providers, 

Table 2. Child and youth finance international education framework (UNICEF, 2012) 

Social/life Skills 
Education

Financial Education Livelihoods Education

Level 1:
0–5 years

Emotions, consequences, 
health/safety, compassion

Value of money, prices, 
savings, belongings

Career interests, 
professions, 
entrepreneurship, goals, 
initiative, problem-solving skills, 
teamwork, taking advice, avoiding 
hazards

Level 2:
6–9 years

Children’s rights, responsibilities, 
respect for others, rules, listening skills

Needs and wants, savings plan, 
rewards, recognize banks and 
financial services

Level 3:
10–14 years

Express opinions, teamwork, research 
skills, appreciation for life-long learning

Informed consumer, short vs. 
long term planning, financial 
risks, effects of advertising

Vocations,opportunities, 
action plan, selfdiscipline, 
perseverance, communication

Level 4:
15+ years

Social justice, time management, 
relationships, leadership

Negotiation skills, 
purchasing power, 
interest rates, financial 
crimes

Wages, capital needs, 
marketing, employability, 
coping with change, 
management skills
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as well as ways in which others may try to 
influence their financial decisions.

3. 	 Appreciates the basic functions of interna-
tional markets and commodity chains.

4. 	 Recognizes the role of governments in 
regulating the financial services industry.

5. 	 Able to identify appropriate, reputable 
and reliable products and services, able 
to compare them and make decisions, and 
knows where they can turn for information 
on financial services, personal budgeting 
and smart consumerism.

The learning outcomes described in Levels 1 
through 4 of the Child and Youth Finance Educa-
tion Learning Framework (Table.3 – Table. 6) 

A strong monitoring and evaluation system can 
draw lessons that can help to create a sustainable 
model that can be rolled out nationally. It can fur-
ther serve as a replicable approach across countries 
where child friendly schools are operational. The 
success of CSFE programming is measured against 
its core principles and its ability to make a change 
in children’s lives (UNICEF, 2012).

3.3. Money as You Grow 

Money As You Grow, developed by Beth Kobliner 
and the Youth Subcommittee of the President’s Ad-
visory Council on Financial Capability, provides 
20 essential, age-appropriate financial lessons that 
kids need to know as they grow. Written in down-
to-earth language for children and their families, 
the lessons in Money as You Grow are based on 
more than a year of research, drawn from dozens 
of standards, curricula, and academic studies. 

The President’s Advisory Council on Financial 
Capability has developed Money as You Grow, 
a website creatively highlighting the 20 essential 
lessons kids need to learn about money. There are 
four milestones divided in five age groups (3-5, 
6-10, 11-13, 14-18, and 18+) with age appropriate 
activities. It divides up the lessons per age group 
and includes a downloadable poster (Table. 7). 

3.3. Financial Driver’s Licence 
(FLDL) “Fit for Money”

Financial driver’s licence “Fit for Money” is 
financed by local banks and operates solely in 
the region of Vorarlberg. The basic aim is debt 
prevention. Depending on their ages, children and 
young adults have different approaches towards 
money issues. Hence three workshop curricula 
have been developed within the programme: “S” 
for 10-/11-year olds, “M” for 14-/15-year olds 
and “L” for adolescents from 16 to 18.

The workshops enable kids, adolescents and 
young adults to get better insight into different 
topics interlinked to money and private finance. 
Issues discussed in the workshops are for instance: 
needs, consumption, credit and debt, risks deriv-
ing from the thoughtless handling of financial 
matters, mobile phones, car, living, spare time, 
the right use of cash cards, cost of living, debt 
and possible consequences. In order to better 
meet the demands of the specific age groups, the 
Financial Driver Licence Vorarlberg comprises 
three different curricula: 
•	 The S (small): Curriculum for the 11-12 

year olds, covering issues like the follow-
ing: Were does money come from?, wishes 
and needs, financial resources are limited, 
pocket money,

•	 The M (medium): Curriculum for the 14-
15 year olds, highlighting topics such as: 
Managing on limited money, saving, cur-
rent accounts and cash cards, apprentice-
ship or school and…

•	 The L (large): Curriculum for those who 
are 16-18 years old with a special empha-
sis on e.g. majority age, becoming self-em-
ployed, life-planning, overindebtedness, 
credit-institutes (cards, current accounts 
and credits).

This target group was chosen for the follow-
ing reasons:
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1. 	 According to statistics young people in 
Austria make their first contact with debt 
at a very early stage. Many young people 
don’t see the exhaustive use of the overdraft 
facility of their current accounts as a debt – 
being not aware that living on credit often 
has the negative effect that one gets used 
to a lifestyle which is not affordable with 
the current income. This often leads to an 
unbalanced financial situation.

2. 	 The providers of the scheme have also ac-
counted for many young people not having 
any financial plans for the future. Without 
substantive savings the purchase of a new 
car or the first own flat often leads to debt 
inducing decisions.

3. 	 Labour-market considerations lead to the 
assumption that young people having to deal 
with debt are likely to interrupt their studies 
and earn money at a job that demands only 
low qualifications and therefore worsens 
their future perspectives.

The evaluation has also shown that it is crucial 
for the success of a financial literacy programme 
that all relevant bodies for financial literacy are 
both actively involved and support the programme. 
The content of the Financial driver’s licence is 
adaptable to various target groups due to its com-
prehensive approach. The content is applicable 
to students ranging from a low-educational back 
ground up to better situated groups (Habschick, 
Seidl & Evers, 2007).

Table 3. Level 1 (5 years old and under): Learning outcomes (UNICEF,2012) 

Money & 
Use

Understands the concept and the value of money

Able to collect and save things that they find precious or useful.

Understands where they get money from and what they need it for.

Appreciates the importance of sharing resources with others. 

Understands the things they can buy and the things they need their parents or caregivers to buy.

Planning
& 
Budgeting 

Understands the difference between spending, saving, borrowing and sharing money.

Understands the different ways in which they can acquire money

Knows and compares the prices of things that they want to buy

Understands that choices need to be made regarding things that they can use now and things they want to use, or acquire 
later.

Knows how to count their money, buy an item they want and count the change that they may receive.

Risk
&Reward

Practices the habit of saving for special things.

Understands the consequences of being careless with possessions

Understands the benefits of saving.

Understands the benefits of sharing.

Demonstrates appreciation when receiving money or other gifts.

Financial 
Landscape

Understands how people use money in their community.

Recognizes that some people have more money and possessions than others.

Able to differentiate between what belongs to them, what belongs to others and what belongs to the group or community.

Understands where certain items are sold in their community

Able and willing to speak with their family about money.
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3.4. I Can Manage My Money

The project conducted with the partnership of 
Turkish Ministry of Development United Nations 
Development Program (UNDP) Habitat Center 
for Development and Governance, Visa Europe 
and member banks, aims to provide trainings to 
20.000 young people, and reach 200,00 people 
in total since 2009. 

The outcome of the project and the results 
of the impact analysis will be provided to the 
government as a policy recommendation on fi-
nancial awareness. The project will serve for the 
socio - economic empowerment of youth and will 
significantly contribute to the implementation and 
realization of UN Youth Policies as well as UN 
Millennium Development Goals. Members from 
the Training and Coordination Group of the Na-

tional Youth Parliament and two representatives 
of each local youth council will receive trainers’ 
trainings on budgeting; financial-planning and 
management; personalizing credit cards; loans; 
good credit standing; the effects of financial 
awareness on sustainable development. Hence, 
the project will establish a task force composed 
of 320 young volunteers in 64 cities from 7 geo-
graphical regions. The know-how of Visa and its 
member banks will be utilized at those trainings 
(UNDP, 2014a).

This program targets young people aged 
15 to 30 and focuses particularly on financial 
literacy and budget management, through peer 
education model based on volunteering. The 
project trainings aim to enable young people to: 
prepare a payment schedule by focusing on cash 
flow and budgeting, savings and debt; develop 

Table 4. Level 2 (6-9 years old): Learning outcomes (UNICEF,2012) 

Money& Use Understands the relative value of their possessions and uses them responsibly.

Understands how prices reflect value of goods in the market.

Able to use numeracy skills in a practical way with money.

Sees the importance of donating money to others in need.

Able to recognize basic symbols and terminology as they relate to money and banks.

Plan&
Budgeting

Appreciates the value of resources and uses them responsibly.

Understands the importance of savings and establishing a savings plan.

Understands the difference between needs and wants.

Able to classify spending priorities.

Understands the challenges of saving money.

Risk &Reward Understands the concept of living within one’s means.

Understands how to save for something and why saving may be necessary.

Appreciates the importance of keeping money and other resources safe.

Understands how people can experience difficulties if they do not have any savings.

Appreciates the rewards of sharing or giving resources to others.

Financial 
Landscape

Understands that individuals have choices in how they use their money.

Able to recognize and identify different financial institutions in their community and what products and 
services they provide.

Understands basic ‘product trails’ and commodity/value chains.

Understands the different roles of money.

Understands why people work to earn money.
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a budget; differentiate between compulsory and 
luxury consumption; compare fixed income with 
compulsory expenditure; prepare a debt repay-
ment schedule; understand the economic role and 
functioning of finance industry and its products; 
understand the regulations concerning consumer 
financial rights and obligations; develop principles 
for healthy financial behavior for self and family 
and strengthening financial consumer protection. 
The program also aims to implement financial 
awareness courses in the national secondary 
education curriculum (Child & Youth Finance 
International, 2014).

A recent research study commissioned by Visa 
Europe in Turkey came up with some interesting 
findings. According to this study, 97% of young 
people make important financial decisions without 

consulting an expert. 87% of them are not saving 
for near term financial needs such as education, 
transportation and housing. And, among those 
who do save, only a very small minority keep 
their money in the banking system. This suggests 
that the level of financial awareness among the 
youth is very low. “Before the training, 56% of the 
participants considered themselves to be knowl-
edgeable about personal finances. But, after the 
training, this figure increased to 84%, which is a 
good indicator of the programme’s positive impact 
on the perception of its participants (VISA, 2011).

During Global Money Week, an international 
event between 10 – 17 March, that was initiated 
by World Economic Forum in 2008 to increase 
financial literacy, 24 trainings were held where 
1287 new young participants met with the ‘I can 

Table 5. Level 3 (10 -14 years old): Learning outcomes (UNICEF,2012) 

Money &Use Able to recognize the value of money and the value of different denominations.

Understands the importance of being an informed consumer

Able to evaluate the results of a financial decision.

Understands how one’s resources and spending decisions can affect their lifestyle and vice versa.

Knows how money can be used to help others.

Plan& 
Budgeting

Able to format a personal budget with personal/ household income and expenditures.

Understands how budgeting can help in making better spending and savings decisions.

Understands why you might decide to buy one product over another

Recognizes that families’ household budgets change as circumstances change and that a budget should be reviewed 
from time to time.

Understands that each money decision made involves a trade-off (giving up something to gain something else) with 
impact over the short and long term.

Risk &Reward Able to identify different financial products and recognizes the risks and rewards of each: credit, savings, insurance, 
etc.

Appreciates how families and communities cope or prepare themselves against shocks or emergencies.

Understands the positive and negative consequences of spending decisions

Understands the rewards of financial responsibility and the risks of financial illiteracy.

Understands the effects of their spending decisions on others and the environment

Financial 
Landscape

Understands the different factors that can influence spending decisions.

Understands that countries have different types, quantities and qualities of resources.

Understands that the production and delivery of products and services have to abide by regulations and laws protecting 
consumers

Knows where to get accurate information to help with financial decisions.

Understands how advertising tries to influence how consumers spend money.
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Manage my Money’ Project from 14 different cities 
attended to. 84% of young people who have at-
tended the trainings are conscious of their monthly 
spending, 75% of attendees stated that they have ad-
opted a regular budgeting discipline, 87% of these 
stick to their budgets, 62% list their spending habits 
regularly. 75% of attendees noted an improvement 
in their banking transaction knowledge, 84% can 
now differentiate between luxury and necessities 
and 74% now understand savings and financial 
instruments. In this training, illiterate girls were 
attended to financial literacy course and made a 
budget work shop which they are now using to 
manage their households (Child & Youth Finance 
International, 2014; UNDP, 2014b). According to 
the 2013 Impact Analysis; 85% percent of young 
people know how to manage debt and budgets 
effectively (Paramıyönetebiliyorum, 2014).

CONCLUSION

Financial education is a concept that individuals 
need to know at every step of their lives and at 
every aspect of their daily lives. Especially, in 
today’s financial markets, stunningly developing 
products and services, increasing consumer debts, 
low financial literacy and changing socio-demo-
graphical conditions increase the importance of 
this education and necessitate the continuity of it. 

Therefore, designing and applying a national 
strategy for financial education seems like a quali-
fied solution suggestion. However, it is impossible 
to define a single strategy that is suitable for every 
country. In these circumstances, best results should 
be expected from solutions that are designed 
for each country specifically through analyzing 
examples of countries and international studies.

Table 6. Level 4 (15 +years old): Learning outcomes (UNICEF, 2012) 

Money&Use Able to conduct financial negotiations with confidence.

Understands factors that affect the purchasing power of money.

Able to file complaints about particular products and services.

Understands how to calculate ‘after-purchase’ costs into the price of a desired item.

Discovers ways to live an economically and ecologically responsible lifestyle.

Plan& 
Budgeting

Knows how to manage debt and budgets effectively.

Knows how to calculate their spending capacity.

Able to compare income to necessary costs of living.

Understands when it would be appropriate to borrow or invest money.

Able to consider financial goals over the short, medium and long term and recognize how they may change over time.

Risk & 
Reward

Knows the risks of defaulting on payments/ credit commitments.

Understands the impact of interest rates, Exchange rates, market volatility, taxes and inflation on financial decisions. 

Understands ways to redesign budgets to address changing needs, circumstances or problems.

Able to distinguish investments with different levels of risk.

Understands the risks of indulging in gambling or illicit activity to try to get more money

Financial 
Landscape

Is aware of financial crimes, such as identity theft, frauds and scams, and knows how to take appropriate precautions.

Able to identify which financial service providers are trustworthy and which products and services are protected 
through regulation or consumer protection laws.

Able to recognize factors leading to conditions of poverty and income inequality.

Able to perform basic financial tasks through Internet or mobile banking safely.

Understands how governments obtain revenues to provide public goods and services and why taxes are paid.
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KEY TERMS AND DEFINITIONS

Financial Behavior: Is the capability to cap-
ture of understanding overall impacts of financial 
decisions on one’s (ie. person, family, community, 
country) circumstances and to make the right deci-
sions related to the cash managment, precautions 
and opportunities for budget planning.

Financial Education: Is the process for the 
consumers and investors (ie person, family, com-
munity) to be developed, informed and taught 
about financial products and concepts through the 
financial risks and opportunities. This education 

aims to help them to be aware and informed about 
choices that they make and help them to improve 
their confidence and ability to develop processes 
for the financial topics.

Financial Knowledge: Is the capability how to 
manage the money in different usage, including the 
monitoring of day to day financial matters in the 
market and make the right choices for “financial 
literate” people’s needs.

Financial Literacy: Is the information for 
financial consumers (ie person, family, com-
munity) increase their awarness about the risks 
and opportunities within financial products and 
concepts in order to increase their level of welfare 
respectively.

Financial Skills: Is the capability to use rel-
evant knowledge and understanding to manage 
an expected or an unpredictable situation in order 
to solve a financial problem and convert it to a 
benefit and opportunity to one’s advantage. These 
skills can be acquired or can be learned through 
a financial education backround.

Financial Socialization: Is the capability to 
obtain all relevant technical, commercial, behav-
ioral and emotional information that contribute 
to one’s financial knowledge and skills. The 
source of financial socialization in the most of 
the cases is the surrounding social environment, 
such as family members, parents, relatives, close 
friends, community organizations and professional 
financial bodies.

Financial Well-Being: Is the capability to de-
velop decision making ability to have the financial 
means for the best conditions for saving, investing, 
using credits and planning for the future. It gives 
comfortably to the ones (ie, person, family, com-
munity) to enjoy a gratifying lifestyle.
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The Role of Psychological 
Factors in Behavioral Finance

ABSTRACT

This chapter introduces the role of psychological factors in behavioral finance, thus explaining the 
theory of behavioral finance, the application of behavioral finance theory, the empirical achievement in 
behavioral finance, the utilization of psychological factors in behavioral finance regarding beliefs (i.e., 
overconfidence, too much trading, optimism and wishful thinking, representativeness bias, conservatism 
bias, belief perseverance, anchoring, and availability bias) and preferences (i.e., prospect theory and 
ambiguity aversion). Behavioral finance is a comparatively new management field that seeks to combine 
behavioral and cognitive psychological theory with conventional economics and finance to provide de-
scriptions for why people make unreasonable financial decisions. Psychological factors in behavioral 
finance hold out the expectation of a better understanding of financial market behavior and scope for 
investors to make better investment decisions. Applying psychological factors in behavioral finance will 
tremendously enhance financial performance and achieve strategic objectives in global finance.

INTRODUCTION

Behavioral finance studies the psychology of 
financial decision-making. People in the industry 
commonly talk about the role greed and fear play in 
driving stock markets. Behavioral finance extends 
this psychological analysis to the role of biases 
in decision making, such as the use of simple 
rules of thumb for making complex investment 
decisions. Behavioral finance has been growing 
over the last twenty years specifically because 
of the observation that investors rarely behave 

according to the assumptions made in traditional 
finance theory. Psychology factors are including 
in behavioral finance (Brahmana, Hooy, & Ah-
mad, 2012). The approach of behavioral finance is 
clustered in functionalism known as behaviorism 
(Brahmana et al., 2012).

Behavioral finance is reverting back to the 
original intents of utility theory (Nawrocki & 
Viole, 2014). Behavioral finance substitutes 
behavioral portfolio theory for mean-variance 
portfolio theory, and behavioral asset pricing 
model for the capital asset pricing model (CAPM) 
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and other models where expected returns are 
determined only by risk (Statman, 2014). One of 
the most important factors of behavioral finance 
is the people’s reaction and perception (Bikas, 
Jureviciene, Dubinskas, & Novickyte, 2014). 
The finance theory is of limited relevance to 
practitioners because its quantitative approach 
requires data about the future that are unavailable 
(Coleman, 2014). Behavioral finance describes the 
behavior of people making investment decisions 
(Sahi, 2012). Behavioral finance suggests that 
human decision making involves a combination of 
cognitive and affective dimensions (Olsen, 2010). 
Behavioral finance holds that human decision 
making can be explained from cognitive, emo-
tional and social dimensions (DeBondt, Forbes, 
Hamalainen, & Muragoglu, 2010).

Regarding behavioral finance, the psychologi-
cal studies are frequently cited in the business and 
finance literature to bolster claims that various 
kinds of economic disasters, from the large pro-
portion of start-ups that quickly go out of business 
to the exaggerated confidence of financial inves-
tors, can be attributed to overconfidence (Olsson, 
2014). Personal values, emotions, personality traits 
and societal influence affect investors’ subjective 
perception of reality in financial decision making 
(Nga & Yien, 2013). In coping with ambiguity and 
uncertainty, investors often rely on cognitive biases 
in making financial decisions (Keil, Depledge, 
& Rai, 2007). Glaser, Noth, and Weber (2004) 
considered behavioral finance as a sub-discipline 
of behavioral economics is finance incorporating 
findings from psychology and sociology into its 
behavioral finance theories.

The strength of this chapter is on the thorough 
literature consolidation of psychological factors in 
behavioral finance. The extant literature of psy-
chological factors in behavioral finance provides 
a contribution to practitioners and researchers by 
describing a comprehensive view of the functional 
applications of psychological factors in behavioral 
finance to appeal to different segments of psycho-

logical factors in behavioral finance in order to 
maximize the financial impact of psychological 
factors in behavioral finance.

BACKGROUND

The study of behavioral finance has its roots in 
cognitive psychology (Sahi, 2012). Cognitive 
psychology is a branch of psychology that pertains 
to the understanding of the internal mental pro-
cesses of thought like visual processing, memory, 
thinking, learning, feeling, problem solving and 
decision making, judgment, and language (Sahi, 
2012). Cognitive psychology considers emotion to 
be a product of the cognitive evaluation of an event. 
Though emotional factors have found to impact 
the financial decision making in addition to the 
cognitive limitations that human beings are subject 
to, these have found to be leading to distortions 
in cognitions causing biases, that need to be cor-
rected or modified (Pompian, 2006). Behavioral 
finance models are usually developed to explain 
investor behavior or market anomalies when ra-
tional models provide no sufficient explanations.

People choose between alternatives in a rational 
manner (Von Neumann & Morgenstern, 1944), 
and that they know the probability distribution 
of future states of the world (Arrow & DeBreu, 
1954). Modern finance assumes that markets are 
efficient, and that agents know the probability 
distribution of future market risk (Markowitz, 
1952; Merton, 1969). Interdisciplinary research 
becomes more widespread and it is likely that 
greater collaboration between finance and sociol-
ogy will develop in the future behavioral finance 
may have started as a multidisciplinary endeavor 
but it is now an interdisciplinary field with its 
own learned societies, journals and conferences. 
In addition, behavioral finance is still developing 
and continues to borrow methods and ideas from 
other disciplines.
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Bell, Raiffa, and Tversky (1988) stated that it 
is worth making a conceptual distinction between 
normative models of decision making that identi-
fied optimal ways of making decisions, descrip-
tive models that identified how people actually 
make decisions under different conditions, and 
prescriptive models that identified ways of improv-
ing decision making when no normative models 
were available. Slovic (1972) drew the attention 
of those working within finance to the relevance 
of research on behavioral decision making to 
their aspects. Good reviews on the development 
of the field of behavioral finance include those by 
Daniel, Hirshleifer, and Teoh (2002), Glaser et al. 
(2004), Garling, Kirchler, Lewis, and Van Raaij 
(2009), and DeBondt et al. (2010). Behavioral 
finance uses the work that demonstrates biases 
in human judgment and decision making (Kahne-
man, Slovic, & Tversky, 1982) to explain investor 
behavior and market anomalies.

THE ROLE OF PSYCHOLOGICAL 
FACTORS IN BEHAVIORAL FINANCE

This section introduces the theory of behavioral 
finance, the application of behavioral finance 
theory, the empirical achievement in behavioral 
finance, the utilization of psychological factors 
in behavioral finance correlated with beliefs (i.e., 
overconfidence, too much trading, optimism and 
wishful thinking, representativeness bias, conser-
vatism bias, belief perseverance, anchoring, and 
availability bias) and preferences (i.e., prospect 
theory and ambiguity aversion).

Theory of Behavioral Finance

The behavioral finance paradigm has emerged 
in the response to the difficulties faced by the 
traditional paradigm. The investment choices 
are not always made on the basis of full rational-
ity, and behavioral finance paradigm attempts to 
understand the investment market phenomena 

by relaxing the two doctrines of the traditional 
paradigm, that is, agents fail to update their be-
liefs correctly, and there is a systematic deviation 
from the normative process in making investment 
choices. Behavioral finance is part of finance that 
seeks to understand and explain the systematic 
financial market implications of psychological 
decision processes (Kishore, 2006).

The financial theory based on Modern Portfolio 
Theory (Markowitz, 1952) and CAPM (Sharpe, 
1964) has long shaped the way in which academics 
and practitioners analyze investment performance. 
The theory is based on the notion that investors act 
rationally and consider all available information 
in the decision-making process, and thus invest-
ment markets are efficient, reflecting all available 
information in security prices (Kishore, 2006). 
The field of behavioral finance has evolved that 
attempts to better understand and explain how 
emotions and cognitive errors influence inves-
tors and the decision-making process. Kahneman 
and Tversky (1974), Shefrin and Statman (1994), 
Shiller (1995), and Shleifer (2000) have utilized 
theory of psychology and other social sciences to 
shed light on the efficiency of financial markets 
as well as explain many stock market anomalies, 
bubbles, and crashes. Financial decision making 
can be improved by providing decision makers 
with better quality information presented in an 
institutional environment conducive to good deci-
sions (Altman, 2012).

Behavioral finance is the study of how psy-
chology affects financial decision making process 
and financial markets (Shefrin, 2001). Since 
psychology explores human judgment, behavior 
and welfare, it can also provide important facts 
about how human actions differ from traditional 
economic assumptions (Bikas et al., 2014). Be-
havioral finance expands the domain of finance 
beyond portfolios, asset pricing, and market 
efficiency and is set to continue that expansion 
while adhering to the scientific rigor introduced 
by standard finance (Statman, 2014). Behavioral 
finance is divided into macro behavioral finance 
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and micro behavioral finance (Pompian, 2006). 
Macro behavioral finance describes anomalies of 
efficient market hypothesis that can be explained 
by models of people behavior. Micro behavioral 
finance recognizes behavior and deviations of 
investors. Jordan and Miller (2008) studied about 
behavioral finance through individuals’ attitudes 
and emotions in investment decision making 
process and market prices.

Ritter (2003) stated that behavioral finance 
strives to supplement standard financial theo-
ries introducing psychological dimension into 
decision-making process. Levy and Post (2005) 
defined behavioral finance as theories, able to 
explain market inefficiency and market anoma-
lies. Bodie, Kane, and Marcus (2007) considered 
behavioral finance as a set of models of financial 
markets focusing on potential intervention of psy-
chological factors into investors’ behavior. Bikas 
et al. (2014) examined the five behavioral biases 
in decision-making process in the stock market 
and differences of possible individual solutions 
due to these behavioral deviations (i.e., disposi-
tion effect, herd behavior, availability heuristic, 
gambler’s fallacy, and hot hand fallacy).

Application of Behavioral 
Finance Theory

Behavioral finance is used to make recommen-
dations to finance professionals about how to 
change their behavior or how to communicate 
with their clients. Kahneman and Riepe’s (1998) 
list of recommendations includes the following: 
keep track of instances of your overconfidence; 
communicate realistic odds of success to your 
clients; resist the natural urge to be optimistic; ask 
yourself whether you have real reasons to believe 
that you know more than the market; make sure 
the frame chosen has relevance for the client; 
and assess how risk averse your client is. Behav-
ioral finance encompasses research that drops 

the traditional assumptions of expected utility 
maximization with rational investors in efficient 
markets (Ritter, 2003). The two building blocks of 
behavioral finance are cognitive psychology (how 
people think) and the limits to arbitrage. Cognitive 
psychology refers to how people think. There is an 
enormous psychology literature documenting that 
people make systematic errors in the way that they 
think: they are overconfident, they put too much 
weight on recent experience. Their preferences 
may also create distortions. Behavioral finance 
uses this body of knowledge, rather than taking 
the arrogant approach that it should be ignored. 
Limits to arbitrage refer to predicting in what 
circumstances arbitrage forces will be effective, 
and when they will not be (Ritter, 2003).

Muradoglu, Altay-Salih, and Mercan (2005) 
examined the effectiveness of an expectation 
formation process heuristically based on the 
subjective forecasts of finance professionals. The 
portfolio performance of subjective forecasts is 
superior to that of standard time series modeling. 
Ricciardi and Simon (2000) stated that behavioral 
finance enables those who invest in stock and mu-
tual funds to avoid common mental mistakes and 
errors and develop effective investment strategies. 
Other researchers have argued that knowledge 
of behavioral finance should enable investors to 
become aware of how potential biases can affect 
investment their decisions and to avoid such errors. 
Behavioral finance utilizes knowledge of cogni-
tive psychology, social sciences and anthropology 
to explain irrational investor behavior that is not 
being captured by the rational-based models. The 
behavioral finance should act to promote the ef-
ficiency of the market (Daniel et al., 2002). An 
awareness of findings in behavioral finance leads 
to a change in working practices that improve 
performance: for example, use of feedback and a 
change in the way information is presented can 
improve forecasting performance (Harvey & 
Bolger, 1996; Onkal & Muradoglu, 1996).
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Empirical Achievement in 
Behavioral Finance

Researchers in behavioral finance have taken the 
view that financial theory should take account of 
observed human behavior. Behavioral research-
ers use research from psychology to develop an 
understanding of financial decision making, and 
to create the discipline of behavioral finance. Re-
searchers in behavioral finance have been aware 
of the potential importance of psychologists’ work 
on cognitive biases for some time. Burns (1985) 
stated that professionals’ financial behavior may 
differ from non-professionals’ financial behavior 
due to training and reputation. Nonparametric 
nonlinear statistics are best suited for descriptive 
and inferential analysis of all possible investor 
preferences (Nawrocki & Viole, 2014). Katarachia 
and Konstantinidis (2014) empirically explored 
whether biases, emotions and overall behavior are 
likely to deter rational choices and also whether 
the acquisition of financial knowledge enables 
generating rational thinking and decisions. Flores 
and Vieira (2014) empirically revealed a signifi-
cant difference in the level of debt according to 
age, gender, marital status, education, religion, 
religious principles, occupation, family income, 
credit card, and dependence on credit. Flores and 
Vieira (2014) further indicated positive influences 
from the constructs materialism and risk behavior 
and negative influences from the constructs risk 
perception, emotion, and value of money.

Jing, Hao, and Xian (2013) explained the 
influence of the entrepreneurs and venture 
capitalists psychological and emotional factors on 
the venture enterprise value and the investment 
decision-making.

Virlics (2013) stated that risk is an important 
component of every investment, thus it is neces-
sary to analyze it as both, the objective component 
of the investment, and as the subjective factor 
of the investment decision making. Risk taking 
within the financial domain is often considered 
to represent a personality trait (Rogers, Viding, 

& Chamorro-Premuzic, 2013). Li and Yang 
(2013) developed a general equilibrium model 
to examine the implications of prospect theory 
for the disposition effect, asset prices, and trad-
ing volume. Diminishing sensitivity predicts a 
disposition effect, price momentum, a reduced 
return volatility, and a positive return-volume 
correlation (Li & Yang, 2013).

Deshmukh, Goel, and Howe (2013) empiri-
cally created a model of the dynamic interaction 
between CEO overconfidence and dividend policy. 
An overconfident CEO views external financing 
as costly and builds financial slack for future in-
vestment needs by lowering the current dividend 
payout (Deshmukh et al., 2013). Breuer, Rieger, 
and Soypak (2014) stated that the relationships 
among dividends and patience, loss aversion, and 
ambiguity aversion can be empirically verified. 
Similar views have been expressed by Christensen-
Szalanski and Beach (1984) and Frederick and 
Libby (1986). Experimenters are increasingly 
adopting web-based experimentation (Reimers 
& Harvey, 2011; Lo & Harvey, 2012; Harvey & 
Reimers, 2013). Daniel, Hirshleifer, and Subra-
manyam (1998) explained event-related security 
price anomalies according to the cognitive biases 
of investors’ overconfidence and self-attribution. 
Dremen and Lufkin (2000) presented evidence 
that investors’ under and overreaction exist and 
are part of the same psychological process.

Chan (2001) illustrated the price trend reversals 
often occur when a majority of market agents 
follow the same investing strategy (buying or sell-
ing), unsupported by new information. Schacter, 
Oulette, Whittle, and Gerin (1987) demonstrated 
investors’ tendencies to reinforce existing price 
trends and brief price reversals. Chopra, Lakon-
ishok, and Ritter (1992) provided compelling 
evidence in support of the idea that investors 
make irrational forecasts of future cash flows. If 
excessive optimism or pessimism is driving these 
irrational forecasts, then earnings announcement 
dates should provide the impetus for correction. 
Barberis and Thaler (2003) stated that behavioral 
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finance describes anomalous corrective activity 
following earnings announcements from these 
companies. However, Shiller (1998) suggested 
that descriptions of underreaction and overreaction 
are not likely to be good psychological founda-
tions upon which to organize a general theory of 
economic behavior. Cognitive biases inadequately 
identify the behavioral motivations causing price 
anomalies (Kishore, 2006).

Utilization of Psychological 
Factors in Behavioral Finance

Behavioral finance states that there is the limits to 
arbitrage which allows investor irrationality to be 
substantial and have long-lived impact on prices 
(Kishore, 2006). The theory of limited arbitrage 
states that if irrational traders cause deviations 
from fundamental value, rational traders will often 
be powerless to do anything about it. In order to 
explain more about the structure of these devia-
tions, behavioral finance models often assume a 
specific form of irrationality. There are a number 
of researchers studying psychological factors on 
behavioral factor (Rabin, 1998; Kahneman & 
Tversky, 2000; Gilovich, Griffin, & Kahneman, 
2002). Economists turn to the experimental 
evidence compiled by cognitive psychologists 
on the systematic biases that arise when people 
form beliefs and on people’s preferences shown 
in the followings:

1. Beliefs

A crucial component of any model of financial 
markets is a specification of how agents form 
expectations (Barberis & Thaler, 2003). Entrepre-
neur’s cognitive biases have emerged as one of the 
central themes in understanding the performance 
of entrepreneurial organizations (Gudmundsson 
& Lechner, 2013). Entrepreneur’s overconfidence 
and optimism bias support organizational cre-
ation, but also contribute to organizational failure 
(Gudmundsson & Lechner, 2013). Beliefs include 

overconfidence, too much trading, optimism and 
wishful thinking, representativeness bias, conser-
vatism bias, belief perseverance, anchoring, and 
availability bias.

1.1 Overconfidence

Established financial theory focuses on the trade-
off between risk and return. However, the behav-
ioral finance suggests investors are overconfident 
with respect to making gains and oversensitive to 
losses. As a fundamental part of human nature, 
these biases affect all types of investors, both 
professional and private. Psychology has found 
that humans tend to have unwarranted confidence 
in their decision making. Overconfidence occurs 
when individuals develop the illusion of control 
over certain familiar attributes which leads them 
to place excess emphasis on their own knowledge 
and capabilities (Keil et al., 2007; DeBondt et al., 
2008). In financial decisions, overconfidence can 
occur due to familiarity toward a particular com-
pany or financial instrument and/or past successes 
(Barber & Odean, 1999). Overconfident investors, 
who show a better than average bias, trade more 
frequently (Abreu & Mendes, 2012). People over-
estimate the accuracy of their judgments based 
on observed overconfidence measured as the dif-
ference between mean subjective probability and 
proportion correct (Olsson, 2014). Managers in 
countries with high level of individualism exhibit 
strong optimism and overconfidence which cause 
an upward bias in perception of supportable debt 
ratios (Antonczyk & Salzmann, 2014).

Jing et al. (2013) stated that overconfidence 
of entrepreneurs may lead to lower corporate 
value, but it may also make the venture enter-
prise with a negative net present value (NPV) 
get investment, while overconfidence of investors 
may cause overreaction in investment decision-
making. Overconfident individuals tend to ignore 
negative feedback and/or problems (Keil et al., 
2007). Financial researchers have asked people 
to rate their own abilities, for example in driv-
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ing, relative to others and found that most people 
rate themselves in the top third of the popula-
tion (Barber & Odean, 1999). Alpert and Raiffa 
(1982) stated that people are poorly calibrated in 
estimating probabilities and usually overestimate 
their precision of the knowledge and ability to 
do well. People show their overconfidence about 
good things happening in future than bad. People 
overestimate their confidence to the past positive 
outcomes and usually recall only their successes 
than their failures (Kishore, 2006). Nevins (2004) 
stated that investors overestimate their ability to 
predict market events, and because of their over-
confidence they often take risks without receiving 
commensurate returns.

Few people rate their own abilities as below 
average, although obviously 50% of all drivers 
are below average. Many studies have also found 
these individuals tend to overrate the accuracy of 
their views of the future (Barber & Odean, 1999). 
Human beings tend to view the world in positive 
terms. While this behavior can be valuable, it 
can help you recover from life’s disappointments 
more quickly. In addition, this behavior can also 
cause an ongoing source of bias in money-related 
decisions. Overconfidence has direct applications 
in investment, which can be complex and involve 
forecasts of the future. Overconfident investors 
may overestimate their ability to identify winning 
investments. Traditional financial theory suggests 
holding diversified portfolios so that risk is not 
concentrated in any particular area.

Overconfidence is linked to the issue of control, 
with overconfident investors for example believing 
they exercise more control over their investments 
than they do. Affluent investors stated that their 
own stock-picking skills are critical to portfolio 
performance. Affluent investors are unduly opti-
mistic about the performance of the shares they 
chose, and underestimated the effect of the overall 
market on their portfolio’s performance (DeBondt, 
1998). Investors overestimate their own abilities 

and overlook broader factors influencing their 
investments. Extensive evidence shows that people 
are overconfident in their judgments. This appears 
in two views. Firstly, the confidence intervals 
people assign to their estimates of quantities are 
far too narrow. Their 98% confidence intervals, 
for example, include the true quantity only about 
60% of the time (Alpert & Raiffa, 1982). Secondly, 
people are poorly calibrated when estimating prob-
abilities (Fischhoff, Slovic, & Lichtenstein, 1977).

Barberis and Thaler (2003) stated that over-
confidence is related to self-attribution bias and 
hindsight bias. Self-attribution bias refers to 
people’s tendency to ascribe any success they have 
in some activity to their own talents, while blaming 
failure on bad luck, rather than on their ineptitude. 
This process will lead people to the pleasing but 
erroneous conclusion that they are very talented. 
For example, investors might become overcon-
fident after several quarters of investing success 
(Gervais & Odean, 2001). Hindsight bias is the 
tendency of people to believe, after an event has 
occurred, that they predicted it before it happened. 
If people think they predicted the past better than 
they actually did, they may also believe that they 
can predict the future better than they actually can 
(Barberis & Thaler, 2003).

1.2 Too Much Trading

Investors with too much confidence in their trading 
skill often trade too much, with a negative effect 
on their returns. Barber and Odean (1999) studied 
US investors with retail brokerage accounts and 
found that more active traders earned the lowest 
returns according to the results for the most and 
least active traders. For the average investor switch-
ing from one stock to another, the stock bought 
underperforms the stock sold by approximately 
3.0% over the following year (Barber & Odean, 
1999). Whatever insight the traders think they 
have, they appear to be overestimating its value 
in investment decisions (Barber & Odean, 1999).
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1.3 Optimism and Wishful Thinking

Optimism bias and distrust are conflicting cog-
nitive biases influencing overconfidence, but 
showing a directly opposite influence on orga-
nizational survival (Gudmundsson & Lechner, 
2013). Many people display unrealistically rosy 
views of their abilities and prospects (Weinstein, 
1980). In addition, over 90% of those surveyed 
think people are above average in such aspects as 
driving skill, ability to get along with people and 
sense of humor. People also display a systematic 
planning fallacy: they predict that tasks will be 
completed much sooner than they actually are 
(Buehler, Griffin, & Ross, 1994).

1.4 Representativeness Bias

The notion of representativeness bias reflects 
the case where decisions are made based on a 
situation’s superficial characteristics rather than 
a detailed evaluation of the reality. Another way 
of putting this would be saying that decisions are 
made based on financial stereotypes. A common 
financial example is for investors to assume that 
shares in a high-profile, well-managed company 
will automatically be a good investment. This idea 
sounds reasonable, but ignores the possibility that 
the share price already reflects the quality of the 
company and thus future return prospects may be 
moderate. Another example would be assuming 
that the past performance of an investment is an 
indication of its future performance. Investors 
also suffer from representativeness bias when 
they evaluate fund managers. Investors are often 
drawn to a manager with a short track record of 
beating market averages over a few years.

Kahneman and Tversky (1974) stated that 
when people try to determine the probability 
that a data set A was generated by a model B, or 
that an object A belongs to a class B, they often 
use the representativeness heuristic. This means 
that they evaluate the probability by the degree to 
which A reflects the essential characteristics of B 
(Kahneman & Tversky, 1974). Representativeness 

bias also leads to another bias, sample size neglect. 
When judging the likelihood that a data set was 
generated by a particular model, people often fail 
to take the size of the sample into account: after 
all, a small sample can be just as representative 
as a large one. Six tosses of a coin resulting in 
three heads and three tails are as representative of 
a fair coin as 500 heads and 500 tails are in a total 
of 1000 tosses. Representativeness bias implies 
that people will find the two sets of tosses equally 
informative about the fairness of the coin, even 
though the second set is much more so (Barberis 
& Thaler, 2003).

Sample size neglect means that in cases where 
people do not initially know the data generating 
process, they will tend to infer it too quickly 
on the basis of too few data points (Barberis & 
Thaler, 2003). For instance, they will come to 
believe that a financial analyst with four good 
stock picks is talented because four successes are 
not representative of a bad or mediocre analyst. It 
also generates a “hot hand” phenomenon, whereby 
sports fans become convinced that a basketball 
player who has made three shots in a row is on a 
hot streak and will score again, even though there 
is no evidence of a hot hand in the data (Gilovich, 
Vallone, & Tversky, 1985). This belief that even 
small samples will reflect the properties of the 
parent population is sometimes known as the “law 
of small numbers” (Rabin, 2002).

1.5 Conservatism Bias

Conservatism bias describes the idea the decision 
maker adheres to an initial judgment despite new 
contradictory information. Investors who buy 
shares in a high-profile company may be slow 
to adjust their view of the company’s prospects 
even after the company’s profitability deteriorates. 
Jing et al. (2013) indicated that the entrepreneurs’ 
negative and conservative psychology may result 
in the reduction of organizational value, and the 
venture enterprise with positive net revenue may 
face the refusal to invest. The venture capitalists 
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negative and conservative psychology may result 
in under reaction in the decision-making process 
(Jing et al., 2013). While representativeness bias 
leads to an underweighting of base rates, there are 
situations where base rates are over-emphasized 
relative to sample evidence.

In an experiment run by Edwards (1968), 
there are two urns, one containing 3 blue balls 
and 7 red ones, and the other containing 7 blue 
balls and 3 red ones. A random draw of 12 balls, 
with replacement, from one of the urns yields 8 
reds and 4 blues. What is the probability the draw 
was made from the first urn? While the correct 
answer is 0.97, most people estimate a number 
around 0.7, apparently overweighting the base 
rate of 0.5 (Edwards, 1968). In addition, the evi-
dence of conservatism bias appears at odds with 
representativeness bias (Barberis & Thaler, 2003). 
However, there may be a natural way in which 
they fit together. It appears that if a data sample 
is representative of an underlying model, then 
people overweight the data. However, if the data 
is not representative of any salient model, people 
react too little to the data and rely too much on 
their priors (Barberis & Thaler, 2003).

1.6 Belief Perseverance

There is much evidence that once people have 
formed an opinion, they cling to it too tightly 
and for too long (Lord, Ross, & Lepper, 1979). 
At least two effects appear to be at work. Firstly, 
people are reluctant to search for evidence that 
contradicts their beliefs. Secondly, even if they 
find such evidence, they treat it with excessive 
skepticism. Some studies have found an even 
stronger effect, known as confirmation bias, 
whereby people misinterpret evidence that goes 
against their hypothesis as actually being in their 
favor. In the context of academic finance, belief 
perseverance predicts that if people start out be-
lieving in the Efficient Markets Hypothesis, they 
may continue to believe in it long after compelling 
evidence to the contrary has emerged (Barberis 
& Thaler, 2003).

1.7 Anchoring

Decisions can be anchored by the way informa-
tion is presented. In the financial scheme, values 
such as market index levels can act as anchors. 
Round numbers such as 5,000 points on the FTSE 
100 Index, seem to attract disproportionate inter-
est, despite them being numbers like any other. 
Kahneman and Tversky (1974) stated that when 
forming estimates, people often start with some 
initial, possibly arbitrary value, and then adjust 
away from it. Experimental evidence shows that 
the adjustment is often insufficient. In addition, 
people anchor too much on the initial value. In 
one experiment, subjects were asked to estimate 
the percentage of United Nations’ countries that 
are African. In addition, before giving a percent-
age, they are asked whether their guess is higher 
or lower than a randomly generated number be-
tween 0 and 100. Their subsequent estimates are 
significantly affected by the initial random number. 
Those who are asked to compare their estimate 
to 10, subsequently estimated 25%, while those 
who compared to 60, estimated 45% (Barberis & 
Thaler, 2003).

1.8 Availability Bias

Research in psychology has documented a range 
of decision-making behaviors called biases. These 
biases can affect all types of decision-making, but 
have particular implications in relation to money 
and investing. Some evidence suggests that the 
experienced events strongly influence decisions. 
Psychologists refer to this as the availability bias. 
To give a financial example, investors are more 
likely to be fearful of a stock market crash when 
one has occurred in the recent past. Kahneman 
and Tversky (1974) stated that while this is a per-
fectly sensible procedure, it can produce biased 
estimates because not all memories are equally 
retrievable or available.

Economists are sometimes wary of this body of 
experimental evidence because they believe that 
people, through repetition, will learn their way 
out of biases; experts in a field, such as traders in 
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an investment bank, will make fewer errors; and 
the effects with more powerful incentives will 
disappear (Barberis & Thaler, 2003). While all 
these availability biases factors can reduce biases 
to some extent, there is little evidence that they 
wipe them out altogether. The effect of learning 
is often muted by errors of application: when the 
bias is explained, people often understand it, but 
proceed to violate it again in specific applica-
tions. Expertise is a hindrance rather than a help: 
experts, armed with their sophisticated models, 
have been found to exhibit more overconfidence 
than laymen, particularly when they receive only 
limited feedback about their predictions (Barberis 
& Thaler, 2003). Camerer and Hogarth (1999) 
stated that while incentives can sometimes reduce 
the biases people display, no replicated study has 
made rationality violations disappear by raising 
incentives.

2. Preferences

Preferences in this section focus on the prospect 
theory and ambiguity aversion. Ambiguity aver-
sion involves attitudes to risk and reward, fear of 
loss, and disposition effect.

2.1 Prospect Theory

Prospect theory preferences and speculative mo-
tives are the important drivers of trading in rela-
tion to capital gains at the stock level (Lei, Zhou, 
& Zhu, 2014). Tversky and Kahneman (1974) 
showed how people manage risk and uncertainty. 
Prospect theory explains the apparent regularity 
in human behaviors when assessing risk under 
uncertainty. Human beings are not consistently 
risk-averse; and they are risk-averse in gains but 
risk-takers in losses. According to Tversky and 
Kanheman (1974), people place much more weight 
on the outcomes that are perceived more certain 
than that are considered mere probable, a feature 
known as the certainty effect. People choices are 
also affected by framing effect. Framing refers 
to the way a problem is posed to the decision 

maker and their mental accounting of that prob-
lem (Kishore, 2006). An essential ingredient of 
any model trying to understand asset prices or 
trading behavior is an assumption about investor 
preferences, or about how investors evaluate risky 
gambles (Barberis & Thaler, 2003).

The vast majority of models assume that inves-
tors evaluate gambles according to the expected 
utility (EU) framework (Barberis & Thaler, 2003). 
Nicholson and Snyder (2008) stated that EU 
theory is the behavior of agents is having concave 
utility function and risk aversion, meaning that 
the asset pricing is a set by investor’s rationality. 
In economics, the expected utility theory (EUT) 
operates on the premise that individuals are 
rational utility maximizes (Nga & Yien, 2013). 
The EUT assumes that individual preference 
toward risk remains constant regardless of the 
current wealth endowment (Kahneman, 2003). 
Von Neumann and Morgenstern (1944) stated 
that if preferences satisfy a number of plausible 
axioms (i.e., completeness, transitivity, continuity, 
and independence) then they can be represented 
by the expectation of a utility function. People 
systematically violate EU theory when choosing 
among risky gambles. There has been an explo-
sion of work on so-called non-EU theories, all 
of them trying to do a better job of matching the 
experimental evidence.

Some of the better known models include 
weighted-utility theory (Chew, 1983), implicit 
EU (Dekel, 1986; Chew, 1989), disappointment 
aversion (Gul, 1991), regret theory (Bell, 1982; 
Loomes & Sugden, 1982), rank-dependent utility 
theories (Quiggin, 1982; Yaari, 1987; Segal, 1989), 
and prospect theory (Kahneman & Tversky, 1979; 
Tversky & Kahneman, 1992). EU theory is a good 
approximation to how people evaluate a risky 
gamble like the stock market, even if it does not 
explain attitudes to the kinds of gambles studied in 
experimental settings (Barberis & Thaler, 2003). 
The difficulty the EU approach has encountered in 
trying to explain basic facts about the stock market 
suggests that it may be worth taking a closer look 
at the experimental evidence.
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There is a nontrivial range of preference param-
eters for prospect theory to simultaneously explain 
the disposition effect, the momentum effect, and 
the equity premium puzzle (Li & Yang, 2013). 
Of all the non-EU theories, prospect theory may 
be the most promising for financial applications. 
The difficulty with such models is that in trying 
to achieve two goals (i.e., normative and descrip-
tive grounds) they end up doing an unsatisfactory 
job at both. In contrast, prospect theory has no 
aspirations as a normative theory: it simply tries 
to capture people’s attitudes to risky gambles as 
parsimoniously as possible (Barberis & Thaler, 
2003). Tversky and Kahneman (1986) stated that 
normative approaches are doomed to failure, 
because people routinely make choices that are 
simply impossible to justify on normative grounds, 
in that they violate dominance or invariance.

2.2 Ambiguity Aversion

This subsection explains the overview of ambigu-
ity aversion and the factors concerning ambiguity 
aversion such as attitudes to risk and reward, fear 
of loss, and disposition effect.

Overview of Ambiguity Aversion: Savage 
(1964) developed a counterpart to expected utility 
known as subjective expected utility (SEU). Under 
certain axioms, preferences can be represented 
by the expectation of a utility function, this time 
weighted by the individual’s subjective prob-
ability assessment. According to SEU, people do 
not like situations where they are uncertain about 
the probability distribution of a gamble. Such 
situations are known as situations of ambiguity, 
and the general dislike for them, as ambiguity 
aversion. SEU does not allow agents to express 
their degree of confidence about a probability 
distribution and therefore cannot capture such 
ambiguity aversion. Ambiguity aversion appears 
in a wide variety of contexts (Barberis & Thaler, 
2003). For example, a researcher might ask a 
subject for his or her estimate of the probability 
that a certain team will win its upcoming football 

match, to which the subject might respond 0.4. 
The researcher then asks the subject to imagine a 
chance machine, which will display 1 with prob-
ability 0.4 and 0 otherwise, and asks whether the 
subject would prefer to bet on the football game. 
People prefer to bet on the machine, illustrating 
aversion to ambiguity.

Heath and Tversky (1991) stated that in the 
real world, ambiguity aversion has much to do 
with how competent an individual feels he or she 
is at assessing the relevant distribution. Ambigu-
ity aversion over a bet can be strengthened by 
highlighting subjects’ feelings of incompetence, 
either by showing them other bets in which they 
have more expertise, or by mentioning other 
people who are more qualified to evaluate the bet. 
Further evidence that supports the competence 
hypothesis is that in situations where people feel 
especially competent in evaluating a gamble, the 
opposite of ambiguity aversion, namely a “prefer-
ence for the familiar”, has been observed. In the 
example above, people chosen to be especially 
knowledgeable about football often prefer to bet 
on the outcome of the game than on the chance 
machine (Barberis & Thaler, 2003). Ambiguity 
aversion includes factors (i.e., attitudes to risk and 
reward, fear of loss, and the disposition effect):

Attitudes to Risk and Reward: Established 
financial theory focuses on the trade-off between 
risk and return. Campos-Vazquez and Cuilty 
(2014) measured the risk and loss aversion us-
ing Prospect Theory and examined the impact 
of emotions on the risk and loss aversion. The 
risk attitude in losses, together with wishful 
thinking and misperception of the price process 
may attribute to the observed disposition effect 
(Talpsepp, Vlcek, & Wang, 2014). Risk from this 
perspective means variability of outcomes and 
riskier investments should, broadly speaking, offer 
higher rates of return as compensation for higher 
risk. The theory assumes that investors seek the 
highest return for the level of risk they are will-
ing and able to bear. Financial advisers often ask 
clients to complete a risk attitude questionnaire 
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to establish their attitude to risk, and consider is-
sues such as investment time horizon and wealth 
levels to establish risk tolerance. Risk tolerance 
drives the types of investments they recommend 
for the investor.

Fear of Loss: In the current economic down-
turn, people are fearful, uncertain, and preoccupied 
about how the recession affects them, their loved 
ones, and their collective futures (Marjanovic, 
Greenglass, Fiksenbaum, & Bell, 2013). Behav-
ioral finance suggests investors are more sensitive 
to loss than to risk and return. Some estimates 
suggest people weigh losses more than twice as 
heavily as potential gains. For example, most 
people require an even (50/50) chance of a gain 
of £2,500 in a gamble to offset an even chance 
of a loss of £1,000 before they find it attractive 
(Montier, 2002). The idea of loss aversion states 
that people try to avoid locking in a loss (Barber & 
Odean, 1999). In case of considering an investment 
bought for £1,000, which rises quickly to £1,500, 
the investor would be tempted to sell it in order 
to lock-in the profit. In contrast, if the investment 
dropped to £500, the investor would tend to hold 
it to avoid locking in the loss. The idea of a loss is 
so painful that people tend to delay recognizing it. 
Investors with losing positions show a strong desire 
to get back to break even. This means the investor 
shows highly risk-averse behavior when facing a 
profit (selling and locking in the sure gain) and 
more risk tolerant or risk seeking behavior when 
facing a loss (continuing to hold the investment 
and hoping its price rises again) (Kahneman & 
Tversky, 1979).

Disposition Effect: Disposition effect, which 
refers to investors’ being reluctant to realize losses, 
is very common in financial markets (Li, Shang, 
Li, Huo, & Xu, 2014). Proper level of disposition 
effect can avoid some loss in investment, and make 
chartist get relative higher return than usual (Li et 
al., 2014). Disposition effect is an occasion where 
investors have a tendency to sell winners stocks 
too early and ride losers stocks too long (Shefrin 
& Statman, 1985). This disposition effect can ex-

plain the seasonality (Brahmana et al., 2012). The 
disposition effect weakens in December (Odean, 
1998; Grinblatt & Keloharju, 2001; Grinblatt & 
Hahn, 2005; Brahmana et al., 2012). The returns 
of January revert to normal positive as the dis-
position effect starts diminishing. The regret of 
investor can be used to explain the seasonality 
(Brahmana et al., 2012).

The disposition effect refers to the finding that 
investors are likely to sell shares that have increased 
in price but tend to keep those that have dropped 
in price (Shefrin & Statman, 1985). Shefrin and 
Statman (1985) developed the idea of loss aversion 
into a theory called the disposition effect which 
indicates that individuals tend to sell winners 
and hold losers. Barber and Odean (1999) tested 
this idea using data from the US retail brokerage. 
Barber and Odean (1999) found that investors are 
roughly 50% more likely to sell a winning position 
than a losing position, despite the fact that US tax 
regulations make it beneficial to defer locking in 
gains for as long as possible, while crystallizing 
tax losses as early as possible. Barber and Odean 
(1999) also found that the tendency to sell win-
ners and hold losers harmed investment returns.

FUTURE RESEARCH DIRECTIONS

The strength of this chapter is on the thorough 
literature consolidation of psychological factors 
in behavioral finance. The extant literature of psy-
chological factors in behavioral finance provides 
a contribution to practitioners and researchers by 
describing a comprehensive view of the functional 
applications of psychological factors in behavioral 
finance to appeal to different segments of psycho-
logical factors in behavioral finance in order to 
maximize the financial impact of psychological 
factors in behavioral finance. The classification 
of the extant literature in the domain of psycho-
logical factors in behavioral finance will provide 
the potential opportunities for future research. 
Future research direction should broaden the 
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perspectives in the application of psychological 
factors in behavioral finance in the knowledge-
based organizations.

Practitioners and researchers should consider 
the applicability of a more multidisciplinary ap-
proach toward research activities in promoting 
psychological factors in behavioral finance with 
knowledge management-related variables (i.e., 
knowledge-sharing behavior, knowledge creation, 
organizational learning, learning orientation, and 
motivation to learn). It will be useful to bring 
additional disciplines together (i.e., strategic 
management, information technology, marketing, 
and human resources) to support a more holistic 
examination of psychological factors in behavioral 
finance in order to combine or transfer existing 
theories and approaches to inquiry in this area. An 
examination of linkages between psychological 
factors in behavioral finance and cloud computing 
would seem to be viable for future research efforts.

CONCLUSION

This chapter introduced the role of psychologi-
cal factors in behavioral finance, thus explaining 
the theory of behavioral finance, the applica-
tion of behavioral finance theory, the empirical 
achievement in behavioral finance, the utilization 
of psychological factors in behavioral finance 
concerning beliefs (i.e., overconfidence, too 
much trading, optimism and wishful thinking, 
representativeness bias, conservatism bias, belief 
perseverance, anchoring, and availability bias) and 
preferences (i.e., prospect theory and ambiguity 
aversion). Ambiguity aversion includes factors 
(i.e., attitudes to risk and reward, fear of loss, and 
the disposition effect) explained in this chapter. 
This chapter aimed to provide a practical intro-
duction to general tenants of behavioral finance 
and highlights the potential lessons for successful 
investing. The primary input to behavioral finance 
has been from experimental psychology. Meth-
ods developed within sociology such as surveys, 

interviews, participant observation, focus groups 
have not had the same degree of influence.

Behavioral finance expands the domain of 
finance beyond portfolios, asset pricing, and 
market efficiency. Behavioral finance explores the 
behavior of investors and managers in direct and 
indirect ways. The training of finance academics 
leads them to prefer methodologies that permit 
greater control and a clearer causal interpretation. 
Entrepreneurs should balance their organizations, 
for instance through hiring policies, to prevent 
extreme overconfidence, optimism or distrust 
becoming a predominant organizational culture 
(Gudmundsson & Lechner, 2013). Interdisciplin-
ary research is becoming more widespread and 
it is likely that greater collaboration between 
finance and sociology will develop in the future. 
Researchers and practitioners often cross disci-
plinary boundaries, thus borrowing a single idea 
or concept from another discipline. Both of these 
are examples of multidisciplinary research (Klein, 
1990). However, in interdisciplinary research, 
disciplines or research methods are integrated into 
a new field of study (Mitchell, 1995). Applying 
psychological factors in behavioral finance will 
vastly improve financial performance and reach 
sustainable competitive advantage in the social 
media age.
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Financial Distress and Health

ABSTRACT

The fundamental socio-economic effects of economic crises on societies are decreasing income, unem-
ployment and hence, negative progress of living standards, increasing income inequality and poverty. 
According to the Commission on Social Determinants of Health Report of World Health Organization, 
crises adversely affect many social determinants of health and thus threat health in many aspects. An 
important part of overall psychological well-being is satisfaction with various aspects of life. One of 
those domains is one’s financial situation. Financial distress has been described as judgments about and 
responses to one’s financial condition. Financial distress is a subjective phenomenon. Two individuals 
with the same levels of income and economic resources may have different levels of perceived financial 
distress. Financial distress can result in or result from poor health, or both. The purpose of the study 
was to explore the relationships between financial distress and health.

INTRODUCTION

The fundamental socio-economic effects of eco-
nomic crises on societies are decreasing income, 
unemployment and hence, negative progress of 
living standards, increasing income inequality 
and poverty (Caman Karadag & Cilingiroğlu, 
2009). According to the Commission on Social 
Determinants of Health Report of World Health 
Organization (WHO), crises adversely affect many 
social determinants of health and thus threat health 
in many aspects (WHO, 2009).

An important part of overall psychological 
well-being is satisfaction with various aspects 
of life. One of those domains is one’s financial 
situation. Researchers over the past 30 years have 
examined both objective and subjective measures 
in an attempt to describe the financial condition of 
individuals and families (Prawitz and et al., 2006).

The research have revealed that unemployment 
and poverty can lead to mental health problems 
such as stress disorders, depression, despair, in-
troversion, loss of self-respect, anxiety disorders 
and behavioral disorders in addition to physical 
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diseases and bodily complaints (Çaman Karadağ 
& Çilingiroğlu, 2009).

It is also known that the increasing unemploy-
ment brings along the increase in unregistered 
employment rates. In a research conducted on 
the effect of unregistered employment on mental 
health; insured employees, unregistered employ-
ees and unemployed people were evaluated in 
terms of mental disorders and it was found that 
the frequency of mental disorder was two times 
more in both unregistered employees and unem-
ployed people than in insured employees (Ulaş 
& Kaya, 2009).

For the last five decades the term stress has 
enjoyed increasing popularity in the behavioral 
and health sciences. It first was used in physics 
in order to analyze the problem of how manmade 
structures must be designed to carry heavy loads 
and resist deformation by external focus (Krohne, 
2002)Stress occurs when an individual perceives 
that the demands of an external situation are 
beyond his or her perceived ability to cope with 
them (Lazarus, 1966). Stress is an unavoidable ac-
companiment of everyday life (Skinner, Zautra & 
Reich, 2004). Stress can cause numerous deleteri-
ous changes in health. Stress appears to accelerate 
the aging process by shortening the lifespan of 
cells, thereby opening the door to disease (Epel 
et al., 2004). Some examples of stress-related 
illnesses are tension headaches, nervous colitis, 
nausea, irritable bowel syndrome, anxiety, low 
self-esteem, depression, hives, insomnia, compul-
sive eating, fatigue, low back pain, stiff neck and 
shoulders, chest pains, and irritability (Koesten, 
2005; Tangri, 2003; Weisman, 2002).

Stress from personal finances is perceived to 
be one of the most influential sources of stress 
because many basic life activities are associated 
with personal financial resources and their man-
agement (Peirce et al., 1996). Financial stress is 
something that many adults experience. Prolonged 
financial stress over credit problems, for example, 
can have negative effects on physical and mental 
health (Kim, Garman & Sorhaindo, 2003). Lyons 

and Yilmazer (2005) found financial stress to be 
a predictor of illness-based absenteeism from 
the workplace. And also they found that poor 
health significantly increased the probability of 
financial strain, but there was little evidence that 
financial strain contributes to poor health. Kim 
and Garman (2004) examined financial stress 
and performance in the workplace and found that 
employee financial stress was related to negative 
attitudes and behaviors at work. They suggested 
that employers should offer financial education 
programs and counseling to their employees as a 
way of increasing satisfaction with pay, and worker 
productivity. Financial distress/Financial well-
being has also been described as one’s feelings 
about and reactions to one’s personal financial con-
dition (Prawitz et al., 2006). Garman, Sorhaindo, 
Bailey, Kim, & Xiao (2004a) describe financial 
distress as an intense physical or mental strain 
that includes concerns and worries about financial 
matters. Financial distress can be temporary but it 
is also can turn into and become a persistent state 
of being illustrative events that could contribute 
to financial distress are receiving overdue notices 
from creditors and collection agencies, writing 
checks with insufficient funds, and experienc-
ing feelings of insecurity about one’s financial 
preparedness a for retirement. A common cause 
of financial distress is recognizing that one has 
too much debt. Distress about financial matters, 
much like distress about poor family relationships 
or unemployed, can have deleterious effects one’s 
physical and mental health (Garman et al., 2004b). 
Drentea and Lavrakas (2000) used data from a 
representative sample of more than 900 adults 
in Ohio, they found that a high debt-to- income 
ratio was significantly related to worse physical 
health and health status, noting that the financial 
strain associated with this financial condition 
clearly constituted a stressor that affected health. 
They also explained that both credit card debt and 
stress regarding debt are associated with health. 
Having more stress about overall debt also was 
associated with worse health, prompting concern 
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that indebtedness may provide a source chronic 
strain on financial well-being.

Conger at al. (1993) propose a family systems 
model that suggests that financial stress has direct 
on the primary income earner, and then indirectly 
has an impact on the material relationship, which in 
turn has an effect on children. A simplified version 
of this model is given schematically in Figure 1.

Financial strain/stress/distress is subjective 
reactions. Measuring these reactions can help 
researchers understand individuals’ perceptions 
about and reactions to their financial condition. 
Although objective measures of an individual’s 
financial state (household income and / or debt-
to-income ratio) provide evidence of where one 
stands financially, two individuals with the same 
levels of income and economic resources may have 

different levels of perceived financial distress and 
financial well-being (O’Neill et al., 2006a). Two 
individuals with the same levels of income and 
economic resources may have different levels of 
perceived financial distress. Financial distress 
can last a short time, or it can become a persistent 
state for families at all income levels. Occurrence 
of stressors events, sometimes called negative fi-
nancial events, can contribute to financial distress 
(O’Neill, et al., 2006b).

Financial distress is different from negative 
financial events, sometimes referred to as negative 
stressor events. Occurrence of negative financial 
events can contribute to financial distress. Finan-
cially distressed consumers often report no or low 
savings and high household debt (O’Neill et al., 
2006 a,b). O’Neil, Sorhaindo, Xiao & Garman 

Figure 1. General model of the effect of financial stress on families (Conger et al., 1993)
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(2005a), in a study of financially distressed con-
sumers, found that positive changes in financial 
practices also reported improved health.

Distress about financial matters is real and 
increasingly prevalent in society. Most people who 
contact a consumer credit counseling agency to 
seek assistance have serious debt problems that 
create substantial stress in their lives. For these 
people there likely are negative spillover effects 
from their distress about financial issues on their 
health and family relationships as well as on their 
effectiveness at their place of employment, for 
those who are employed (Garman et al., 2004a).

Financial distress can result in or result from 
poor health, or both. Distress and worry about the 
family’s financial situation may also contribute to 
negative health outcomes and losses beyond the 
boundaries of the family system. For example, 
limited finances have been known to negatively 
affect health, but one’s health may have nega-
tively affected one’s financial state (Prawitz et 
al., 2006). Personal finance can negatively affect 
health because overdue medical debt can result 
in delayed or inadequate treatment and resulting 
anxiety. Personal finances can also be negatively 
affected by health as when increased medical ex-
penses result in lower lifetime asset accumulation 
and a poor credit history from unpaid medical 
bills (O’Neill et al., 2005a). Persons experiencing 
financial distress may also be unable to follow 
recommended health maintenance practices such 
as eating a healthy diet and receiving periodic 
screening exams (O’Neill et al., 2005b).

Common response of financial distress include:

•	 Anxiety
•	 Depression
•	 Post-traumatic stress
•	 Severe grief
•	 Alcohol or drug abuse
•	 Nightmares
•	 Panic
•	 Overwhelming levels of stress
•	 Confusion

•	 Feelings of detachment
•	 Feeling surreal
•	 Over or under eating
•	 Inability to sleep (or excess sleep)
•	 Diarrhea
•	 Nausea
•	 Upset stomach
•	 And other physical and mental symptoms 

of stress and depression (AAMFT, 2014).

Some self-reported health effects of financial 
problems included worrying, and tension; insom-
nia, headaches and migraines, high blood pressure, 
hypertension, stomach problems, ulcers and pos-
sible ulcers, weight gain or loss, fatigue and feel-
ing tired/weak, drug, alcohol or cigarette use, and 
inability to afford or access recommended health 
maintenance practices (O’Neill et al., 2005a,b).

Financial stress is a sadly widespread experi-
ence. Anxiety over money can negatively affect 
health in several ways:
•	 Unhealthy Coping Behaviors: People 

experiencing financial stress can be more 
likely to numb their anxiety by drinking, 
smoking, overeating and practicing other 
unhealthy coping behaviors. This in turn 
leads to more stress.

•	 Less Money for Self-Care: With less 
money in the budget, people who are al-
ready under financial stress tend to cut 
corners in areas like health care to pay for 
basic necessities like food. Small prob-
lems can go unchecked and turn into larger 
problems. This also leads to more stress.

•	 Lost Sleep: When under financial stress, 
people often experience trouble sleeping, 
which can add up to a sleep deficit, im-
pairing immune functioning and cognitive 
abilities, causing additional moodiness, 
and more.

•	 Unhealthy Emotions: Credit card debt can 
cause unhealthy emotions that can take a 
toll on health. People can experience anxi-
ety, frustration and a sense of hopelessness 
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as the debt piles up and increasing amounts 
of money are needed just to pay the inter-
est. This causes additional stress, which 
compounds with the stress from poor cop-
ing and self-neglect, to become a menacing 
amount of stress (Scott, 2011).

Sociological research data indicate that four 
factors strongly predict happiness and overall well-
being in most cultures: health, economic status, 
employment, and family relationships. People are 
happier when they are healthy, employed, married 
or in a committed relationship, and financially 
secure (O’Neill et al, 2005b). Health and personal 
finance issues, individually and in combination 
with each other. Major societal trends that have 
been widely reported in recent years include an 
increasing incidence of obesity and diabetes, low 
household savings rates, and high household debt. 
There is evidence of many parallels between factors 
such as environmental controls that affect good 
health and foster financial success. Health and 
wealth are also related on a macro level. Modest 
reductions in the death rate from common kill-
ers, such as cancer and heart disease, can lead to 
trillions of dollars in economic benefits (O’Neill 
et al., 2005ba).

A number of researchers have examined fac-
tors contributing to psychological well-being and 
found economic distress to be a good predictor of 
lower levels of well-being (Blumstein & Schwartz, 
1983; Mills, Grasmick, Morgan, & Wenk, 1992; 
Mirowsky & Ross, 2003; Pittman & Lloyd, 1988; 
Ross & Huber, 1985). Further, Colledge (1982) 
cautioned that the effect of economic conditions 
on mental health will be mitigated by socioeco-
nomic status, with the mental health of poorer 
individuals being negatively affected to a greater 
extent. Thus, it can be seen that although there is 
clearly a relation between economic conditions 
and psychological difficulties, several factors 
seem to mitigate the magnitude of the effect and 
the exact nature of the relationship remains largely 
unknown (Lea, Tarpy & Webley, 1987).

O’Neill et al. (2005a) found that those individu-
als who had the highest level of financial distress 
reported being in poorer health while individuals 
who reported they were in better health had a 
lower level of financial stress. Copur, Gutter & 
Erkal (2014) examined the relationship between 
financial distress and health and financial be-
haviors among families in Ankara, they found a 
significant differences in financial distress levels 
by socioeconomic factors and financial behaviors. 
In addition, regression analysis showed that saving 
and self-reported health status was significantly 
related distress when controlling other factors.

The Garman, Junk et al. (2005) study was re-
leased five conclusions. The five conclusions were:

1. 	 Thirty million workers‒about a quarter of 
working adults‒are seriously financially 
distressed.

2. 	 People who are financially distressed often 
live paycheck-to-paycheck and are dissatis-
fied with their financial situation.

3. 	 Poor health and financial distress are related.
4. 	 Personal financial problems negatively 

impact workers’ productivity.
5. 	 Financial problems are not confined to lower 

income levels.

Krause, Jay & Liang (1991) developed a model 
that attempts to make a more precise accounting 
of the relationship between financial distress and 
feelings of psychological wellbeing. Based on 
concepts developed by Caplan (1981) to account 
for the manner in which stressful life events erode 
individuals’ feelings of self-worth and control, the 
model of Krause et al. (Figure 2) basically shows 
perception of chronic financial stress erodes both 
individuals’ feelings of personal control over their 
economic life as well their feelings of self-esteem. 
Further, the weakening of these two personal 
characteristics is associated with a decrease in 
well-being as measured by tests of depression and 
somatic symptoms. Krause et al., however, cau-
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tioned this model was a tentative one and needed 
further testing to define the relationship between 
individuals’ perceptions of economic distress 
and psychological health (Lange & Byrd, 1998).

Despite the overall negative effects of finan-
cial distress on health reported in the literature, 
individuals and families varied in their reactions 
to financial distress. Stress theory has been used 
to account for differential responses to stressors 
by examining the process and factors that affect 
relationships between a stressor and individual 
and family outcomes. Research on the effects of 
life events on health has examined several additive 
and interactive models to determine the influence 
of coping resources and behaviors including social 
support (Vaydonoff & Donnely, 1989: 139).

CONCLUSION

Some individually used strategies play important 
roles in dealing with financial stress. The common 
aspect of approximately all of these strategies is 
that they anticipate for taking physical, psycho-
logical and behavioral structures under control. 
So, very hazardous stress response starting in the 
body is tried to be prevented from by taking counter 
measures (Pehlivan, 1995). It is necessary to ef-
ficiently deal with financial stress (Güçlü, 2001).
The individuals should be informed on the finance 
management they possess to prevent from stress. 
It is also important that the training programs on 
this subject are prepared and the individuals are 
informed by also benefiting from the mass media 

Figure 2. Model of the relationship between financial strain and psychological well-being in the elderly 
proposed by Krause, Jay & Liang (1991)
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within the scope of formal education and informal 
education. Financial educators and counselors 
should help financially distressed families so that 
families better deal with any financial problems 
or challenges.
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KEY TERMS AND DEFINITIONS

Finance: The science that describes the man-
agement, creation and study of money, banking, 
credit, investments, assets and liabilities. Finance 
can also be defined as the science of money 
management.

Financial Distress: Financial distress is a term 
in corporate finance used to indicate a condition 
when promises to creditors of a company are 
broken or honored with difficulty. 

Financial Problems: A financial problem is 
a situation in which you are not able to meet your 
bills on time or afford necessary basic needs. 

Financial Well-Being: Informed decision 
making and learning how to save, invest, use credit 
wisely, and plan for the future. 

Health: Health is a state of complete physical, 
mental and social well-being and not merely the 
absence of disease or infirmity. 
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Measuring the Poverty of 
Elderly People with Needs 

Analysis in Turkey

ABSTRACT

This study aimed to analyze the economic, social, and cultural needs of elderly people to determine 
the poverty thereof in Ankara (the capital city of Turkey).The economic, social, and cultural needs of 
individuals, which are among the indicators taken into consideration by United Nations Development 
Programme (UNDP) in measurement of human poverty index, were subject to research in measurement 
of poverty of elderly people. Face-to-face surveys were conducted with individuals over 65 years of age 
in the study, with 2.522 surveys qualified for evaluation. It was seen that the majority of elderly people 
were covered by social security. The elderly people reported their health to be good. They stated satis-
faction regarding interindividual relationships with regard to social needs. However, it was concluded 
that the income of elderly people was not sufficient, and that they could not sufficiently afford electrical 
power and water invoices, medicine, food, and clothing expenses.

INTRODUCTION

In the old age, retirement results in a decrease 
in income, loss of usual social status, and an al-
teration in the relations and interactions. Besides, 
overlapping of losses that are manifest with such 
original problems as cognitive and physical reces-
sion, decline in productive role, change in social 
position, decrease in interpersonal support, and 
loss of health that emerge in this period results in 
poverty. As a notion, which is difficult to define 

and to determine the limits thereof, poverty has 
various aspects. Poverty is reflected to the lives 
of elderly people primarily “in the form of lack 
of income and productive resources sufficient 
to ensure sustainable livelihoods,” along with 
“hunger and malnutrition; ill health; limited or 
lack of access to education and other basic ser-
vices; increased morbidity and mortality from 
illness; homelessness and inadequate housing; 
unsafe environments; and social discrimination 
and exclusion. It is also characterized by a lack 
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of participation in decision-making and in civil, 
social and cultural life” (World Summit for Social 
Development Programme of Action, UN). This 
study was inspired by both the limited number 
of scientific studies on poverty of elderly people, 
and by the fact that having foreseen the number of 
individuals over 65 years of age, who constitute 
the dependent population, would also increase in 
Turkey as it was the case throughout the world, the 
national and international institutions and orga-
nizations focused on initiatives to ensure healthy 
and successful aging by determining economic, 
social, and cultural needs of elderly people.

According to the Address Based Population 
Registration System (ADNKS) by the Turkish 
Statistical Institute (TUIK), the total population 
of Turkey is 76 million 667 thousand people 
(2013), composed of 50.2% (n=38.473.360) male, 
and 49.8% (n=38.194.504) female citizens. The 
median age in Turkey, which was 30.1 in 2012, 
increased to 30.4 in 2013. The median age of 
men and women were 29.8, and 31 respectively. 
The ratio of elderly people aging65 years and 
over was 7.3% in 2011 (n=5.490.715). The same 
ratio was 7.5%in 2012, and increased to 7.7% in 
2013. Pursuant to the population projections, it is 
predicted that this ratio will increase to 10.2% in 
2023, 20.8% in 2050, and 27.7% in 2075. In line 
with these ratios it can be asserted that Turkey 
has completed the mature population period and 
passed to elderly population period.

In this section, the level of ability of elderly 
people to meet economic, social, and cultural 
needs, which is among the indicators taken into 
consideration by United Nations Development 
Programme (UNDP) in measurement of human 
poverty index, will be analyzed. The scope of 
economic, social, and cultural needs can be ex-
plained as follows:

In the scope of the economic needs, the level 
of ability of elderly people to meet basic needs 
and life standards thereof will be determined so 
as to obtain information and measure awareness 
with regard to having economic/material resources 
along with their use and control.

In the scope of the social needs, data will be 
collected concerning the quality of relations and 
communication of elderly individuals with other 
family members, their permanent network of 
relations, also including friends, neighbors, and 
relatives, their interaction with this network of 
relations, intergeneration solidarity, social support 
systems, and confidence.

Finally, educational background, cultural 
values, habits, and whether the totality of the 
foregoing reflected concretely and objectively in 
the form of such documentation as diplomas etc., 
certain indicators regarding their lives in connec-
tion with the culture inherited from the family (age 
of marriage, last school of graduation etc.), social 
participation, and the ways of recreation will be 
determined in the scope of the cultural needs.

BACKGROUND

Having existed since the day human beings started 
to live together, poverty has been subject to a more 
intense debate especially after growth stalled in 
developed countries, people steered by the market, 
and increase underemployment during the forego-
ing process. Poverty at global and international 
level has macro reasons along with micro reasons 
specific to individual, family, and society (Oktik, 
2008). The most important society-specific reason 
is inequality due to income distribution in a given 
country. Income differences between individuals, 
regions, and families living in the same city are 
considered the most important reason of poverty. 
Economic crises, inflation, and accordingly de-
crease in the purchasing power of individuals, 
difficulty or failure in meeting basic needs results 
in the fact that low-income individuals and families 
feel poverty deeply (Jehoel-Gijsbers & Vrooman, 
2007). However, meeting basic needs at a suf-
ficient level in accordance with the geographical 
location, the current conditions, and the standards 
of the social environment based on one’s own 
opportunities are considered the purpose and a 
condition to subsist for each social individual. 
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Meeting basic needs in accordance with the cur-
rent condition and the standard of the society is 
a must for individuals to sustain a humane life 
(Yunus, 1999). At this point, in its simplest form, 
poverty is defined as the status of the inability 
to meet one’s basic needs for a humane life by 
one’s own means. Nevertheless, it is argued that 
having focused only on meeting basic needs, this 
definition is not sufficient to explain poverty. This 
is because of the fact that poverty also brings 
deprivation (Devicienti & Poggi, 2007; Özmete, 
2011). Therefore there emerge two different ap-
proaches with regard to the definition of poverty 
adopted especially by social scientists: Absolute 
poverty and relative poverty.

“Absolute poverty is a condition character-
ized by severe deprivation of basic human needs, 
including food, safe drinking water, sanitation 
facilities, health, shelter, education and informa-
tion” (World Summit for Social Development 
Programme of Action, UN). Absolute poverty 
definition is based on the basic conditions that 
should be sustained in order to subsist, i.e. to rein-
force a physically healthy existence. In other words 
absolute poverty is defined as having little or no 
income in kind or in cash necessary for individual 
or household members to meet minimum basic 
needs to survive. In most developing countries, 
caloric intake and minimum calorie thresholds 
are used to assess hunger and nutrition and to 
construct poverty lines.

Relative poverty; each household’s income, 
adjusted for family size, is compared to median 
income (The median is the “middle” income: half 
of people have more than the median and half 
have less). Those with less than 60 per cent of 
median income are classified as poor. This ‘pov-
erty line’ is the agreed international measure used 
throughout the European Union (Zastrow, 2008). 
Absolute poverty is the complete lack of resources 
to sustain life, while relative poverty refers to 
the inadequate lack of income when compared 
to the average standards living. As such, relative 
poverty implies that the individual has the ability 

to sustain his or her basic needs, but may lack the 
resources to engage in various social activities. 
The World Development Report on Poverty by the 
World Bank, published in 1990, defined poverty 
as “the inability to attain a minimal standard of 
living” and considered poverty as the relation of 
a part of individuals in the society with life stan-
dard (World Bank, 1990, pp. 24-39). World Bank 
defines poverty as the inability of individuals and 
households to attain even the lowest life standards 
(World Bank, 2000).

In Turkey, Article 4 of the Regulation on 
Assistance in Cash and in Kind, by the Ministry 
of Family and Social Policies defined poverty 
as “the status of deprivation of insufficiency of 
income, riches, or revenue necessary to sustain 
one’s own life, one’s spouse and children, and 
parents, which the individual is obliged to look 
after, at a minimum level according to the current 
life conditions” (Ministry of Family and Social 
Policies). There are difficulties with explaining 
both the absolute and relative poverty. This is 
because of the fact that there are determinants 
especially of relative poverty, which varies from 
one individual to another, one family to another 
and one society to another. Standard considered 
necessary needs in a society may be perceived 
as luxury in another society. For instance, city 
water supply (usable clean water), regular veg-
etable and fruit consumption are considered basic 
need for a healthy life and those who cannot ac-
cess the foregoing are defined as impoverished 
in the developed countries. However in many 
underdeveloped or developing countries, these 
details are not considered standards and poverty 
is not determined with respect to the existence 
or non-existence thereof. This is because of the 
fact that, while the societies develop and their life 
standards rise, the relative poverty understanding 
is also subject to change. Despite at the beginning 
of the industrialization process such items as 
refrigerators, washing machines, and telephones 
were perceived as luxury goods, today they are 
seen as necessities to actively engage with the life 
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especially in the developed societies (Maxwell, 
1999; Soyak, 2004; Şahin, 2010).

The increasing life expectancy phenomenon 
forces the people to have enough money to meet 
their needs in old age. Therefore the finance mat-
ter is vital for the elderly. With increasing life 
expectancy, people have to seek continuing wealth 
throughout their extended old age (DeVaney, 1995; 
Hogarth, 1991). This is because living longer will 
increase the chances of experiencing poverty and 
outliving available income and assets. Changes in 
work, health status, independence to dependence, 
and all these changes cannot be carried out without 
money. Thus, finance is vital for this group of 
older persons. The term “finance” refers to, how 
an individual manage his/her personal resources. 
It does mean that one knows what his financial 
resources are, and understand how the resources 
can best manage for him now and in the future. 
As elderly, individuals seek to improve the man-
agement of their economic resources and develop 
plans for strengthening their financial position 
in the future; a logical first step is to determine 
their present financial position. Financial status 
of elderly is able to picture the financial situ-
ations of an individual, how wealthy are they? 
How much money do they make? How much are 
their spending? What are their spending it on? 
To survive financially, they have to know whole 
of financial pictures. Financial behavior refers to 
the process people use in managing their financial 
resources to achieve financial success in the areas 
of retirement plans, financial planning, credit, and 
money management. Older persons are unable to 
sustain themselves and keep up with inflationary 
costs without depending on children and other 
family members. At the same time in older age 
some cultural, social and economic factors affect 
financial behavior of elderly people (Parsa, 2008).

The following items provide an overview of 
the different types of vulnerabilities faced by in-
dividuals at different points in older age, focusing 
on employment‐related risks and vulnerabilities 
in terms of financial behavior (Bird, 2007).

•	 Loss of income when work is lost due to 
age discrimination frailty/illness etc.

•	 Work in informal sector throughout life 
means that there is no contributory pension 
provision.

•	 Poor health in later life due to poor nutri-
tion, multiple childbirth, poor working en-
vironment and lack of health care.

•	 Continuing to work to support self and de-
pendents in low-income earning and often 
physically disabled jobs.

•	 Widow’s loss of access to late husband’s 
family resources.

•	 Increased childcare responsibilities where 
middle age adults have been lost to HIV 
and AIDS leaving dependent children in 
the care of grandparents.

•	 Increased likelihood of age‐related disabil-
ity and chronic illness.

The argumentation above suggest that absolute 
poverty is not sufficient to define poverty, that 
relative deprivation should also be explained, 
and that poverty should be measured by more 
comprehensive components thereof. The generally 
used components of poverty are:

1. 	 Income and consumption-based measures.

These could be any one or all of the following 
variables: Household or individual incomes and/
or consumption; in total and/or per capita terms; 
unweighted and/or normalized for household 
demographics (equivalence scale adjusted)

2. 	 ‘Human development’ linked measures: The 
more commonly used indicators in this class 
relate to:

a. 	 Health: Life Expectancy; other mor-
tality based indicators (age-specific 
mortality such as infant and child 
mortality, maternal mortality etc.); 
morbidity based indicators (such as 
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Disability Adjusted Life Expectancy, 
incidence of chronic ailments etc.); 
health infrastructure based indicators 
(doctors/hospitals per 100,000 popula-
tions by location etc.).

b. 	 Education: Literacy rates, school 
enrolment ratio, and related indicators

c. 	 Wages and Income-Earning 
Opportunities: Household and indi-
vidual incomes, nature and extent of 
labour market participation etc.

d. 	 Infrastructure: Community and 
household based; Physical (road, wa-
terways, telecommunication networks 
per capita or per unit of land area); 
environmental (air and water pollution 
levels, availability of safe drinking 
water and sanitation, forest cover etc.); 
social (social capital, kinship network 
etc.), institutional (legal system, gover-
nance structures etc.) (Mukhopadyay 
& Shambhu, 2011).

Numerous studies analyzed poverty among 
the elderly (see Engelhardt & Gruber, 2004, Weir, 
Willis, & Sevak, 2004, McGarry & Schoeni, 
2005, and Zaidi et al., 2006, for only a few re-
cent examples). Most of these studies make use 
of income or expenditure data at the household 
level to count the number of individuals in pov-
erty. As Deaton and Paxson (1998) indicate, this 
transition from households to individuals requires 
assumptions about the intra-household allocation 
of resources, about differences in needs and about 
the importance of economies of scale. Most of 
the analyses of elderly poverty ignore the issue of 
the intra-household distribution of resources by 
assuming that all individuals in a household are 
equally well off. The literature on intra-household 
allocation, though, convincingly demonstrated that 
resources are not equally shared within households 
(Cherchye, De Rock, & Vermeulen, 2008).

Taking into consideration measurements by 
income and consumption, one of the indicators 
to explain poverty in a society is without a doubt 
the income distribution. The issue of how to 
share the created values is related to distribution 
of equality, social justice, and freedom in society 
(Soyak, 2004). Despite it is observed that income 
distribution is more equitable and the range of 
inequality is narrower in governing processes, 
which put importance on social welfare and social 
justice, such factors as the unfair income distri-
bution, decrease in national product per capita, 
consecutive economic crises, and failure of social 
and economic policies made poverty one of the 
prioritized issues both in the world and in Turkey 
(Buğra et al., 2003). The Human Development 
Report 2010 underlines the gap between women 
and men and the multidimensional poverty in 
South Asia and Africa based on long-term human 
development index. UNDP Coordinator Helen 
Clark stated on the basis of human development 
reports having been prepared each year since 
1970 that; “There is much that countries can do 
to improve the quality of people’s lives even under 
adverse circumstances. Many countries have made 
great gains in health and education despite only 
modest growth in income. Improvements are never 
automatic—they require political will, courageous 
leadership and the continuing commitment of the 
international community.” (UNDP, 2010) Despite 
the improvements above, the report emphasized 
that about 1.75 billion people in the 104 countries 
were living in multidimensional poverty and that 
1.44 billion people had to live on $1.25 a day or 
less (UNDP, 2010).

In Turkey the poverty rate was found to be 
18.08% based on the poverty survey by TUIK in 
2009. According to 2009 data, 0.48% of individu-
als, i.e. 339 thousand people, live under the hunger 
threshold based only on food expenses, and 18.8%, 
i.e. 12 million 751 thousand, live under poverty 
threshold based on food and non-food expenses. 
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It was estimated that the rate of individuals living 
under the poverty threshold as defined to be $2.15 
a day was 0.22%, and the rate of impoverished 
individuals is 4.35%, provided that the poverty 
threshold was defined to be $4.3. While the poverty 
rate in rural population increased from 34.62% in 
2008 to 38.69% in 2009, the same rate in urban 
population decreased from 9.38% to 8.86% in the 
same period (TUIK, 2011a).

Here an important emphasis should be placed 
on the deprivations arising from poverty. Most 
commentators consider that it is when material 
and social deprivation arise from lack of financial 
resources that we observe poverty. ‘Deprivation’ 
implies that people have unmet needs. ‘Needs’ 
must be defined and agreed upon in some way, 
and as will be seen throughout this report, this 
is an element of poverty measurement that is 
controversial and often overlooked. ‘Deprivation’ 
too must be defined and measured – to what ex-
tent must a need remain unfulfilled to comprise 
‘deprivation’? For example we may all agree that 
food is a basic human need, but would a person 
living in the country on a diet of only bread and 
water, or just chick peas and rice, be deprived? 
Deprivation is a continuum it is the combina-
tion of all resources that determines whether a 
person’s needs are fulfilled or whether they are 
deprived. One type of resource (eg help from 
adult children, or excellent money management 
skills) may substitute for lack of another (eg 
low income). Two people might have the same 
amount of money (income, assets and access to 
credit), and the same amount of money over time, 
but through differences in for example personal 
histories, knowledge and skills, family support, 
social or charitable support networks, ability to 
access help from the state, housing conditions or 
local costs of living, one might be materially and 
socially deprived and the other not (Price, 2008).

Taking into consideration the measurements 
regarding the human development, the report 
published by the General Directorate on the Sta-
tus of Women (2008) provide significant data. 

Accordingly it was stated that UNDP measured 
human poverty in developing countries based on 
three criteria: Life expectancy at birth, depriving 
of a long life, is considered the first indication of 
poverty. In UNDP measurements, the reference 
life expectancy at birth value is 40 years, and a 
value below that is considered an element of hu-
man poverty. Illiteracy, or depriving of educational 
opportunities, constitutes the second indicator of 
human poverty index. The illiteracy rate among 
adults is another criterion of human poverty in 
measurements. Economic and social opportuni-
ties, i.e. deprivation of individual of economic 
and social means are other indicators of human 
poverty index (General Directorate on the Status of 
Women /KSGM, 2008). UNDP explains the level 
of having economic and social means in terms of 
the percentage of population without access to 
healthy drinking water, percentage of population 
without access to basic healthcare, and percentage 
of undernourished population under 5 years of 
age. “Human poverty index value” is calculated 
by an average of life expectancy, education, and 
economic and social means. In accordance there-
with, In Turkey the life expectancy of citizens less 
than 40 years is 5.7% (2005-2010), percentage of 
illiterate population over 15 years of age is 11.3% 
(1999-2007), percentage of population without 
access to clean water supply is 3% (2006), and 
the percentage of children under 5 years of age, 
who are below normal weight is 4% (2000-2006) 
(Human Development Report/HDR, 2009). Ac-
cording to a research by the World Bank in 2001, 
especially the rural single parent families, with 
the spouse, on whose income the family relied to 
live on, was dead, multi-child families (especially 
those having girl children) with disabled or dead 
(during military service) spouse were under threat 
of extreme poverty. Other groups under risk or 
fit to category of in need of care included those 
recently migrated to cities and lived in squatter 
settlements and the elderly people without any 
social security (World Bank, 2000).
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On the other hand, poverty affects women 
more than men, and aggravates the already existed 
gender problems. Despite legal and institutional 
protection, sexual inequality cannot be overcome 
and that women have gradually become the face 
of the poverty in the world. The reason for the 
foregoing is that women are employed in low 
status and low-wage jobs and that the free work 
they conduct at home as family labor is not in-
cluded in the national income calculations (Daly, 
1992; Fukuda-Parr, 1999; Bora, 2007). In order 
to measure the sexual inequality in terms of hu-
man development, UNDP developed the Gender 
Related Development Index based on three basic 
criteria: (i) average life expectancy, (ii) education 
(literacy in men and women, schooling rates in 
men and women), and (iii) average income level 
(share of women and men in the income). The 
aim of this index is primarily to reveal the sexual 
inequality in terms of human poverty along with 
human development. According to the said index, 
such countries as Canada, Norway, Australia, 
USA, Iceland, Switzerland, and Belgium rank 
the top among 143 countries in terms of sexual 
inequality. In these countries the sexual inequality 
is far lower compared to others in terms of hu-
man development. The countries with the worse 
sexual inequality rates are listed as Niger, Burkina 
Faso, and Ethiopia. Turkey ranks 68th in the list 
comprised of 143 countries (UNDP, 2011).

It is known that poverty is a result of income 
inequality. The fact that a large portion of the 
added value goes to a few people as a result of 
unequal distribution of income both in domestic 
and international scale, accounts for the inevitable 
poverty of those who can have only a quite low 
portion of the said value added. In fact, welfare in 
terms of abundance, development, and freedom, 
and extreme poverty and the phenomena of depri-
vation as a result thereof coexist today (Maxwell, 
1999). The United Nations National Security 
Strategy Statement emphasized the prevention of 
poverty and that wealth was a right that should 
be accessed by everyone, through the statement 

that “a world, in which some live in comfort and 
prosperity, while others have to live on less than $2 
a day is neither fair, nor balanced. It is an ethical 
responsibility to have the impoverished people in 
the world benefited from the developments and 
opportunities’ (UNDP, 2011).

Elderly people constitute a group, which is 
closely affected by economic developments at 
micro and macro levels. Changes in money/income 
resources of elderly people also result in changes 
in their life styles (Hablemitoğlu & Özmete, 2010; 
Turaman, 2007). Economic aging underscores 
these changes in the life of the individual. Espe-
cially retirement results in a decrease in income, 
loss of usual social status, and change in rela-
tions and interactions (Gönen & Hablemitoğlu, 
1997). On the other hand, overlapping of losses 
that are manifest with such original problems as 
cognitive and physical recession, decline in pro-
ductive role, change in social position, decrease 
in interpersonal support, and loss of health that 
emerge in this period results in poverty (Turaman, 
2007). As a notion, which is difficult to define 
and to determine the limits thereof, poverty has 
various aspects. Poverty is reflected to the lives 
of elderly people primarily “in the form of lack 
of income and productive resources sufficient 
to ensure sustainable livelihoods,” along with 
“hunger and malnutrition; ill health; limited or 
lack of access to education and other basic ser-
vices; increased morbidity and mortality from 
illness; homelessness and inadequate housing; 
unsafe environments; and social discrimination 
and exclusion. It is also characterized by a lack 
of participation in decision-making and in civil, 
social and cultural life” (World Summit for So-
cial Development Programme of Action, UN). 
This leads the way for massive poverty in many 
developing countries, and as poverty compared 
to the prosperous part of the society in developed 
countries. Income poverty is measured by the 
minimum income necessary to sustain one’s life 
and means the lack of purchasing power. Income 
needed to buy a certain amount of food is defined 
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as “poverty threshold.” UNDP developed a new 
criterion of poverty, namely human poverty. Hu-
man poverty means that some individuals lack the 
opportunities to survive a humane life (UNDP, 
2011). At this point, the need for measuring the 
poverty of elderly people becomes more promi-
nent in order to make plans and conduct programs 
aiming prevention of elderly people.

The poverty report by the World Bank (2005) 
examined the rates of poverty by age in Turkey, 
where the percentage of elderly people aging 65 
years and above was 7% (World Bank, 2005). 
While the dependency rate of elderly people was 
6.8% in 1990, it increased to 8.8% in 2010 (Euro-
pean Commission, 2012). The elderly people think 
that they have become burdens for others due to 
their retirement, sufficient economic conditions, 
and decrease in productivity, which translates 
into a major psychological pressure for them. 
Especially the old men would describe themselves 
as “the old and tired workers” of life (Gratton, 
1996). Furthermore, for those elderly people, 
who are not covered with any social security and 
live alone, this situation results in their isolation 
from the society, or even “dying silently” without 
being noticed by anybody.

“To revise the absolute poverty indicators, 
based on consumption expenditures published 
since 2002, Turkish Statistical Institution has 
started evaluation studies in collaboration with 
local and international experts in order to reveal 
the socio-economic situation of Turkey and en-
able the international comparisons. Within this 
scope; studies on feasible data sources and new 
estimation methods and works on calculation 
of new indicators are ongoing. Until the end up 
these studies, poverty rates in terms of dollars 
per day according to personal purchasing parity” 
(TurkStat Poverty Study, 2010). The TUIK pov-
erty study 2012 results indicated that the poverty 
lines in terms of dollars per person/day according 
to personal purchasing parity were decreased. 
“Based on the $2.15-a-day poverty lines in cur-
rent personal purchasing parity, percentage of 

poor in 2009 is 0.22% while it is 0.21% in 2010. 
Based on the $4.3-a-day poverty lines in current 
personal purchasing parity, percentage of poor 
in 2009 is 4.35% and it decreased to 3.66% in 
2010.” “Based on the $4.3-a-day poverty lines in 
current PPPs, percentage of poor in rural areas in 
2009 is 11.92% and it decreases to 9.61% in 2010. 
Based on the $4.3-a-day poverty lines in current 
PPPs, percentage of poor in urban areas in 2009 
is 0.96% while it is 0.97% in 2010” (TurkStat 
Poverty Study, 2010).

METHOD

The study was conducted in Ankara. According 
to the Address Based Population Registration 
System (ADNKS) by the Turkish Statistical Insti-
tute, the total population of Ankara is 4,550,662, 
with 2,268,598 male and 2,282,064 female 
residents.4,762,116 persons live in the Centrum, 
whereas 128,777 live in town and villages. Ac-
cording to TUIK (2011b) data 191,864 persons 
migrated to Ankara, and 137,385 migrated out of 
Ankara. The median age in Ankara is 34.2, and 
the same is 33.3 for men, and 35.2 for women. 
The numbers of married men and women in 
Ankara is 1,229,058 and 1,228,492 respectively 
(TUIK, 2011b).

Three-fourth of Ankara population is employed 
in the service sector, which has the largest share 
in the gross product of the city. The fact that 
service sector developed to such an extent can 
be attributed to the lack industry large enough to 
employ migrated population. Ankara holds 9% of 
the gross national product of Turkey. 12% of the 
tax income of the country and 12.3% of budget 
income is collected in Ankara; whereas the share 
of the city in the country budget is only 6.4%. In 
general, 60% of land in Ankara is used for agricul-
tural purposes. Livestock sector gradually lose its 
previously important place in the city economy.

The study population is comprised of a total 
of 276,608 elderly individual aging between 65 
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and 89, living in the central districts of Ankara 
(Altındağ, Çankaya, Etimesgut, Keçiören, Ma-
mak, Sincan, and Yenimahalle). In this process, 
the number of elderly individuals to be enrolled 
in the study in the scope of the central districts 
of Ankara was forecasted to be 2380, taking into 
consideration a confidence level of 95%, and a 
confidence interval of 2%.

The data collection tool enabling to determine 
the poverty of elderly people in terms of social, 
economic, and cultural needs was prepared in the 
form of a questionnaire based on open-ended and 
multiple-choice items. The questionnaire form was 
comprised of three basic sections. The first section 
included items introduced with an aim to obtain 
data on the household, where the elderly people 
lived in. The second section included questions to 
obtain information about the elderly individuals, 
such as sex, age, and marital status etc., and ques-
tions regarding the residence. The third section is 
consisted of open-ended and multiple-choice items 
to determine to what degree the economic, social 
and cultural needs of the elderly people were met/
not met. Therefore the third section was analyzed 
under three titles of:

1. 	 Economic Needs
2. 	 Social Needs
3. 	 Cultural Needs.

The first subsection included open-ended and 
multiple-choice questions regarding the economic 
needs of the elderly people in relation to money 
and income. The second subsection included 
open-ended and multiple-choice questions to 
reveal the social needs in the context of relations 
and communications such as the level of elderly 
people’s contentedness about their relations with 
household members, the frequency to meet with 
children, grandchildren, friends, and neighbors. 
The third subsection was designed with open-
ended and multiple-choice questions that enable 
measurement of cultural needs such as reading 
books and newspapers, daily average TV watch-

ing duration, and level of interest in actual events 
and social issues.

Having been developed as a data collection 
tool for the study, the questionnaire was tested 
before its application to elderly individuals in 
order to determine probable mistakes, and be 
sure about its reliability and validity. In the scope 
of the tests the questionnaire was applied to 50 
voluntary elderly individuals, within the scope 
of study population, picked up by simple random 
sampling method. Serving also as a preliminary 
application, the approximate time needed to fill 
in the form was also determined in the course 
thereof, and the questionnaire was revised upon 
the opinions of the elderly individuals.

Despite the fact that the study population was 
determined to include 2,380 elderly individuals at 
the onset of the study, in practice the questionnaire 
was applied on one-to-one basis to 2,527 elderly 
individuals, and 5 questionnaires were excluded 
due to incomplete and inaccurate filling of the 
forms. Therefore, a total of 2,522 elderly individu-
als were included in the scope of the study. The 
study data were transferred to computer environ-
ment via statistical package software (SPSS 20), 
where filtering and control of the data conducted 
in electronic media.

RESULTS

In the study hereof, which focused on the elderly 
poverty, and the analysis of economic, social, 
and cultural needs, the finding were categorized 
under below titles:

1. 	 General Information on Elderly People
2. 	 Information on the Residence of Elderly 

People
3. 	 Self-perception of the Elderly People regard-

ing Aging
4. 	 Poverty Analysis by the Economic, Social, 

and Cultural Needs of Elderly People
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General Information on 
Elderly People

The percentages of elderly men and women par-
ticipated in the study were 69.9%, and 30.1%, 
respectively. The percentage of elderly people in 
65-74, 75-84, and 85-94 age groups were 63%, 
31.4%, and 5.6%, respectively. 64.5% of the 
elderly people were married, where 32.0% lost 
their spouses, and 1.8% was divorced. 68.5% 
of the elderly people were married for 26-51 
years. It was seen that 87.6% had both civil and 
religious marriage, 97.1% had children, and 93% 
had grandchildren. It was observed that nearly 
half (49%) of the elderly people were graduated 
from a primary education institution, and 20.7% 
were illiterate. 95.2% of the elderly people were 
retired and currently not employed in any job. 
91% of the elderly people were covered by Social 
Security. 90.9% of the elderly people considered 
their health “good.”

Information on the Residence 
of Elderly People and the 
Inventory of Durables Therein

The majority (75.9%) of elderly people resided at 
apartment houses. 90.9% of elderly people held 
the property of their residence. The residences 
mostly (91.7%) had three-four rooms, and the 
elderly people had their won room (90.9%). The 
inventory of durables in the residences of elderly 
people was listed as below:

•	 79.5% had a telephone in the residence;
•	 99.2% had a television in the residence;
•	 99.0% had a refrigerator in the residence;
•	 95% had a washing machine in the 

residence;
•	 71.9% had a computer in the residence;
•	 94.9% had an air-conditioner in the 

residence;
•	 65.6% had cell phones in the residence;

•	 87.9% did not have a digital camera/cam-
era in the residence;

•	 86.9% did not have a video/DVD player in 
the residence;

•	 78% were contented with the comfort of 
their residence in general.

Self-Perception of Elderly 
People Regarding Aging

For 63.8% of the elderly people, aging started at 
below 65 years of age. 57.6% of the elderly people 
enrolled in the scope of the study felt themselves 
aged. 79.9% were contented with their physical 
look. 74.9% of the elderly people did not consider 
staying at nursing homes. 96.4% of the elderly 
people consider education of girls as important. 
84.6% of the elderly people did not think then 
that they could make money based on their skills. 
A great majority (97.1%) of the elderly people 
consider themselves as religiously faithful-.

Poverty Analysis by the 
Economic, Social, and Cultural 
Needs of Elderly People

This section below provides the findings regarding 
the poverty of elderly people in terms of economic, 
social, and cultural needs, respectively.

Results of Poverty Analysis by 
Economic Needs of Elderly People

•	 The rental price charged for 35.5% of the 
elderly people in the scope of the study was 
TL250 ($120) or less. Where the same was 
TL351-450 ($150-220) for 24%, TL251-
350 ($120-150) for 19.2%, TL451-550 
($225-250) for 12.5%, TL551-650 ($275-
320) for 3.1%, and TL651-750 ($320-375) 
for 2.2%.

•	 It was seen that 85.1% of the elderly peo-
ple did not possess a car, where 14.6% had 
their own automobiles.
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•	 It was examined whether the income of 
the elderly people was sufficient to readily 
afford necessary food needs for balanced 
nutrition. In accordance therewith, 51.9% 
of the elderly people had sufficient income, 
whereas 47.7% did not.

•	 It was seen that 52.3% of the elderly peo-
ple had sufficient income to cover health 
expenses, such as for medical doctors and 
medicine, however 46.4% did not have suf-
ficient income to meet health needs includ-
ing doctors and medicine etc.

•	 Approximately half of the elderly people 
(49.8%) stated that their income was not 
sufficient to afford such needs as clothing, 
shoes etc., whereas the other half (49.4%) 
declared that their income was sufficient 
for the purpose thereof.

•	 Approximately half of the elderly people 
(53.5%) had sufficient income to readily 
pay the water, electricity, and telephone 
bills etc. However, 45.7% of the elderly 
people did not have sufficient income to 
pay water, electricity, and telephone bills 
etc.

•	 It was seen that 79.1% of the elderly peo-
ple could not allocate sufficient budget for 
such activities as excursions and travels; 
however 17.6% of the elderly people could 
have allocated sufficient budget for such 
activities as excursions and travels. 3.3% of 
the elderly people declined to answer this 
question.

•	 Upon examination of whether the elderly 
people enrolled in the study ever lent as-
sistance to any person or institution during 
the previous year, it was seen that 59.3% of 
the elderly people did not lend any assis-
tance to any person or institution, whereas 
39.7% lent assistance to some persons or 
institutions.

•	 The elderly people enrolled in the study 
were asked to evaluate their economic 
status. Accordingly, 51.7% evaluated the 

same as “fair,” 27.0% found their economic 
conditions as “poor,” and that only 20.8% 
of the elderly people evaluated their eco-
nomic status as “good.”

Poverty Analysis by Social 
Needs of Elderly People

•	 It was found that 93.6% of the elderly 
people were contented with their relations 
with the household members residing with 
them. 2.7% were uncertain, 2% did not re-
ply this question, and 1.7% was not con-
tented with their relations with the house-
hold members.

•	 It was seen that 68.1% of the elderly people 
stated that their children consulted them 
while making a decision, whereas 30.9% 
said they were not consulted by their chil-
dren, when they made decisions.

•	 In the context the satisfaction of social 
needs, the frequency of meeting of el-
derly people with children was examined. 
Accordingly, 77.8% of the elderly people 
stated they were meeting their children fre-
quently, every day to once a week, where 
20.7% said they were meeting with their 
children occasionally, once a month, or at 
festivals and holidays.

•	 The level of contentedness of elderly peo-
ple of their relation with their children was 
assessed in the scope of social needs. It 
was seen that 99.3% of the elderly people 
living in Ankara were contented with their 
relations with their children, where 5.5% 
were not pleased thereof.

•	 In the scope of the study the whether the 
elderly people enrolled in the study lent 
social and economic assistance to their 
children was assessed. It was seen that 
slightly higher than half of the elderly peo-
ple (54.1%) lent social and economic as-
sistance to their children, where 44.3% did 
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not /could not lend social and economic as-
sistance to their children.

•	 It was seen that 68.4% of the elderly peo-
ple frequently met their grandchildren (ev-
ery day to one a week), where 29% met 
occasionally.

•	 In the scope of the study, whether the el-
derly people enrolled in the study take the 
care of their grandchildren for any reason 
was assessed in the context of satisfaction 
of social needs. It was understood that more 
than half of the elderly people (52.9%) did 
not have to take care of their grandchildren 
for any reason, and that 46.5% took care of 
their grandchildren.

•	 In the scope of the social needs, it was ex-
amined whether the children or grandchil-
dren provided economic or social support 
to the elderly people. It was understood that 
59.9% of the elderly people were provided 
with economic or social support by their 
children or grandchildren, where 38.7% 
did not receive any economic or social sup-
port from their children or grandchildren.

•	 It was found that 82.8% of the elderly 
people frequently met with their friends or 
neighbors, every day to once a week, where 
12.5% of the elderly people occasionally 
met with their friends or neighbors.

•	 It was seen that 91.4% of the elderly peo-
ple were contented with their relations 
with friends or neighbors, and that 5.5% 
were not contented with their relation with 
friends or neighbors, and that 3.1% did not 
reply the question.

•	 It was seen that majority of the elderly peo-
ple (74.7%) paid occasional visits to their 
relatives. It was observed that the percent-
age of those elderly people paid frequent 
visits (every day to once a week) to their 
relatives (11.1%) was higher than that of 
those, who did not pay any visits to rela-
tives (7.6%) and those, who did not have 
any relatives (5.1%).

•	 The status of greenery areas in the dis-
tricts, where the elderly people enrolled in 
the study, was examined. Accordingly, the 
majority of elderly people (80.4%) stated 
they had parks/greenery areas in their dis-
tricts, where 19.6% said there was no parks/
greenery areas in their districts. 81.7% of 
the elderly people were benefited from the 
greenery areas in their districts.

•	 It was seen that 76% of the elderly people 
had parks in their district, where 23.4% had 
no park in their district. It was observed 
that more than a half of the elderly people 
(55.1%) were benefited from the park in 
their district, where 44.9% did not benefit 
from the park in their district.

•	 As for the available social facilities in the 
districts of the elderly people, it was found 
that more than a half of the elderly people 
(56.3%) stated there was no social facility 
in their district, where 43.7% said that they 
had social facilities in their districts.

•	 As for the available sports facilities in the 
districts of the elderly people, it was found 
that more than a half of the elderly people 
(55.7%) stated that there was no sports fa-
cility in their district, where 44.3% said 
they had. However, it was also seen that 
62.8% of the elderly people did not ben-
efit from the social facility in their districts, 
where only 37.2% were benefited there 
from.

•	 As for the available markets in the districts 
of the elderly people, it was found that the 
majority of the elderly people (87.8%) stat-
ed they had a market in their district, where 
12.2% stated they had no market in their 
district.78.4% of the elderly people were 
benefited from the markets in their district.

•	 As for the available coffeehouses in the 
districts of the elderly people, it was found 
that 78.2% of the elderly people stated that 
there were coffeehouses in their district, 
where 21.8% said they had no coffeehouses 
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in their district. 67.3% of those, who had a 
coffeehouse in their district, were found not 
to have benefited from these coffeehouses.

•	 As for the available parking lots in the dis-
tricts of the elderly people, it was found 
that 64.6% of the elderly people stated they 
had no parking lot in their district, where 
35.4% said they had parking lots in their 
district. 77.6% of the elderly people were 
not benefited from the parking lots in their 
district. The main reason for the forego-
ing is that the percentage of elderly people 
possessing a car was low.

•	 As for the available primary healthcare 
centers in the districts of the elderly people, 
it was found that 96.6% of the elderly peo-
ple stated that they had a primary health-
care center in their district, where 3.4% 
did not have any. It was seen that 93.6% of 
the elderly people were benefited from the 
primary healthcare center in their district, 
where 6.4% did not.

Poverty Analysis by Cultural 
Needs of Elderly People

•	 As for the status of reading newspapers or 
magazines, it was seen that 59.6% of the 
elderly people read newspapers or maga-
zines, and that 43.4% did not read newspa-
pers or magazines.

•	 It was examined whether the elderly peo-
ple share newly acquired information with 
their friends or relatives. It was seen that 
80.5% of the elderly people shared newly 
acquired information with their friends or 
relatives, where 19.5% did not share newly 
acquired information with their friends or 
relative.

•	 The daily average TV watching durations 
of the elderly people were assessed. It was 
found that 79.1% of the elderly people 
watched TV for an average period of 0-5 

hours, 18% for 6-10 hours, and 2.6% for 1o 
hours and more.

•	 78.9% of the elderly people thought that 
the TV programs they watched were help-
ful for their lives. Whereas, 19.3% believed 
these programs were not helpful, and 1.8% 
did not provide a reply.

•	 It was observed that 79.7% of the elderly 
people were interested in actual events and 
social issues, where 18.8% were not inter-
ested in actual events and social issues.

•	 It was seen that 86.2% of the elderly people 
were not members of any foundation, as-
sociation, club, chamber, union, or politi-
cal party, where 13.2% were members of 
a foundation, association, club, chamber, 
union, or political party, and that 0.6% did 
not provide a reply.

•	 In the scope of the cultural needs, it was 
examined whether the elderly people 
went for a domestic travel for sightseeing. 
Accordingly, 65.3% of the elderly people 
stated they did not go for a domestic trav-
el for sightseeing, where 34.2% said they 
went for a domestic travel, and that 0.5% 
did not provide a reply.

•	 It was observed that the majority of the el-
derly people did not go for an international 
travel for sightseeing, where 9.2% went for 
an international travel, and that 0.8% did 
not reply this item.

•	 It was examined whether the elderly people 
could go wherever and whenever they want 
to in their city. It was seen that 62.6% of 
the elderly people could go wherever and 
whenever they want to, that 37.1% could 
not go wherever and whenever they want 
to, and that 0.2% did not reply this question.

•	 The elderly people were asked if there was 
a place in the country they wanted to see. 
Accordingly 51.7% of the elderly people 
said that there was a place they wanted to 
see, and 48.3% stated there was no place in 
the country that they wanted to see.
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•	 It was examined, whether the elderly want-
ed to see a place outside the country. It was 
found that 72.6% of the elderly people said 
that there was no place they wanted to see 
outside the country, and 27.4% stated there 
was a place outside the country that they 
wanted to see.

FUTURE RESEARCH DIRECTIONS

In pointing to key future research directions we 
can identify two separate sets of issues. Firstly a 
set of thematic concerns which are likely to need 
particular attention over the coming decade (the 
what) – and secondly two major priorities in taking 
forward these concerns in the commissioning and 
execution of elderly poverty research (the how).

The what: some of these things are already 
on the radar (for example, politics, or gender) 
and have been for a long time. However, all are 
connected with how elderly poverty distribution 
and dynamics are likely to change over the com-
ing decade. Politics about redistribution, poverty 
measurement methods for elderly, social differen-
tiation, exclusion and poverty will be important 
issues for next research.

The how: in order to generate policy relevant 
elderly poverty diagnostics in parallel to the inno-
vations in ‘growth diagnostics’, and opportunities 
for stronger policy evaluation. There are two sets 
of issues which won’t happen automatically, and 
where long-term investment needs to be made. 
Firstly longitudinal quantitative and qualitative 
research is an important new basis for improved 
poverty diagnostics. Secondly in-country capacity 
building, stronger in-country networks including 
not only research institutes but research users, 
research analysts, statistical offices and citizens 
are needed. There should be a particular focus on 
the capacity to do longitudinal mixed methods, 
policy relevant, research; and an active effort 
to identify opportunities that information and 
communications technology provides to leap-

frog conventional approaches to data collection, 
checking and analysis, with potential for gains in 
cost, speed, frequency and granularity of elderly 
poverty research.

CONCLUSION

Today the aged population of the world has 
increased and continues to increase as a result 
of the social, economic, medical, scientific, and 
technological changes. It is estimated that the 
number individual aging over 60 years will be 1.2 
billion in 2025, 1.3 billion in 2040, and 2 billion 
in 2050, with 80% of the developed countries. 
As of 2002, the number of individuals aging 60 
years and over in the developing countries were 
approximately 400 million. It is forecasted that the 
same figure will rise to an approximate amount 
of 840 million as from 2025. Therefore almost all 
developed countries will be witnessing the aging 
of their population in the forthcoming decades.

Old age is not a new notion in the globalized 
world. However, day by day this phenomenon 
manifests itself through new problematic and the 
need for new service models. All countries had to 
face with increased economic and social demands 
during the aging process. Old age and issues related 
to old age have become to determine the agenda 
of the services together with the changing world 
conditions, developing healthcare system, and 
cultural and social changes. The elderly people are 
no more living in the extended family model, but 
in a world where nucleus family model has become 
widespread. On the other hand the advancements 
in technology and healthcare services increase 
average life expectancy. Due to the changes in 
needs and consumption habits during the old 
age period, difficulties in meeting economic and 
social needs, and prevalence of such conditions as 
dementia and Alzheimer’s disease, this period may 
become quite challenging for relevant individuals.

The US Population Institute emphasized in 
its report published in September 2011, that the 
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world population increased from 6 billion to 7 
billion since 1999, and that one billion people 
were added to the global population in the said 12-
year period. At this point, the report questions the 
implications of population increase for the future 
of the world and for ensuring the welfare of the 
entire humanity, and especially of disadvantaged, 
vulnerable groups such as children, elderly people, 
and women. In the context thereof, the report 
underscores the importance of such issues as the 
exhaustion of resources, fight against poverty, 
reinforcing disadvantaged groups such as children, 
elderly people, and women, and restructuring of 
population policies (Population Institute, 2011).

While percentage of employed population 
decreases in the aging societies the number of 
retired people increases. As with the increase in 
the number of retired people, the burden on the so-
cial security system and public finance increases. 
Moreover it seen, due to aging, that the healthcare 
expenses of the elderly people increase, that the 
elderly people need to benefit from healthcare 
services more frequently and for longer periods 
due to chronic diseases, and that the number of 
medicines and the administration period thereof 
is higher in the elderly people. One of the most 
important issues with regard to the economic cost 
of aging is the poverty of elderly people.

This study examined the poverty of elderly 
people upon analysis of economic, social, and 
cultural needs. Therefore, it was aimed to deter-
mine the deprivations accompanying the poverty. 
In this study, which researched the poverty of 
elderly people in Ankara, it was found that 64.5% 
of the elderly people were married, nearly half 
(49%) were graduated from a primary education 
institution, and 20.7% were illiterate. 95.2% of 
the elderly people were retired and were not em-
ployed in any job. 91% of the elderly people were 
covered by social security. 90.9% of the elderly 
people considered their health status to be “good.”

Despite the fact that the residences of the 
majority of the elderly people were their own 
property, the percentage of possessing one’s own 

residence and a car was lower in elderly people 
at low-income level. The percentage of having 
such durables as TV, air-conditioner, refrigerator, 
washing machine, telephone, and cell phone at 
home were lower in low-income elderly people. 
Therefore the level of dissatisfaction with their 
residence was higher in low-income elderly people.

It was found that the elderly people were 
in general not contented with the level of their 
income, that they found it insufficient, and that 
they could not sufficiently afford such expenses 
as food, clothing, electricity and water bills, and 
medicine. They could not make travel and excur-
sion plans and allocate budget for such activities. 
Furthermore, the elderly people were economi-
cally supported by their children or grandchil-
dren due to the insufficiency of their income. 
Due to poverty, the elderly people experienced 
deprivations deeper as well. For instance, it was 
understood that impoverished elderly people used 
telephone less frequently due to its cost and visited 
their children less frequently. It was seen in the 
scope of the social needs that the elderly people 
were generally contented with the interpersonal 
relations and relations with their children, yet the 
low-income elderly people stated that they were 
not consulted by their children, when a decision 
to be made in the family. Moreover, the frequency 
of meeting with children and grandchildren was 
lower in such individuals. This suggests the fact 
that poverty is transferred to next generations. In 
a metropolitan city long distances increase the 
transportation cost and that usually the children, 
also poor themselves, experience difficulty in 
paying a visit to their poor elderly parents. On 
the other hand it was found that the elderly 
people mostly watched TV to meet their cultural 
needs, and met their need to read newspapers and 
books at lower degrees. Also despite available 
urban facilities as parks, sports facilities etc. the 
level of benefiting from these opportunities was 
low. Most elderly people did not make plans to 
see a place inside or outside the country due to 
poverty and inability to allocate budget there for. 
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Although the level of meeting the cultural needs 
is associated with poverty, educational status and 
intellectual capital also influence the motivation 
and expectations to meet the cultural needs. Taking 
into consideration that approximately one-fifth 
of the elderly people enrolled in this study were 
illiterate, it was concluded that the motivation to 
meet cultural needs was low.

While on the one hand the income decreases 
with old age, the prevalence of diseases rises and 
the healthcare expenses such as medicine and doc-
tor increases. There are ongoing social assistance 
programs in cash and in kind for poor elderly 
people in Turkey, in the scope of social warfare 
state practices, such as home care giving fee, old 
age pension for 65 and over age group, and free or 
discounted transportation opportunity. However it 
is seen that alleviating poverty is one of the most 
important issues for the elderly people, as it is 
with the generality of the population. Therefore 
it is obvious that effective social policies and 
intervention methods are required to implement 
in micro and macro levels.
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absolute poverty line thus represents a certain 
basic level of goods and services, and only rises 
with inflation to show how much it would cost 
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Deprivation: Deprivation is the consequence 
of a lack of income and other resources, which 
cumulatively can be seen as living in poverty. The 
relative deprivation approach to poverty examines 
the indicators of deprivation, which are then related 
back to income levels and resources.

Elderly People: Most developed world coun-
tries have accepted the chronological age of 65 
years as a definition of ‘elderly’ or older person, 
but like many westernized concepts, this does not 
adapt well to the situation in Africa. While this 
definition is somewhat arbitrary, it is many times 
associated with the age at which one can begin to 
receive pension benefits. At the moment, there is 
no United Nations standard numerical criterion, 
but the UN agreed cutoff is 60+ years to refer to 
the older population.

Financial Behavior: It can be defined as any 
human behavior that is relevant to money manage-
ment. Common financial behaviors include cash, 
credit and saving behavior.

Life Expectancy: Life expectancy is the ex-
pected (in the statistical sense) number of years 
of life remaining at a given age.

Need Analysis: Requirements analysis focuses 
on the elements needed to be represented in the 
system, needs analysis focuses on the requirements 
related to the goals, aspirations and needs of the 
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users and/or the user community and feeds them 
into the system requirement analysis process. 
The main purpose of needs analysis is the user’s 
satisfaction.

Poverty: Poverty is general scarcity or dearth, 
or the state of one who lacks a certain amount of 
material possessions or money.

Relative Poverty: Poverty can be defined and 
measured in various ways. The most commonly 
used approach is relative income poverty. Each 

household’s income, adjusted for family size, is 
compared to median income. (The median is the 
“middle” income: half of people have more than 
the median and half have less.). Those with less 
than 60 per cent of median income are classified as 
poor. This ‘poverty line’ is the agreed international 
measure used throughout the European Union.
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Investor Biases in 
Financial Decisions

ABSTRACT

Financial Decisions involve making choices between various investment alternatives, with the aim of 
increasing the individual’s net worth. The investor today is exposed to various investment options, but 
does not have the knowledge and capability of evaluating all the options and making a rational deci-
sion. Due to the limitation in the information processing capacities of the individuals, their beliefs 
and preferences, the investment decision-making process, gets biased. This chapter highlights ten such 
biases and throws light on how they impact investment behaviour, both positively and negatively. This 
understanding of investor psychology will generate insights that will benefit the financial advisory rela-
tionship. Further for Individuals, recognizing how the biases impact their financial decisions, can help 
create self-awareness and an understanding that would help them in better financial management, in 
case these tendencies are leading them to make unsatisfactory investments.

INTRODUCTION

When it comes to financial decision making, 
the thought that one comes across is that the 
process should follow a planned approach, since 
these decisions will have long term financial and 
emotional consequences. The long term impacts 
of financial decisions would enable an individual 
to successfully fulfill the financial goals that they 
have set for themselves and their family, and the 
fulfillment of which bring a sense of peace and 
well-being to the individual.

The process of financial planning could be 
based on the individual as the key information 
gatherer and decision maker, or as a facilitator 
of decisions that are based on information that is 
presented to him/her. In either of these cases, it is 
the individual who has the choice to take the deci-
sions himself/ herself or to allow others to take on 
their behalf. This choice could be self-imposed or 
arise on account of the inability of the individual 
to make the financial decisions themselves.

With the tremendous growth in the financial 
markets the world over, an individual is exposed 
to a gamut of information, on which to base their 
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decisions. This is certainly good from the point 
of view of making investment decisions, but is 
the individual actually able to make sense of this 
information? Can the individual take in all the 
information available in the market, process it, and 
come out with a decision that is going to maximize 
their utility? An answer to that would be, ‘No’.

If the maximization of utility was so easy, we 
would not have a problem. However, in reality 
the situation is not so easy. The limitations that 
are imposed on the ability of the human mind to 
process such large chunk of information, in short 
time, forces people to make decisions based on 
certain heuristics. These heuristics help to process 
the information quickly and take decisions. But 
at times these heuristics can also bias the deci-
sions. Not just heuristics, the individual is also 
driven by various emotions and sentiments that 
also bias them towards certain choices. In addi-
tion, individual may have certain motives that 
lead them to choose a particular course of action. 
Such heuristic driven behaviour, emotions and 
motives, bias investment decision making. The 
traditional finance theorists would say that these 
behaviours lead to suboptimal decisions as these 
behaviors are irrational. Unfortunately, people are 
not as rational as the traditional finance theorists 
claimed them to be. Hence the ‘rational man’ is 
in fact the homosapien who by the design of the 
human mind, is prone to biases. Much literature 
from evolutionary psychology gives evidence of 
biases as essential for human existence.

Amos Tversky and Daniel Kahneman (1974) 
were among the first to identify the presence of 
psychological biases in decision making under 
uncertainty and risk. Some examples of behav-
ioural biases are Illusion of control, Illusion of 
validity, Overconfidence Bias, Anchoring Bias, 
Self-Control bias, Cognitive dissonance, Fram-
ing, Representativeness, Hindsight Bias, Loss 
Aversion Bias, Status Quo Bias, Regret Aversion, 
Ambiguity aversion, etc (Tversky & Kahneman, 
1974; Kahneman & Tversky, 1979; Thaler, 1980; 

Kahneman & Riepe, 1998; Barber & Odean, 1999; 
Hilton, 2001; Shefrin, 2000; Barberis & Thaler, 
2003; Pompian, 2008; Szyszka, 2013).

Individual investors are prone to various biases 
that influence their investment decisions. The 
literature on finance tells us that biases need to be 
corrected as these lead to sub-optimal decisions. 
But biases are actually designs of the human 
mind and enable people to make sense of their 
environment and give a sense of wellbeing. The 
purpose of the chapter is to understand based on 
the literature in the area of behavioural finance, 
how the various biases manifest in financial deci-
sion making; to try and understand the positive 
and negative dimensions of the various biases and 
what ways are there to enable people to overcome 
the negative aspects of the biases.

BACKGROUND

The volume of research in the field of Behav-
ioural Finance has grown over the recent years. 
The field predominantly merges the concepts of 
finance, economics, psychology and sociology, 
to understand the human behaviour in the finan-
cial markets. Decision making under standard 
finance and economics is based on the theory 
of expected utility and describes how a rational 
individual should behave. It is driven by the fact 
that investment decisions are solely driven by the 
aim of maximizing the expected utility of returns 
(El Sehity, Haumer, Helmenstein, Kirchler & 
Maciejovsky, 2002; Szyszka, 2013). However, 
the insights from psychology have showed that 
how people should behave and how they actually 
behave, is quite different (Kahneman & Riepe, 
1998). What are the causes of these deviations in 
behaviours and what impact these deviations have 
on the decision choices in the investment deci-
sion making domain, is of substantial relevance 
and interest to the proponents of the Behavioural 
Finance and Behavioural Economics research.
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The application of psychology to investor be-
haviour has helped in understanding the systematic 
deviations from the rational behaviour that seemed 
to be unexplained earlier (Slovic, 1972; Baker & 
Nofsinger, 2002). Behavioural finance contends 
that there are various ways in which people behave 
that are inconsistent with the rational assumptions 
model (Kahneman & Tversky, 1979), and these 
behaviours are not chance phenomenon but are 
occurring frequently and often in a systematic 
fashion (Odean, 1999; Shefrin, 2000; Barber & 
Odean, 2001).

Van der Sar (2004) stated that Herbert Simon’s 
work on Satisficing criteria and Bounded Rational-
ity, has played a major role towards the develop-
ment of behavioural finance. Simon’s proposition 
was that people have a tendency to satisfice rather 
than optimize when it came to decision making, 
meaning thereby that the decision path chosen is 
one that satisfies the individual’s most important 
needs, irrespective of the fact that the choice may 
not be the ideal or the optimal one (Plous. 1993). 
Simon (1955; 1956; 1957) stated that the ability 
of an economic man to be rational is dependent 
upon and is bounded by the information that he 
has access to and the computational capacities he 
possess. If the human brain were a computer, then 
it could be programmed to analyze huge chunk 
of information and come out with a decision in 
a split second. However, the human brain works 
differently than a computer; it frequently processes 
information through shortcuts and emotional 
filters to cut down on analysis time (Nofsinger, 
2001). The use of these shortcuts time and again, 
biases the decision maker towards certain actions 
or behaviours.

INDIVIDUAL INVESTOR BIASES

Bias: Meaning

Wolman (1973) defined a Bias as a “tendency to-
wards a certain disposition or conclusion” (pp.44).

Psychological Biases in the Behavioural 
finance literature are referred to as Systematic 
Errors in Judgment (Kahneman & Riepe, 1998; 
Szyszka, 2013); Heuristics (rules of thumb) (Tver-
sky & Kahneman, 1974; Shefrin, 2000; Baker & 
Nofsinger, 2002; Prast, 2004; Pompian, 2006; 
Szyszka, 2013); Beliefs, judgments or preferences 
(Tversky & Kahneman, 1974; Pompian, 2006; 
Szyszka, 2013).

Evolution of Bias

“Evolutionary psychology seeks to explore the 
ways in which our minds have been formed by 
the process of evolution” (Montier, 2002; pp.4) 
and hence gives insights as to why we think the 
way we do. Most literature in Behavioural Finance 
considers ‘Bias’ as an error; a mistake; an anomaly; 
which needs to be corrected. This meaning holds 
true when we are comparing the decisions to 
the standards laid out by the traditional finance 
theory. If the biases are seen independent of the 
standard theory, they in reality reflect the designs 
of the human mind. According to Haselton and 
Nettle (2006), “one of the curiosities of human 
cognition—the fact that it seems riddled with bi-
ases—may be a functional feature of mechanisms 
for making judgments and decisions” (p.47).

Haselton, Nettle & Andrews (2005) state 
that, “biases reveal the intricacy of the mind’s 
design” and “because they depart from standards 
of logic and accuracy; they appear to be design 
flaws instead of examples of good engineering” 
(p.725). They further state that cognitive biases 
can arise on account of three reasons: heuristics, 
error management biases and artifact. Heuristics 
would pertain to the use of shortcuts, when the 
task presented is not something that the mind has 
experience of. The use of artifacts also biases the 
decision (an example would be the confirmation 
bias-which is tendency to look for confirmatory 
information). Haselton and Buss (2003) state 
that, “biases can also emerge as a consequence of 
trade-offs.”(p.30). The Error management biases 
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arise since “many real-world tasks of judgment are 
probabilistic and, therefore, include an irreduc-
ible amount of uncertainty” (Haselton, Nettle & 
Andrews, 2005).

Decision making in order to be good, must at-
tempt to minimize the errors of decision. However, 
it is not always possible to reduce both the Type I 
error and Type II error and hence the endeavor is 
to reach to a compromise solution. This solution 
in circumstances of judgment under uncertainty 
calls for making the less costly error (Type I), 
over the most costly errors (Type II), as this way 
thought the error rate may increase but by keeping 
the Type II error less, the overall costs are less 
(Haselton & Nettle, 2006). These cost-benefit 
tradeoffs can lead to certain reasoning that can 
predispose the individual to act in a systematic 
way (Haselton & Buss, 2003). Some examples 
of such biases would be loss aversion tendency, 
regret aversion tendency, Optimism Bias, Illusion 
of control and Overconfidence Bias.

Hence, the design features of the human mind 
that seem like flaws when seen from one per-
spective are actually human adaptations shaped 
by the evolutionary forces, for the purpose of 
ensuring well-being of an individual (Taylor & 
brown, 1988; Cummins & Nistico, 2002; Hasel-
ton, Nettle & Andrews, 2005; Johnson & Fowler, 
2009). These design features help to explain that 
in some situations like those of uncertainty and 
risk, a biased reasoning is actually more preferred 
than an unbiased one (Johnson & Fowler, 2009).

Causes of Investor Biases

Due to the presence of uncertainty and the inherent 
risk associated with Financial Investment Deci-
sions, the individual investor behaviour is likely to 
be biased (Slovic, 1972; Thaler, 1999). Making an 
investment decision is a complex process, wherein 
the investor has to deal with a number of positive 
and negative emotions pertaining to the parting 
of the money and the outcome of the decision. 
Further, making a choice from the plethora of in-

vestment opportunities that are available, requires 
an innate mental ability of the investor to analyze 
the data available, in order to make the informed 
decision. Had the number of alternatives been 
limited and the future more predictable, the human 
mind could have easily analyzed all the informa-
tion and made a decision. But with the gamut of 
information, in the face of risk and uncertainty, 
decision making, in order to be quick, has to rely 
on some beliefs and judgments. These judgments 
can at times be overpowered by the emotions that 
the individual has with regard to the investment 
decision. While at times the biases can act in a 
positive way for the wellbeing of the individual 
investor, at other instances these very biases can 
lead to negative results and prevent the investor 
to achieve their financial goals.

There could be a number of reasons that could 
lead to a biased behaviour. Some reasons are 
outlined below:

Cognitive Limitations, i.e. the limitations of 
the human mind to process huge information, can 
lead to biased behaviour where the individual’s 
choices are based on simplified procedures or 
heuristics (Tversky & Kahneman, 1974; Kahne-
man & Tversky, 1979; Shefrin, 2000; Keren & 
Teigen, 2004; Van der Sar, 2004; Haselton, Nettle 
& Andrews, 2005) Further the biases are also on 
account of Affective Influences and Emotions 
(Montier, 2002; Keren & Teigen, 2004; Haselton, 
Nettle & Andrews, 2005; Kahler, 2007; Seo & 
Barrett, 2007); Psychological Motives such as 
Fear, Greed, need for security, need for achieve-
ment, conformity, safety also impact the decisions 
choices and tend to bias an individual’s choices 
(Haselton, Nettle & Andrews, 2005; Roszkowski 
& Grable, 2007). Biases have also been found to 
be on account of trying to commit errors that are 
less costly (Haselton, Nettle & Andrews, 2005)

Thus, Individual investors are prone to various 
biases that prevent them from making rational 
investment decisions. As we have seen in the 
above sections, biases are a normal aspect of 
‘being human’. At times these biases can help 



151

Investor Biases in Financial Decisions
﻿

us in decision making by enabling mitigation of 
risks, while at other times we could be losing out 
on possible investment rewards, on account of 
our biases. Olsen (2007) stated that a “bias is not 
necessarily bad as long as it leads to the results 
that the decision maker wishes” (p.53).

There are umpteen number of biases that have 
been mentioned in the literature. In the next sec-
tion we present 10 such biases that have been 
well documented in the literature and see how the 
biases can play a positive and a negative role in our 
investment decisions. Further, some suggestions 
have been given on how the negative influences 
of the biases can be reduced.

Investor Biases: An Insight into the 
Positive and Negative Aspects

1. Overconfidence Bias

Overconfidence has been defined as: Unwarranted 
faith in one’s intuitive reasoning, judgment and 
cognitive abilities (Pompian, 2006, pp.51)

A. Manifestation of Overconfidence Bias 

Odean (1999) found that the individual investors 
either overestimate the quality of their informa-
tion or their ability to interpret that information. 
Overconfidence manifests through excessively 
positive self-perceptions, wherein the individual 
can be overconfident with respect to his abilities, 
knowledge, and accuracy of predictions (Fried-
man, 2007). Overconfident individuals hold high 
views of their personal beliefs and abilities (Barber 
& Odean, 1999; Grinblatt & Keloharju, 2006; 
Friedman, 2007), and this leads to positive ex-
pectations about their endeavors. Overconfidence 
can be on account of factors like, self-deception, 
illusion of knowledge, miscalibration, unrealistic 
optimism, better-than-average-effect and illusion 
of control (Langer, 1975; Hirshleifer, 2001; Baker 
& Nofsinger, 2002; Goetzmann & Kumar, 2007; 

Skala, 2008). Barber and Odean (2001) found that 
overconfident investors who are men trade more 
frequently and had lower returns as compared to 
women.

B. Positive Aspects of Overconfidence Bias 

According to Taylor & Brown (1988) “positive 
self-evaluations, exaggerated perceptions of 
control or mastery, and unrealistic optimism are 
characteristic of normal human thought” (p.193). 
These positive illusions are adaptive and benefi-
cial and create a sense of well-being (Taylor & 
Brown, 1988; Kinney, 2000; Fenton-O-Creevy, 
et, al., 2003; Skala, 2008). Nelson and Quick 
(2008) argued that this faith and trust in one’s 
own judgment gives a sense of satisfaction and 
contentment to the individual. Johnson and Fowler 
(2009) added that overconfidence is advantageous 
because it serves to increase ambition, resolve, 
morale and persistence. Overconfident behaviour 
has been related to high self-esteem. Further, it 
has been seen that “people with high self-esteem 
perform better and are more satisfied with their 
jobs” (Nelson & Quick. 2008, pp.72). Cummins 
& Nistico (2002) in their review of studies from 
the quality of life literature found that self-esteem 
was highly correlated with life satisfaction. Confi-
dence with regard to investment decisions would 
enable people to feel good about their investment 
decisions and thus feel more financially satisfied.

C. Negative Aspects of Overconfidence 
Bias 

An overconfident investor would ignore nega-
tive information about the investment decisions 
and may end up with a bad decision. Pompian 
(2006) believed that overconfidence would lead 
the individual investors to be not well prepared 
for their future (since they would ignore negative 
information) and thus they would not reach their 
financial goals and hence would be unhappy and 
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discouraged. Barber and Odean (2001) found that 
overconfidence leads to more trading behaviour 
and lower overall returns. Overconfidence also 
leads investors to hold under-diversified port-
folios, as they feel that the select investments 
that they have made, would be giving them the 
required returns that they want. Overconfidence 
investors also take more risks, which at times 
can be detrimental to their portfolio, especially if 
the downside risk of the investment has not been 
considered (Pompian, 2006).

D. Overcoming Negative Aspects of 
Overconfidence Bias 

Overconfidence being a cognitive bias (Pompian, 
2006) can be reduced by collecting important 
factual information (both positive and negative). 
This way the investor’s assumption and opinions 
can be corrected/ checked for any signs of over-
confident behaviour.

2. Conservatism Tendency 

Clinging on to the view or anchor and finding it 
hard to move away from this view when things 
change is referred to as the Conservatism Bias 
(Montier, 2002; Pompain, 2006).

A. Manifestation of Conservatism Tendency

The tendency of the people to be slow to pick 
up on the changes makes them prefer to keep 
their anchor on the ways things have normally 
been (Ritter, 2003). When things change, people 
might underreact to events, because of the con-
servatism bias (Ritter, 2003). Hirshleifer (2001) 
stated that this bias manifests as people feel that 
it is cognitively costly to process new informa-
tion and update beliefs. Self-deception can also 
lead to being conservative (Hirshleifer, 2001). 
Barberis, Schleifer, and Vishny (1996) formulated 
a model of investor sentiment to security price 
over and under-reaction, to information when 
investor judgment is biased by conservatism and 

the representativeness heuristic. Their study has 
yielded a prediction that stock market prices over 
react to consistent patterns of good or bad news 
and underreact to earnings announcements.

B. Positive Aspects of Conservatism 
Tendency 

According to Oakeshott, M. (1991) a conservative 
person takes delight in what is there at present, 
rather than focusing on the past that was or in 
the future what may be. Hence, a person who is 
conservative may handle their finances well. They 
would prefer to budget their expenses and would 
prefer safe avenues for investing their money. When 
people have only limited income, to take care of 
their basic expenses, then being conservative can 
actually be a good practice. Being conservative 
would lead a person to evaluate the consequences 
of a decision and make appropriate adjustment, 
even if they are slow (Oakeshott, 1991). Conserva-
tive investors would also avoid taking risks with 
their hard earned money.

C. Negative Aspects of Conservatism 
Tendency 

Not being able to change a view in the light of new 
information can make people commit investment 
mistakes. And even if they do change (for example 
deciding to sell a stock), they do so very slowly, 
causing them to lose money in the meanwhile 
(Pompian, 2006). For a well balanced portfolio, 
it would be essential that an investor diversifies 
into multiple investment avenues, however a 
conservative investor would cling on to the old 
tried and tested avenues, even at the expense of 
getting more returns for the same amount of risk 
(that they are presently taking).

D. Overcoming Negative Aspects of 
Conservatism Tendency 

Conservative people enjoy what is available 
because they are familiar with the same and thus 
become attached to it, and this tendency is more 
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if there is a risk of losing that thing (Oakeshott, 
1991). Oakeshott (1991) further explained that 
people who are conservative are able to tolerate 
small and slow changes, but when it comes to 
large and sudden changes, they can become a 
little more resistant.

Hence, when it comes to conservatism ten-
dency as an investor bias, it would be essential 
that the people who exhibit this bias, should not 
be rushed or pushed into investment decisions that 
are radically different from the ones that these 
people are used to. Slow changes in the investment 
portfolio may go down well with these people in 
the long term.

3. Regret Aversion Tendency 

According to Fisher and Statman (2000), “Regret is 
the pain we feel when we find, too late, that other 
choices would have led to better outcomes” (p.7). 
An aversion to this pain is called regret aversion.

A. Manifestation of Regret Aversion 
Tendency 

Coricelli, Dolan and Sirigu (2007) stated that, 
“regret is an emotion associated with a decision 
that turns out badly” (p.258). In order to minimize 
the pain associated with regret, people avoid 
taking certain investment decisions, “because 
they fear that, in hindsight, whatever course they 
select will be less than optimal” (p.227). People 
who exhibit regret may also exhibit hindsight 
bias (Shefrin, 2000). Many a times in order to 
avoid the feeling of regret on account of having 
made decisions which have not been successful, 
the regret aversion bias sets in. This causes the 
investors to avoid taking a decision for fear that 
they may regret it later (Shefrin, 2000; Pompian, 
2006). Shefrin and Statman (1985) stated that 
regret is an emotional feeling which is associated 
with the feeling that if the past decision had been 
different, it could have been better than the one 
chosen. Baber and Odean (1999) suggested that 
investors want to avoid regret as was observed 

when investors holding the stock in which they 
have made paper gains, worry that the stock price 
will fall, so they sell the paper gains stock and 
make it realized gains. On the other hand, when 
investors have paper losses on a stock investment, 
they expect that the stock price will go up in the 
future, so they continue to hold the stock in which 
they have losses. Szyszka (2013) stated that the 
feeling of regret will be more, if the decision that 
was taken was an exception (something that the 
investor has never done before), and it went wrong.

B. Positive Aspects of Regret Aversion 
Tendency 

In order to avoid feeling regret, investors tend to be 
more cautious, thoughtful and prefer investments 
that are more secure and creditworthy, thereby 
leading to better decision making (Connolly & 
Zeelenberg, 2002). Bailey & Kinerson (2005) 
stated that anticipatory regret could have a positive 
impact on the retirement saving behaviors of the 
investors. This would mean that people would end 
up saving more for their retirement, because they 
would not want to regret at a later date. This would 
be useful for the individual’s financial well-being.

C. Negative Aspects of Regret Aversion 
Tendency 

Aversion to regret may make people too conserva-
tive while investing. Since risk is an inherent part 
of financial investments, being too conservative 
may make people miss out on investment oppor-
tunities that could be beneficial for them in the 
long term. To avoid the feeling of regret, people 
may continue to hold on to investments that are 
going into losses, causing them to allow erosion 
of their wealth (Pompian, 2006).

D. Overcoming Negative Aspects of Regret 
Aversion Tendency 

A person may experience regret on account of an 
action that they took that they should not have taken 
or their failure to act, when they should have. A 
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person who is prone to this tendency will avoid 
any action that makes them feel that they should 
not have done the same, at a later point in time.

The feeling of regret on account of an incorrect 
decision made earlier tends to make people avoid 
the same scenario in the future (Szyszka, 2013). It 
is essential therefore to help people understand the 
reasons for the investment moving in the opposite 
direction and the assumptions that were considered 
at the time of making the original decision. This 
would help to understand that an informed choice 
may not have been made in the initial case. Since 
regret is an emotional phenomenon, it may not be 
overcome too quickly and hence the investor would 
need to build themselves mentally and emotionally 
before venturing in the same investment scenario 
again, this time taking an informed decision.

Hence, in order to overcome this aspect of 
behavior, it would be important for the person to 
collect all the relevant information so as to make 
an informed judgment. When the judgment is 
made based on objectively analyzed data, the 
choice made would not lead to regret or to a lesser 
degree of regret.

4. Status Quo Bias

Leads an investor to prefer the default choice of 
holding on to the investments that they already 
have, and not act with an intention of changing 
the investment (Baker & Nofsinger, 2002)

A. Manifestation of Status Quo Bias 

Samuelson and Zeckhauser (1988) performed a 
series of decision-making experiments and found 
evidence of the presence of status quo bias. They 
stated that the possible explanations for this bias 
could be on account of three factors, namely ratio-
nal decision making in the presence of uncertainty, 
cognitive misperceptions, and psychological 
commitment stemming from misperceived sunk 
costs, regret avoidance, or a drive for consistency. 
Fernandez and Rodrik (1991) stated that due to 

the uncertainty regarding the distribution of gains 
and losses from reform, governments tend to avoid 
policies, which may lead to efficiency enhance-
ment, thereby leading to status-quo bias. With 
regard to Investment decision making, Baker & 
Nofsinger (2002) stated that the status quo bias 
leads an investor to prefer the default choice of 
holding on to the investments that they already 
have, and not act with an intention of changing 
the investment, even if the action is in investors’ 
best interest.

B. Positive Aspects of Status Quo Bias 

Status quo tendency has been shown to help people 
minimize the cognitive effort and cope with the 
negative emotions that may arise (Luce, 1998). 
Samuelson & Zeckhauser (1988) explained that 
“the act of choosing an alternative raises its value 
to some degree. Other things equal, this induces 
a bias toward retaining the choice in subsequent 
decisions even under changed conditions” (p.40). 
Emotional focused coping behaviour has been 
shown to lead people to avoidance behaviour or 
changing the meaning of the situation (Folkman 
& Lazarus, 1980; Luce, 1998). Further and Luce 
(1998) explained that people prefer to choose the 
avoidant options (maintaining the status quo) as it 
gives them satisfaction that they could minimize 
the “explicit confrontation of negative potential 
decision consequences and difficult trade- offs” 
(p.409).

C. Negative Aspects of Status Quo Bias 

Status quo bias can lead to investors holding on 
to investments which are not always beneficial for 
their investment profile. People who are conserva-
tive and want to invest in familiar avenues also 
prefer to maintain the status quo, even if the market 
conditions showed potential for greater returns for 
their level of risks. This bias is more prominent 
when the investment alternatives in the market are 
numerous (Kempf & Ruenzi, 2006). The presence 
of this bias would cause the investor to not make 
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any changes to their investment portfolio even if 
doing so would lead them to higher gains (Baker 
& Nofsinger, 2002)

D. Overcoming Negative Aspects of Status 
Quo Bias 

When the investor feels negative emotions with 
regard to the investment options available for 
them, there is a tendency to maintain the status 
quo. The fear and negative emotions could be 
stemming from the limited knowledge of the 
investor. Hence it is important that the investor 
understands whether maintaining the status quo 
is helping him/her to achieve the financial goals 
that they have set for themselves. This way if the 
person feels that his/her financial goals may not 
be achieved in the present scenario, they may 
make an effort to move away from the status quo.

5. Familiarity Bias 

According to Foad (2010), the “revealed prefer-
ence for familiar assets in the presence of higher 
returns and lower risks from less familiar assets is 
known as familiarity bias” (p.277). People prefer 
to play safe and would choose the familiar to the 
unfamiliar on account of the fear of unknown 
(Shefrin, 2000).

A. Manifestation of Familiarity Bias 

Investors tend to put too much faith on familiar 
stock as they believe that these stocks are less 
risky than other companies and at times they con-
sider them even safer than a diversified portfolio 
(Baker & Nofsinger, 2002; Goetzmann & Kumar, 
2005). Familiarity gives an illusion of control as 
investors tend to feel that more knowledge (i.e. 
being familiar with the object), does mean control 
on the outcome (Goetzmann & Kumar, 2005). 
Familiarity is also related to the Home Bias. 
The presence of Home Bias (French & Poterba, 
1991) leads people to buy more securities from 
their home country than overseas. This bias is on 

account of the familiarity of the companies from 
their own country that investors feel they have, 
as compared with the foreign companies (Baker 
& Nofsinger, 2002). Baltzer, Stolper, and Walter 
(2014) found that investors prefer to take their 
money out of unfamiliar foreign stocks and put 
their money into familiar local stocks during times 
of increased market uncertainty. Huberman (2001) 
found evidence that people have a propensity to 
invest in the familiar, while often ignoring the 
principles of portfolio theory.

B. Positive Aspects of Familiarity Bias 

Choosing options that one is familiar with is a self-
coping mechanism that allows people to reduce 
their fears when it comes to investment decisions. 
In case of decision making under uncertainty, 
familiarity bias helps the investor to manage their 
fears (Chew, Ebstein, & Zhong, 2012). This helps 
to increase their wellbeing.

C. Negative Aspects of Familiarity Bias 

Studies as done by Huberman (2001) and Coval 
and Moskowitz (1999) showed that investors tend 
to buy stocks of companies that have a local or 
regional business presence, leading to an under-
diversified portfolio.

D. Overcoming Negative Aspects of 
Familiarity Bias 

It is possible that initially when an individual is 
venturing out into new investment avenues, invest-
ing based on familiarity bias can help them test the 
new grounds. Once they are comfortable they can 
slowly move into other products in that investment 
segment, thereby removing the negative aspects 
of this bias. Massa and Simonov (2002) found 
that “familiarity is more based on information 
constraints than on behavioural heuristics” (p. 2). 
Hence, providing more information both positive 
and negative about the investment options will help 
people to make an informed decision and not get 
entangled in the web of familiarity.
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6. Representativeness Bias 

According to Taffler (2010), “representativeness 
refers to the way people make subjective probabil-
ity judgments based on similarity to stereotypes” 
(p.259).

A. Manifestation of Representativeness 
Bias 

Representativeness refers to the tendency to 
evaluate how likely something is with reference 
to how closely it resembles something rather than 
using probabilities (Tversky & Kahneman, 1974; 
Montier, 2002). Representativeness is judgment 
based on stereotypes (Brabazon, 2000; Baker & 
Nofsinger, 2002). This bias leads people to un-
derweight long-term averages and put too much 
weight on recent experience (Ritter, 2003). This is 
sometimes known as the “law of small numbers.” 
(Brabazon, 2000) When dealing with earnings 
data, it has been noted that when an investor sees 
many periods of good earnings, then the law of 
small numbers leads him to believe that the firm 
has high earnings growth and this growth is likely 
to continue. (Montier, 2002; Ritter, 2003). This 
bias also makes people overreact to new informa-
tion. (Pompian, 2006)

B. Positive Aspects of Representativeness 
Bias 

Due to the limitation posed by the human mind 
to analyze huge amounts of data, people tend to 
form decisions based on limited information. This 
helps the person to make quick decisions.

C. Negative Aspects of Representativeness 
Bias 

Baker and Nofsinger (2002) elucidated that when 
investors classify firms which have provided con-
sistent earnings growth as good stocks, they ignore 
the fact that many of these companies won’t be able 
to sustain the high growth rates in the future also. 
Eventually, “the popularity of these firms drives 

prices higher until the stock becomes overpriced. 
Over time investors become aware that they have 
been too optimistic in predicting future growth and 
the stock price falls” (Baker & Nofsinger, 2002, 
p.100). Chen, Kim, Nofsinger and Rui (2007) in 
their study on the trading behaviour of Chinese 
investors found that Chinese investors appeared 
to believe that that past returns are indicative of 
future returns. This may not be true if the proper 
analysis of the company data and performance 
is done.

D. Overcoming Negative Aspects of 
Representativeness Bias 

Since representativeness is a cognitive bias 
(Pompian, 2006), investment decisions made 
after analyzing various parameters over a longer 
period of time, with regard to the subject matter, 
will be able to overcome the negative aspects of 
the representativeness bias.

7. Self-Control Bias 

“ the relative dominance of will power, over desire 
as a decision motivator” (Perry, 2000, p.19).

A. Manifestation of Self-Control Bias 

Antonides (1996) stated that “people appear to 
restrict their own behaviour in order to protect 
themselves against future negative consequences. 
People save a part of their money to protect 
themselves against later poverty” (p.261). Shefrin 
and Thaler (1988) propounded the behavioural 
life cycle hypothesis, wherein they state that 
self-control is important as consuming today is 
always an attractive choice compared to saving 
for the future.

B. Positive Aspects of Self-Control Bias 

To have self-control means that you could con-
trol your emotions, since the natural tendency 
of people is to be impulsive and consume today. 
“The lack of control over one’s finances exposes 
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adults to financial risk in retirement, which can 
have adverse and long-term consequences” (Zurlo, 
2009). Hence, a person who has self-control is 
able to plan well for his/her retirement years and 
for other contingencies that may arise.

C. Negative Aspects of Self-Control Bias 

Many people are very frugal when it comes to 
spending money on their living, even when they 
have a substantial amount of income. Dunn, Aknin 
and Norton (2008) stated that, “how people spend 
their money may be at least as important as how 
much money they earn” (p.1687). Their study 
found that spending money on other people has a 
more positive impact on happiness than spending 
money on oneself (Dunn, Aknin & Norton, 2008). 
If a person has too much of self-control then they 
won’t be able to spend money, either on oneself 
or on others. Further from an investment perspec-
tive, too much self-control can also prevent you 
from achieving you financial goals, as you don’t 
diversify your portfolio enough.

D. Overcoming Negative Aspects of Self-
Control Bias 

It is essential to understand whether this bias is 
working in your favor or not. Self-control is impor-
tant if an individual is very consumption oriented 
and doesn’t save enough for the achievement of 
their financial goals. However, for those who are 
putting too much control on their spending habits, 
it is essential to understand whether this behaviour, 
is making people happy or not. Also the person 
who has too much of self-control should not miss 
out on the correct investment avenues for increas-
ing their future wealth. Since, self-control is an 
emotional bias; hence it is essential to understand 
the emotions that the person has, associated with, 
letting go of self-control. Many a times the fear 
of not having enough in the future may the reason 
for high self-control. These fears can be reduced 
by giving proper information about the future 
financial position of the investor, under different 

scenarios. If the person feels secure that he/she 
would have sufficient resources in the future, even 
if he/she spends a certain percentage of income 
today, then the negative aspects of the self-control 
bias can be reduced.

8. Hindsight Bias 

Hindsight Bias refers to:

•	 Person regards the events that happened as 
much more inevitable than they looked be-
fore the fact (Shefrin, 2000)

•	 Hindsight Bias is the tendency of people 
to believe, after an event has occurred, 
that they predicted it before it happened 
(Barberis & Thaler, 2003)

A. Manifestation of Hindsight Bias 

Evidence has shown that some individuals claim 
to have known the outcome information all along, 
after receiving such information (Fischhoff, 
1975; El-Sehity, Haumer, Helmenstein, Kirchler 
& Maciejovsky, 2002). Hindsight bias is a phe-
nomenon in which people tend to exaggerate the 
predictability of an event after it has taken place. 
It makes people claim that their prediction was 
very significant. It makes people view the world 
as more predictable than it actually is (Shiller, 
2000). This tendency gives a sense of security to 
the people (Pompian, 2006). Two ways in which 
hindsight bias may operate:

•	 Positive developments as predictable: 
Rewriting own memory; it leads to ex-
cessive risk taking, as people feel that 
they have “superior predictive powers” 
(Pompian, 2006; p.202). According to 
Roese and Vohs (2012), hindsight bias 
could be on account of memory distortion, 
beliefs about events’ objective likelihoods, 
or subjective beliefs about one’s own pre-
diction abilities.
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•	 Negative Developments: Rewriting 
History; “block out recollections of prior, 
incorrect forecasts to alleviate embarrass-
ments” (Pompian, 2006; p.202). So this 
person rewrites history and “ignores irrele-
vant information so as to avoid psychologi-
cal conflict” (Pompian, 2006; p.84).

Consider a decision maker who has been caught 
unprepared by some turn of events and who tries 
to see where he went wrong by recreating his pre 
outcome knowledge state of mind. If, in retrospect, 
the event appears to have seemed relatively likely, 
he can do little more than berate himself for not 
taking the action which his knowledge seems to 
have dictated. He might be said to add the insult 
of regret to the injury inflicted by the event itself. 
When second guessed by a hindsightful observer, 
his misfortune appears to have been incompetence, 
folly, or worse. (Fischhoff, 1975, p.299) 

B. Positive Aspects of Hindsight Bias 

According to Monti and Legrenzi (2009). “hind-
sightful judge possesses final knowledge, that 
is, he or she knows what has really happened” 
(p.768). Hence, once an event is part of history, 
there is a tendency to see the sequence that led to 
it as inevitable, as if uncertainty and chance were 
banished (Fisher & Statman, 2000). This at times 
can be good as it would enable the individual to 
understand the way the events took place and what 
was the information that supported that event tak-
ing place. This may make him/her more cautious 
of the information that needs to be collected, next 
time when a similar decision needs to be taken.

C. Negative Aspects of Hindsight Bias 

Pompian (2006) argued that Hindsight bias “leads 
investors to believe that they have better predictive 
powers than they actually do” (p.201). This gives 
them a false sense of security and they may end up 
taking more risk than their can tolerate (Pompian, 
2006). Commenting on the work of Fischhoff, 

Fisher & Statman (2000) stated that “in general, 
people overestimate the quality of their initial 
knowledge and forget their initial errors” (p. 7).

D. Overcoming Negative Aspects of 
Hindsight Bias 

Helping people understand that there could have 
been multiple factors that caused the event to have 
taken place can help to eliminate the hindsight 
bias to some extent. Also showing people the 
circumstances in which the factors (which seemed 
to work in line with the investors’ expectation), 
could have been different and led to varying results.

9. Illusion of Control

“The illusion of control (IC) refers to the belief 
that one can manipulate, influence, and control 
outcomes of chance events” (Budescu & Bruder-
man, 1995, p.109).

A. Manifestation of Illusion of Control 

The illusion of control (Langer, 1975; Mckenna, 
1993) pertains to greater confidence in one’s 
predictive ability or in a favorable outcome when 
one has a higher degree of personal involvement 
(Charness & Gneezy, 2003). Langer (1975) 
defined illusion of control as “an expectancy of 
a personal success probability inappropriately 
higher than the objective probability would war-
rant” (p.311). Langer (1975) in his work on Illu-
sion of Control found that choice, task familiarity, 
competition, and active involvement all lead to 
increase in confidence of the individual with 
regard to the situation.

Antonides (1996) stated that illusion of control 
manifests when people believe that exercising their 
skill will have an effect on the outcome. When an 
individual “perceives that the event is contingent 
upon her own behaviour” (p.33), it is called a belief 
in internal control. An Internal economic locus of 
control is the perception of personal control over 
financial affairs (Furnham, 1986; Sumarwan & 
Hira, 1993).
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B. Positive Aspects of Illusion of Control 

Illusion of control arises when an individual is 
familiar with the investments, has choice and 
is actively involved in the investment process 
(Zaleskiewicz, 2006). Further positive illusions 
have shown to be lead to increased motivation 
and are advantageous (Taylor & Brown, 1988; 
Bandura, 1989; Fenton-O-Creevy et al., 2003). A 
person with an internal locus of control believes 
that his acting in a particular way will result in 
the desired or positive outcome (Rotter, 1954; 
Tennen & Sharp, 1983). Further, it has been seen 
that people with internal locus of control adopt 
innovations and new practices (Pfeiffer, 1996).

C. Negative Aspects of Illusion of Control 

Illusion of control leads to at times overconfidence 
bias and this would make people feel that they have 
the ability to always make the profitable investment 
decisions. This may lead to people ignoring some 
relevant and important information, which in turn 
could lead to investment mistakes. On account of 
Illusion of Control investors may end up trading 
more frequently and maintaining under diversified 
portfolios. (Pompain, 2006)

D. Overcoming Negative Aspects of Illusion 
of Control 

Investors need to understand all the possible 
outcomes of their investment decisions. This way 
they would know that there are probabilities at-
tached to the various outcomes- both positive and 
negative. Seeking various points of view would 
also help in minimizing the negative effects of 
illusion of control.

10. Loss Aversion Tendency 

The tendency of the people to be more sensitive 
to losses than to gains is referred to as loss aver-
sion (Kahneman & Tversky, 1979) According to 
Barberis and Huang (2001), the degree of loss aver-
sion that a person experiences would depend upon 

prior gains and losses. They further stated that, 
“a loss that comes after prior gains is less painful 
than usual, because it is cushioned by those earlier 
gains. On the other hand, a loss that comes after 
other losses is more painful than usual” (p. 1248). 
This is because once people have experienced a 
loss, they “become more sensitive to additional 
setbacks” (Barberis & Huang, 2001, p. 1248).

A. Manifestation of Loss Aversion 
Tendency 

Loss aversion in case of behavioural finance is 
based on the observation that when it comes to 
losses, investors feel more pain, as compared to 
the pleasure that they feel in the event of a gain, 
of an equivalent amount (Kahneman & Tversky, 
1979). According to Godoi, Marcon and Da Silva 
(2005), loss aversion is characterized as not, “an 
investment distance, but as a deep connection, 
although being negative with the investment 
object” (p. 48). Kahneman and Tversky (1979) 
observed in their experiments, that on account of 
loss aversion, people are impacted by a loss 2.5 
times that of a gain of the same value. Godoi, Mar-
con and Da Silva (2005) linked the loss aversion 
tendency to the primordial fear in the childhood 
and noted that these childhood experiences, impact 
future experiences and this comes in the way of 
an investor’s ability to evaluate an investment 
decision systematically, as the decision is made 
in the backdrop of the past experiences. Camerer 
(2005) stated that loss aversion is rooted in fear 
and is “an exaggerated emotional reaction of fear, 
an adapted response to the prospect of genuine, 
damaging, survival – threatening loss” (p.132).

B. Positive Aspects of Loss Aversion 
Tendency 

Samanez-Larkin, Hollon, Carstensen, and Knut-
son (2008) stated that “detecting and avoiding 
threats arguably are the most basic of survival 
skills” (p.320). A potential loss is like a threat 
in the mind of the investor who prefers to mini-



160

Investor Biases in Financial Decisions
﻿

mize the same. People who are loss aversive are 
guided by fear and are less risk taking (Tom, Fox, 
Trepel, & Poldrack, 2007). It has been seen that 
risk seeking behaviour doesn’t necessarily lead 
to higher financial satisfaction levels. Avoiding 
losses is a natural human tendency and this makes 
a person feel secure. Loss brings with it pain and 
avoidance of pain is a natural human behaviour. 
It helps people maintain a sense of well-being.

C. Negative Aspects of Loss Aversion 
Tendency 

“The loss starts to represent a threat to identity, a 
loss in the life style” (Godoi, Marcon & Da Silva, 
2005, p. 49). Hence, investors cope with the pain 
associated with the loss, by avoiding, the invest-
ment choices that show a possibility of negative 
change in their investment position. “If investors 
are loss adverse, they may be reluctant to real-
ize losses” and would thereby “play safe when 
protecting gains but are willing to take chances 
in an attempt to escape from a losing position” 
(Brabazon, 2000, p.4). Baker and Nofsinger (2002) 
stated that a large loss may cause the investor to 
react in two ways, either avoiding taking any risk 
by not owning any stocks at all, on account of a 
fear of losses or taking on more risk in an attempt 
to recoup the loss, with the intention to get even.

D. Overcoming Negative Aspects of Loss 
Aversion Tendency 

A person who wants to avoid the pain of loss is 
coming from an emotional perspective. In the 
attempt to help people overcome the negative 
aspects of loss aversion, which is on account of 
them holding on to losing investment, they should 
be given substantial evidence to understand that 
pain that they are avoiding in giving up a losing 
investment would become worse if they were to 
hold on to it for long.

Further, those people who are loss averse since 
they have experienced losses in the past can be, 
through slow effort, made to understand the gaps 

in the initial decision that could have lead to the 
loss, so that they understand that the experience of 
loss was on account of a not well planned portfolio 
strategy and with portfolio diversification they 
could have reduced the impact of the loss. Hence, 
important cues that help the person shift from the 
emotional domain to the cognitive domain would 
help people to overcome this bias.

FUTURE RESEARCH DIRECTIONS

Investment decisions are made in very complex 
and uncertain situations (Ackert & Church, 2006), 
that it is not possible before hand to rely on fixed 
rules and thus the decision maker is compelled 
to rely on intuition. Intuitive judgment makes 
use of heuristics and lead to biases and cognitive 
illusions that affect investment decisions. (Pines, 
1983; Kahneman & Riepe, 1998). Individuals 
process information in order to arrive at prob-
abilities and judgments which is further used in 
the evaluation of the most appropriate decision 
amongst the various courses of actions, which 
ultimately depends on their subjective analysis 
(Pines, 1983). Pines (1983) has stated two kinds 
of judgmental inconsistencies that an investor 
ought to understand, random inconsistencies and 
systematic inconsistencies. He defined random 
inconsistencies as random judgments of the same 
event usually arising on account of transitory con-
ditions like that of boredom, fatigue, distraction 
etc. which tend to cancel out each other over time, 
whereas the systematic inconsistencies wherein 
some systematic biases that make we have makes 
us think in a particular way about the event, tends 
to lead logically inconsistent choices.

Though insights from evolutionary psychology 
present the fact that biases are natural designs of 
the human mind, and are essential for the indi-
vidual to make sense of the environment, yet at 
times these biases can work in a detrimental way 
and reduce the wellbeing of the individual. Most 
people start associating themselves with their 
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biases, either consciously or unconsciously even if 
they experience the negative results of the same.

While there may be ways for overcoming the 
negative dimensions of the biases, it is first and 
foremost essential to identify the biases and how 
they are impacting the investor- positively or 
negatively. Once this diagnosis has been made, the 
need for correcting would be looked at. However, 
if the biases are working in a way that they are 
enabling the individual to be financially satisfied, 
then an effort to remove the bias/ or to reduce the 
bias, may lead the investor to be dissatisfied with 
their changed scenario.

A great potential exists for future research in 
this area. This chapter looks at ten biases that 
impact investor behaviour. There are many more 
such biases, which need to be looked into. Further, 
finding out ways to understand the predominant 
biases that impact behavior, also needs to be 
developed. Further, in case those behavioural 
dispositions are leading to unsatisfactory results 
for the investor, the understanding of such biases 
would help to moderate them in the future.

Further, an understanding of the investor biases 
and their effect on the investment choices of the 
individual would help in making better policies 
and products that suit the needs of the investor. For 
example an investor who is conservative when it 
comes to investing in equities, may be suggested 
an investment product wherein the initial principal 
is in low risk instruments, but a part of the inter-
est earned at subsequent periods, is invested in 
dividend paying, low risk stocks. This way since 
a conservative investor who may be slow to adapt 
to changes, would be able to venture into equities, 
through an initial debt investment. Once the inves-
tor has tested the market and adapted to the same, 
he/she can experiment with more investment in 
equities and diversify his/her portfolio.

CONCLUSION

Traditional Finance theories have taken the as-
sumption that the decision maker is a rational 
human being whose sole aim is to maximize his/
her expected utility. However with the advent of the 
behavioral finance proponents claiming that it is 
the irrationality in the decision makers’ behaviour 
that guides most decisions, the study of investor 
behaviour has taken a different perspective. A bias 
may be an irrational behaviour from the perspec-
tive of traditional finance, but the evidence from 
evolutionary psychology shows that biases are 
actually designs of the human mind and help in 
decision making. Hence, to see investor biases only 
from the lens of how they must be corrected may 
not give a complete picture of the phenomenon. It 
is essential to understand that the while sometimes 
the bias can be helpful to the decision maker, yet 
at other times, can harm their investment goals.

There is a need to identify and comprehend the 
nature of various cognitive and emotional factors 
that determine the investors’ attitude towards the 
investments. While much has been said about the 
negative aspects of various investor biases, this 
chapter looks into what are the positive aspects 
that lead people to continue to have these biases, 
in spite of them leading to sometimes incorrect 
or suboptimal decisions.

An understanding of the various biases and how 
they impact the portfolio choices both positively 
and negatively would enable a more comprehen-
sive understanding of individual investor. How one 
investor is able to use the bias in the positive aspect 
while another is only facing the negative results of 
the bias, would help in better financial advisory 
practices and increased portfolio management. 
This would in the long term help the investor to 
meet their financial goals and increase their finan-
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cial well-being. Further an understanding of the 
biases and how they vary across investors would 
also help in better financial advisory practice, 
by giving more insight to the financial advisors 
on how investors behave. Researches and Policy 
makers can also find these insights useful as these 
would enable them to make better designed poli-
cies, practices and products, which would match 
with the investment needs of the individual.
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KEY TERMS AND DEFINITIONS

Familiarity Bias: The tendency to make 
investment decisions based on the lens of: being 
familiar with the investment option.

Hindsight Bias: The tendency to see past 
events as being predictable (when analyzed at a 
later point in time).

Illusion of Control: The tendency to feel that 
one can influence the outcome of the decisions 
(which may be driven by chance).

Investor Bias: The tendency towards a certain 
disposition that guides the investor’s decisions 
pertaining to saving and investments.

Overconfidence Bias: A tendency to overes-
timate ones capabilities with regard to investment 
decision making.

Regret Aversion Tendency: The tendency to 
avoid taking an action due to a fear that it may 
turn out to be less than optimal.

Status Quo Bias: The tendency of a person to 
want to stick to the investment portfolio and the 
investment opinion and not make any changes to 
it very quickly.
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Social Exclusion and Poverty:
EU 2020 Objectives and Turkey

ABSTRACT

In this chapter The EU’s 2020 Objectives concerning social exclusion and poverty and Turkey’s vision 
on social exclusion and poverty based on tenth development plan and Justice and Development Party’s 
2023 vision is dealt. The EU has developed a growth strategy named “EU 2020” in 2010. The objective 
concerning social exclusion and poverty of this strategy is to rescue as much EU citizens as possible 
from social exclusion and poverty and decreasing the number of EU citizens who live under poverty 
line by 20%. Although Turkey is not officially obliged to follow goals stated in EU 2020 objectives, it is 
integral for Turkey to pursue those principles in order to be harmony with the EU and reach her final 
aim of being a member of the EU.

INTRODUCTION

Poverty, which can be summarized as an indi-
vidual’s struggle with meeting the basic needs 
resulting from being a human, is a notion as old 
as the history of humanity. On the other hand, 
poverty, as a social phenomenon, is evaluated as 
a product of the industrial revolution. Oppressive 
wage policies brought by the industrialization 
process pushed the laborers, who have no income 

but their labor, and their families into poverty. 
Individuals became dependent on the “affection” 
granted by the capitalist system in this period where 
the social solidarity weakened and alienation 
process got faster. This also brought about a new 
type of poverty, social exclusion, which causes 
class conflicts and causes the social order to be 
disturbed as it has never been before.

Issues of poverty and social exclusion in Eu-
ropean Union are matters evaluated within the 
framework of European Social Charter. All the 
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citizens have the right to be protected against so-
cial exclusion and poverty. This right is not only 
evaluated on the basis of employment but also on 
the basis of citizenship. Within this framework, 
many decisions have been made towards preven-
tion of social exclusion and poverty in European 
Union since the beginning of 1990s. In 2000, 
major advancements were aimed within ten years 
in the issues of poverty and social exclusion in 
the Lisbon Council. However the evaluation made 
in 2010 showed that the objectives were not met 
as a result of the economic crises. In light of 
these developments, EU decided to bring the EU 
2020 Strategy into action to solve negativities to 
be seen within the next ten years with sensible, 
sustainable and inclusive growth strategies. This 
strategy, bringing new developments in the issues 
of poverty and social exclusion, tacitly imposes 
responsibilities to candidate countries like Turkey.

Turkey has worse indicators in the issues of 
poverty and social exclusion than EU member 
countries. It is inextricable that Turkey which is on 
course of full membership to EU primarily catches 
on similar objectives with member countries to go 
through a smooth integration process The opposite 
would cause Turkey’s membership to either be 
delayed or problematical. Justice and Develop-
ment Party’s 2023 vision and particularly 10th 
Five-Year Development Plan come to the forefront 
as the most concrete objectives put forward in the 
issues of poverty and social exclusion in Turkey 
where the anticipation that economic growth will 
eliminate poverty is dominant.

POVERTY AS A SOCIAL 
PHENOMENON

It is possible to mention about poverty in every 
period of the history. Poverty which is caused by 
individual or social circumstances can be evaluated 
as the inadequacies or difficulties faced in meeting 
the needs of an individual stemming from being a 
human. But poverty, as a social phenomenon, can 

be accepted as a product of the industrial revolu-
tion. It characterizes the struggles of masses in 
factories flooding to cities from rural areas with 
the thought of a better life and more freedom. 
Individuals earning their keep as agricultural 
laborers have become unsuccessful in meeting 
their basic needs against the competitive wage 
systems of the factories. This situation not only 
causes absolute poverty for individuals but also 
makes social life change as it has never changed 
before. Loss of the culture of solidarity and sup-
port of traditional society created the need to take 
institutional precautions and caused poverty to 
become more structural.

In modern world, however, the causes of 
poverty are based on many economic and social 
reasons. Even if the short income is always a lead-
ing reason among these, the poverty of the modern 
world together with the weakness sensation against 
the state and the society has become a social is-
sue containing the insufficiency in dealing with 
these and the vulnerability for negative situations.

The first studies towards understanding the 
poverty are seen in the sixteenth century. Vives’s 
“The Relief of the Poor” published in 1526, Paine’s 
“Agrarian Justice” published in 1796 and Mill’s 
studies in which he foresaw relief to the poor 
draw attention as the first studies to try to explain 
the notion of poverty (Bugra, 2007, p. 77). Many 
studies were made in the following days towards 
evaluating the poverty. Poverty was attempted to 
be evaluated within the frame of different defini-
tions in these studies. However in present day, it 
is generally researched in three groups as relative 
and human poverty, approximation poverty and 
absolute poverty.

Absolute poverty is the case in which an indi-
vidual can only meet his basic needs simply to go on 
living. It can be compared between countries and 
people with global standards. Per capita income 
is the most useful measure for this comparison. 
Individuals who have an income below one Dollar 
per day are accepted as an absolute poor. In the 
definition of the United Nations, absolute poverty 
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is defined as the severe poverty in meeting the 
basic human needs like food, safe drinking water, 
sanitation, health, shelter and education. This 
definition evaluates poverty not only in terms of 
income but also access to other services (Ingstad & 
Eide, 2011, p. 1). Relative poverty is an approach 
which evaluates the individual as a social asset and 
conceptualizes in that whether the individual has 
the minimum level of living within the society he 
belongs to. It is related to the division of income 
and welfare (Gundogan, 2008, p. 43). Human 
Poverty is focused on income poverty and more 
extensive human values like education, health and 
access to safe drinking water. It estimates poverty 
within the frame of “Human Poverty Index”. 
According to this, while evaluating the data of 
lifetime, education and a fair living standard for 
developing countries, social exclusion is added 
to these parameters for the developed countries 
(UNDP, 1997, p. 18).

A NEW ASPECT IN POVERTY: 
SOCIAL EXCLUSION

The industrial society that emerged as a result 
of the industrial revolution in the nineteenth 
century brought together a new type of poverty 
which includes interclass conflicts of interest and 
causes the social order to be disturbed. This new 
type of poverty even got worse with the problems 
resulting from the inability of the proletariat to 
be represented in the politic institutions and to 
access full citizenship rights. And with this, it 
caused the revenue gap between those on top of 
the scale and those on the bottom to rise and thus 
starting the social polarization.

Social exclusion is the opposite of the social 
integration that reflects the importance of being 
a part of the society. It is an economic, politic, 
social and a multi-dimensional notion focusing 
on the mechanisms related to the processes that 
excludes people. Social exclusion is the situation 
in which an individual has less chance in access-

ing financial resources, dwelling, employment, 
education, health services that rise the level of 
welfare and accessing social institutions when 
compared to the rest of the population and the 
long continuation of this disadvantageous situa-
tion (Robilac, 2006, p. 87).

The term of social exclusion started to be used 
by French sociologists to define social problems 
emerging in relation with the socio-economic 
transformation in the 1970s. The term defines the 
lack of social adaptation caused by the increasing 
inequalities and massive, social and economic se-
curity gap for an increasing part of the population. 
In this period, an increasing number of individuals 
were not able to access a proper job and the masses 
with disadvantages in income, shelter, health and 
education were growing. This situation caused 
the social exclusion to be not only about the lack 
of materialistic wealth but also the formation of 
deprivation (Bhalla & Frederic, 2004, p. 2).

In fact, social pressures and struggles were 
reduced in particularly the industrialized countries 
with the welfare state practices that reached up to 
the end of 1960s after the Second World War. The 
social integration was increased with the rising 
full employment conditions and improvements in 
the living conditions of the laborers in the wel-
fare atmosphere created by the economic growth 
achieved in this period. But the crises that started 
in the late 1970s caused the socio-economic struc-
ture in the industrialized countries to transform. 
New supra-national strategies, new types of social 
and economic regulations came along with reor-
ganization in the labor market and globalization. 
This process started to harm the growth and social 
justice mechanisms that were harmonizing in the 
Fordist production organization. At the same time, 
sweeping ideological changes in this period like 
privatization, liberalization, reduction of public 
services and deregulation of labor market caused 
this process to speed up. These circumstances re-
vealed poverty problems of individuals that were 
integrated well in the society once. This situation 
not only affected the poor, the handicapped and 
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the marginal groups outside the social norms but 
it also caused the population to be exposed to an 
increasing long-term unemployment, loss of the 
social status and weakening of family and non-
family bonds. Thus the notion of social exclusion 
is more related to the socio-economic structural 
changes than individual behaviors or characteris-
tics (Bhalla & Frederic, 2004, pp. 3-4).

The notion of social exclusion brings poverty 
into minds first. In fact, poverty is not the sole 
determinant of the social exclusion while it is an 
important element of it. To understand the social 
exclusion, one must study democratic participation 
processes, labor market, welfare state practices 
supporting economic and social integration and 
domestic and social sub-systems (Kaya, 2009, 
p. 16). Poverty aspect of the social exclusion is 
generally a result of the exclusion from labor 
market, from opportunities of welfare state and 
from family and society. The faults resulting from 
wrong fictionalizing in democratic and legal 
systems reflect the situation of exclusion from 
citizenship integration (Martin, 1998, p. 43). We 
can say that there are two basic determinants of 
the notion of social exclusion. These are economic 
exclusion meaning the exclusion of people from 
employment, earnings, property, shelter and 
education and social exclusion preventing social 
integration (Haan, 2000, p. 26). Groups that are 
prone to exclusion are generally ethnic or religious 
minorities. These groups are perceived as “the 
others” by the rest of the society because of their 
different cultural practices (WB, 2011, pp. 2-3).

THE NOTION OF POVERTY AND 
SOCIAL EXCLUSION IN THE EU

Poverty in EU is a notion mention together 
with the notions of social exclusion and social 
inclusion. The notion of social inclusion are the 
public regulations to make individuals who have 
less income than most of the society, different 
ethnicities and religions and whose gender, edu-

cation and abilities are lower take advantage of 
equal civil rights in the social level. The content 
of these regulations is not employment activities 
towards eliminating absolute poverty but all the 
practices towards being an equal citizen (Bugra, 
2007, p. 77). Poverty, in this sense, is perceived 
differently by EU than many developing regions 
of the world. Absolute poverty is an issue that is 
not accepted in the Union and comes up less for 
the member states than the developing countries. 
This is because the main goal of the Union is 
not only providing basic needs of the citizens 
as opposed to other countries but also aiming to 
provide a high level of welfare and the opinion that 
the acceptable minimum living standard is, as a 
necessity of the socio-economic development, is 
enough to keep up living in a developed country 
(EAPN, 2009, p. 8).

The first definitions in the UN for poverty are 
based on the studies on the report for fighting the 
poverty made in 1975. In the report, the poverty is 
defined as the inability of the country to provide the 
acceptable living standards that are cash income, 
property, access to public and private services in 
family and individual life (European Communi-
ties, 1975, p. 2). Based on this definition, it was 
estimated that there were nearly 10 million poor 
families in the mid-1970s which corresponds to 
11, 4 percent of the population. Being unemployed 
for various reasons, having only one income in the 
family, belonging to various ethnic groups like im-
migrants and Romans are seen as the main reasons 
for poverty (European Communities, 1982, p. 7).

However in the report published in 2004, the 
notion of poverty became very different than 
the notion of poverty that was accepted in many 
regions of the world and a wider definition of 
poverty was made in parallel with European Social 
Model. Hereunder, the poverty is defined as the 
lack of income and sources of an individual as to 
levels preventing him from accessing the living 
standards of the society he lives in, unemployment 
resulting from poverty, low income, poor shelter-
ing, inadequate health services, obstacles in front 
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of the lifelong education, cultural and sportive 
activities, isolation from social, economic and 
cultural activities and limitation of basic rights 
that are standard for other individuals (Council 
of the European Union, 2004, p. 8).

It is seen that the notion of social exclusion 
is evaluated together with the notion of isolation 
mentioned together with the poverty and the no-
tion of poverty of the EU in the report. Social 
exclusion is defined as the process which drifts 
some individuals out of the society as a result 
of the discrimination and keeps them back from 
the advantages of lifelong education and basic 
abilities and prevents them from taking part in 
social activities. As a result of this whole process, 
individuals are getting away from having a job, 
education, income and social network and activi-
ties and power and a decision mechanism (Council 
of the European Union, 2004, p. 8).

The individuals who live in European Union 
countries have a different perception of poverty. 
In a study made in 2010, 26 percent of the people 
define poverty as the resources being as limited 
as to prevent them from participating in the social 
and economic activities of the society they live 
in. 17 percent of them define poverty as not hav-
ing the basic materials needed to keep living. 24 
percent define poverty as charity or dependence on 
the public relief. Nearly 75 percent of the people 
who participated in the same study state that the 
poverty is common in their countries. Unemploy-
ment (%56) and old age (%42) are seen as the 
most important reasons of the poverty. These are 
followed by low education and skill level, dis-
ability and long-termed illnesses. Financial and 
social exclusion are seen as results of the poverty 
(European Commission, 2010, pp. 9-35).

EU POLICIES FOR POVERTY 
AND SOCIAL EXCLUSION

Issues of poverty and social exclusion in the EU 
which predicts an integration founded on economic 
basics are not among Union’s primary and common 

issues but were seen among social politics practic-
es. Thus particularly in the first days of the Union, 
the anticipation that a successful economic growth 
and integration would bring the solution to many 
social problems like social exclusion and poverty 
was prevalence. Although a common policy was 
not determined, the understanding to implement 
independent practices in the national level was 
prevalence. However, increasing unemployment 
and the problems it brought together caused to 
understand that the practices implemented in the 
national level on the issues of social exclusion 
and poverty which were important fields of social 
policy would not be enough (Sapancali, 2005, p. 
60). It is seen in the Treaty of Rome with which 
the foundation of the Union was formed that so-
cial policy arrangements towards adaptation of 
immigrant laborers and laborer movements that 
could only evaluate social policy practices as a 
tool of economic integration were made. Poverty 
and social exclusion only came up in the European 
Union with the European Social Charter published 
in 1961. The article stating that all the individu-
als have the right to be protected against poverty 
and social exclusion was added to the European 
Social Charter which was republished with some 
amendments in 1996. With this, the aim was to 
take precautions for individuals and their families 
who live in the condition of social exclusion and 
poverty against particularly sheltering, vocational 
training, education, access to social and cultural 
activities and health services (Council of Europe, 
1996, p. 17).

But the precautions were evaluated within the 
frame of primarily the issue of unemployment as 
a product of the welfare understanding based on 
employment rather than social relief that would 
directly eliminate the negativities the individual 
experience. Within this scope, the importance of 
struggling with social exclusion was emphasized 
in the Community Charter of Fundamental Social 
Rights of Workers published in 1989 pursuant to 
European Social Model (Community Charter of 
Fundamental, 1989, p. 1).
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European Commission started to take an 
important part in spreading the notion of social 
exclusion and poverty after late 1980s. Struggling 
with poverty and social exclusion has become a 
fundamental goal in national policies and Euro-
pean Social Policy. Social exclusion and poverty 
started to be evaluated as one of the important 
issues among the research programs of Europe 
in this period. “Combating Social Exclusion” 
report was published in 1989-1994 as a result of 
the researches made in this context. With this re-
port, it was emphasized that poverty was not only 
materialistic neediness but also exclusion from 
rights, benefits and opportunities accepted as a 
standard for modern society (Harveys, 1994, p. 6).

However major practices were not put into use 
during 1980s. The issues of poverty and social 
exclusion started to have an important priority 
among social policy practices after early 1990s 
in the EU. It was emphasized with the Maastricht 
Treaty signed in 1992 that member countries 
needed to determine their objectives to struggle 
with social exclusion and social exclusion took 
place in the official documents of the Union 
(Maastricht Treaty, 1992, p. 37). Within this scope, 
the importance of the phenomenon of social ex-
clusion in the social policy was presented in the 
Green Paper published by European Commission 
in 1993. It is emphasized in this paper that an 
individual can isolate himself from the society 
as a result of the condition he is in because of 
the injustices in terms of sharing the welfare by 
touching on social injustice and that this situation 
could lead to racist ideologies, ethnocentrism and 
politic and social extremism. The reduction of 
inequalities in struggling with social exclusion and 
encouraging participation in labor market were 
touched on in the White Paper named “Growth, 
Competitiveness and Employment” which was 
published at the same period (Bildirici, 2011, p. 
30). The struggle against social exclusion and 
poverty took place as one of the main objectives 
of the EU in the Amsterdam Treaty which was 
signed on 1997. In order to struggle with social 

exclusion, modernist approaches, information 
exchange, taking advantage of good examples and 
for encouraging the policies of member states, the 
tasks of EU institutions were extended (Treaty of 
Amsterdam, 1997, p. 35).

It is possible to say that after 2000s there has 
been a turning point in the social policies of the 
EU. It was emphasized in the Lisbon European 
Council organized in 2000 that it was inevitable to 
compromise on new objectives and programs for 
the Union to experience a healthy transformation 
in the direction of improvements in information 
technologies and globalization. One of the most 
important problems to emerge at this point was 
reconstruction of European Social Model within 
the frame of this transformation in a way to react 
to problems that emerge at this point and more-
over the social exclusion (Cakar, 2007, p. 90). 
It was emphasized within this scope that it was 
unacceptable for many people in the Union to live 
below the poverty line and in social exclusion 
conditions and that the most important protec-
tion against Social exclusion was employment. 
In was decided in the Lisbon European Council 
to take measures to make welfare state practices 
applicable in order to improve social exclusion and 
poverty understanding in the context of Europe, 
to modernize the European Social Model within 
the next decade by struggling social exclusion and 
investing in humans (European Council, 2000).

The struggle with social exclusion was deter-
mined as one of the six objectives of the social 
agenda of EU in the Nice European Council orga-
nized in 2000. It was decided that the advantages 
of the active welfare state practices accepted in 
Lisbon to struggle with poverty and social exclu-
sion would continue to be taken. It was decided 
that National Action Plan on Social Exclusion be 
presented to be implemented in order to struggle 
with social exclusion and poverty by setting spe-
cific objectives out and having regard to local, 
regional and national differences in the Council 
(www.consilium.europa.eu).

http://www.consilium.europa.eu
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Despite all these improvements, one of the 
most substantial practices put forth in the struggle 
with social exclusion and poverty in the EU is 
the European Anti-Poverty Network (EAPN). 
EAPN was put into practice as a reflection of 
the sensitiveness shown in social rapprochement 
by non-governmental organizations (NGOs) in 
early 1990s when issues of poverty and social 
exclusion started to be on the agenda of EU. It 
was established in 1990 with the decision taken 
in Anti-Poverty Conference in 1989. This network 
created by 200 NGOs gathering together included 
anti-poverty networks of 11 countries. Today, it is 
the biggest organization of Europe that struggles 
against poverty and social exclusion and covers 29 
national networks and 18 European Organizations. 
The mission of the organization is to encourage and 
support practices towards eliminating poverty and 
social exclusion, to create awareness about poverty 
and social exclusion, to support individuals who 
live in poverty and social exclusion and to carry 
out lobby activities (www.eapn.eu).

EU 2020 OBJECTIVES AND 
SOCIAL EXCLUSION

EU 2020 Strategy was shaped under the shadow 
of failure of the objectives to healthily transform 
the Union in the direction of improvements in 
information technologies and globalization set 
forth for the next decade in the Treaty of Lisbon 
as a result of the economic crisis recently expe-
rienced. It was hoped that the damage the crisis 
made on the social and economic life would be 
repaired by setting forth a new decade and that it 
would be an opportunity for a strong economy.

Despite many decisions on the issues of poverty 
and social exclusion, it was revealed in the Evalu-
ation Document in the Lisbon Treaty published in 
2010 that the EU could not reach the desired level. 
It is emphasized that increasing employment rate 
is not successful enough in preventing poverty, and 
it is stated that some groups are devoid of services 

that provide opportunities of equality and in some 
member countries women and children poverty 
rate is too high (European Commission, 2010b, 
pp. 3-6) The fact that over 80 million people living 
in this rich geography live below the poverty line 
and they cannot access to employment, education, 
shelter, social and economic services creates an 
opposite image to principles of solidarity and in-
tegration among member nations, gender equality, 
high living standards which are regarded as basic 
responsibilities of the Union by the European 
Social Charter (Parlak & Aykac, 2004, p. 2).

It is seen in 2010, with the effects of the eco-
nomic crisis that nearly 80 million people, %16,5 
percent of the total population in the EU, are 
living below the poverty line in 2010. More than 
half of these comprise of women and children. 
On the other hand, the young, immigrants and 
those who have low skill levels generally work in 
temporary and low-wage jobs, thus they are the 
most affected one from an increase in unemploy-
ment. In particular 1 in 5 young is unemployed. 
The unemployment rate in the Union is more than 
%11. Also, 10 percent of the working young is 
living in poverty and 8 percent of all workers are 
materially poor. This rate is rising up to 30 percent 
in relatively poorer countries. The risk of poverty 
for the unemployed multiplied by eight by rising 
to 44 percent from 33 in proportion to employed 
since the 2005. This also triggers social exclusion, 
and poverty and social exclusion go head to head 
(European Commission, 2010c, pp. 2-4).

This major unemployment and poverty result-
ing from the economic crisis was accepted as a 
turning point in that they set forth the important 
problems within the Union. In this direction, EU 
2020 Objectives were explained under topics of 
“European Strategy for Smart, Sustainable and 
Inclusive Growth” in the opening speech in March 
3rd, by the President of the European Commission 
in 2010. In this report, it was stated that the eco-
nomic crisis reversed the positive improvements 
achieved in the previous years in employment and 
growth with its results. In this scope, it is stated 

http://www.eapn.eu
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that GDP decreased by 4 percent averagely within 
the Union countries, that debt ratio increased to 80 
percent of the GDP from 60 percent, that nearly 23 
million people are unemployed and unemployment 
rate increased from 7,1 percent to 10 percent, that 
a major decline was seen in industrial production 
and it reached to levels of 1990s. On the other hand, 
it is assessed that this situation affects the growth 
potential of the Union adversely and budget deficit 
reached to 6,5 percent in EU overall (European 
Commission, 2014, pp. 5-7).

These objectives were set out in the EU 2020 
Strategy in order to eliminate all these negativities 
within the next decade,

•	 Increasing employment rate to 75 percent 
from 69 in the active population of 20-64 
age range,

•	 Sparing 3 percent of GDP for R&D,
•	 Reducing greenhouse gas emission by 20 

percent based on 1990, increasing the rate 
of renewable energy in the total energy 
consumption to 20 percent, saving 20 per-
cent energy,

•	 Reducing the rate of dropping out early 
from 15 percent to 10, increasing 30-34 
age college graduate rate in the total popu-
lation from 31 to 40 percent,

•	 Reducing the rate of those living below the 
poverty line in EU by 25 percent by saving 
20 million people from social exclusion 
and poverty.

In fact, the objectives aimed by the report on 
social exclusion, poverty and employment issues 
are problems that were aimed since the Lisbon 
Strategy but not solved and got even worse after 
the economic crisis. Approximately 116 million 
individuals representing 23 percent of the total 
population in the EU are known to be facing the 
risk of social exclusion. Most of these compose 
of children, old persons, lonely women, lonely 
parents, low-skilled persons, the unemployed, 
inactive individuals of working age, those living 

in rural areas, immigrants and some ethnic mi-
norities like Romans. The report aims to save 20 
million citizens within the Union from the risk 
of poverty and social exclusion within ten years 
(European Commission, 2013, p. 5).

In order to achieve this objective, five practices 
are foreseen to be implemented. These are, ensur-
ing that practices in such issues as labor market, 
minimum income support, health, education and 
sheltering spread to all politic practices, utilizing 
Union funds in a better way to support social in-
clusion, basing new practices in social policy on 
strong evidences as to whether they will be useful 
or not before bringing them into action, increasing 
cooperation with non-governmental organizations 
and politic coordination among member nations 
of the Union. (http://ec.europa.eu).

In order to reach the unemployment target, 
increasing reliability and flexibility of the labor 
market (covered flexibility), equipping individu-
als with accurate skills for the job and ensuring 
that this is continuous, providing better working 
conditions and increasing business quality and 
improving employment conditions are anticipated 
(http://ec.europa.eu).

It is actually known that individuals who are 
reckoned to be in the risk of poverty and social 
exclusion are also facing the risk of unemployment. 
For this reason, the most concrete steps in objec-
tives of eliminating poverty and social exclusion 
of the EU 2020 Strategy are the objectives towards 
reducing unemployment. Approximately 26 mil-
lion of the population that is in the working age 
and lives in EU countries is unemployed. Targeted 
practices to struggle with unemployment in the 
direction of EU 2020 objectives are supporting 
the free movement of workers and their families 
in EU countries, prevention of gender discrimina-
tion, increasing measures of occupational health 
and safety in the workplaces and ensuring that 
workers are well informed and counseled by their 
employers (European Commission, 2013, p. 3).

A target was determined for each one of the 
member states with the EU 2020 Strategy and 

http://ec.europa.eu
http://ec.europa.eu
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member countries are expected to report the 
progress they make in policy priorities. Thus, it is 
targeted that EU has information about the overall 
situation and decides on necessary actions to be 
taken. (Table 1)

THE NOTION OF POVERTY AND 
SOCIAL EXCLUSION IN TURKEY

Poverty was not seen as a responsibility of the 
state in Turkey for many years and was evaluated 
as a phenomenon that could be overcome by be-

Table 1. EU 2020 targets employment and poverty and social exclusion. 

Employment Rate 20-64% People at Risk of Poverty or Social 
Exclusion (1000)

2010 2011 2012 2013 Target 2010 2011 2012 2013 Target

EU 28 75 118085 121543 124232 20000

Belgium 67.6 67.3 67.2 67.2 73,2 2235 2271 2356 380

Bulgaria 65.4 62.9 63.0 63.5 76 3719 3693 3621 260

Czech Republic 70.4 70.9 71.5 72.5 75 1495 1598 1580 30

Denmark 75.8 75.7 75.4 75.6 80 1007 1039 1057 22

Germany 74.9 76.3 76.7 77.1 77 15962 16074 15909 330

Estonia 66.7 70.4 72.1 73.3 76 289 307 311 49,5

Ireland 64.6 63.8 63.7 65.5 69 1220 1319 1319 186

Greece 64.0 59.9 55.3 53.2 70 3031 3403 3795 450

Spain 62.5 61.6 59.3 58.2 74 12316 12791 13090 1500

France 69.2 69.2 69.4 69.5 75 11712 11840 11760 1600

Croatia 58.7 57.0 55.4 53.9 59 1304 1372 1370 -

Italy 61.1 61.2 61.0 59.8 67 14757 17112 18194 2200

Cyprus 75.0 73.4 70.2 67.1 75 202 207 234 27

Latvia 65.0 66.3 68.1 69.7 73 798 821 731 702 121

Lithuania 64.3 66.9 68.5 69.9 72.8 1068 1011 975 170

Luxembourg 70.7 70.1 71.4 71.1 73 83 84 95 -

Hungary 60.4 60.7 62.1 63.2 75 2948 3051 3188 3285 450

Malta 60.1 61.5 63.1 64.9 62.9 86 90 94 6,56

Netherlands 76.8 77.0 77.2 76.5 80 2483 2598 2492 100

Austria 74.9 75.2 75.6 75.5 77 1373 1407 1542b 235

Poland 64.3 64.5 64.7 64.9 71 10409 10196 10128 1500

Portugal 70.5 69.1 66.5 65.6 75 2693 2601 2665 200

Romania 63.3 62.8 63.8 63.9 70 8890 8630 8907 580

Slovenia 70.3 68.4 68.3 67.2 75 366 386 392 40

Slovakia 64.6 65.0 65.1 65.0 72 1118 1112 1109 170

Finland 73.0 73.8 74.0 73.3 78 890 949 916 854 150

Sweden 78.1 79.4 79.4 79.8 80 1418 1538 1519 -

United Kingdom 73.6 73.6 74.2 74.9 - 14211 14044 15078 -

Turkey 50 52,0 52,8 53,4 - 48934 
(2006)

-

Reference: Eurostat
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ing in traditional solidarity. Nominal social aids 
were made via various institutions in a limited 
way and social solidarity was brought into the 
forefront rather than an institutional understanding 
of struggling with poverty. In this context, it is 
hard to talk about a policy to struggle with poverty 
stipulated by governments until 1980s. Social dam-
ages resulting from economic crises experienced 
after the late 1980s made poverty more apparent 
to governments and non-governmental organiza-
tions. However the effect of mass communication 
should not be ignored in the improvement of ap-
pearance (Gundogan, 2008, p. 52).

The issue of social exclusion is a matter for 
Turkey which was only recognized within the 
context of EU adaptation process. In this context, 
in the Ninth Five-Year Development Plan, the no-
tion of social inclusion is mentioned, it is stated 
that the preparations started for Social Inclusion 
Document within the scope of Community Action 
Plan to Combat Social Exclusion within the EU 
adaptation process and it is targeted that measures 
which will contribute to the participation of risk 
groups to economic and social life for struggling 
with social exclusion are taken.

Poverty estimations in Turkey are based on 
studies made by Turkish Statistical Institute. Turk-
ish Statistical Institute studies poverty under two 
categories as “absolute” and “relative” poverty. 
Absolute poverty is defined as “the minimum 
consumption level needed by an individual or a 
family to keep on living physically”. Absolute 
poverty estimation is made by dividing the monthly 
consumption expenditures by the equivalent adults 
living inside the family. If the consumption ex-
penditure per capita in the family is lower than 
the hunger limit, that family and its individuals 
are reckoned as “too poor”. Households that have 
lower consumption expenditure per capita than 
the poverty line which composes of components 
other than food are reckoned as “poor”. Relative 
poverty is defined as the situation in which the 
individuals are below the average welfare level of 
the society. 50 percent of the median household 

consumption expenditure per capita forms the 
relative poverty line. Turkish Statistical Institute, 
to be used in international comparisons, defines 
those who have lower consumption expenditure 
per capita than 1 Dollar, 2,15 Dollars and 4 Dol-
lars daily per person according to the purchasing 
power parity as poor (TUIK, 2008: 34-38). Within 
this framework, as of 2011, relative poverty rate in 
Turkey is 22,6 percent and 2,8 percent has lower 
income than 4,3 Dollar per day.

The notion of struggling with poverty and 
social exclusion in Turkey was patronized by an 
understanding that an economic development 
process which will increase employment will 
eliminate this problem by itself. However it did 
not take long to understand that poverty could 
not be eliminated with this just like economic 
development alone would not solve the unemploy-
ment problem that special regulations had to be 
made in order to struggle with poverty just like 
the employment policies.

TENTH FIVE-YEAR DEVELOPMENT 
PLAN AND 2023 VISION IN THE 
CONTEXT OF EU 2020 STRATEGY

Turkey’s determination to be a full member of the 
EU has been going on for many years. It is known 
that many adjustment policies in the perspective 
of being a full member were brought into action 
with this in mind. This situation is a result of the 
fact that full membership is only possible with 
substantial similitude to member states in politic, 
social and legal aspects. It is assessed that if this 
similitude is not achieved Turkey could not be a 
full member of the Union, or even if it becomes 
one, the membership would be a painful one within 
the Union. Thus, it is inevitable that the improve-
ments anticipated by the Union for member states 
within the context of EU 2020 strategy would ap-
ply to Turkey, too. Adaptation to the determined 
objectives is one of the major milestones of the 
membership process for Turkey.
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In this context, the determination of how similar 
Turkey is to the member states of the Union is 
crucial in determining the measures to be taken. 
The first important data in the self-evaluation 
of Turkey’s own condition of poverty and social 
exclusion are Laeken Indicators which were set 
down in 2001 with the decision of Stockholm 
European Council with the aim of watching objec-
tives determined as part of Lisbon 2010 Strategy.

In order to make comparisons between Turkey 
and member states, it is primarily needed to deter-
mine to which member states Turkey has similari-
ties. It was established in the studies made in this 
direction that Turkey has similar socio-economic 
characteristics with member states like Greece, 
Portugal, Spain, Hungary, Romania, Poland and 
Czech Republic. (Aykin & Korkmaz, 2014, p. 8; 
Cakar, 2007, p. 90).

When Turkey’s poverty and social exclusion 
risks are evaluated within the scope of Laeken 
Indicators, first of all it is seen that the poverty 
average of Turkey is 26 percent which is 16 percent 
in the Union. This rate is 21 percent in Greece, 20 
percent in Portugal and Italy. While in member 
states 42 percent of the unemployed are under the 
risk of poverty, this rate is 31 percent in Turkey. 
When examined from a point of working poverty, 
Turkey, with its 23 percent, is far more above 8 
percent which is the EU average. This rate is 14 
percent in Greece and Romania and 12 percent 
in Portugal. On the other hand, social protection 
systems within the scope of the European Social 
Model need to be protective for individuals against 
the risks they are under. When considered from 
this point of view, poverty rate which was 30 
percent before the social transfers scales down, 
almost by not changing at all, to 26 percent after 
the social transfers. This rate scales down from 
40 percent in EU overall to 18 percent, from 41 
percent to 21 percent in Greece, from 37 percent 
to 13 percent in Bulgaria and from 41 percent 
to 18 percent in Romania. It can be said that the 
most important cause of this is the fact that the 
social protection system is largely dependent on 

employment and that there is no systematical 
structure. When the data related to the income 
distribution is reviewed, it is seen that the situa-
tion is not so bright for Turkey. While the rate of 
total income of the population’s 20 percent who 
have the highest income to the total income of the 
population’s 20 percent who have the least income 
is 4,5 times in EU, it is 10 times in Turkey (Cakar, 
2007, pp. 93-94).

Another study showing the adaptation status 
of Turkey to member states is the study that aims 
to determine the situation of Turkey and member 
states, as part of clustering analysis, in reaching 
EU 2020 Strategy (Aykin & Korkmaz, 2014, p. 
8). In this study, Turkey, Malta, Cyprus, Portugal 
and Spain are in the same cluster. As a result of 
the analysis made, it was determined that Turkey 
is mostly similar to Malta in regard to the EU 
2020 objectives and it is also close to the other 
members in the cluster. Therefore, it is evaluated 
that the recommended resolutions of the Council 
for Malta could shed light for Turkey.

EU 2020 objectives are crucial for Turkey to 
achieve Although it is not in the scope of mem-
bership negotiations, it is inevitable to achieve 
these objectives for Turkey to be a full member. 
In this context, political will set forth by Turkey 
in the last decade is crucial for achieving these 
objectives. The most important objectives set forth 
in this direction are present in Tenth Five-Year 
Development Plan (TFDP) and 2023 Vision of 
Justice and Development Party.

Crucial objectives are set forth in the TFDP 
in the issues of poverty and social exclusion. 
Resolution of absolute poverty problem is the 
most important goal among these objectives. 
Economic growth and increasing employment 
are put forth as the resolution method. Thus, it 
is aimed to focus solely on relative poverty just 
like in the developed countries. On the other 
hand, it is aimed to boost the living standards of 
those living under the risk of poverty and social 
exclusion by removing the barriers in front of 
their participation in social and economic life, to 
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enhance income distribution and thus reducing 
poverty. In order to do this, it is aimed to support 
the families receiving social services and aid with 
an understanding focused on employment. In this 
context, it is aimed to reduce relative poverty to 
19 percent, reduce population who have income 
below 4,3 Dollars per day per capita to 1 percent 
and reduce Gini coefficient to 0,36 percent until 
2018. In order to achieve all these objectives, 
the policy implementations were determined to 
increase the effect of social transfers and taxes 
in reducing poverty and inequality of income 
distribution, to increase opportunity equality in 
accessing public resources like education, ad hoc to 
increase the participation of civil society and local 
government and to increase employment of the 
poor (Ministry of Development, 2013, pp. 46-48).

It is aimed, in the plan, to achieve 5,5 percent 
annual growth, to reduce unemployment to 7,2 
percent by providing employment to 4 million 
people and 16 thousand dollars income per capita 
with the anticipation that poverty and social exclu-
sion will be eliminated with economic growth.

The other crucial goal set forth in struggling 
with poverty and social exclusion is the 2020 
Vision by Justice and Development purporting 
the objectives which are wanted to be achieved in 
economic and social life by 100th anniversary of 
the foundation of Turkish Republic. This strategy 
is concurrently one of the most prolonged and as-
sertive projects of development set forth so far in 
Turkey. It is aimed for Turkey to be one of the most 
improved economies with this project. Main goal 
of 2023 Vision project in struggling with poverty 
and social exclusion is solving this problem by 
means of increasing employment depending on 
economic growth. When objectives set forth with 
this aim are examined, it is aimed to reduce the 
unemployment rate to 5 percent by increasing 
employment of women and participation of them 
into workforce. In order to achieve this, it is aimed 
to strengthen the relation of employment and 
education, to support policies towards starting a 
business, to make career plans towards acquiring 

a profession by favor of vocational and job coun-
selors and to elasticated labor market (Table 2).

It is also seen that objectives that can be 
reckoned as other than to increase employment 
in struggling with social exclusion and poverty 
were determined. The most important one of these 
objectives is to reduce the population rate below 
poverty line to 10 percent. It is also aimed to not 
have any individual who has income below 2,5 
Dollars per day until 2015 and 4,3 Dollars until 
2019. It is also aimed to provide minimum income 
support to poor families, to provide employment 
to the disabled who can work, to take measures 
in reducing social exclusion and poverty in issues 
of sheltering and education.

However both the TFDP and 2023 Vision are 
criticized for the feasibility of their objectives. 
These criticisms intersect at whether the growth 
will bring development as well as the feasibility 
of the economic growth figures targeted. Ac-
cording to those who criticize, economy policies 
alone will not be enough to put Turkey in the 
league of developed economies. The individuals 
need to improve their welfare, freedom, health, 
education, to provide equality of opportunities 
and for these, to make social and politic reforms 
required (Aydinonat, 2012, p. 1). From this aspect, 
it is claimed that economic growth will not occur 
without averting social exclusion and poverty.

Therefore, the issue which is as important as 
economic reforms is the need to make reforms in 
issues of education and employment, especially 
employment of women. As a matter of fact, it is 
claimed that the goal to increase women employ-
ment to 38 percent until 2023 need to be revised 
to 50 percent, otherwise the expected growth 
will not occur (ISO, 2014, p. 2). What’s more 
important is the fact that educated workforce is 
playing a key role for economic growth, that the 
developed countries have advanced technologies 
in manufacturing industry and thus that the de-
veloping countries need to have a well-educated 
workforce to adapt these technologies. It is claimed 
that economic growth achieved by shifting the 
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employment from agriculture to manufacturing 
like in most of the developing countries could 
only be achieved by investing in human capital 
from now on (Aydinonat, 2012, p. 1).

On the other hand, the fact that TFDP and 
2023 Vision set forth parallel and inter compat-
ible objectives is evaluated as a positive politic 
improvement in contradistinction to other plans 
in terms of feasibility of the objectives (Caglar 
& Acar, 2013, p. 6).

CONCLUSION

It is seen that Turkey achieved a major economic 
growth particularly in the last ten years. How-
ever it is hard to say that this growth increased 
social welfare evenly. This, being a result of the 
inequality of the income distribution, is also one 
of the main reasons of poverty and social exclu-
sion. It is also important in that it shows that the 

notion that economic growth will reduce poverty 
is groundless. Struggling with social exclusion 
and poverty requires policies to be implemented 
in this direction. Turkey needs to carry into effect 
much more substantial practices towards bringing 
individuals and communities who are exposed to 
social exclusion in social and economic life and 
especially policies towards improving income 
distribution.

It is also a requirement of social and economic 
integration to struggle with social exclusion and 
poverty in the perspective of full membership of 
Turkey to EU. When compared to member states 
of the EU in this context, it is seen that Turkey 
needs to move much more forward. It is seen that 
Turkey falls much behind in especially poverty, 
inequality of income distribution and effects of 
the social transfers to reduce poverty than mem-
ber states of the EU which have similar socio-
economic indicators. In this context, although 
achieving EU 2020 Strategy objectives does not 

Table 2. 2023 Vision objectives towards eliminating poverty and social exclusion. 

Re-determining vocational schools and vocational education centers according to the needs of the industry to prevent unemployment.

Providing employment to every disabled person who is able to work.

Not taking the social security support contribution for three years in first employments to increase employment.

Promoting policies for the young to start a business to increase youth employment.

Not having any individual who has income below 2,5 Dollars per day until 2015 and below 4,3 Dollars per day until 2019.

Making career studies for the unemployed to provide them with a profession by favor of vocational and job counselors.

Reducing population who are below poverty line which includes food and non-food expenditures to 10 percent until 2023.

Supporting poor families enough to save them from poverty .

Reducing unemployment rate to 5 percent and increasing employment rate to 50 percent.

Achieving an economic growth of 2 trillion Dollars.

Providing 25 thousand Dollars income per capita.

Increasing woman workforce to 40 percent and employment of them to 38 percent.

Encouraging girls’ attendance to schools to provide equality of opportunities in education.

To combat unemployment, strengthening the relation between education and employment, elasticizing the labor market, strengthening the relation between 
employment and social protection.

Providing employment for 200 thousand people annually for five years.

Providing minimum income support to every family having regard to criteria such as population, poverty state, old age and disabled state and number of 
children.

Building 100.000 dwelling houses for the poor and disadvantageous groups.

References: Prepared by writer from Justice and Development Party’s 2023 Vision, Politics, Society, World.
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bring obligations for Turkey, it is important in 
providing the welfare its citizens deserve from 
the economic growth and in smooth integration 
of Turkey. At this point, Turkey needs to carry 
out policy practices towards achieving EU 2020 
Strategy objectives which were determined for 
countries which have similar socio-economic 
development level like Malta, Greece and Spain.

In this context, TFDP and Vision 2023 are im-
portant in that they are the most important political 
objectives set forth so far by Turkey. However it 
should not be ignored that these plans alone can-
not achieve the economic growth anticipated to 
reduce poverty and social exclusion. Therefore, 
substantial practices towards reducing inequali-
ties of income distribution and social aids and 
increasing the employment foremost need to be 
put into practice. In this context, EU 2020 Strategy 
is evaluated to be a good guiding light.
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KEY TERMS AND DEFINITIONS

Absolute Poverty: The case in which an 
individual can only meet his basic needs simply 
to go on living.
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European Social Charter: The European 
Social Charter is a Council of Europe treaty which 
guarantees social and economic human rights. It 
was adopted in 1961 and revised in 1996.

Gender: Refers to the socially constructed 
roles, behaviors, activities, and attributes that a 
given society considers appropriate for men and 
women.

Poverty Line: A level of personal or family 
income below which one is classified as poor 
according to governmental standards.

Social Inclusion: The provision of certain 
rights to all individuals and groups in society, 
such as employment, adequate housing, health 
care, education and training, etc.

Social Integration: The set of arrangements 
adopted by the society and the group to accept a 
new member among them, and to facilitate this 
acceptance process.

Welfare State: A concept of government in 
which the state plays a key role in the protection 
and promotion of the economic and social well-
being of its citizens.
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Stochastic Processes for 
the Risk Management

ABSTRACT

The financial markets use stochastic models to represent the seemingly random behavior of assets such 
as stocks, commodities, relative currency prices such as the price of one currency compared to that of 
another, such as the price of US Dollar compared to that of the Euro, and interest rates. These models 
are then used by quantitative analysts to value options on stock prices, bond prices, and on interest rates. 
This chapter gives an overview of the stochastic models and methods used in financial risk management. 
Given the random nature of future events on financial markets, the field of stochastic processes obvi-
ously plays an important role in quantitative risk management. Random walk, Brownian motion and 
geometric Brownian motion processes in risk management are explained. Simulations of these processes 
are provided with some software codes.

INTRODUCTION

Risk is an inherent ingredient of financial business 
in the sense of the possibility of losses. Financial 
business is becoming more and more complicated, 
resulting in greater risks due to the development 
of financial services and financial products. In 
addition, the financial industry is getting more 
involved in the economy, both nationally and 
globally. The financial market has an influence 
on economy to a certain extent, e.g. the gloom of 
the financial market could lead to an economic 
recession.

The measurement of risk has become a com-
petitive factor for the financial institutions. How 
can we quantify risk? Risk management deals with 
this problem. Risk management can be defined 
as a discipline for “Living with the possibility 
that future events may cause adverse effects” 
(Kloman, 1999). In the context of risk manage-
ment in financial institutions such as banks or 
insurance companies these adverse effects usu-
ally correspond to large losses on a portfolio of 
assets. Risk management can be seen as a core 
competence of an insurance company or a bank. 
Specific examples include losses on a portfolio 
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of market-traded securities such as stocks and 
bonds due to falling market prices; losses on a 
pool of bonds or loans, caused by the default of 
some issuers or borrowers (credit risk); losses on 
a portfolio of insurance contracts due to the oc-
currence of large claims (Eberlein et al., 2007). A 
financial institution can take on risks and manage 
them by various techniques such as diversification, 
hedging, or repackaging risks and transferring 
them back to markets etc.

It is important to understand the character of 
stochastic process that underlines the dynamic of 
financial variables for successful modeling of the 
financial series. To give some insights into the 
financial market, we present finance as a stochastic 
process, where psychology of people is the most 
important element. To define the stochastic pro-
cess first, we would say that a stochastic process 
is a variable that evolves over time in a way that 
is at least partly random. Weather is a stochastic 
process. Namely, variation in temperatures is partly 
deterministic and predictable, we can expect to 
have warm summers and cold winters and that 
temperatures rise during the day and fall at night, 
and partly random and unpredictable.

However, if we can predict what the tem-
perature of the January 1 will be over the next 
two years or even what temperature we will have 
tomorrow, it is impossible to predict the price of 
a stock of Google over the next two years. Why 
is that? This is because weather is a (weakly) 
stationary process, which means that statistical 
properties of the variable are constant over time, 
while asset prices are non-stationary, meaning 
that the expected value can grow, or fall, without 
bounds. Precisely this stochastic nature of asset 
prices is what makes opportunities to individu-
als for increasing their wealth, but also threats of 
losing it. Therefore, individuals are taking risks.

In this chapter an introduction to some of the 
stochastic aspects of financial risk management is 
given. Firstly, random walk process is explained 
for the risk management. Random walk process 
is used in many fields including finance and 

economics for modeling fluctuations in the stock 
market. It says that any shock to stock price is 
permanent and there is no tendency for the price 
level to return to a trend path over time. Secondly, 
Brownian motion process is introduced. In the 
modeling of financial market, especially stock 
market, Brownian motion plays a significant role in 
building a statistical model. Finally, we focus on the 
geometric Brownian motion process. Geometric 
Brownian motion is a employed to analyze risk 
for stocks and other financial assets. It is also the 
model that underpins the famous Black-Scholes 
option pricing formula.

BACKGROUND

Definitions of risk vary based on context. The In-
ternational Organization for Standardization (ISO) 
in the ISO Guide 73 defines risk as the “effect of 
uncertainty on objectives” (ISO, 2009). The reason 
for a risk is uncertainty. Uncertainty is “the state 
of being uncertain.” Uncertain means “not able 
to be relied on; not known or definite.” Imagine 
that you would like to purchase a property in San 
Francisco, which is known for its susceptibility 
to earthquakes. We know that there is a risk of an 
earthquake occurring at any time, but we cannot 
say if there will be an earthquake during the next 
three years or not. It is uncertain.

Risk can be negative or positive. Earthquakes 
and diseases are classic examples of negative 
risk. In contrast, when somebody plays roulette 
in a casino, he or she hopes for a positive risk. 
In a way, this is counterintuitive to the manner 
in which the word risk is used in our everyday 
language. We often talk about risk as something 
inherently bad, for example, health risks (e.g., 
smoking increases the risk of cancer), natural 
disasters like earthquakes and floods, and sud-
den economic downturns. But, in fact, the basis 
of our market economy is actually taking risks. A 
merger or takeover of a company is often pursued 
because the acquiring party expects that it is worth 
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the price of acquisition because it anticipates that 
future financial returns will be favorable—this is 
positive risk taking.

Risk can be measured, depending on its nature, 
using either a statistical approach that uses histori-
cal data or a subjective probability approach in an 
informed decision. Both approaches are frequently 
used in practice. When assessing risk, one has to 
keep in mind that risk is context-dependent since 
it reshapes when the system changes. Measuring 
risk can be rather difficult when it is difficult to 
define risk or to capture all of its characteristics. 
One perspective on the risk of an investment is 
that it is the uncertainty associated with investment 
returns or cash flows. However, uncertainty is a 
complex quality. Analysts often attempt to quantify 
risk with absolute measures such as variance or 
relative risk measures.

The ISO Guide defines risk management as 
“coordinated activities to direct and control an 
organization with regard to risk” (ISO, 2009). 
Risk management in an organization often has 
multiple objectives (e.g., high safety and low 
costs), which requires adequate modeling and 
optimization techniques that can take multiple ob-
jectives into account. A risk management process 
is a systematic process to assess and treat risks. 
Many different risk management processes have 
been proposed in the literature, which typically 
contain steps like:

1. 	 Identification of risks,
2. 	 Assessment/measurement of risks,
3. 	 Evaluation, choice, and implementation of 

risk mitigation options,
4. 	 Monitoring of risk mitigation.

Risk management is concerned with ensuring 
that an organization recognizes and understands 
where weaknesses exist and/or where they might 
arise, and is proactive in addressing those to ensure 
that there is no adverse interruption to business 
continuity and/or damage to its reputation. An 
integral part is therefore the assessment of risk 
(ISO, 2009):

Given the random nature of future events on 
financial markets, the field of stochastics (prob-
ability theory, statistics and the theory of stochastic 
processes) obviously plays an important role in 
quantitative risk management. In addition, tech-
niques from convex analysis and optimization and 
numerical methods are frequently being used. In 
fact, part of the challenge in quantitative risk man-
agement stems from the fact that techniques from 
several existing quantitative disciplines are drawn 
together. The ideal skill-set of a quantitative risk 
manager includes concepts and techniques from 
such fields as mathematical finance and stochastic 
process theory, statistics, actuarial mathematics, 
econometrics and financial economics, combined 
of course with non-mathematical skills such as a 
sound understanding of financial markets and the 
ability to interact with colleagues with diverse 
training and background.

Stochastic processes have an important place 
in the risk management. A continuous-time sto-
chastic process is one where the value of the price 
can change at any point in time. The theory is 
very complex and actually this differential nota-
tion is just short-hand for an integral equation. A 
discrete-time stochastic process on the other hand 
is one where the price of the financial asset can 
only change at certain fixed times. In practice, dis-
crete behavior is usually observed, but continuous 
time processes prove to be useful to analyze the 
properties of the model, besides being paramount 
in valuation where the assumption of continuous 
trading is at the basis of the Black and Scholes 
theory and its extensions. Continuous-time price 
movements cannot be modeled using a tree and 
requires the introduction of stochastic calculus 
and Brownian motion processes.

It has been shown that both statistical and 
dynamical properties of market price fluctua-
tions can be well described by a random walk 
in a deforming potential function that moves its 
center given by the moving average of the mar-
ket price (Tayakasu et al., 2005). Tayakasu et al. 
(2005) predicted that the near future market price 
behaviors by applying random walk process and 
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proposed a novel risk management strategy for 
financial markets. Recently, Mishra et al. (2014) 
has been investigated the random walk hypothesis 
on the Indian stock market.

MAIN FOCUS OF THE CHAPTER

This section provides an introduction to modelling 
through stochastic processes in the risk manage-
ment. All the concepts will be introduced using 
the fundamental process for financial modelling, 
random walks, Brownian motion, geometric 
Brownian motion with constant drift and constant 
volatility.

Random Walk Processes 
in Risk Management

The behavior of the stock market returns is a 
central issue to the theory and practice of asset 
pricing, asset allocation, and risk management. 
Fama (1965) described the behavior of financial 
price series as having “… no memory, that is, the 
past cannot be used to predict the future in any 
meaningful way.” In this regard, the only relevant 
information about a future outcome of a variable 
is the current value. Campell et al. (1997) wrote 
that “… the best forecast of tomorrow’s price is 
simply today’s price”. Fama (1965), Mandelbrot 
(1963), Lo and Mackinlay (1988), amongst the 
many others use the random walk process to de-
scribe the dynamics of financial prices. Random 
walk process says that stocks take a random and 
unpredictable path. The chance of a stock’s future 
price going up is the same as it going down. This 
suggests that future returns are unpredictable 
based on historical observations. The random 
walk property also implies that the volatility of 
stock price can grow without bound in the long 
run. These properties are not only of interest by 
themselves but also have important implications 
for asset pricing (Chaudhuri and Wu, 2003).

A random walk is a classic example of a non-
stationary stochastic process. Asset prices such as 
stock prices or exchange rates follow a random 
walk, thus are non-stationary (Gujarati, 2004). 
There are mainly two types of random walk pro-
cesses namely; random walk without adrift (i.e. 
no constant or intercept term) and random walk 
with a drift (i.e. a constant term is present).

A time series (P
t
) is a random walk process 

with no drift if it satisfies the following equation

P Pt t t= +−1 µ 	

where P
t
 is the price at time t and µ  is the drift 

term.
The random walk implies that the value of P 

at time t is equal to its value at time( )t −1  plus a 
random shock ( ).µ

t
 The sequence ( )µ

t
 is white 

noise error terms with mean zero and variance 
σ2.  It is easy to see that E P P

t
( )=

0
, V P tt( )= σ

2 . 
The mean of P

t
 is constant for a random walk 

without drift but the variance increases with time 
t. The increasing variance violates a condition of 
weak stationary. Thus, the random walk model 
without drift is a non-stationary stochastic process. 
This random walk process remembers the shocks 
(random errors) forever and is said to have an 
infinite memory (Gujarati, 2004).

If the probability of moving up a step and 
down a step is equal to 0.5, then the process is 
called a symmetric random walk. Furthermore, if 
the up-step size and the down-step size are equal, 
then the process is called a simple random walk. 
The algorithm, which can easily be implemented 
and plotted in R, for a simple random walk is as 
follows in Box 1.

Figure 1 shows that a sample plot of 10 random 
walks. Random walk process with a drift can be 
written as

P P
t t t
= + +−α µ

1
	



192

Stochastic Processes for the Risk Management
﻿

where α  is the drift parameter. With drift refers 
to the fact that changes in stock prices are not 
entirely random. There is a systematic component 
due to the fact that stock prices tend to increase 
over time.

The expected value and variance of asset price 
at time t are given by E P P tt( )= +

0
α , 

V P t
t
( )= σ2 , respectively. Thus the mean and 

variance of the random walk process with a drift 
increases with time t, again violating the condi-
tions of weak stationary.

Brownian Motion Process 
in Risk Management

Brownian motion is one of the most famous and 
fundamental of stochastic processes. The formula-
tion of this process was inspired by the physical 
phenomenon of Brownian motion, which is the 
irregular jiggling sort of movement exhibited by 
a small particle suspended in a fluid, named after 
the botanist Robert Brown (1828) who observed 
and studied it in 1827. A physical explanation of 

Brownian motion was given by Einstein (1905), 
who analyzed Brownian motion as the cumulative 
effect of innumerable collisions of the suspended 
particle with the molecules of the fluid. Einstein’s 
analysis provided historically important support 
for the atomic theory of matter, which was still a 
matter of controversy at the time shortly after 1900. 
The mathematical theory of Brownian motion 
was given arm foundation by Wiener (1923); the 
mathematical model we will study is also known 
as the Wiener process.

The Brownian motion models for financial 
markets are based on the work of Robert C. Merton 
and Paul A. Samuelson, as extensions to the one-
period market models of Harold Markowitz and 
William Sharpe. The Brownian motion models 
for financial markets are concerned with defin-
ing the concepts of financial assets and markets, 
portfolios, gains and wealth in terms of continuous 
time stochastic processes. Under the Brownian 
motion process, the assets have continuous prices 
evolving continuously in time and are driven by 
Brownian motion processes. This model requires 
an assumption of perfectly divisible assets and a 
frictionless market (i.e. that no transaction costs 
occur either for buying or selling). Another as-
sumption is that asset prices have no jumps, there 
are no surprises in the market.

The standard Brownian motion process is a 
stochastic process { , }B tt ≥ 0 , with the following 
properties:

•	 Every increment B B
t s
−  over an interval 

of length t s−  is normal distributed with 
mean 0 and variance t s− , that is 
B B N t st s− −~ ( , )0 .

•	 For every pair of disjoint time intervals 
[ , ]t t
1 2

 and [ , ]t t
3 4

, with t t t t
1 2 3 4
≤ ≤ ≤  

the increments B t B t( ) ( )
4 3
−  and 

B t B t( ) ( )
2 1
−  are independent random 

variables.
•	 B

0
0=

•	 Bt  is continuous for all t.

Box 1. 

# Generate k random walks across time {0, 1, ..., T}
T <- 100 
k <- 10 
initial.value <- 10 
GetRandomWalk <- function() { 
# Add a standard normal at each step 
initial.value + c(0, cumsum(rnorm(T))) 
} 
# Matrix of random walks 
values <- replicate(k, GetRandomWalk()) 
# Create an empty plot 
dev.new(height=8, width=12) 
plot(0:T, rep(NA, T + 1), main=sprintf(“%s Random Walks”, k), 
xlab=”time”, ylab=”value”, 
ylim=10 + 4.5 * c(-1, 1) * sqrt(T)) 
mtext(sprintf(“%s%s} with initial value of %s”, 
“Across time {0, 1, ..., “, T, initial.value)) 
for (i in 1:k) { 
lines(0:T, values[, i], lwd=0.25) 
} 
for (sign in c(-1, 1)) { 
curve(initial.value + sign * 1.96 * sqrt(x), from=0, to=T, 
n=2*T, col=”darkred”, lty=2, lwd=1.5, add=TRUE) 
} 
legend(“topright”, “1.96 * sqrt(t)”, 
bty=”n”, lwd=1.5, lty=2, col=”darkred”) 
savePlot(“random_walks.png”)
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If we were to use Brownian motion to model 
security prices, we would need to verify that 
security prices have the four properties of Brown-
ian motion given above. Then, R code is given in 
Box 2. for the simulation of a standard Brownian 
motion process:

Using R code, a sample path of standard Brown-
ian motion is presented in Figure 2.

A Brownian motion with drift X
t
 is the solu-

tion of a stochastic differential equation with 
constant drift and diffusion coefficients

dX dt dWt t= +µ σ 	

with initial value X x
0 0
= . By direct integration

X x t Wt t= + +
0
µ σ 	

and hence X
t
 is normally distributed, with mean 

x t
0
+ µ  and variance σ2t . Its density function 

is given by

f t
t
e x x t t( ) ( ) /= − − −1

2
0

2 22

σ π

µ σ .	

Figure 1. Sample plot of 10 random walks

Box 2. 

t <- 0:500 # time 
sig2 <- 0.3 
## first, simulate a set of random deviates 
x <- rnorm(n = length(t) - 1, sd = sqrt(sig2)) 
## now compute their cumulative sum 
x <- c(0, cumsum(x)) 
plot(t, x, type = “l”, ylim = c(-2, 10))
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Geometric Brownian Motion 
Process in Risk Management

The Brownian motion cannot appropriate for 
modeling stock prices since this process can take 
on negative values. Instead, we introduce here 
a non-negative variation of Brownian motion 
called geometric Brownian motion. The geometric 
Brownian motion is ubiquitous in finance, being 
the process underlying the Black and Scholes 
formula for pricing European options. A standard 
assumption when valuing financial derivatives on 
market-traded assets is that the underlying market 
price is a geometric Brownian motion (Brandão 
et al., 2005). Two arguments favoring geometric 
Brownian motion are that prices modeled this 
way do not become negative, and that investors’ 
responses to price changes will follow a form 
of Weber’s Law, outlined for instance in Blaug 
(1962). Responses will depend on proportional 
changes and thus an appropriate stochastic model 
is the multiplicative random walk of geometric 
Brownian motion rather than an additive model.

The geometric Brownian motion describes the 
random behavior of the asset price level S

t
 over 

time, which is defined by

dS S dt S dW
t t t t
= +µ σ 	

Here, W
t
 is a standard Brownian motion 

(Wiener process) that is characterized by inde-
pendent identically distributed (iid) increments 
that are normally (or Gaussian) distributed with 
zero mean and a standard deviation equal to the 
square root of the time step. Independence in the 
increments implies that the model is a Markov 
Process, which is a particular type of process for 
which only the current asset price is relevant for 
computing probabilities of events involving future 
asset prices. In other terms, to compute probabil-
ities involving future asset prices, knowledge of 
the whole past does not add anything to knowledge 
of the present.

The d terms indicate that the equation is given 
in its continuous time version. The property of 
independent identically distributed increments is 
very important and will be exploited in the cali-
bration as well as in the simulation of the random 
behavior of asset prices.

Let’s first understand this definition, nor-
mally, µ  is called the percentage drift and σ  is 
called the percentage volatility. So, consider a 
Brownian motion trajectory that satisfy this dif-
ferential equation, the right hand side term µS dtt  
controls the “trend” of this trajectory and the term 
σS dW
t t

 controls the “random noise” effect in the 
trajectory.

Figure 2. Sample path of standard Brownian motion process
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A solution is needed to be finding since it is a 
differential equation. The technique of separation 
of variables is applied, then the equation becomes:

dS
S

dt dWt

t
t= +µ σ 	

Then taking the integration of both side we have

dS

S
dt dW dtt

t
t∫ ∫= +( )µ σ 	

Since 
dS
S
t

t

 relates to derivative of lnS
t
, using 

Ito calculus, following equation is obtained

ln
dS

S
t Wt

t
t











= −









+µ σ σ

1

2
2 .	

This equation can be rewritten as follows:

d S dt dW
t t

log = −









+µ σ σ

1
2

2 	

where log denotes the standard natural loga-
rithm. The process followed by the log is called 
an arithmetic Brownian motion. The increments 
in the logarithm of the asset value are normally 
distributed.

Taking the exponential of both side and plug-
ging the initial condition S

0
, the solution is ob-

tained. The analytical solution of this geometric 
Brownian motion is given by

S S t dW
t t
= −










+

0
21

2
exp µ σ σ 	

This equation shows that the asset price in the 
geometric Brownian motion follows a log-normal 
distribution, while the logarithmic returns 
log( / )S S

t t t+∆  are normally distributed.

The moments of St  are easily found using the 
above solution, the fact that W

t
 is Gaussian with 

mean zero and variance t, and finally the moment 
generating function of a standard normal random 
variable Z given by:

E aZ a[exp( )] exp=










1
2

2 	

Hence the first two moments (mean and vari-
ance) of S

t
 are:

E S S tt( ) exp= ( )0
µ 	

V S S t t
t
( ) exp [exp( )]= ( ) −

0
2 22 1µ σ 	

The Matlab code shown in Box 2 simulates 
sample paths of the geometric Brownian motion.

Unlike the standard Brownian motion, geo-
metric Brownian motion is controlled by the 
“trend”. That is if hundreds of simulation of 
Geometric Brownian Motion sis done, most of 
the graph will “heading toward a direction” with 
some deviation. To verify this, let’s plot several 
graph of Geometric Brownian motion with the 
same constant in a same graph. Sample paths of 
geometric Brownian motion processes are shown 
in Figure 3. As seen from the graph, the trend of 
those geometric Brownian motions is roughly 
matches. A numerical example is also provided. 
Let’s assume that initial portfolio value is 
S
0

10 000= $ ,  and it is being traded over 252 
days. We allow the underlying process to have a 

Box 3. 

function S= GBM_simulation (N_Sim, T, dt, mu, sigma, S0) 
mean =(mu -0.5* sigma ^2)* dt ; 
S= S0 * ones (N_Sim, T +1); 
BM = sigma * sqrt (dt)* normrnd (0, 1, N_Sim, T); 
S (:, 2: end)= S0 * exp (cumsum (mean + BM, 2)); 
end
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drift of µ
t
= 0 05.  and the overall volatility of 

σt = 5  constant over time. Since the simulation 
in every of 252 steps depends on ε  drawn from 
the normal distribution N(0,1), we can obtain any 
number of possible realizations of the simulated 
portfolio value path. Coding quickly the above 
model in R, (See Box 4.)

A sample path of this example is given in 
Figure 3.

The visual inspection of the path suggests no 
major drawbacks and low volatility, therefore 
pretty good trading decisions made by portfolio 
manager or trading algorithm. Of course, the 
simulation does not tell us anything about the 
model, the strategy involved, etc. but the result 
we obtained is sufficient for further discussion 
on portfolio key metrics.

Stochastic Volatility in 
Risk Management

The key idea using stochastic volatility in risk 
management is to devolatilize the observed return 
series and to revolatilize with an appropriate fore-
cast value. This idea has been applied in several 
papers (Hull and White (1998), Barone-Adesi et al. 
(1998, 1999), McNeil and Frey (2000), and, more 
recently, Venter and de Jongh (2002), Guermat 
and Harris (2002)).

A univariate price process

{ , }S t
t
≥ 0 ,	

typically a stock price or stock index. Then,

{ , }X t
t
≥ 0 	

is defined by,

S S Xt t=
0
exp( ) 	

and is usually termed the return process of S . We 
assume that the increments of X, i.e., the daily 
returns, ∆X X X

t t t
= − −1 , are the form

∆ ∆X L
t t t
= σ 	

where denotes a sequence of i.i.d. random variables 
drawn from an infinitely divisible distribution and 
σ  denotes a randomly changing predictable pro-
cess, which we call volatility process.

This general set-up may be interpreted as the 
restriction of the continuous-time model

dX dLt t t= σ 	

to discrete time, where L denotes a process with 
stationary, independent increments starting at 0 
and the volatility process σ  stays piecewise con-
stant between integer time points.

By volatility one usually refers to the standard 
deviation of the return series, or more precisely, 
to the standard deviation given all past observa-
tions. We do not necessarily take this point of 
view here. We call the process σ  above volatil-

Box 4. 

mu=0.05; % drift 
sigma=0.05; % std dev over total inverval 
S0=10000; % initial capital ($) 
N=252; % number of time steps (trading days) 
K=1; % nubber of simulations 
 
dt=sigma/sqrt(N); % local volatility 
 
St=[S1]; 
for k=1:K 
St=[S1]; 
for i=2:N 
eps=randn; 
S=St(i-1)+St(i-1)*(mu*dt+sigma*eps*sqrt(dt)); 
St=[St; S]; 
end 
hold on; plot(St); 
end 
xlim([1 N]); 
xlabel(‘Trading Days’) 
ylabel(‘Simulated Portfolio Value ($)’);
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ity, which may or may not be directly observable 
from past return data.

FUTURE RESEARCH DIRECTIONS

The chapter recommends further study in financial 
risk management to investigate Martingale pro-
cess for asset prices. The study also recommends 
further study in:

•	 Using time-varying parameters approach 
to investigate mean reversion and random 
walk for assets prices such as exchange 
rates and prices of precious metals such as 
gold.

•	 Using time-varying parameters approach 
to investigate mean reversion and random 
walk in futures price of crude oil.

CONCLUSION

In the paper, we put some arguments in favor 
of stochastic and behavioral finance. Namely, 
individuals make their predictions and decisions 
through a very complex system that is hard to 
be explained only through the set of differential 
equations. On the other hand, experiments have 
demonstrated that people usually also do not be-
have consistent in time, but use different ways of 
strategic thinking and reasoning, instead. This is 

Figure 3. A sample path of geometric Brownian motion process
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especially true when dealing their wealth, which 
make the understanding of price movements much 
more complex. Although many attempts have 
been tried to define asset pricing through a kind 
of a stochastic process, i.e. Brownian motion or 
geometric Brownian motion, volatilities on the 
market indicate that new paradigm is needed.

When used to model the price of a security 
over time, the geometric Brownian motion pro-
cess possesses neither the flaws of the Brownian 
motion process. Because it is the logarithm of the 
share prices that is assumed to be normal random 
variable, the model does not allow for negative 
share prices. Furthermore, because the values are 
in ratios, rather than differences of prices separated 
by a fixed amount of time that have the same dis-
tribution, the geometric Brownian motion makes 
what many feel is the more reasonable assumption.

The advantages of geometric Brownian motion 
are relatively easy involvement of calculation and 
do not need a lot of data to forecast the future clos-
ing price. It has been stated in the Martingale and 
Markov properties of geometric Brownian motion.
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KEY TERMS AND DEFINITIONS

Assets: An item of current or future economic 
benefit to an organization. Examples include: 
cash, short-term investments, accounts receivable, 
grants receivable, inventories, prepaid expenses, 
buildings, furniture, equipment, vehicles, and 
long-term investments.

Black Scholes Model: A model of price 
variation over time of financial instruments such 
as stocks that can, among other things, be used 
to determine the price of a European call option. 
The model assumes that the price of heavily traded 
assets follow a geometric Brownian motion with 
constant drift and volatility. When applied to a 
stock option, the model incorporates the con-
stant price variation of the stock, the time value 
of money, the option’s strike price and the time 
to the option’s expiry. Also known as the Black-
Scholes-Merton Model.

Markov Property: The term Markov property 
refers to the memoryless property of a stochastic 
process. It is named after the Russian mathemati-
cian Andrey Markov. A stochastic process has the 
Markov property if the conditional probability 
distribution of future states of the process (con-
ditional on both past and present values) depends 
only upon the present state, not on the sequence 
of events that preceded it.

Option Pricing Theory: Any model- or 
theory-based approach for calculating the fair 
value of an option. The most commonly used 
models today are the Black-Scholes model and 
the binomial model. Both theories on options 
pricing have wide margins for error because their 
values are derived from other assets, usually the 
price of a company’s common stock. Time also 
plays a large role in option pricing theory, because 
calculations involve time periods of several years 
and more. Marketable options require different 
valuation methods than non-marketable ones, such 
as those given to company employees.

Stochastic Differential Equation: It is a 
differential equation in which one or more of the 
terms is a stochastic process, resulting in a solution 
which is itself a stochastic process. They are used 
to model diverse phenomena such as fluctuating 
stock prices or physical systems subject to thermal 
fluctuations.

Stock Price: The cost of purchasing a security 
on an exchange. Stock prices can be affected by a 
number of things including volatility in the market, 
current economic conditions, and popularity of 
the company.

Volatility: It is a measure for variation of price 
of a financial instrument over time in finance.

Wiener Process: In mathematics, the Wiener 
process is a continuous-time stochastic process 
named in honor of Norbert Wiener. It is often called 
standard Brownian motion, after Robert Brown. It 
is one of the best known Lévy processes (càdlàg 
stochastic processes with stationary independent 
increments) and occurs frequently in pure and 
applied mathematics, economics, quantitative 
finance and physics.
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The Effects of Situational 
and Dispositional Factors 
on the Change in Financial 

Risk Tolerance

ABSTRACT

Utilizing the lens of Heider’s (1958) attribution theory and Grable and Joo’s (2004) conceptual frame-
work, this chapter studies the effect of situational and dispositional attributions on changes in financial 
risk tolerance. Situational factors are assessed through changes in household situation and changes in 
macroeconomic factors. For dispositional factors, changes upon sensation seeking attitudes are explored. 
The data employed in this research come from the 1993, 1994, and 2006 National Longitudinal Survey of 
Youth (N = 5,449). Results from structural equation modeling indicate that changes in internal attributions 
have a significant and positive effect (coefficient = 0.12, p <0.01) on the change in risk tolerance, as is 
true for changes in external attributions where a significant effect is seen (coefficient = 0.30, p <0.01). 
Thus, the findings from this study support the conceptual framework premised on Heider’s attribution 
theory and Grable and Joo’s (2004) conceptual model.

INTRODUCTION

Financial risk tolerance (FRT) is a significant 
and influential factor affecting those decisions 
of an economic and financial nature. Importantly, 

the concept has been deemed as an associative 
and predictive factor of financial risk-taking 
behaviors. During the last few decades, the con-
cept has earned consideration among financial 
professionals committed to advising consumers, 
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and for researchers dedicated to understanding 
and predicting individuals’ financial behaviors. 
The evaluation, understanding, and measurement 
of the elusive FRT are ongoing endeavors in the 
fields of finance and economics.

FRT is the level of uncertainty an individual 
is willing to assume despite experiencing less 
advantageous outcomes in the pursuit of a most ad-
vantageous outcome (International Organization 
for Standardization, 2005). At the household level, 
FRT becomes a relevant influencer on decisions 
such as asset and retirement portfolio allocation, 
and strategies for achieving wealth, growth, and 
accumulation (Barsky, Juster, Kimball, & Shapiro, 
1997). Typically, individuals with higher levels 
of FRT obtain higher returns in their investments 
over longer periods of time. This is consistent with 
the idea of risk-return trade-offs, which suggest 
that those riskier investments are associated with 
potentially higher returns. Nonetheless, not all 
consumers are high-risk takers. Indeed, rational 
consumers are intrinsically risk-averse and will 
tolerate only a certain level of risk for any given 
return.

Numerous factors have been reported as hav-
ing an association with FRT. For example, the 
literature suggests an association between FRT 
and multidisciplinary factors (e.g., social, eco-
nomic, demographic, psychological factors, etc.) 
such as life cycle variables, race and ethnicity, 
wealth, employment status, economic outlook, 
personality, and psychological traits, among others 
(Barsky et al., 1997; Grable, 2000; 2008; Grable 
& Lytton, 1999; 2001; Grable & Joo, 2004; Hanna 
& Lindamood, 2005; Sung & Hanna, 1996).

An aspect that has been of particular inter-
est is the notion of FRT’s stability or variabil-
ity through time. This topic has created debate 
among academicians and professionals in the 
field (Grable, 2008; Sahm, 2007; Yao, Hanna, & 
Lindamood, 2004). While some maintain that FRT 
is a changeable attitude over time and attribute 
this elasticity to factors such as market conditions 
and sentiment, and expectation of the economy 

(Grable, 2000; 2008; Pan & Statman, 2010; Yao, 
Hanna, & Lindamood, 2004), others argue that 
FRT is relatively fixed over time (Gerrans, Faff, 
& Hartnett, 2012; Roszkowski & Cordell, 2009; 
Roszkowski, Delaney & Cordell, 2009; Sahm, 
2007; Santacruz, 2009). In an effort to explore 
this topic further, the purpose of this study is to 
explore the research question of whether or not 
changes in circumstantial and internal variables 
can potentially affect the change in an individual’s 
FRT.

BACKGROUND

Financial risk tolerance (FRT) is an important 
factor in the process of financial decision making 
under uncertainty. FRT refers to an individual’s 
attitude towards financial risk, and the willingness 
to undertake more financial risk for the potential 
of obtaining higher returns. Barsky et al. (1997) 
express financial risk tolerance as the inverse of 
risk aversion—as viewed from an expected utility 
theory. Faff, Mulino, and Chai (2008) evaluate 
the link between FRT and risk aversion. Their 
findings suggest that both concepts are associated 
to a significant degree, especially when using 
questions regarding gambling to measure such 
concepts—as is the case in this study.

Regarding measurement of FRT, various 
instruments exist (see for example, Barsky et al., 
1997; Grable & Lytton, 1999; Hanna, Gutter, & 
Fan, 2001). Despite these research instruments 
having been tested for validity and reliability, it 
is dubious as to the whether or not these instru-
ments are measuring the same dimension of FRT 
(Ruiz-Menjivar, Blanco, Çopur, Gutter, & Gillen, 
2014). A possible explanation for the discrep-
ancy on measurements across instruments is the 
disagreement in terms of definition of FRT. For 
example, some researchers define it as an attitude 
while others conceptualize FRT as a trait. The use 
of different theoretical frameworks (e.g., economic 
theory, prospect theory) and/or the empirical ap-
proach used to create the instrument can also cause 
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disagreements. Four approaches to measure FRT 
have been identified in the literature: (a) choice 
of type of investments and financial products, (b) 
hypothetical questions on risk/reward, (c) mixed 
measured, and (d) actual behavior (Hanna et al., 
2001; Shelbecker & Roszkowski, 1993). In this 
study, we measure FRT using job gambling risk/
reward hypothetical questions.

Multiple socioeconomic and demographic 
variables are associated with FRT. For instance, 
studies have found significant relationships be-
tween FRT and age (Sung & Hanna, 1996), gender 
(Grable & Lytton, 1999), race/ethnicity (Grable, 
2008; Fan & Xiao, 2006; Sung & Hanna, 1996; 
Yao, Gutter, & Hanna, 2005), marital status (Ro-
szkowski, Snelbecker, & Leimberg, 1993; Sung 
& Hanna, 1996), income and education (Grable, 
2000; Grable & Joo, 2004), employment status 
(Hanna & Lindamood, 2005), and economic 
expectations (Grable, 2000), amongst others. 
Grable (2008) provides a summary of principal 
factors affecting FRT by reviewing 125 studies 
published between 1960 and 2006. His revision of 
the literature indicates that higher levels of FRT 
are strongly correlated with male gender, being 
single, and having a minimum educational attain-
ment of a college degree. In further comparison, 
of individuals with lower versus higher levels of 
FRT, those with the higher levels are associated 
with greater net worth and income, higher levels 
of financial knowledge and financial satisfac-
tion, larger household size, and greater economic 
expectations.

A long debated aspect of FRT is about the no-
tion of whether or not FRT changes through time 
or remains static. Findings in the literature in terms 
of changes in FRT are mixed. For example, some 
studies have found that FRT is elastic through time 
(Grable, 2000; 2008; Pan & Statman, 2010; Yao et 
al., 2004). Yao and her associates evaluate changes 
in FRT trends from 1983 to 2001. Their findings 
conclude that FRT is overimpacted by economic 
events, and changes in FRT levels are reflected 
accordingly. They posit that the changes in FRT 

during the evaluated time period is consistent 
with the pattern of FRT increase when securities 
returns increase, and it decreases when returns 
decline. However, it is worth noting that Yao et 
al. use six waves of the cross-sectional Survey of 
Consumer Finances when analyzing these trends 
on FRT. Other cross-sectional studies suggest 
that factors such as emotion and economic cir-
cumstances affect the variation in risk tolerance 
(Grable, 2000, 2008; Pan & Statman, 2010). For 
example, using a sample of 2,734 investors, Pan 
and Statman (2010) posit that FRT changes due to 
market conditions and is significantly associated 
with emotions.

Per contra, other research studies suggest a 
relative stability in FRT (Gerrans, Faff, & Hartnett, 
2012; Roszkowski & Cordell, 2009; Roszkowski, 
Delaney & Cordell, 2009; Sahm, 2007; Santacruz, 
2009). For instance, utilizing a sample of college 
students, Roszkowski and Cordell (2009) find 
that relative FRT is significantly stable over a 
change of 269-814 days. Sahm (2007) uses panel 
data from the Health and Retirement Study to 
assess variation in risk tolerance through time 
(1992-2002). Sahm finds that, despite noted 
exceptions in some variables tested, overall rela-
tive risk aversion is stable over time. Moreover, 
she finds that risk tolerance decreases with age, 
and increases in the context of better economic 
conditions for macroeconomic conditions such as 
the stock market. Interestingly, Sahm’s findings 
indicate that changes in wealth, and personal 
economic shock, such as job displacement, are 
not significantly associated to changes in FRT. A 
more recent study by Gerrans, Faff, and Hartnett 
(2012) uses a longitudinal panel of investors in 
order to assess changes in FRT during the global 
financial crisis. Their findings suggest that FRT 
is considerably stable over the analyzed period 
of time (2007-2009). They acknowledge that in 
a short period, FRT appears stable; nevertheless, 
they do not discard the possibility that FRT might 
be subject to change over longer period of time.
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Conceptual Framework

The present research utilizes a conceptual frame-
work based on the combination of both a) general 
elements borrowed from the main premises of 
Heider’s (1958) attribution theory, and (b) the 
financial risk tolerance (FRT) model proposed 
in Grable and Joo (2004).

Heider’s attribution theory is a well-known 
framework in the field of social psychology. The 
theory, in an effort to understand and explain 
behavior of the self and of others, proposes that 
individuals assign attributes to behavior and infer 
them as causal (Heider, 1958; Kelly, 1967; Kelley 
& Michela, 1980; Manusov & Spitzberg, 2008). 
Under the lens of Heider’s frameworks, individuals 
consider two types of attribution: dispositional or 
situational. The former refers to factors such as 
personality traits, beliefs, and attitudes that are 
internal to the individual. Situational attributions, 
on the other hand, are those factors pertinent to 
the individual’s environment or context (e.g., 
social, economic, cultural, familial situation and/
or background) (Heider, 1958; DeLamater & 
Myers, 2011).

Further, Grable and Joo (2004) propose a 
multidisciplinary model, as it includes an amal-
gamation of financial, economic, psychological, 
and sociological variables. In their conceptual 
model, environmental factors are defined as those 
variables that involve quantifiable household 
financial situations, socio-economic status, and 
social changes such as marital status or household 
number change. In their model, income, net worth, 
financial knowledge, homeownership, education, 
and marital status constitute the environmental 
factors. They use biopsychosocial factors to refer 
to those internal variables that are pertinent to the 
individual’s life such as personality and psycho-
logical traits (e.g., sensation seeking, self-esteem), 
attitudes, dogmas or beliefs, and/or factors in which 
an individual has little control (e.g., birth order, 
race/ethnicity, age, gender). In Grable and Joo’s 
model, these biopsychosocial factors are repre-
sented by the following variables: age, gender, 

racial background, birth order, self-esteem, type 
A personality, sensation seeking, and financial 
satisfaction. It is worth noting that Grable and 
Joo’s FRT model is premised on the risk attitude 
and risk taking behavior model presented by Irwin 
(1993). The latter is a causal model used to predict 
risk-taking behavior among adolescents (Irwin & 
Millstein, 1986).

In the conceptual model used in this study, we 
posit that the change in FRT is affected by shifts 
in an individual’s dispositional and situational 
attributions. Contextually, in the model, disposi-
tional attribution is represented by the personality 
trait of sensation seeking. In addition, situational 
attributions refer to the following variables: change 
in family size, residence type, net worth, inflation, 
and unemployment rates. Figure 1 illustrates the 
conceptual model proposed in the present study.

Situational Factors

Household Factors: Specific to the conceptual 
model in this study are net worth, family size, 
and homeownership—variables pertinent to the 
internal situation of the household. The literature 
supports a correlation between FRT and each of 
these household situation variables.

Using data from the 1998 Survey of Consumer 
Finances, Finke and Huston (2003) find a strong, 
positive relationship between net worth and FRT. 
Likewise, their results reveal that greater risk 
tolerance is associated to greater ownership of 
financial assets—a typically risky element of net 
worth. These results confirm previous findings on 
the relationship between FRT and net worth. For 
instance, Hanna, Gutter and Fan (2001) suggest a 
negative association between wealth and relative 
risk aversion.

Mixed results exist for FRT and household size. 
Grable (2008) reports that literature moderately 
supports the notion of a positive relationship be-
tween household size and FRT. Yet other studies 
suggest less willingness to take financial risks by 
larger households (Coleman, 2003; Gutter, Fox, 
& Montalto, 1999).
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Finally, homeownership is another factor that 
has been found to be correlated with FRT; being 
a homeowner is associated to being more risk 
tolerant. However, the support in the literature 
about this relationship is low (Grable, 2008). Us-
ing data from several waves of the Italian Survey 
of Household Income and Wealth, Diaz-Serrano 
(2005), interestingly, shows that a household’s risk 
aversion (when compared to market constraints) 
plays a stronger role in the relationship between 
income uncertainty and the likelihood of being a 
homeowner. It is worth noting that the literature 
strongly supports the positive relationship between 
predictable and stable income and high FRT.

Macroeconomic Factors: In the context of the 
proposed model, inflation rates and unemployment 
rates represent the macroeconomic variables ex-
ternal to the household. Brandt and Wang (2003) 
find that aggregate risk aversion is sensitive to the 
report of news on inflation where high aggregate 
risk aversion levels are associated to an unexpected 
increase in inflation. Expectation about the perfor-
mance of the economy or economic outlook might 
capture, to some extent, expectation on inflation 
rates. Grable (2000) concludes that individuals 
with greater economic expectation tend to be more 
risk tolerant than their counterparts.

Regarding unemployment rates, Diaz-Serrano 
and O’Neill (2004) suggest a significant and 
positive association between risk aversion and the 
likelihood of being unemployed. Relatedly, Grable 
(2008) indicates that there is moderate evidence 
in the literature to suggest that being employed 
full-time is associated with increasing levels of 
FRT. In addition, in Grable (2000), results show 
that those individuals employed in professional 
occupations are typically more financially risk 
tolerant that those who have lower ranking oc-
cupations.

Dispositional Factors

Sensation Seeking and Risk Tolerance: For de-
cades, sensation seeking has been a construct of 
considerable study in the field of personal psychol-
ogy. The concept was first introduced and devel-
oped by the psychologist Marvin Zuckerman. This 
personality trait refers to the pursuit of sensations 
and experiences that involve novelty, complexity, 
and/or sensational intensity to the extent that an 
individual may be willing to assume physical, 
social, legal, or other types of risk (Horvath & 
Zuckerman, 1992; Zuckerman, 1969; 1979a; 1994; 
2007; 2010; Zuckerman, Buchsbaum, & Murphy, 

Figure 1. Proposed conceptual framework
Note: The proposed model hypothesizes that the change in Financial Risk Tolerance is influenced by shifts in an individual’s 
dispositional and situational attributions—where dispositional attribution is represented by the personality trait of sensation 
seeking, and situational attributions refer to the following variables: change in family size, residence type, net worth, inflation, 
and unemployment rates.
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1980). Of note is that realization that risk itself 
is not the main factor that makes an individual 
engage in an activity. This main construct has 
been divided into four sub-factors: (a) thrills and 
adventure (activities or sports involving unusual 
sensations and risks beyond the conventional), (b) 
experience seeking (openness to experimenting 
with new types of sensations through music, art, 
or drugs), (c) disinhibition (seeking stimulating 
sensation and experiences in social situations such 
as parties or social drinking), and (d) boredom 
susceptibility (intolerance of monotonous and 
repetitive types of experiences).

In terms of financial risk, studies on gambling 
and sensation seeking have shown that individuals 
with high sensation seeking scores—especially 
those in the disinhibition factor—are more prone 
to gambling. Sensation seekers also underestimate 
the risks associated with gambling, and they 
tend to be more aware of the odds of winning or 
losing (Zuckerman, 1974; 1976; 1979a; 1979b). 
Moreover, sensation seekers tend to bet more 
while gambling and choose games with worse 
odds (Water & Kirk, 1968). Interestingly, when 
holding the perception of risk constant, those 
with higher levels of sensation seeking expect 
more pleasure and anticipate less anxiety when 
engaging in certain activities (Zuckerman, 1976; 
1979a; 1979b; 2010; Roberti, 2004).

Further, Wong and Carducci (1991) evaluate 
the association between sensation seeking and 
financial risk tendencies in everyday financial 
decisions. Their study specifically uses 12 hypo-
thetical financial decisions divided into the fol-
lowing categories: personal investment decisions 
(e.g., buying stocks, bonds, certificate of deposits 
and real estate), household affairs (e.g., buying car 
insurance, keeping appropriate liquidity in finan-
cial accounts), and gambling decisions (e.g., play-
ing the lottery and card games). Consistent with 
the results of previous studies on the association 
between gambling and sensation seeking, Wong 
and Carducci find that, in general, those individu-
als with higher sensation seeking scores show 

greater financial risk tendencies when managing 
everyday financial situations. The study also finds 
that males are more prone to assuming greater 
risk in everyday financial decisions regardless of 
sensation seeking levels.

Purpose of the Study 
and Hypotheses

The purpose of this study is to evaluate the ef-
fects of changes in situational and dispositional 
attribution on changes in consumers’ FRT. Based 
on Heider’s (1958) attribution theory and the 
conceptual framework proposed in Grable and 
Joo (2004), we utilize a model in which situational 
factors are represented by changes in household 
situation (residence type, family size, net worth), 
by changes in macroeconomic factors (inflation 
rates and unemployment), and dispositional factors 
are measured by sensation seeking. The following 
hypotheses were tested:

H1: Changes of situational factors significantly 
affect FRT

H2: Changes of dispositional factors significantly 
affect FRT

METHODOLOGY

Dataset and Sample

Data used for this study come from the 1993, 
1994, and 2006 National Longitudinal Survey 
of Youth 1979 cohort (NLSY79). Sponsored by 
the U.S. Department of Labor, this survey is a 
nationally representative sample of 12,686 young 
men and women (age 14-22 on December 31, 
1978) living in the United States who were first 
interviewed in 1979. NLSY79 was conducted 
annually until 1994, and has been administered 
biannually thereafter. Although NLSY’s main 
emphasis of investigation is labor force behavior, 
content of much broader nature is available in the 



207

The Effects of Situational Factors on Financial Risk Tolerance
﻿

survey. For instance, NLSY offers data pertinent 
to income and assets, health conditions, crime 
and substance abuse, fertility, and attitudes and 
expectations (e.g., risk aversion, time preference, 
time use, self-esteem, among others), along with 
a series of demographic questions.

Given the longitudinal nature of NLSY79, 
the employment of this survey is relevant for 
this study as the main purpose is to assess the 
relationship between changes in risk tolerance 
and changes in internal and external attribution 
variables. Nonetheless, as typical, we are not 
exempted of virtually ineluctable data constraints 
when using this dataset for the study. For example, 
the selection of NLSY79 waves for this study is 
primarily based on the availability of two of the 
main variables of interest—risk tolerance and 
alcohol consumption (used a proxy for sensation 
seeking). Questions on alcohol consumption are 
available only in the 1994, 2002, and 2006 waves. 
In the case of risk tolerance, a series of questions 
about income gambling for measurement of risk 
aversion are available in the 1993, 2002, 2004 and 
2006 waves. Thus, in light of the constrained avail-
ability of key data, we use and match the answers 
of risk aversion questions from the 1993 wave to 
the data of the 1994 wave. This assumption may 
be perceived as a limitation in the study.

After accounting for factors such as survey attri-
tion, missing data, and unavailability of variables 
in certain years, the total sample in this study totals 
5,449 respondents. Table 1 offers the descriptive 
measures of the sample utilized in this study.

Measurement of Variables

Change in Risk Tolerance: Barsky et al. (1997) 
describe financial risk tolerance as the inverse 
concept of risk aversion. In this study, we adopt 
this perspective, and we discuss the paper in 
terms of risk tolerance. In order to measure risk 
tolerance, the following three questions are for 
measurement of risk tolerance:

1. 	 “Suppose that you are the only income 
earner in the family, and you have a good job 
guaranteed to give you your current (family) 
income every year for life. You are given the 
opportunity to take a new and equally good 
job, with a 50-50 chance that it will double 
your (family) income and a 50-50 chance 
that it will cut your (family) income by a 
third. Would you take the new job?”

2. 	 “Suppose the chances were 50-50 that it 
would double your (family) income and 
50-50 that it would cut it in half. Would you 
still take the new job?”

3. 	 “Suppose the chances were 50-50 that it 
would double your (family) income and 50-
50 that it would cut it by 20 percent. Would 
you take the new job?”

The two-stage scoring process of respondents’ 
risk tolerance is adopted from methodologies 
used in Barsky et al. (1997) and Heo, Grable, 
and Chatterjee (2013). Based on their responses 
to questions A and B, or A and C, participants are 
ordered in four different risk tolerance categories: 
very low-risk tolerance, low risk-tolerance, high-
risk tolerance, and very high-risk tolerance (coded 
as 0, 1, 2, and 3 respectively).

The first stage in the scoring process lies on 
the answer indicated to question A. Those respon-
dents who accept the job proposed in A are then 
asked question B. On the contrary, if respondents 
decline the job offered in A, then respondents are 
asked C. The second stage of the scoring process 
determines the risk tolerance categories of each 
respondent. Individuals answering “yes” to A and 
B are assigned to the “very high-risk tolerance” 
group. Participants who indicate “yes” to A, yet 
“no” to B are categorized as high-risk takers. In 
the case of those answering “no” to A and C, 
their risk tolerance is classified as low. Finally, 
those who respond “no” to A, but “yes” to C are 
considered very low-risk takers.
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Once respondents are assigned to their respec-
tive risk tolerance category for the years of the 
analysis, then we assess changes among a decade 
between 1994 and 2006. In terms of change in 
risk tolerance, seven different possibilities are 
considered. If risk tolerance has not increased or 
decreased during the period of the evaluation, then 
we assign those respondents to the “no change” 
group. In the case of those whose risk tolerance 
has increased, they were assigned into one of the 
following groups: small positive shift, moderate 
positive shift, and large positive shift. Similarly, 
for the respondents whose risk tolerance had de-
creased over the examined period of time, they 

are classified as the following: small, negative 
shift, moderate negative shift, and large negative 
shift. As a result, the risk tolerance is coded on a 
7-point scale from -3 to 3.

Internal Attribution

Change in Sensation Seeking: This study uses 
alcohol consumption as a proxy for sensation 
seeking. Research shows that sensation seeking 
is associated to and predictive of alcohol con-
sumption (Zuckerman, 1994; 2007). Particularly, 
alcohol drinking is an activity saliently related to 
the disinhibition sub-factor of sensation seeking 

Table 1. Descriptive statistics: sample profile based on 2006 NLSY79 wave 

Variables

Race Description Frequency (%)

Race 
Gender

Hispanic 1,003 (18.18)

Black 1,541 (27.93)

White & others 2,974 (53.90)

Gender 
Family Size

Male 2,742 (49.69)

Female 2,776 (50.31)

Family Size 
Marital Status

1 1,092 (19.75)

2 1,207 (21.87)

3 1,181 (21.40)

4 1,271 (23.03)

5 504 (9.13)

Over 6 263 (4.76)

Marital Status Never Married 918 (16.64)

Married 3,210 (58.17)

Separated 268 (4.86)

Divorced 1.047 (18.97)

Widowed 74 (1.34)

Variables

Net Worth Description Mean (SE)

Net Worth 1993 51,277.47 (1798.56)

1994 58,746.96 (1961.54)

2002 168,836.30 (4458.79)

Note. N=5,449



209

The Effects of Situational Factors on Financial Risk Tolerance
﻿

(Cohen & Fromme, 2002; Schwarz, Burkhart, 
& Green, 1978; Zuckerman, 1994; 1987; 2010; 
Zuckerman, Bone, Neary, Mangelsdorff, & Brust-
man, 1972). Earleywine and Finn (1991) indicate 
that the relationship between alcohol consumption 
and behavioral disinhibition is grounded in their 
respective relationships to sensation seeking. In 
addition to drinking, drug use and risky sexual 
behaviors might be deemed as core risk taking 
factors linked to impulsive sensation seeking, 
sociability, and aggression (Zuckerman & Kuhl-
man, 2000). Thus, given the limitation on sensa-
tion seeking measurement, we acknowledge that 
alcohol consumption comprises a small dimension 
of the general construct of sensation seeking. For 
the purpose of this study, then, sensation seeking 
should be thought of in terms of the disinhibition 
subscale portion of sensation seeking only, as that 
is the only area in which we are able to capture 
with the available data.

In order to measure the disinhibition sub-factor 
of sensation seeking, we use a question that asked 
participants to indicate whether or not they had 
consumed alcohol in the last 30 days. We code 
the attribution as ordered scale: 1 if there is an 
increase in alcohol consumption (increase in sen-
sation seeking, for the purpose of this study), 0 if 
no change, and -1 if there is a decrease in alcohol 
consumption (decrease in sensation seeking).

External Attribution

Change of Residence Type: Respondents are 
initially assigned into either homeowner or non-
homeowner groups (i.e., renters and others). After 
which, we evaluate changes of residency type over 
the respective time-period of analysis. Change of 
residence type is coded as ordered scale: 1 if a 
respondent has moved from non-homeowner to 
homeowner; 0 if no change; and -1 if the respondent 
has moved from homeowner to non-homeowner.

Change of Family Size: The reported number 
of household members is used in to order to de-
termine the change of family size. Three ordered 

categories are created: an increase in the number 
members in the family, no-change, or a decrease in 
the number of members in the household (coded 
as 1, 0, and -1 respectively).

Change of Net Worth: NLSY79 provides re-
spondents’ net worth as a continuous measure with 
actual dollar amount in 1994 and in 2006. Changes 
of net worth between years of study coded as actual 
difference between 1994 and 2006. Specifically, 
changes of net worth uses subtraction from 2006 
to 1994; therefore, the positive dollar amount 
denotes increasing net worth and the negative 
dollar amount tells decreasing net worth. In the 
model the actual dollar amounts are standardized.

Change of Inflation Rate: We use the Con-
sumer Price Index (CPI)—an estimate of the 
change in the weighted average price of a basket 
of consumer goods and services— as a measure 
of “headline” inflation. In this study, the primary 
data from NLSY79 is combined with CPI data 
from the U.S. Bureau of Labor Statistics (BLS). 
NLSY79 offers data on the geographical regions 
wherein the respondents dwell. The regions are 
divided into the following: Northeast area, Mid-
west, South and West. BLS records annual CPI 
for each state. For the purpose of this study, we 
estimate the mean CPI for each region for the 
years 1994, and 2005, and assign these estimate 
values to respondents based on the area in which 
they resided during those years. After matching 
the data, we calculate the changes of CPI (changes 
of inflation rate, in the context of this study) for 
the period of 1994-2006. In the model, change of 
inflation rate is standardized.

Change of Unemployment Rate: The primary 
data from NLSY79 is combined with local area 
employment statistics from the U.S. Bureau of 
Labor Statistics (BLS). As previously mentioned, 
NLSY79 geographically localizes respondents 
in regions (i.e., Northeast, Midwest, South, and 
West). BLS, though, reports county-level annual 
unemployment rates for each state. Similar to the 
procedure adopted for the estimation of inflation 
rates, the mean value of all counties unemploy-
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ment rates within each of the respective regions is 
calculated. The mean region-wise unemployment 
rate is then matched with respondents based on 
their respective residency during the years 1994, 
and 2006. Change of unemployment rate between 
1994 and 2006 is calculated for each region. Same 
as CPI, change of unemployment rate is standard-
ized in the model.

Analysis

This study employs structural equation modeling 
(SEM) to assess a model through which changes 
in financial risk tolerance (FRT) might be affected 
by dispositional and situational attributes. Table 
2 displays the descriptive statistics of the change 
in the variables used in the SEM model. This 
hypothesized model is based on the conceptual 
framework that was fully detailed earlier in this 
paper. Figure 2 displays the hypothesized struc-
tural equation model. Based on Heider’s (1958) 
attribution theory and Grable and Joo’s (2004) 
model, we hypothesize that changes in disposi-
tional and situation variables affect the change 
in FRT. As shown in figure 2, the latent variable 
of change in situational attributes is composed of 
two additional latent variables: changes of house-
hold situation and changes of macroeconomic 
factors. In addition, sensation seeking (proxied 
by alcohol consumption) represents the disposi-
tional attributes of the model. Particularly, SEM 
is used to confirm the empirical model. In this 
study, maximum likelihood estimation is used as 
the basic estimation method of SEM. Since the 
present research uses various measures and scales 
in the model, maximum likelihood is an appropri-
ate form of estimation. When using maximum 
likelihood estimation, however, SEM sometimes 
does not provide a smooth result (Ferron & 
Hess, 2007). To solve the estimation problem, 
Ferron and Hess suggest diverse strategies like 
changing the start value, screening the data for 
outliers, and optimizing the maximum number 

of iterations. This study employs the strategy of 
optimizing the maximum number of iterations 
based on maximum likelihood estimation. And, 
for this study, the optimized number of iterations 
is defined as that point where the model’s fit is 
minimized. Precisely, a mid-way point was chosen 
as the optimization point for the best model fit.

RESULTS

In this section, we first discuss the assessment of 
the model’s fit, and then provide the parameter 
values of the model and an interpretation of the 
direction for each significant coefficient in the 
model. Kenny (2014) refers to model fit as that 
model in which there is high capacity for consis-
tency with the data such that it has reliability and 
reproducibility. No single, specific fit criterion 
exists that is universally accepted or used by 
academicians employing SEM. In practice, re-
searchers generally assess various fit indices for 
the model in question. Bollen and Long (1993) 
provide a detailed description of several of the 
fit indices used in the literature, along with their 
respective suggested cutoff values. In this study, 
we use the following fit indices: Chi Square test, 
Comparative Fit Index (CFI), Root Mean Square 
Error of Approximation fit (RMSEA), and Stan-
dardized Root Mean Square Residual (SRMSR). 
As the Tucker Lewis Index (TLI) and CFI are both 
highly correlated (Kenny, 2014), only the CFI is 
reported and discussed in this section. Chi square 
test evaluates how well a proposed model fits the 
observed data. In the 1994-2006 model, the chi 
square value (χ2 = 79.68, p <0.01) shows a poor 
fit for the model. Nevertheless, as Kenny (2014) 
explains, chi square test often finds statistical 
significance when using greater than 400 cases 
in structural equation modeling. As such, the chi-
square test is often deemed unreliable as a test 
for a model’s fit in structural equation modeling 
(Weston & Gore, 2006).
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The CFI for the model is 0.929. Based on the 
criteria offered in Kenny (2014) and Kline (2011), 
the model’s fit is marginal (between 0.90 and 0.95). 
The closer the RMSEA value is to 0.1, the poorer 
the fit of the model Kline. For the model, RMSEA 
is approximately 0.023. Based on the MacCallum, 
Browne, and Sugawara (1996) criteria for RMSEA, 
the fit is good for the model. Lastly, we assessed 
fit index, via SRMR, which resulted in a model 
fit of 0.022. This also supports that the model has 
a good fit as based on the criteria provided by 
Hu and Bentler (1999) and Kline where a good 
fitting model has an SRMR value of less than 
0.08. Additionally, a low SRMR indicates that the 
observed and predicted correlations are tight. In 
summation, the model’s fit is acceptable across 
all tested fit indices, save one, (chi square test). 

As such, we accept the feasibility of the proposed 
model and the conceptual framework for the use 
in the 1994 to 2006 NLSY79 dataset.

Figure 3 displays a diagram of the full model 
including standardized parameter estimates. As 
shown, the standardized direct effect of change 
of dispositional attributions has a positive and 
significant effect on the change of FRT (coefficient 
= 0.12, p <0.001). An increase by one standard 
deviation in the change of dispositional attributes 
predicts a 0.12 standard deviation increase in the 
change of FRT. Moreover, the standardized direct 
effect of change of external attribution on the 
change of FRT is 0.30, significant at 99% confi-
dence level. That is, an increase of one standard 
deviation in the change of situational attributes 
represents a 0.30 standard deviation increase in 

Table 2. Descriptive statistics: change in variables (from year 1994 to 2006) 

Variables Description Frequency (%)

Race Hispanic 1,003 (18.18)

Black 1,541 (27.93)

White & others 2,974 (53.90)

Gender Male 2,742 (49.69)

Female 2,776 (50.31)

Family Size 1 1,092 (19.75)

2 1,207 (21.87)

3 1,181 (21.40)

4 1,271 (23.03)

5 504 (9.13)

Over 6 263 (4.76)

Marital Status Never Married 918 (16.64)

Married 3,210 (58.17)

Separated 268 (4.86)

Divorced 1.047 (18.97)

Widowed 74 (1.34)

Variables Description Mean (SE)

Net Worth 1993 51,277.47 (1798.56)

1994 58,746.96 (1961.54)

2002 168,836.30 (4458.79)

2006 237,051.00 (5992.86)
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change for FRT. Therefore, the model indicates 
that both internal and external attributions that are 
affecting change in FRT between 1994 and 2006.

This explorative study evaluates a proposed 
model based on both attribution theory and Grable 
and Joo’s (2004) model, wherein our main objec-
tive is to evaluate a model’s fitness for predicting 
change in financial risk tolerance. Particular to 
this, is the greater concern about coefficient di-
rectionality rather than the interpretation of the 
parameters themselves.

As seen in figure 3, dispositional attributes 
(coefficient = 0.12, p <0.001) correlate positively 
to a change in FRT. As discussed earlier in this 
paper, sensation seeking, proxied by alcohol 
consumption, is used to represent dispositional 
factors. In this sense, the positive relationship of 
dispositional attributes to changes in risk toler-
ance indicates that higher alcohol consumption is 
correlated to a higher change in FRT. Situational 

attributes, similar to dispositional attributes, are 
positively and significantly correlated to a change 
in risk tolerance (coefficient = 0.30, p <0.001). 
The latent variable of situational attributes is 
composed of two other variables—change in 
household factors and change in macroeconomics 
factors. Changes in household factors (coefficient 
= 0.13, p <0.01) are positively correlated with the 
latent variable, situational attributes. However, the 
relationship between changes in macroeconomic 
factors and the latent situational attributes was not 
significant (-0.03, p >0.05). Despite this particular 
relationship not showing significance, the overall 
model’s fit remains good in all tested indexes but 
one, chi square, where over-sensitivity given the 
use of SEM might be expected with chi square. As 
such, we accept the prospect of using the model 
with the NLSY79.

Further, change of net worth (coefficient = 
-0.24, p <0.001) and change of family size (co-

Figure 2. Proposed Model of the Effect of Change of Dispositional and Situational Attributes in Finan-
cial Risk Tolerance
Note: Proposed path diagram is presented. Based on Heider’s (1958) attribution theory and Grable and Joo’s (2004) con-
ceptual framework, the model used in this chapter posits that that changes in dispositional and situation variables affect the 
change in FRT. The latent variable of change in situational attributes is composed of two additional latent variables: changes 
of household situation and changes of macroeconomic factors. In addition, sensation seeking (proxied by alcohol consumption) 
represents the dispositional attributes of the model. Particularly, SEM is used to confirm the empirical model. In this study, 
maximum likelihood estimation is used as the basic estimation method of SEM.
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efficient = -0.77, p <0.001) are both negatively 
associated to the latent variable of changes of 
household factors. Then, a decrease in the change 
of net worth and family size are associated with 
higher change of FRT. On the other hand, a 
change in residence type (coefficient = 0.23, p 
<0.001) is positively related to the latent change 
in household factors. Thus, moving from non-
homeowner to homeowner is associated with a 
higher change in FRT. For the latent variable of 
change in macroeconomic factors, both changes 
in inflation rate (coefficient = 0.67, p <0.001) 
and change in unemployment rate (coefficient = 
0.41, p <0.001) are significantly related to the 
latent construct. Although these two factors are 
significant to the latent change in macroeconomic 
factors, the latter does not show a significant 
association to the latent variable of changes in 
situational factors. Therefore, making inferences 
in the directional relationship on the change in 

inflation and unemployment rate to the change 
in FRT is avoided as it could lead to erroneous 
conclusions.

DISCUSSION

In recent decades, financial risk tolerance (FRT) 
has received increasing attention by scholars and 
professionals in the fields of finance and econom-
ics. FRT’s importance is seen in everyday money 
decisions and for making more complex financial 
choices in the marketplace (Grable, 2000; 2008). 
The exploration of FRT and its determinants are 
an ongoing effort in the finance and economic 
research community.

A problematic aspect of FRT, and one still 
under debate amongst academicians and profes-
sionals in the field, is the question as to whether 
FRT actually changes over time. The literature is 

Figure 3. Result of Structural Equation Modeling for change of Financial Risk Tolerance
Note: The full model including standardized parameter estimates is displayed. N=5,449; χ2=79.68 (P<.001); RMSEA=0.023; 
CFI=0.929; TLI=0.929; SRMR=0.022. Ellipse=Latent variables, Rectangle= Observed variables. The standardized direct 
effect of change of dispositional attributions has a positive and significant effect on the change of FRT (coefficient = 0.12, 
p < .001). The standardized direct effect of change of external attribution on the change of FRT is 0.30, significant at 99% 
confidence level. Therefore, the model indicates that both internal and external attributions that are affecting change in FRT 
between 1994 and 2006. It is worth noting that for the latent variable of change in macroeconomic factors, both changes in 
inflation rate, and change in unemployment rate are significantly related to such latent construct. Nonetheless, the latter does 
not show a significant association to the latent variable of changes in situational factors. *p < .05. **p < .01. ***p < .001.
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equivocal on this. Those arguing for a fluid FRT 
over time cite factors such as changing market 
conditions and market sentiment (Grable, 2008; 
Yao, Hanna, & Lindamood, 2004), whereas oth-
ers maintain that FRT is relatively stable, if not 
fixed, over time (Roszkowski & Cordell, 2009; 
Roszkowski, Delaney & Cordell, 2009; Sahm, 
2007). We examine this further through evalua-
tion of the effects of changes in situational (i.e., 
household situations and macroeconomic factors) 
and dispositional attributes (i.e., sensation seeking 
proxied by alcohol consumption) on the change 
in FRT utilizing a model premised on Heider’s 
(1959) attribution theory and Grable and Joo’s 
(2004) conceptual framework. Particularly, the 
viability of the proposed model is examined via 
structural equation modeling.

Using data primarily from NLSY79, we assess 
the effect of changes in situational and deposi-
tional attributes on the change in FRT from 1994 
through 2006. The model’s fit supports the use 
of the proposed conceptual framework and the 
data. The main findings indicate that positive 
and significant effects arise from both situational 
(coefficient = 0.30, p <0.001) and dispositional 
attributes (coefficient = 0.12, p <0.1) on the 
change in FRT. Otherwise stated, the greater the 
changes in dispositional and situational attributes, 
the greater the change in FRT. Moreover, we find 
that, in particular, the change of household fac-
tors significantly impact the change in FRT. But, 
changes of housing status, family size, and net 
worth are also associated to the change in FRT. 
For instance, shifting from a non-homeowner to 
a homeowner is associated to a greater variation 
in FRT. Conversely, changes in household size 
and net worth exhibit negative and significant 
correlation to changes in FRT.

A subtle but important phenomenon for dis-
cussion occurs here, in that, the macroeconomic 
factors, in turn, do not show any significant as-
sociation to changes in situational factors. We 

speculate that this is do with the latent variable 
of macroeconomic factors being a composite of 
two merged variables, each comprised from a 
different source (Census Bureau data) to the main 
dataset (NLSY79). This non-statically significant 
result does not change the overall fit of the model 
however.

From the latent of dispositional attributes, a 
change in alcohol consumption (used as proxy 
for sensation seeking) exhibits a significant and 
positive association to a change in FRT where the 
greater the change in alcohol intake, the greater 
the change in FRT. And finally, of note, as this is 
an exploratory model of the prediction of change 
in FRT, the focus remains on interpretation of the 
directional relationship of the variables to the 
change in FRT rather than the interpretation of 
the coefficient. Accordingly, an accurate inter-
pretation of the coefficient in SEM would require 
greater specificity and detail about the attributes 
in the dataset. We believe this to be a constraint 
in the present study. Further research should, un-
doubtedly, integrate additional attributes into the 
model; more in depth recommendations for future 
research will follow in the succeeding section.

In short, the findings of this exploratory study 
further contribute to the ongoing discussion about 
whether or not risk tolerance is stable or elastic 
over time. It provides an indication of the effects 
of changes in situational and dispositional fac-
tors on the change in FRT. The findings elicit 
important aspects pertinent to both research and 
academicians by providing potential, new direc-
tions for future research about the phenomena 
of FRT’s elasticity, and for the applied fields by 
offering an insight into the temporal variation in 
risk tolerance—a significant factor for consider-
ation when delivering recommendations about 
investment and portfolio allocation such that they 
are more closely aligned to consumers’ needs and 
goals over time.



215

The Effects of Situational Factors on Financial Risk Tolerance
﻿

LIMITATIONS AND 
FUTURE RESEARCH

A main limitation in the study is a data limita-
tion related to the unavailability of questions on 
financial risk tolerance in the four waves of the 
NLSY79 dataset—1993, 2002, 2004, and 2006, 
and the unavailability of questions on alcohol 
consumption in three waves—1994, 2002, and 
2006. As such, we are compelled to limit the study 
to only those years for which both variables, FRT 
and alcohol consumption, were simultaneously 
available. Furthermore, to allow for evaluation in 
changes of FRT with the other variables through 
a consecutive period (1994 through 2006), we 
needed to match the 1993 data pertinent to the FRT 
questions to the 1994 wave data (as the FRT was 
not available in the 1994 wave). We acknowledge 
that this match may be presumptuous.

Another limitation in the present research 
relates to the measurement of dispositional at-
tributes, specifically, that sensation seeking 
is proxied by alcohol consumption. Although 
alcohol consumption is often a variable used in 
the measurement of sensation seeking, and it is 
closely related to the disinhibition sub-factor of 
the construct, it is necessary to note that alcohol 
consumption represents a diminutive dimension 
of the conceptual spectrum of sensation seeking. 
We acknowledge that this is not an optimal sub-
stitution for sensation seeking. However, we are 
constrained in the sense that additional variables 
(e.g., drug use, risky sexual behaviors, practice 
of extreme sports/activities) are not available—at 
least not in the waves used in this study. Had ad-
ditional variables been available, they might have 
been combined and afforded a fuller representation 
for sensation seeking.

Moreover, as discussed in previous sections, 
the relationship between the latent variable of situ-
ational attributions and the latent macroeconomic 
factors is not significant, though the model’s fit is 

good. We surmise that a potential reason of this 
non-significant relationship is that both of the 
variables—change in inflation and unemploy-
ment rate—that compose the latent variables 
macroeconomic factors come from external data 
(U.S. Census Bureau), which is matched to the 
NLSY79 dataset for the purpose of the study. We 
are unable to make directional inferences about the 
relationship between the change of inflation and 
unemployment rate, and the change in FRT. The 
re-evaluation of these factors should be considered 
in future studies for change in FRT.

This study is an exploratory effort to evaluate 
the impact of internal and external variables in 
the change of FRT over time. Nonetheless, it is 
preliminary, and future research should consider 
the inclusion and analysis of more dispositional 
attributes in the model. Such attitudes might 
include psychological traits or personality traits 
found to be significantly related to risk tolerance 
(such as self-esteem and locus of control (Grable 
& Joo, 2004; McInish, 1982) which might provide 
further insight about FRT and its change over 
time. Moreover, when sensation seeking is part 
of the construct, it should be measured in a more 
comprehensive and diverse manner by taking into 
account sub-factors (e.g., thrill and adventure, 
experience seeking, disinhibition, and boredom 
susceptibility). Similar recommendations are 
extended for potential directions when consider-
ing situational attributes, whereupon education, 
marital status, socialization, and household 
income—all correlated to FRT—would provide 
an improved understanding about FRT. Finally, 
in this study, we evaluate goodness of fit of the 
proposed model and the direction of the change in 
situational and dispositional factors on the change 
in FRT. Nevertheless, given dataset limitations, 
we are unable to interpret the coefficients and 
thus examine how much change these variables 
are influencing FRT. This is a meaningful ques-
tion that should be pursued in further research.
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KEY TERMS AND DEFINITIONS

Change in Financial Risk Tolerance: The 
idea that financial risk tolerance is a fluid attitude 
through time. Such elasticity is attributed to fac-
tors such as market conditions and sentiment, and 
expectation about the economy.

Dispositional Attributes: Factors such as 
personality traits, beliefs, and attitudes that are 
intrinsic to the individual.

Financial Risk Tolerance: The level of 
financial uncertainty an individual is willing to 
undertake for the potential of obtaining higher 
financial returns.

Situational Attributes: Factors pertinent to 
the individual’s environment or context, which 
includes social, economic, cultural, and familial 
situation and background.
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Financial Well-Being among 
Young Employees in Malaysia

ABSTRACT

The purpose of this study is to identify the levels of financial literacy, money attitude, self-esteem, financial 
capability and financial well-being of young employees, to explore the differences in financial well-being 
based on demographic characteristics of young employees and to identify the determinants of financial 
well-being among young employees. The sample consists of 508 of young employees aged 40 and under 
in central zone of Malaysia, which selected through multi stage sampling technique. Data were collected 
through self-administered questionnaires. Financial literacy, domains in money attitude and financial 
capability had significant influence toward financial well-being whereby financial capability become a 
major contributing factor to the financial well-being. By understanding more about the determinants 
of financial well-being, it is hoped to help young employees to become financial prudence and in the 
long-run could decrease the number of young employees declared bankruptcy.

INTRODUCTION

Financial problems are not just the concerns of 
the poor. The declining employment opportunities, 
income instability and tough purchasing power of 
Malaysian households are among the important 
issues facing by families. As a result, these issues 
captured the attention of policy makers and educa-
tors. In recent times, economic changes have made 
an impact towards how the people spend, save, 

invest and manage risks in order to protect their 
standard of living especially in long-term plan.

Young or prime adult is generally a person in 
the age range of 20 to 40 whereby these individu-
als and households have relatively low incomes 
and few assets such as homes, savings and stocks. 
However, it is also a time when young adults 
make a decision and significant investments in 
their future and mostly require debt (Haveman& 
Wolff, 2005).
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According to the report by Federation of 
Malaysian Consumers Associations (FOMCA) 
in 2011, many of those declared bankrupt due to 
credit card debt were under 40 years old and 72 
percent of them have no retirement plans. Apart 
from that, it was reported that 47 percent of 
these young employees were in serious debt with 
monthly debt payment were 30 percent or more of 
their gross income and had enough savings on an 
average for only four months if they stop working. 
This is seen as unfavorable financial management 
activities especially for their long-term planning.

A survey of Financial Behaviors and Financial 
Habits of Young Workers was carried out by the 
Consumer Research and Resource Centre (CRRC) 
in 2012 among 1,000 respondents from urban area 
in Kuala Lumpur, Selangor and Putrajaya. It was 
reported that almost half of young workers aged 
between 18 and 35 years old were in serious debt 
whereby those earning between RM 2,000 and 
RM 3,000 per month had the most serious debt 
problem and it was likely due to acquiring assets 
like a house, car or getting married, thus increasing 
their loan repayment obligations. Apart from that, 
a study was done by Ramli, Sum, Manaf, Saad, 
Hussain and Lyndon (2011) toward married young 
employees in public sector. It was reported that 
their financial well-being was still in moderate 
level. It cannot be denied that high-cost of living 
in urban areas, increased cost of basic goods and 
amenities and financial dependents of households 
require them to survive and make a proper finan-
cial planning in order to ensure better financial 
well-being in the future.

Apart from that, the combination of financial 
problems such as high debt, low income, and 
low levels of financial literacy may adversely 
affect individuals’ financial well-being. Income 
uncertainty, rising petrol prices and physical pain 
for instance, have a more drastic influence on 
well-being. The concept of well-being or people’s 
perception on well-being may be varies and depend 
on change in the level of people life. In the past, 
well-being had a meaning of overall happiness or 

satisfaction with their financial status or assets. 
However, in present the concept of well-being has 
been expanded to material and non-material as-
pects of a person’s perception from their financial 
status, improving their standards of living, ability 
to meet the needs, feeling safe, comfortable and 
satisfied with the income.

Today’s young adults are clueless when it 
comes to their finances, retirement savings, smart 
investing, credit card and debt. There are still low 
in financial literacy among young adults especially 
when they were asked about interest rates, inflation 
and risk diversification. This is seen as an obstacle 
to the financial well-being as young adults are dif-
ficult in struggling to their own financial prosper-
ity because they never learned how to budget and 
plan to achieve financial security. The increasing 
levels of compulsive buying among young adults 
have contributed to personal financial problems, 
personal bankruptcy filings and credit card debt 
(Roberts & Jones, 2011). Young people today face 
different financial challenges than their parents 
did. They also accumulate greater debt at younger 
ages, largely due to high college costs. More than 
ever, they need to gain skills to take a more ac-
tive, responsible role in their personal finances. 
The inclination to view life events in a negative 
way also become a major impact on individual’s 
well-being, thus override positive feelings and 
self-esteem when reporting felt distress. The ef-
fects of affectivity and self-esteem, employment 
commitment and financial strain become the 
predictor to financial well-being.

However, there has been scarce research on 
financial well-being in Malaysia particularly 
among young employees. Thus, this study explores 
the relationship between financial well-being to 
financial literacy, money attitude, self-esteem 
and financial capability among public and private 
employees in Malaysia. By understanding more 
about the contributions to the financial well-being, 
it is hoped to help young employees to become 
financial prudence and in the long run could de-
crease the number of young employees declared 



223

Financial Well-Being among Young Employees in Malaysia
﻿

bankruptcy as the financial well-being concepts 
are intended to help people to satisfy with their fi-
nancial status, improving their standards of living, 
able to meet the needs, feeling safe, comfortable 
and satisfied with the income.

OBJECTIVES

Due to the issue arise; this study is performed 
to obtain the specific objectives to determine 
the financial well-being of young employees as 
listed below:

1. 	 To identify the levels of financial literacy, 
money attitude, self-esteem, financial ca-
pability and financial well-being of young 
employees.

2. 	 To explore the differences in financial well-
being based on demographic characteristics 
of young employees.

3. 	 To identify the determinants of financial 
well-being among young employees.

LITERATURE REVIEW

Financial Well-Being

Impact on the financial well-being and quality 
of life among the employees have received the 
attention from researchers, financial educators, 
practitioners and policy makers. Before the mid-
1990s, some researchers have made an effort to 
explain, predict or determine the relevant construct 
such as financial well-being, financial satisfaction 
and economic well-being whereby these terms 
have been used interchangeably one another.Ac-
cording to Joo (2008), financial well-being can be 
defined as a feeling of being financially healthy, 
happy and free from anxious and it is usually 
based on a subjective appraisal of individual’s 
financial situation.

Past studies also have found that socio-eco-
nomic factors such as age, number of household 
members, marital status, education level, income 
and home ownership affect the financial well-
being.The perception of financial well-being 
in today’s world have changed as the economic 
conditions, technology, values, culture and norms 
change among communities. The changing of lo-
cation and time have made the people to be more 
aware of their satisfaction toward income and 
savings, safety and needs, comfortness of life and 
satisfaction with the distribution of income and 
bonuses. It is supported by Joo (1998) whereby 
the meaning of financial well-being in the past 
was about happiness or satisfaction with financial 
position or assets but at the present the individual’s 
perception of material and spiritual aspects of 
one’s financial situation has meant changing and 
to improve people’s living standards.

Ramli et al. (2012) have conducted a research 
on quality of life and well-being among young 
adults in Malaysia. This study involved 250 public 
employees aged 40 years and below. Overall, the 
respondents were found to have a moderate level 
of financial well-being on their current financial 
situation. As young employees have a great po-
tential in shaping the future development of the 
country, this study suggests that the factor that 
affect the quality of life and well-being of young 
employees should be investigated in more detail.

Financial Literacy

The terms of financial literacy, financial knowl-
edge and financial education are often used in-
terchangeably by the academic literature (Huston, 
2010). According to American Institute of Certi-
fied Public Accountants (2003), financial literacy 
can be defined as the ability to effectively access 
and manage one’s finance in order to achieve life 
goals and financial well-being.

Most of the previous studies were conducted 
by the practitioners in financial service industry 
and focus on money management and investment-
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related issues. The result of these studies shows 
that the participants generally answered fewer than 
60% of the survey questions correctly. Meanwhile, 
according to the Survey of Adults Financial Lit-
eracy in Australia that conducted by ANZ Bank 
in 2011 showed that most Australian have basic 
financial literacy. Unfortunately, young people 
aged 18 to 34 years and those from low socio-
economic background were facing difficulties in 
making decisions related to money management. 
The ignorance about basic financial concepts 
can somehow affect the retirement planning, the 
exclusion to participate in the stock market and 
lead to poor borrowing behavior (Lusardi, 2008).

In Malaysian context, the financial literacy 
among the young adults was still low and due 
to the lack knowledge on related issues such as 
credit card, loans and settlement, 70% of these 
young adults felt that their ability to manage their 
own finances were very poor and lead to a lower 
financial satisfaction. Apart from that, alarming 
by the issue of bankruptcy among the young 
adults, FOMCA has take the initiative to launch 
Financial Literacy Month whereby this effort is 
important in order to ensure their financial and 
personal well-being (FOMCA, 2011).

Hilgert, Hogarth and Beverly (2003) in their 
research stated that in order to improve the finan-
cial well-being, people need knowledge and skills 
in order to manage their personal and household 
finances. People who have greater knowledge and 
understanding about finances and possess financial 
management skills tend to make good financial 
decisions as it may lead to satisfaction in their 
life. Individuals will unable to choose the right 
savings or investments for themselves, and may be 
at risk of fraud, if they are not financially literate.

Money Attitude

In today’s materialistic environment, the role of 
money is not limited as a medium of exchange but 
become means and an end for happiness and well-
being. Money is a common language in consumer 

culture whereas attitude toward money expand its 
influence over every area of life such as savings, 
spending, ideology, work performance and attitude 
toward environment (Phau& Woo, 2008).

Nickerson, Schwarz and Diener (2007) at-
tempted to relate the link between orientation 
toward money and life satisfaction. It shows that 
people with high materialism or obsessed with 
money were tend to be more satisfied with their 
finances due to their ability to afford their mate-
rial desires. This result suggests that individual 
with high financial aspirations can affect their 
financial well-being. However, the financial 
aspirations must be realistic as it is important for 
both financial satisfaction overall life satisfaction.

However, virtually less attention has been 
given to the psychological and symbolic aspects 
of money in predicting financial well-being. The 
understanding of money attitude and the relation-
ship of those attitudes toward financial well-being 
may help to see how the money variables that 
encompass the personality, cultural and economic 
are related to financial well-being.

Self-Esteem

High self-esteemprovides the basis for success in 
coping with daily life in a rapidly changing environ-
ment. Individualscan build their own self-esteem 
and parents can only lendsupports and influence 
in decisions and choices of leading a life.

Berk (2003) defines self-esteem as the evalu-
ative aspect of the self-concept, and therefore 
theevaluation of a person’s own competence, is 
related to accepting and approving of one’s own 
characteristics. Meanwhile Williams (2001) de-
fines self-esteem as greatly impacts individualsat-
titudes, emotional experiences, future behavior, 
and long-term psychological adjustments (van 
Zyl, Cronje, Payze, 2006).

Healthy self-esteem allows people the emo-
tional self-confidence to go for their financial goals 
and dreams. Investing in financial self-esteem is 
about spending the time, energy and money to 
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go forward, toward their financial goals with less 
doubt and indecision.Feeling prepared and compe-
tent can be a big boost to self-esteem. If they want 
to become more proactive with their financial life, 
it is time to invest in financial education.

Ever since the 1969 publication of The Psy-
chology of Self-Esteem, wherein Branden (1971) 
posited that self-esteem was the single most impor-
tant facet of personal well being, the self-esteem 
movement has been one of far-reaching influence.

Financial Capability

In general, there is no internationally accepted 
definition of financial capability. However, the 
core definition of this term is about having the 
knowledge, understanding, skills, motivation and 
confidence in making financial decisions which are 
appropriate subject to the one’s personal circum-
stances (Atkinson & Messy, 2012). Basically, most 
of the studies on financial capability are focusing 
on four key components of financial capability 
which entails managing money, staying informed, 
planning ahead and choosing products (Financial 
Industry Regulatory Authority [FINRA], 2009 & 
OECD, 2005).

Johnson and Sherraden (2007) also shared the 
same views where they believed financial capabil-
ity not only requires financial literacy but requires 
access to appropriate financial products. In other 
words, financial capability requires both the ability 
to act which is the knowledge, skills, confidence 
and motivation as well as the opportunity to act 
through the beneficial financial products offered 
by the financial institutions. Together with ability 
and opportunity, it will contribute to a person’s 
financial well-being.

Surveys of young adults conducted by the 
Financial Services Authority (FSA) and other 
organizations in 2006 have found that a basic 
understanding of personal finance has been often 
poor, especially among those with few formal 
qualifications and those who are not in education, 
employment or training. Poor financial capabil-

ity is a major cause of adults do not access and 
benefiting from financial services, leading to 
financial exclusion. It is estimated, for example, 
that two million adults in the UK do not have a 
bank account.

METHODOLOGY

Sample Design

The sample comprised of 508 employees in public 
and private sectors, in which 290 from public sec-
tors and 218 from private sectors participated in 
the study. Samples were selected using multistage 
sampling technique in selecting the sample study 
in the center zone of Peninsular Malaysia namely 
Southern Perak, Selangor, Federal Territory of 
Kuala Lumpur, Federal Territory of Putrajaya and 
Northern Negeri Sembilan. A total of 600 young 
employees were selected as the respondents. Four 
states in the center zone was randomly selected in 
the first stage. Each state was targeted to obtain 
150 respondents. The data were collected using 
self-administered questionnaire, which were 
distributed through human resource personnel 
of selected agencies. Consent to take part in the 
study was obtained prior to giving out the survey 
forms.Data was coded and analyzed using SPSS 
to identify direct and indirect determinants of 
financial well-being among young Malaysian 
employees.

INDEPENDENT VARIABLES

Financial Literacy

Financial literacy was measured by an instru-
ment developed by Sabri, Masud and Paim(2006) 
based on the Malaysian context. The instrument 
consisted of 34 statements indicate the true, false 
or don’t know answer relating to financial aspects 
covering general knowledge of personal finance, 
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savings, investments, financial records, credit, 
retirement, banking system, wills and insurance. 
Each correct answer carried one point, incorrect 
(wrong) and “don’t know” answers were given zero 
point. Item analyses with correctly identified items 
were summed and the score was transformed into 
a percentage. Higher percentage scores indicated 
higher level of financial literacy. In this section, 
financial literacy was divided into three categories, 
namely low mean score (0-10), medium mean 
score (11-21) and high mean score (22-34). The 
average score was 17.81, with a standard devia-
tion of 5.53.

Money Attitude

Money attitude in this study was measured by 
adopting six dimensions from the Furnham’s 
Money Beliefs and Behaviors Scale (MBBS) that 
comprises of obsession, retention, inadequacy, 
effort, power and security. Money attitude in-
volved 24 items that describe the feelings and 
experiences of the respondents with a five point 
Likert scale from strongly disagree (1) to strongly 
agree (5). Factor analysis was applied to identify 
and analyze the dimensions of money attitude. 
The Kaiser-Mayer-Olkin test of the sample ad-
equacy showed that the sample was sufficient at 
0.818 (Hair, Anderson, Tatham& Black, 1992). 
Based on the latent root criterion whereby only 
factors with eigenvalue of greater than one were 
considered. Together they explained 56.49% of 
the total variance.

Self-Esteem

Self-esteem was based on acquired score from 
Self-Esteem Inventory, which consisted of 10 
items. This questionnaire uses likert-scale with five 
responses from strongly disagree (1) to strongly 
agree (5). The higher the score means the higher 
the respondent’s self-esteem, and the lower the 
scoremeans the lower the respondent’s self-esteem. 
For the level of classifications of respondents’ 

self-esteem, score between 10-23 is classified as 
affected by low self-esteem, 24-37 is classified 
as moderate self-esteem, and 38-50 is classified 
as high level of self-esteem.

Financial Capability

The employees’ financial capability was measured 
by twenty statements comprising of four domains 
which are, managing money, staying informed, 
choosing products and planning ahead with a five-
point-likert scale question. A financial capability 
score was computed by summing the averages 
score for all twenty items. Those who were not 
capable ended up towards the lower scores, while 
those who were more capable ended up towards 
the higher scores. The Cronbach’s alpha reported 
was 0.89.

DEPENDENT VARIABLE

Financial Well-Being

The measurement of financial well-being in this 
study was based on Malaysian Financial Well-
Being Scale (MFWBS) developed by Garman and 
Jariah (2006), which based on the adaptation of 
the Incharge Financial Distress / Financial Well-
being (IFDFW) by Prawitz et al. (2006). This scale 
consists of 12 questions with 10 measurement 
scale with the scale “1” is the lowest score of well-
being (very dissatisfied) and the scale “10” is the 
highest score of well-being (very satisfied). The 
average score and standard deviation were used to 
determine the levels of financial well-being. The 
Cronbach’s alpha reported was 0.935.

Sample Characteristics

A total of 38.4% were male and 61.6% were fe-
male. The majority of the respondents were Malay 
ethnicity (90.4%). The mean age of the sample 
was 31.2 years (SD= 4.853, median age=31 
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years). The mean monthly household income 
of the respondents was RM4,937.66. Regarding 
marital status, more than half of the respondents 
(68.5%) reported that they were married.Their 
current income were enough to meet their basic 
needs while majority of them can do savings for 
at least 1 to 10% per month and their asset values 
more than outstanding debt.

RESULTS AND DISCUSSIONS

The Levels of Financial Literacy, 
Money Attitude, Self-Esteem, 
Financial Capability and Financial 
Well-Being of Young Employees

Based on the possible scores, the financial literacy 
scores were divided into three levels, namely 
low mean score (0-11), moderate mean score 
(12-22) and high mean score (23-34) in order to 
illustrate the level in which they fit. A total of 508 
respondents answered all the 34 literacy questions. 
The higher percentage of them, 323 out of 508 
(63.6%) were in the moderate level of financial 
literacy while 23.4% (n=119) had high financial 
literacy. Increased financial literacy has as posi-
tive impact on people’s personal life whereby it 
helps to reduce social and psychological pressures 
(Fox, Bartholomae & Lee, 2005). In work life, 
higher financial literacy lead to higher efficiency 
and productivity and help employees to better un-
derstand benefits offered by the organization and 
improve their satisfaction (Brennan, 1998). This 
finding was similar with pilot survey conducted 
by the OECD in 2012 whereby they assessed the 
national level of financial literacy, which involved 
several countries such as Germany, Peru, Norway 
and Malaysia. Based on the pilot survey, Malaysia 
indicates moderate levels of financial literacy with 
51% of knowledge scores.

Scores for each of each dimension in money 
attitude were based on the possible scores. Dimen-
sion with a high score representing a high level of 

the attitude. The respondents scored high on effort 
of money attitude (mean=16.9) and followed by 
retention of money (mean=10.7), obsession of 
money (mean=9.3) and lastly was inadequacy of 
money (mean=7.9). It can be concluded that the 
respondents believe the money they gain were 
based on their effort and ability. They deserved a 
good paid of salary as it in line with their level of 
education and the scope of task that assigned to 
them. The more effort that they put the high value 
of money that they perceived. The respondents 
were also be careful on their wealth and prefer 
not to spend their money on unnecessary things.

The scores of self-esteem were divided into 
three levels, namely low self-esteem (10-23), 
moderate self-esteem (24-37) and high self-esteem 
(38-50). The higher percentage of them, 271 out 
of 508 (53.3%) were in the moderate level of 
self-esteem while 45.7% (n=232) had high level 
of self-esteem.

Scores for each of the four domains in finan-
cial capability were computed by summing the 
average score for all of the items. A high score 
indicated the respondents were financially capable 
on that particular domain. It shows that scores 
for financial capability in managing money were 
the highest (mean=19) and followed by plan-
ning ahead (mean=17.82), choosing products 
(mean=17.02) and the least was staying informed 
(mean=16.04).In overall, 73.6% of the respondents 
were in moderate levels of financial capability. It 
can be conclude that the respondents able to keep 
up with their financial commitments without dif-
ficulty or with less struggle. The respondents were 
also capable in planning ahead even though they 
were still young. It indicates that the respondents 
realized that preparing for retirement should be 
started from the beginning of their working life. 
However, the findings showed that the respondents 
were less capable in choosing products and staying 
informed. People often do not understand the risk 
associated with products and services and some 
of them refused to seek for professional advice 
and they often buy products based on advice from 
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non-professional such as friends or family. Since 
the financial service market has undergoing trans-
formation to meet customers’ changing needs, it is 
important to the individuals to seek advice from 
a professional as they can provide reassurance 
about their financial situation. It is supported by 
a finding from OECD (2012) whereby it shows 
that those who use financial advisors have more 
valuable pensions and more financially confident 
than those who do not.

The levels of financial well-being were classi-
fied into three levels, namely low (average score 
12-47), moderate (average score 48-84) and high 
level (average score 85-120) . The results showed 
27 respondents (5.3%) had an average score of 
12-47. This shows that respondents have a low 
level of financial well-being. A total of 399 re-
spondents (78.5%) had an average score of 48-84 
and it showed that the respondents have a moderate 
level of financial well-being. The remaining 82 
respondents (16.1%) had an average score be-
tween 85-120, which indicated they were in high 
level of financial well-being. This shows that the 
respondents were in moderate level of financial 
well-being. The composite score of the financial 
well-being among the respondents was 5.51. The 
data showed that on average the respondents were 
in the moderate level of financial well-being . 
However, compared with previous studies, this 
composite score in this study was lower than 
Zaimah findings (2011), Prawitz et al . (2006) 
and O’Neill et al . (2006) with each recorded 
6.57, 5.7 and 5.53. This may happen due to the 
Malaysia’s economic that undergo rapid changes 
in term of inflation rate and rising price of goods 
and necessities compared to the previous years.

The Differences In Financial Well-
Being Based On Demographic 
Characteristics of Young Employees

An independent sample t-test was conducted to 
compare the financial well-being scores for male 
and female young employees. Table 1 showed that 

there was a significant difference in scores for 
male (M=70.10, SD=16.32) and female young 
employees (M=73.22, SD=13.79; t (508) = 2.31, 
p=0.021). The results revealed that there was a 
significant difference between male and female 
young employees, as female mean scores were 
greater in financial well-being than male.The result 
showed that female tend to be more financially 
well-being compared to male as they often deal 
with financial commitments and been in charge 
of the household budget that require them to 
maintain their financial stability and tend to take 
responsibility for their own well-being compared 
to male (Henry, Weber & Yarbrough, 2001).

An independent sample t-test was conducted 
to compare the financial well-being scores for 
married and single young employees. Table 2 
showed that there was a significant difference 
in scores for married (M=73.00, SD=14.11) 
and single status (M=70.14, SD=16.12; t (508) 
=1.97, p=0.04). The results revealed that there 
was a significant difference between married and 
single young employees. Married couples tend to 
be more financially well compared to the single 
young employees.Married couples typically man-
age their resources jointly thus allowing them to 

Table 1. Gender comparisons for financial well-
being 

Gender n Mean SD t Sig.

Male 195 70.1077 16.32 2.308 0.021

Female 313 73.2268 13.79

*Significant p< 0.05

Table 2. Marital status comparisons for financial 
well-being 

Marital 
status

n Mean SD t Sig.

Married 335 73.003 14.11 1.974 0.04

Single 173 70.145 16.12

*Significant p<0.05
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adjust to the economic circumstances compared 
to the single one (Brines & Joyner, 1999).

A one-way between-groups analysis of vari-
ance was conducted to explore the financial 
well-being among the income groups. Income 
groups were divided into three based on monthly 
household income classification used for Malay-
sian in 10th Malaysia Plan which is low, middle 
and high (Group 1: less than RM1, 500; Group 2: 
RM1, 500 to RM3, 500; Group 3: Above RM3, 
500). Table 3 revealed that there was a statistically 
significant difference at the p< 0.05 level in finan-
cial well-being for the three income groups [F(2, 
480)= 12.810, p=0.001). Post-hoc comparisons 
using the Tukey HSD test indicated that the mean 
score for Group 3 (M=75.05, SD=13.99) was 
significantly different from Group 1 (M=65.92, 
SD=19.76) and Group 2 (M=69.51, SD=13.63). 
Meanwhile Group 1 (M=65.92, SD=19.76) did 
not differ significantly from Group 2 (M=69.51, 
SD=13.63). It shows that the respondents in 
high-income group were more financially well 
compared to the other groups.It shows that the 
respondents in high-income group were more 
financially well compared to the other groups. 
Incomes help people to meet their needs whereby 
people with greater incomes are more likely to be 
able to meet their needs such as a healthy food, 
safety, health and comfortable housing that lead 
to the subjective financial well-being compared to 
the lower incomes. It is supported by a study that 
conducted by Diener and Oishi (2000) in Japan, 
South Korea, China, and Singapore whereby in-
crease in an individual’s income results in higher 
well-being.

Determinants of Financial Well-
Being among Young Employees

Multiple regression analysis was used to explore 
the contributor factors toward financial well-being. 
Based on the multiple regression results in Table 
4, the variables explained 38.7% of the variance 
of financial well-being. We found that all the 

demographic characteristics which were gender 
(male=1), marital status (married=1) and house-
hold income; financial status which were saving 
ratio, asset to debt ratio and income adequacy 
become the predictors to financial well-being. 
Apart from that, financial literacy, obsession of 
money attitude, retention of money attitude, effort 
of money attitude, managing money and planning 
ahead in financial capability also become the 
important predictors to financial well-being.By 
referring to the table of Coefficient, the Beta value 
shows which variable makes the strongest unique 
contribution to explain the dependent variable 
and the significant value will explain whether the 
variable make a significant unique contribution 
to the prediction of dependent variable. Overall, 
financial capability in managing money was the 
greatest predictor of financial well-being among 
young employees (Beta= 0.379).

Hira and Mugenda (2000) showed that satisfac-
tion with the financial situation are significantly 
influenced by gender. This may happen due to 
different financial socialization between men and 
women. A number of studies regarding gender dif-
ferences in financial well-being have shown that 
the economic well-being and financial behavior 
of men and women differ significantly (Newcomb 
&Rabow, 1999; Hira&Mugenda, 2000). Based on 
the result, it shows that male respondents were 
more financially well-being compared to the fe-
male respondents. It was supported by Gottschalck 
(2008) whereby it is believed that women hold 
lower levels of wealth and have significantly lower 

Table 3. Income group comparisons for financial 
well-being 

Income 
group

n Mean SD F p

Low 57 65.92 19.764 12.810 0.000

Middle 179 69.52 13.633

High 247 75.05 13.999

*Significant p<0.05
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earnings compared to men. Besides that, women 
may spend as many as five more years than men 
in retirement due to a longer life expectancies.

Apart from that, household income also make 
a unique contribution to financial well-being. The 
relationship betweeen income and well-being 
has been an area of interest among the research-
ers and modern economists. Undoubtedly, the 
objective indicator such as income can portray 
on people’s living conditions (Wunder, 2008). 
Di Tella, Haisken-Denew and Macculoch (2005); 
Clark, Frijters, Shields (2006) had investigate 
the relationship between growth in income and 
subjective financial well-being. The empirical 
framework has includes income comparison in 

the multivariate regression analysis of subjective 
financial well-being. It shows that a positive cor-
relation between income and financial well-being 
indicated that higher income could allow people to 
more comfortably meet their basic needs as well as 
to confer status advantages. Thus, incomes allow 
for greater self-actualization and more successful 
goal pursuits.

The results also indicated that financial literacy, 
obsession, retention and effort money attitude, 
financial capability in managing money and plan-
ning ahead were positively predicting financial 
well-being. Results indicated that those with 
higher level of financial literacy, positive money 
attitude and higher level of financial capability 

Table 4. Multiple regression results of determinants of financial well-being 

Variable b Beta t Sig.

Constant -9.409 -1.275 0.203

Demographic characteristics

          Gender (Male) -2.171 -0.071 -1.941 0.05*

          Marital status (Married) 2.525 0.081 2.202 0.028*

          Household income 2.659 0.126 3.261 0.001**

Financial status

          Saving ratio 6.855 0.115 3.102 0.002**

          Asset to debt ratio 4.450 0.143 3.766 0.000**

          Income adequacy 5.952 0.132 3.513 0.000**

Financial literacy 0.223 0.083 2.099 0.036*

Money attitude

          Obsession -0.534 0.097 -2.383 0.018*

          Retention 0.755 0.093 2.492 0.013**

          Effort 0.942 0.182 4.444 0.000**

          Inadequacy -0.035 -0.005 -0.118 0.906

Financial capability

          Managing money -1.697 0.379 -10.512 0.000**

          Planning ahead 0.714 0.125 2.472 0.014**

          Staying informed -0.382 0.092 -1.838 0.067

          Choosing products 0.163 0.029 0.551 0.582

Self-esteem 0.119 0.037 0.940 0.348

R= .638; R2 = .408; Adjusted R2= .387; F= 19.873; Sig. F=.000
**p<.01, * p<.05
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have greater financial well-being. Individuals who 
have knowledge on various aspects of finances, 
particularly in relation to their financial needs are 
more likely to make the right decisions and capable 
to use the skills to manage their personal finances. 
In addition, a positive attitude towards money such 
as retention and efforts money attitude can help 
the individual to manage their financial through 
budgeting and intensify their efforts to generate 
income and protect their future financial needs. 
However, self-esteem did not make any contribu-
tion on financial well-being of young employees.

IMPLICATIONS AND 
FUTURE DIRECTIONS

Financial management among young employees 
need to be emphasized in improving their ability 
to manage their finances and help to increase 
their financial well-being in the future. In view 
of the discussion above, there are some variables 
that begin to emerge from this analysis. These 
variables provide the basis for further analysis 
and guidance in developing recommendations for 
general financial education materials program for 
young employees.

Financial literacy of these young employees 
also remained at a moderate level, while some of 
the financial aspects were still in a low level The 
respondents also failed to give a correct answer 
regarding their purchasing power and misunder-
stood about the concept of investment whereby 
some of them believe that all investments are 
profitable to them. They also did not know that 
spending more than 40 percent of their income on 
installment is an unfavorable financial practice as 
they will unable to make their ends meet.

Due to this scenario, it is important to promote 
financial education to these young employees as 
this initiative will provide the necessary knowl-
edge, skills and tools for them to make informed 
decisions with confidence. Apart from that, this 
initiative may highlight the importance of financial 

literacy as a living skills for the young employees 
to educate them on how to develop and maintain 
healthy financial behavior and habits for financial 
well-being.

The results of the financial capability clearly 
showed that young employees were generally 
good at managing money and planning ahead 
but improvement is desirable at the areas of stay-
ing informed and choosing products. Due to the 
complexity of financial products in the market, 
people are required to be careful in selecting and 
use a wide range of information to inform their 
choices. Therefore, this finding is necessary to the 
financial services industry. In our local context, 
Bank Negara Malaysia is one of the financial 
services that may help to provide consumers par-
ticularly the young adults to access to information 
on financial products and services. Perhaps with 
this effort it helps to equip the young adults with 
sufficient knowledge in order to understand the 
risks and obligations involve before they make 
an informed financial decision. Therefore, with 
the present of confidence and responsibility, the 
problem of financial exclusion among the young 
adults can be overcome.

The past studies on financial well-being. It 
may happen because of today’s economic condi-
tion together with cost of living that increased 
tremendously. Therefore, it can be concluded that 
the results of this study can serve as a reference 
and guide to young employees to be more concern 
on the factors that can contribute or hinder the 
financial well-being. Workplace financial educa-
tion programs could improve employees’ financial 
problem and reduce their financial strain (Garman, 
Kim, Kratzer, Brunson, &Joo, 1999). Findings 
indicated that employees who attended financial 
education seminars and workshops reported less 
financial stress and greater financial well-being 
than those who did not (Garman, et al., 1999). 
In addition financial education programs at the 
workplace have been found to increase contribu-
tors’ confidence in their financial practices and 
managements (Fletcher, Beebout, & Mendenhall, 
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1997; Bernheim, Garrett, & Maki, 2001). These 
findings suggest that any organizations in Malaysia 
may need to enhance their employee’s financial 
literacy and capability in order to enhance the 
employees’ financial well-being, as these factors 
will enhance financial behavior and decreases 
financial stress and problems.

This study involved only four states and fo-
cused on central zone of Peninsular Malaysia as 
the beginning. Financial constraint as well as time 
constraint also influenced this study. Therefore, 
this study was conducted only among young em-
ployees form both public and private agencies in 
the four states in the central zone of Peninsular 
Malaysia. It is recommended that in the future 
there will be a more detailed and extensive study 
which involve the whole states in Malaysia to be 
carried out. Cross-sectional design using a self-
administered questionnaire with close-ended ques-
tions was used in this study. It is recommended that 
mixed method can be used in the future research. 
This approach is more comprehensive as in-depth 
analysis can help to tackle the problem arise from 
any relevant angle instead of looking at one point 
of view only. The integrating of qualitative and 
quantitative data collection and analysis may lead 
to greater validity and provides better understand-
ing on the issue of financial well-being among the 
young employees.
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KEY TERMS AND DEFINITIONS

Compulsive Buying: An unhealthy obsession 
with shopping that materially interferes with the 
daily life of the afflicted. This ailment goes beyond 
mere consumerism and is psychological in nature.

Financial Capability: Measure of knowledge, 
skills, attitude and behaviors to manage personal 
finance whereby knowledge is necessary to under-
stand the financial products, terms and concepts, 
skills for the ability of budgeting and attitude as 
a willingness to spend time to keep track with 
finances (OECD, 2008).

Financial Literacy: Financial literacy can be 
defined as possessing of knowledge necessary in 
order to understand concepts related to finance 
(OECD, 2011).

Financial Well-Being: Financial well-being 
is defined as a state of being financially healthy, 
happy and free from worry and base on subjective 
appraisal of one’s financial situation (Joo, 2008).

Money Attitude: Money attitude can be de-
fined as a means of influence and protection and 
reflect to a personal dependence on money that 
lead to ongoing concern about money (Furnham, 
1984).

Quality of Life: The Malaysian QoL is defined 
as encompassing personal advancements, a healthy 
lifestyle, access and freedom to pursue knowledge, 
and a standard of living which surpasses the ful-
fillment of basic needs of individuals and their 
psychological needs, to achieve a level of social 
well-being compatible with the nation’s Aspira-
tions (EPU, Malaysian QOL 2011).

Self-Esteem: A concept given by Branden 
(1969) that describes self-esteem as the experi-
ence of being competent to cope with the basic 
challenges of life and being worthy of happiness.
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Determinants of 
Financial Management 
Behaviors of Families

ABSTRACT

Today’s family income management is a central resource for welfare of family members. This study was 
performed to test the reliability and validity of the Turkish version of the Financial Management Behavior 
Scale (FMBS) developed by Dew and Xiao (2011) to measure individual’s saving, investment, and expen-
diture and debt behavior in family. It also examines the predictors of financial management behavior in 
family. The study was concluded over a total of 696 participants who are working at Government Office 
in Bursa-Turkey. The results of the factor analysis were composed of four subscales in accordance with 
original form of the scale. Reliability analysis showed that the FMBS had a high internal consistency 
(CronbachAlpha: .82; Split-half: .83) and split half reliability coefficient. The result of hierarchical re-
gression analysis revealed that demographic characteristics, saving and investment decision, financial 
satisfaction and compared financial status were predicted of financial management behavior.

1. INTRODUCTION

Life satisfaction is one of the important measures 
of subjective well-being (Pavot & Diener, 1993). 
Given the positive effects of subjective well-
being on several dimensions of life, researchers 

have become increasingly interested in studying 
specific factors that influence subjective well-
being (Xiao et al., 2009). Environmental, social, 
cultural, and economic conditions are all under 
a permanent change due to globalization. Under 
these ever-changing conditions, in order for 
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families to maintain their current well-being or 
to improve it, it is necessary that obstacles stand-
ing in the way towards an increased well-being 
for individual family members be eliminated. In 
this regard, economic functions of families play 
an extremely important role in meeting their 
needs and wants that impact their overall qual-
ity of living (Terzioğlu, 1990, p.112; Özmete, 
2004). However financial welfare of families is a 
more complex issues (Bailey, 1987), and families 
economic behaviors and financial satisfaction are 
most important determinants of welfare (Raijas, 
2011; Bailey, 1987; Godwin, 1993). Families 
act in an environment of financing system which 
includes the pressure of the economic powers 
like the changing economic balances, increasing 
unemployment rate, changing purchasing power 
of money, inflationist pressures, increasing tax 
load, changing government policies, increasing 
interest rates, complicating consumer market, 
and the competence gradually increasing between 
the businesses (Goldsmith, 2000, p.108; Godwin, 
1993; Terzioğlu,1990, p.112; Bailey, 1987; Raijas, 
2011). In such an environment, the behaviors of 
family related to usage of the income affect both 
of social and economic welfare of family and the 
national economy and welfare (Çopur & Şafak, 
2000; Becker, 1988).

Much of the literature on family financial 
management is prescriptive in nature, including 
extensive discussion of what families should do 
in managing their financial resources. Despite the 
importance of effective financial management in 
families’ lives, relatively little empirical research 
has focused on what families actually do. For 
instance, how meet family their needs? Is their 
income enough for meet their needs? How they 
use their income? Are they making saving with 
their finances resources? Why don’t they make 
savings? Are they in debt? Are they satisfied 
with their financial situation? In other words, it’s 
obvious that the financial decisions and behaviors 
of families will affect the macro micro economic 
decisions of families’ life. Families have to man-

age their finance in one way or another. Some 
tend to save a lot, some like to collect information 
before each purchase, some like to follow their gut 
feelings (Fünfgeld & Wang, 2009). According to 
Gunnarsson and Wahlund (1997) households as 
being financial actors, more or less active and more 
or less conscious of their behaviors. Patterns of 
households’ savings and debts may be viewed as 
expressing some sort of financial strategy, whether 
consciously or unconsciously practiced.

Therefore today’s family, income organization 
is a central resource for welfare of family members 
(Raijas, 2011; Heimdal & Houseknecht, 2003). 
Hira and Mueller (1987) reported that improved 
money management practices are more important 
than increasing the resources. Improving money 
management could be help families cope with 
financial difficulties and meet family needs. Thus, 
it is necessary to plan the usage of income for 
today and future, and to create a successful bal-
ance between consumption and saving in order to 
develop the quality of life and provide the financial 
welfare (Çopur & Şafak, 2000).

The economic function of families is a deter-
minant of the households and individuals level of 
living (Yadollahi et al. 2009; Goldsmith, 2000, 
p.108). For this reason, the economic activi-
ties of family like saving, expenditure, and debt 
propensities and capacities are vital elements of 
family life (Çopur & Şafak, 2000; Bailey, 1987).

Western sociological research over the last 
few years has found that patterns of financial 
management and expenditure decision-making 
vary between different cultures, across social 
classes and over time. The reason for this is the 
fact that financial management within families is 
a demanding task where various knowledge and 
skills are needed. Control of the household budget 
bestows both power and responsibility (Clarke, 
2002). Also financial management is recognized 
as having both mental and physical components 
(Deacon and Firebaugh, 1988, p.7). In practice, 
financial management is influenced by various 
factors, such as marital status, family income, 
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education and age of households, number of de-
pendent children, and the family’s phase of life, 
the needs of family members, and the amount of 
money available to allocate (Godwin, 1993; Hira, 
1987; Sumarwan & Hira, 1993; Raijas, 2011).

The relationships between the financial 
sources, money management, financial conditions, 
problems, the economic stresses and pressures, and 
satisfaction levels of family have been analyzed for 
the last 50 years. Such researches have examined 
and identified demographic variables affect family 
economic status (Yadollahi et al. 2009), socioeco-
nomic variables directly affect perceived income 
adequacy (Sumarwan & Hira, 1993), satisfaction 
from money management among dual-earner 
households (Hira, 1987), the relationship between 
adequacy of resources and socioeconomic and 
family composition characteristics (Çopur et al. 
2009), how families manage their economic hard-
ship (Beak & De Vaney, 2010), financial behavior 
and life satisfaction of college students (Xiao et al. 
2009), financial management, financial problems 
and marital satisfaction among recently married 
university students (Kerkmann et al. 2000), the 
impact of financial attitudes and knowledge on 
financial management and satisfaction of recently 
married individuals (Parrotta & Johnson, 1998).

Financial situation of families have strongly 
and positively influenced by income (Yadollahi 
et al. 2009). Assessment of income adequacy 
can be a subjective measure of welfare (Ormsby 
& Fairchild, 1987). According to the studies in-
come had a significant direct effect on financial 
satisfaction (Davis & Helmick, 1985; Sumarwan 
& Hira, 1993; Hira, 1987), financial decision mak-
ing (Retting & Schultz, 1991) and preparation for 
financial emergencies (Sumarwan & Hira (1992).

Although financial satisfaction is positively 
related to income, it is not determined by income 
alone. Low income is not always associated with 
dissatisfaction nor does a high income guarantee 
economic satisfaction. Studies have shown that 
income only indirectly influences financial sat-
isfaction (Hira & Mugenda, 1998). For example 

Marlowe and Godwin (1988) reported that income 
alone was not a good measure of families’ financial 
welfare. Joo and Grable (2004) also reported that 
income had no direct effects on financial satis-
faction. Families’ income and finances can be 
changed depend on economic changing over the 
period changed in multiple and often overlapping 
domains, such as employment status, employ-
ment conditions, and savings, emergency funds 
and debt, all of which impacted the amount of 
income available to parents toward their goals and 
practices (Iversen et al. 2011). According to the 
literature financial satisfaction is associated with 
income and wealth and an individual’s perceived 
financial needs. Dew and Xiao (2011) stated that 
consumer debt levels are positively related to 
anxiety. Further, assets and consumer debts are 
associated with relationship quality among mar-
ried couples. Mugenda and her associates (1990) 
concluded that net worth, savings, monthly debt 
payments, and absence of financial difficulties 
were the main determinants of managers’ satis-
faction with financial status. Hanna et al. (1995) 
noted that persons having high outstanding debt 
have high interest rates and should, therefore, 
rationally consume less today to consume more 
in the future. Hira (1987) reported similar find-
ings regarding the relationship between monthly 
debt payments, amount of money saved, and 
satisfaction with financial status. She found that 
money managers who made smaller monthly debt 
payments saved a larger amount of their income 
and were more satisfied with their financial status 
than were those who made higher monthly debt 
payments and saved a lower amount of their in-
come. Sumarwan and Hira (1992) found in their 
study monthly debt payment had a significant but 
negative effect on satisfaction. Iversen and her as-
sociates (2011) had reported many families in her 
studies, during the downturn (2008-09) increased 
levels of debt, primarily from credit cards, which 
had become a largely unmanageable economic 
challenge for low- and middle-income households 
across the U.S.
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2. HYPOTHESES

Financial management behaviors are extremely 
important in relation to the quality of life of families 
and thus of societies as a whole. In this study we 
determine the validity and reliability of Financial 
Management Behavior (FMBS) for Turkish popu-
lation and to investigate the correlations between 
financial satisfaction and selected socio-economic 
and demographic characteristics in Turkey. There-
fore, we test the following hypothesis:

H1: Financial management behavior would be 
positively associated withdemographic 
variables of families

H2: Financial management behavior would be 
positively associated with economic deci-
sions taken from family

H3: Financial management behavior would be 
positively associated with financial satis-
faction

H4: Financial management behavior would be 
positively associated with comparing fam-
ily’s financial situation.

3. RESEARCH METHOD

3.1. Sample

A questionnaire-based survey was employed as the 
method for collecting the data used in our study. 
Data were collected from a sample of individuals 
who are working as a staff at Bursa Government 
Tax Office in Turkey. Among the 1009 staff only 
703 staff was married. A total of 696 completed 
and usable questionnaires were returned by the 
staffs producing a 98% response rate. Of the 696 
staffs who responded to survey, 41.1% (n= 300) 
were female and 58.9% (n= 396) were male.

Participants were contacted in person and 
surveys were given individually. On arrival at 
their work sites, and following the researcher’s 
self-introduction, the purpose of the study was 

explained. Participants were also informed that 
participation in the study was voluntary. After 
obtaining their consent, the survey packets, 
which subjects read and completed on their own, 
were distributed and then researchers collected 
all surveys once they were completed. 3 of the 
contacted individuals refused to participate and 
4 individual was incompletely filled. Data were 
collected between Septembers to November 2011.

3.2. Instruments

Demographic Variables: This study included nine 
demographic variables: gender, age, education, 
income, length of marriage, employment status 
of the spouses in the family, number of children, 
family type, owning a house and other income 
sources.

Economic Decision-Making in Family: It was 
measured with four questions “Who does make 
the decisions on economic activities in your fam-
ily in general?”, “Who does make the decisions 
on expenditures in your family?”, “Who does 
make the decisions on debts in your family?”, 
“Who does make the decisions on saving and 
investments in your family?” (1=always women, 
2=always man, 3=sometimes man, but mostly-
women, 4=sometimes women, but mostly man, 
5=together with family members, 6=always man 
and women together).

Financial Satisfaction: Financial satisfaction 
was measured with 8 item forms layout by Hira 
and Mugenda (1998). In this study, responses 
were obtained from a series of statements seeking 
respondents’ satisfaction with various aspects of 
their financial situation. These aspects included 
satisfaction with: 1. Meet needs and desires with 
current resources, 2. Increase the assets and 
improve the quality of life, 3. Regular monetary 
savings, 4. Current debt level, 5. Family’s current 
financial situation, 6. Ability to meet long-term 
financial goals, 7. Ability to meet financial emer-
gencies, and 8. Money management skills. The 
responses were recorded on a five-point Likert 
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Scale ranging from 1=very dissatisfied to 5=very 
satisfied. For the inferential statistics, the whole 
scale was used, and items summed, to obtain a 
financial satisfaction index (Hira and Mugenda, 
1998). According to Hira and Mugenda (1998) 
the Cronbach’s Alpha for the financial satisfaction 
was .89. In this study Cronbach’s alpha coefficient 
was found .93.

Comparative Financial Situation: Compara-
tive financial situation was measured with three 
questions. 1. Assess families’ current financial 
situation compared with other families, 2. Assess 
families’ current financial situation compared with 
their own situation before the time of study, 3. 
Assess their families’ current financial situation 
compared with their expectations for the future 
from the time of the study. Responses were re-
corded on a five-point Likert Scale ranging from 
1=Much Worse to 5=Much Better (Cronbach’s 
Alpha coefficient was found .84).

Financial Management Behavior Scale 
(FMBS): FMBS was developed by Dew and Xiao 
(2011) to measure the overall behavior of the 
financial management. Financial Management 
Behavior Scale includes 15 items such as “Com-
parison shopped when purchasing a product or 
service” or “Contributed money to a retirement 
account”. Responses were given on a 5-point Lik-
ert Scale range from “1=never” to “5=always”. 
If the scores increased taken from the FMBS, 
participants’ reported levels of savings increased 
and their reports of consumer debt decreased. The 
instruction for the three insurance items stated, 
“Please rate your behavior regarding insurance 
within the past year on a scale of 1 – 5.” These 
items asked about the past year because sometimes 
insurance behaviors occur on an annual basis. The 
response set was the same as the other items. The 
insurance items queried participants about health 
insurance, property insurance, and life insurance. 
Each item consisted of concepts that were short, 
easy to understand, and limited to only one idea. 
Also, positive sentences and personal expressions 
were used.

Financial Management Behavior Scale was 
consisting of four factors. Factor 1 explained 30% 
of the variance. The authors referred to the factor 
“Savings and Investment Behaviors”. Five saving 
and investment items loaded on this factor and the 
factor loading ranged from .69 to .78. Savings and 
Investment Behaviors explained 30% of the vari-
ance. Second factor named “Insurance Behavior” 
factor loading was between .74 and .85. This factor 
was explained 12% of the variance and consists of 
three items. Four items loaded on factor 3 (loadings 
between 64. and .73). It explained 9% of the total 
variance. This factor called “Cash Management”. 
Last factor have been named as “Credit Manage-
ment”. Three positive credit management items 
loaded on factor 4 with loadings of .66 to .77. It 
explained 8% of the variance. Overall, the four 
factors explained 59% of the variance.

The full FMBS had a Cronbach’s alpha of .81. 
Cronbach alpha scores were also calculated for 
the four subscales. The savings and investments 
subscale, the insurance subscale, cash manage-
ment subscale and the credit management subscale 
Cronbach Alpha scores are .78, .73, .63 and .57 
respectively.

3.3. Data Analysis

Data analysis began with calculating frequencies 
of the sample on all independent variables. One 
way variance analysis (ANOVA) were than used to 
compare variables of economic decisions making 
in the family and family management behavior 
scale. When the F test indicated significant (.05) 
mean differences on a given variable, Tukey’s 
multiple comparison test was used to isolate the 
specific between-category means that were sig-
nificantly different.

Correlation analyses were performed to deter-
mine the level and direction of the relationship 
between the dependent and independent vari-
ables, and Hierarchical Regression Analysis was 
used to determine the sequence of contribution 
for the variables. In this approach, independent 
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variables were put into the regression analysis in 
a certain sequence to determine the model that 
best describes the dependent variable (Büyüköz-
türk, 2007, p.31). In this study, multiple-variable 
hierarchical regression analysis were performed to 
find out whether some variables related to FMBS 
such as; demographic variables (age, marital 
length, number of children, monthly income of 
the family, education, employment status of the 
spouses in the family, other income sources of 
the family), economic decision, expenditure deci-
sions, debt decisions and savings and investment 
decisions, financial satisfaction and compared 
financial situation have any effect on the family 
management behavior or not.

4. RESULTS

The age of participants ranges from 21 to 62 years 
old, with 40.9 per cent between 41 and 50 years 
old (n=285). The mean age of the respondents was 
41.3 years (SD=8.05). The proportion of people 
with a university degree (64.4%) was higher than 
other education degree. The finding reflected that 
70.1 percent of the females and 61.4 percent of 
the males was graduated from bachelor’s degree.

Among the participants incomes varied be-
tween 700TL – 9000TL (1$ is equivalent to about 
1.90 TL- June, 2013) and the median income was 
3742,5 (=1970 $). Both of male (81.3%) and 
female (84.3%) reported that their families are in 
middle-income level. Average marital length of the 
participants was 14.3(SD=8.62) and the average 
number of children was two ranging from 0 to 6 
in the families’. About 28.9% of the participants 
had 1 child, 41.5% had 2, 14.3% had 3 or more, 
and 15.2% had no children. Approximately 80.3% 
of the individuals’ families were in the expanding 
stage. In addition, the majority of the individuals 
lived in a nuclear family (92.2%). More than half 
of the participants (57.6%) reported that both of 
husband and wife works full-time, 30.5 per cent 

of the individuals reported that husband work 
full-time, wife does not (Table 1.).

Factor Analysis

The validity of the Turkish version of the Finan-
cial Management Behavior Scale was discussed 
in term of content validity and construct validity.

Content Validity: The FMBS had not previ-
ously been used in Turkey. It was developed in 
English for use in the United States by Dew and 
Xiao (2011). This measure was translated into 
Turkish and then back-translated into English by 
3 academicians who were all proficient in both 
English and Turkish. Each of the 15 items that 
formed the scale was considered carefully to find 
its conceptual equivalent in Turkish to ensure that 
the concepts being measured were understood 
to be essentially the same by both English and 
Turkish speakers. Next step the Turkish version 
of the FMBS has been examined by financial 
management and financial counselors. The experts 
have agreed that the Turkish version of FMBS is 
suitable to use.

Construct Validity: Factor scores for the FMBS 
were calculated according to the domains of finan-
cial management behavior. Principal components 
factor analysis with a varimax rotation was used 
for this analysis. Before engaging in factor analy-
sis, however, the Kaiser–Meyer–Olkin (KMO) 
value was computed to see if the data would 
be appropriate for factor analysis. Because the 
Bartlett’s test (X2=4830.2, df=105, p<.001) and 
KMO value for the inventory were found to be 
0.84, it was concluded that factor analysis would 
be appropriate.

The results of principal components factor 
analysis of the FMBS, the scale was found to 
have a four-factor structure that had an eigenvalue 
of above 1 and that explained 67% of the total 
variance changing between 4.56 and 1.24. This 
rate of variance explained by four factors was at 
an acceptable level. The factor loading of the 15 
items in the FMBS varied between 0.55 and 0.87.
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Continued on following page

Table 1. Demographic variables 

Demographic Variables N % M SS Range 
(Min – Max)

Age 40.1 8.1 21–62

≤ 30 100 14.4

31 – 40 251 36.1

41 – 50 285 40.9

≥ 51 60 8.6

Education

Primary school (5 years) 10 1.4

Secondary school (3 years) 15 2.2

High school (3 years) 113 16.2

Associate (2 years) 105 15.1

Bachelor’s (BA) (4 years) 424 60.9

Master (MA) (2 years) 25 3.6

Postgraduate (PhD) (4 years) 4 0.6

Marital Length 14.3 8.6 1–40

≤5 138 19.8

6 – 10 137 19.7

11 – 15 103 14.8

16 – 20 140 20.1

≥ 21 178 25.6

Monthly income of the family 3742.5 1351.3 700–9.000

Low 80 11.5

Middle 575 82.6

High 41 5.9

Number of children 1.58 1.0 0–6

1 201 28.9

2 289 41.5

3+ 100 14.3

No children 106 15.2

Employment status of the spouses

Both spouses work full-time 401 57.6

Husband work full-time, wife work part-time 62 8.9

Husband works wife does not 212 30.5

Wife work full-time 21 3.0

Family Type

Nuclear 54 7.8

Extended 642 92.2

Other income sources
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Factor 1, which is called “Saving and Invest-
ment”, has an eigenvalue of 4.56, and explain of 
variance 30%. Items “8, 9, 10, 11, and 12” are 
grouped together under the head of this factor as 
they are in the original version of the form. The 
factor loading of the 5 items in the Savings and 
Investment vary between 0.55 and 0.87.

Factor 2 explained 20% of the total variance 
and had an eigenvalue of 3.07. The distribution 
of the items in the “Cash Management” sub-
dimension differed from the original version of 
the form. The fifth item that was in the Factor 4 
that is in the “Credit Management” subdimesion, 
of the original form (Paid off credit card balance 
in full each month) was instead a part of the sub-
dimension Cash Management. The fact that this 
item appeared in a different sub-dimension can 
be explained by the circumstances of application 
themselves as well as by the fact that individuals 
are concerned about being able to maintain their 
daily lives given the socio-economic conditions of 
our times. Items that indicated cash management, 
such as keeping a financial record and paying 
bills on time, loaded on Factor 3 with loadings 
between 0.67 and 0.77.

Factor 3 had an eigenvalue of 1.30 and was 
found to account for 9% of the variance. Factor 
3 was named “Insurance Behavior”. This factor 
included “Maintained or purchased adequate 
property insurance like auto or homeowners insur-
ance (loading: .83)”, “Maintained or purchased 
adequate life insurance (loading: .85)” and “Main-

tained or purchased an adequate health insurance 
policy (loading: .83)” like the original scale.

The fourth and the last factor comprised the 
following two components: “Maxed out the limit 
on one or more credit cards” and “Made only mini-
mum payments on a loan”. It had an eigenvalue 
of 1.06. The loadings were 0.70 and 0.82. This 
factor was named “Credit Management,” and it 
was found to explain 8% of the variance.

The reliability of Financial Management 
Behavior Scale was investigated by test re-test, 
Cronbach alpha, split-half. Cronbach’s alpha was 
calculated for each subscale; Savings and invest-
ment behavior (.78), Cash management (.82), 
Insurance subscale (.85) and Credit management 
(.72). The Cronbach’s alpha for the FMBS was 
.82 and split-half .83. These results suggest that 
the inner consistency of the scale is high. These 
analyses are interpreted to mean that the Financial 
Management Behavior Scale is reliable and valid 
for these subjects in Turkey.

The Relationship between 
Variables and FMBS

According to the findings it can be said that 
there was no significant relationship between 
participants’ scores on the FMB Scale and gender 
(t=1.039, df=694, p>0.05). In the other words 
statistical analysis stated that the score of FMB 
Scale has no difference according to male (396) 
and female (300) participants.

Table 1. continued.

Demographic Variables N % M SS Range 
(Min – Max)

Rent 108 15.5

Interest 13 1.9

Agricultural production 13 1.9

Commercial revenue 16 2.3

No other income sources 539 77.4

More than one income source 7 1.0
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Results of the ANOVA displayed that general 
economic decision (F=1.519, df=695, p<0.05), 
expenditure decision (F=1.500, df=695, p<0.05), 
and saving and investment decisions (F=1.407, 
df=695, p<0.05), significantly (at .05) affected 
scores of FMB Scale. However there was no 
significantly relationship between debt decisions 
and participants’ scores on FMB Scale. Given 
this results the first hypothesis (H1) was partially 
accepted.

Table 3 examines the relationship between 
the economics decision-making in the family and 
FMBS scores. Those who make general economic 
decisions (M=51.8; SD=10.9), spending deci-
sions (M=52.0; SD=11.0), saving and invest-
ment decisions (M=52.4; SD=11.7) with other 
family members were found to have a higher 
mean financial management behavior scale score. 
Also findings indicated that while making debt 
decisions with family members, FMBS score has 

Table 2. Factor analysis 

Items of Financial Management (α=.83) M(SS) Factor 1 Factor 2 Factor 3 Factor 4 Corrected Item-
Total Cor.

Cash management subscale (α=.78)

1. Comparison shopped when purchasing a 
product or service

4.1 (1.1) .74 .54

2. Paid all your bills on time 4.4 (1.0) .77 .64

3. Kept a written or electronic record of your 
monthly expenses

3.4 (1.4) .68 .46

4. Stayed within your budget or spending plan 3.9 (1.0) .77 .63

5. Paid off credit card balance in full each month 4.2 (1.1) .67 .54

Credit management subscale (α=.82)

6. Maxed out the limit on one or more credit cards 2.5 (1.4) .70 .56

7. Made only minimum payments on a loan a 2.2 (1.4) .82 .56

Savings and investment subscale(α=.85)

8. Began or maintained an emergency savings 
fund

3.0 (1.4) .63 .59

9. Saved money from every paycheck 3.2 (1.3) .81 .72

10. Saved for a long term goal such as a car, 
education, home, etc

3.2 (1.4) .87 .72

11. Contributed money to a retirement account 2.4 (1.5) .55 .58

12. Bought bonds, stocks, or mutual funds 2.7 (1.5) .67 .46

Insurance subscale (α=.72)

13. Maintained or purchased an adequate health 
insurance policy

1.8 (1.4) .85 .59

14. Maintained or purchased adequate property 
insurance like auto or homeowners insurance

2.2 (1.5) .83 .42

15. Maintained or purchased adequate life 
insurance

1.8 (1.4) .83 .61

Eigen values 4.56 3.07 1.30 1.24

% of Variance Explained by Factor 30.4 20.1 8.7 8.3
aReverse coded.
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decreased. Those who indicated that debt decisions 
are made “sometimes [by] woman, but mostly 
[by] man” (M=48.5; SD=10.5) has a higher mean 
FMBS score (Table 4). It can be said that second 
hypothesis (H2) was not rejected.

Pearson Product Moment correlations were 
used to establish the relationship between the 

independent and dependent variables. Results 
presented in table 5. Findings showed that there 
was a significant and positive correlation between 
FMBS and monthly income (0.33, p<0.01), 
education (0.26, p<0.01), general economic deci-
sion (0.11, p<0.01), expenditure decisions (0.14, 
p<0.01), savings and investment decisions (0.18, 

Table 3. Results of variance analysis between the variables economic decision making in the family and 
family management behavior scale 

Variable N % M SD F Sig.

General Economic Decision 1.519 .035*

Always women 26 3.7 45.0 12.0

Always man 75 10.8 45.5 11.2

Sometimes man, but mostly woman 21 3.0 47.0 11.9

Sometimes woman, but mostly man 57 8.2 45.1 11.5

Together with family members 153 22.0 51.8 10.9

Always man and woman together 364 52.3 50.7 11.6

Expenditure decisions 1.500 .012*

Always women 25 3.6 42.7 9.9

Always man 76 10.9 45.2 11.9

Sometimes man, but mostly woman 16 2.3 50.4 9.7

Sometimes woman, but mostly man 51 7.3 46.2 11.4

Together with family members 148 21.3 52.0 11.0

Always man and woman together 380 54.6 50.5 11.6

Debt decisions .959 .564

Always women 43 6.2 47.9 11.2

Always man 59 8.5 50.9 12.7

Sometimes man, but mostly woman 40 5.7 48.0 12.9

Sometimes woman, but mostly man 45 6.5 51.2 11.6

Together with family members 143 20.5 48.5 10.5

Always man and woman together 366 52.6 50.1 11.8

Savings and investment decisions 1.407 .029*

Always women 35 5.0 44.3 12.2

Always man 160 23.0 45.0 11.9

Sometimes man, but mostly woman 28 4.0 47.5 9.4

Sometimes woman, but mostly man 43 6.2 47.2 9.9

Together with family members 119 17.1 52.4 11.7

Always man and woman together 311 44.7 52.1 11.9

*p<0.05
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p<0.01), financial satisfaction (0.83, p<0.01) 
and compared financial situation (0.83, p<0.01). 
However the correlation between FMBS and age 
(-0.13, p<0.01), marital length (-0.14, p<0.01), 
number of children (-0.09, p<0.05) and employ-
ment status of the spouses in the family (-0.26, 
p<0.01) was significant and negative relationship.

Hierarchical regression analysis was used 
to examine contributions of demographic and 
economic decision making variables to the vari-
ance in the FMBS. Means, standard deviations, 
and correlation coefficients for all variables are 
summarized in Table 6. For the first stage of 
the Hierarchical Regression Analysis, only the 
demographic factors, such as age, length of mar-
riage, number of children, monthly income of 
the family, education, employment status of the 
spouses, and other income sources of the family 
were included to the analysis. In the second stage, 
general economic decisions, expenditure deci-
sions, debt decisions and savings and investment 
decisions were added. At the third and last stage 

of the analysis, the independent variables financial 
satisfaction and compared financial situation of 
family were added to the regression along with 
the demographic factors and other independent 
variables. The determination coefficients (R2) 
obtained in the end of three stages were compared 
and the variables evaluated for participant if these 
variables give information about their financial 
management behavior.

Demographic variables explains 16% of the 
effect of the total variance on the frequency of 
their financial management behavior for the 
participants (R=0.397, R2=0.158, F= 18.376, 
p<.001). Table 6 gives the t-test results related 
to significance and the regression coefficient (β) 
standardized to test the effect of the independent 
variables, in the first stage of the analysis, on the 
financial management behavior.

The findings indicated that economic decisions 
variables explained variance rate was 18 percent 
(R=0.427, R2=0.182, F= 13.862, p<.001) of the 
financial management behavior. Considering 

Table 4. Pearson product moment correlations between FMBS and independent variables 

Variables 1 2 3 4 5 6 7 8 9 10 11 12 13 14

1. Age 1

2. Marital length .87** 1

3. Number of children .50** .59** 1

4. Monthly income of the 
family

-.06 -.07 -.07 1

5. Education -.09* -.15** -.13** .34** 1

6. Employment status of the 
spouses in the family

.17** .20** .20** -.47** -.20** 1

7. Other income sources -.08* -.07 -.11** -.11** -.02 .02 1

8. Economic decisions .05 .04 .05 .06 .11** -.04 .07 1

9. Expenditure decisions .06 .05 .01** .06 .09* -.05 .03 .81** 1

10. Debt decisions .03 .03 -.02 -.01 .08* .05 .03 .03 .01 1

11. Savings and investment 
decisions

.02 .01 .04 .09* .11** -.10** -.02 .56** .59** .03 1

12. Financial satisfaction -.12** -.13** -.09* .27** .23** -.21** -.04 .07 .09* -.08* .14** 1

13. Compared financial 
situation

-.03 -.05 -.01 .35** .27** -.24** -.11** .15** .17** -.02 .19** .62** 1

14. FMBS -.13** -.14** -.09* .33** .26** -.26** -.06 .11** .14** -.05 .18** .83** .83** 1

*p<0.05; **p<0.01
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participant standardized regression coefficient 
(β) and the t-test results show that the relation-
ships between the financial management behavior 
(β=.79, p<.05) and savings and investment deci-
sions was statistically important.

The third stage was run by including financial 
satisfaction and compared financial situations 
regression equations. The results illustrated that 
the stage was significant (R=0.925, R2=0.855, 
F=308.720, p<.001). The explained variance 
analysis was 86 percent. Additionally finding 
indicated that among the independent variables, 
the relationships between financial manage-
ment behavior and financial satisfaction (β=.11, 
p>.001) and compared financial situation (β=1.93, 
p>.001) was statistically significant. According to 
the results of Hierarchical regression analysis the 
t-statistics of independent variables of financial 
satisfaction and compared financial situation is 
26.799, 25.789 respectively. Since the p-value is 

smaller than 0.001 the hypothesis H3 and H4 can 
be accepted.

5. DISCUSSION

The level of income is directly related to determin-
ing the levels of meeting the needs of the family, 
as well as the health, education, social interaction, 
house, free time and general life style conditions. 
Therefore financial security is an important goal of 
families worldwide. However, in developing coun-
tries, it is often difficult to meet even basic needs, 
especially within the uncertainty of an inflationary 
condition in the economy (Ormsby & Fairchild, 
1987). It is possible to discover numerous re-
searches analyzing the economic activities of the 
families and the results of the economic activities in 
the developed and developing countries. Therefore 
the aim of the study was adopting the FMB scale 
(Dew & Xiao, 2011) for Turkish populations and 

Table 5. Hierarchical regression result for financial management behavior 

B β t p R R2 F Sig.

Model 1 .397 .158 18.376 .000

1. Age -.077 -.053 -.739 .460

2. Marital length -.068 -.051 -.654 .513

3. Number of children .262 .023 .516 .606

4. Monthly income of the family .002 .215 5.121 .000***

5. Education 1.843 .157 4.149 .000***

6. Employment status of the spouses 
in the family

-1.395 -.117 -2.881 .004**

7. Other income sources -.256 -.033 -.925 .355

Model 2 .427 .182 13.862 .000

8. Economic decisions -.361 -.048 -.791 .429

9. Expenditure decisions .709 .092 1.496 .135

10. Debt decisions -.442 -.057 -1.625 .105

11. Savings and investment decisions .792 .112 2.563 .011*

Model 3 .925 .855 308.720 .000

12. Financial satisfaction 1.080 .507 26.799 .000***

13. Compared financial situation 1.927 .504 25.789 .000***

*p<0.05; **p<0.01; ***p<0.001
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determined demographic characteristics, family 
decision making structure, financial satisfaction 
and compared family financial situation can affect 
financial management behavior.

The factor analysis applied in order to deter-
mine the factor structure of the Turkishversion of 
the FMBS revealed that the scale had four factors 
like the original version. The rates of variance 
explained for by the four factors–savings and 
investment behavior, cash management, insur-
ance behavior, credit management– were at an 
acceptable level. The four subscale has explained 
of total variance 67%.

The factor loading values for the four subscales 
of the FMBS varied between 0.55 and 0.87. When 
eliminating the items that did not measure the same 
structure in the factor analysis, special attention 
was paid to ensuring that items had a factor loading 
of over 0.45 in the factor that they were a part of, 
and that they had a high factor loading only in one 
factor. In social sciences the rates of variance that 
can be accounted for by between 40% and 60% 
are considered sufficient (Tavşancıl, 2006, p.84; 
Büyüköztürk, 2008, p.124). According to these 
results, the fact that items in all four subscales had 
a factor loading of over 0.45 shows that all items 
cohere with the structure that they are a part of.

Analyses of the data from 696 adults of diverse 
family compositions showed the FMB scale to be 
an acceptably reliable and valid measure in Turkish 
containing four financial management behaviors. 
These management behaviors are concluded to be 
saving and investment behavior, cash management, 
credit management and insurance behavior. Mul-
tiple factor loadings on certain questions suggest 
that financial management behaviors are likely to 
be interrelated. This is an expected result because 
management behaviors are conceptually related 
and at some point may even be interchangeable.

The relationship between FMBS scores and 
the economic decision-making suggests that 
those who make general economic decisions, 
spending decisions, saving and investment de-
cisions together with all family members have 

higher FMBS scores. This result highlights the 
importance of sharing responsibilities concerning 
economic activities with other family members 
including children. The ANOVAs also showed 
significant (.05) differences in the financial man-
agement behavior according to general economic 
decisions, expenditure decisions, and savings and 
investment decision. The various studies that have 
been conducted also support this result (Erbil & 
Pasinoğlu, 2004; Şener & Terzioğlu, 2005; Ashby 
& Burgoyne 2008; Kabaklı Çimen, 2012; Kermann 
et al. 2000; Rettig et al., 1999). Thus, it is observed 
for both in this study and in other studies that the 
higher education level of the male and female, the 
higher their occupational statuses, the higher their 
level of income, the length of marriage; the higher 
women participation in the labor force increased 
women’s participation economic decision making 
process in the family.

There is no single financial indicator of wellbe-
ing that will always accurately measure the living 
standards of people. Income may be preferred as 
its level can be directly affected. But spending 
probably provides a better picture of long-run 
financial circumstances than income, since over 
the life course incomes tend first to rise sharply 
with age, and then decline in later life, but people 
use borrowing and saving to make sure that their 
spending is more even over time (Goodman & 
Oldfield, 2004).

When the relationship examined between 
independent variables and financial management 
behavior the correlations indicated that higher 
income, higher education level, give the general 
economic, expenditure and savings and invest-
ment decision with the family members, financial 
satisfaction and compared financial situation have 
positive affect financial management behavior 
than does married for many years, increase the 
number of children and non-employed female.

Based on adjusted regression coefficients, 
the order of significance among variables was as 
follows: monthly income of the family, educa-
tion and employment status of spouses. When 
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economic decision variables of general economic 
decisions, expenditure decisions, debt decisions 
and savings and investment decisions were added 
to the regression equation predicting FMB, this 
second model was significant as well (R=0.427, 
R2=0.182, F= 13.862, p<.001). The new set of 
independent variables also accounted for 18% of 
the variance in the outcome variable. In the third 
stage including variables financial satisfaction 
and compared financial situation predicted FMB 
and this model was also significant (R=0.925, 
R2=0.855, F=308.720, p<.001). The new vari-
ables have explained of the total variance 86 per-
cent. Thus, the adjusted R-squared was significant; 
that is the addition of the financial satisfaction and 
compared financial situation variables increase the 
percentage of variance explained. Thus, income, 
education, employment status of the spouses, 
savings and investment decisions, financial satis-
faction and compared financial situation were the 
variables making the most prediction of financial 
management behavior.

It is possible to discover results both support-
ing and not supporting the results in the literature. 
According Kim et al. (2003) pointed out that 
financial stressor events and financial behaviors 
are significant variables in explaining financial 
welfare. These results are consistent with findings 
reported by Xiao et al. (2006). Xiao et al. (2006) 
in fact found that positive financial behaviors 
do contribute to financial satisfaction among a 
sample of consumers who use credit counseling. 
Joo and Grable (2004) found that factors such 
as financial behaviors, financial stress, financial 
knowledge, financial solvency, risk tolerance, and 
demographic variables such as income and educa-
tion, were all factors that significantly explained 
the level of financial satisfaction of individuals. 
Sumarwan and Hira (1993) reported that income 
and age were both positively and significantly 
related to satisfaction with financial status. Vera-
Toscano et al. (2006), using data from a national 
survey in Spain, found that not only income but 
also income expectation affects financial sat-

isfaction. According to Plagnol (2011) income 
has a positive relationship with the financial 
satisfaction because a higher level of financial 
satisfaction means increases in cumulated wealth. 
Alternatively, it may also be a case of decreases in 
liabilities experienced by individuals. Sighieri et 
al. (2006), using data from nine European coun-
tries, examined the relationship between income 
and financial satisfaction and found that income 
and satisfaction have a positive relationship up 
to a point and variables in the environment, such 
as differing household characteristics, explained 
30% of the variances regarding financial satisfac-
tion. In this study regression analysis revealed 
that financial behavior was affected not only by 
socio-economic characteristics but by financial 
satisfaction and compared financial situation and 
literature supported this results.

6. CONCLUSION AND IMPLICATIONS

These findings make an important point for fi-
nancial advisors and educators: though both of 
individuals and families differ in some financial 
beliefs and behaviors. Finally, it is clear that cur-
rent and future families need to receive education 
on financial issues. They should be taught how to 
manage their financial resources, they do make 
in an effective manner and how they can protect 
and elevate their financial welfare. Informative 
and awareness-raising educational programs need 
to be prepared and given to financial managers 
in the family about their very important issues. 
Such programs should include information such 
as money management, financial management, 
saving, investment, debt, consumption behavior, 
financial planning.

This research has several limits as every re-
search has some. First of them is that the research 
covers only married female and male. The sample 
of the study included only individuals at Govern-
ment Office, which limits the generalizability of 
the results. It is recommended to include other 
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demographic variables (family life period, being 
married or divorced, or being re-married etc.) in 
the research. In addition, this research has been 
conducted in a country where the economic 
conditions are equal. In the new researches to 
be conducted, the financial behaviors and the 
financial satisfaction levels of the families living 
in countries having different socio-economic and 
socio-cultural characteristics, as well as different 
economic conditions can be compared.

This study aimed to determine validity and 
reliability of FMB scale for the Turkish form of 
the scale with a sample of adults having diverse 
demographic characteristics. In addition, this study 
is limited with the survey questions applied de-
pending on the subject. The information, attitudes 
and behaviors can be measured or compared with 
different questions which can affect the financial 
behavior and the financial satisfaction levels (e.g. 
financial problems, stress sources, the economic 
conditions of the country and/or the scales related 
to the financial behaviors in the family) in the 
new studies to be planned. It is considered that 
this study constitutes a good infrastructure for the 
new studies to be conducted relating the subject.
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KEY TERMS AND DEFINITIONS

Budget: A quantitative financial plan for a 
defined period of time.

Consumption: The purchase and use of goods 
and services by individuals.

Desires: A sense of longing or hoping for a 
goods or services that is not necessary.

Life Satisfaction: A global assessment of a 
person’s quality of life according to his chosen 
criteria.

Needs: Something that is necessary to live a 
healthy life such as food, shelter, and etc.

Quality of Life: An overall general well-being 
that is comprised of objective and subjective evalu-
ations of physical, material, social, and emotional 
well-being together.

Saving: Income not spent, or deferred con-
sumption.
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Is Technical Analysis Profitable 
even for an Amateur Investor?

Evidence from the Greek 
Stock Market (2002-12)

ABSTRACT

The purpose of this chapter is to examine if even the simplest trading rules could take advantage of the 
market’s inefficiency and lead to profitable trading decisions. For this reason, this study examined the 
profitability of the simplest trading rules, using only the simple moving averages (SMA) rules that even 
an amateur investor could apply. In order to examine the specific issue a data sample from the Greek 
stock market during the period 2002-12 was used. The results suggest that even if one takes into account 
the most expensive transaction fees, the trading rules signal profitable investment decisions; therefore, 
even an amateur trader and/or investor who does not have a significant amount of money to invest (which 
may lead to reduced transaction costs) could take advantage of the market’s inefficiency. Behavioral 
finance theories may provide some useful and alternative explanations regarding some of the reasons 
that contribute to the Greek stock market’s inefficient environment.

1. INTRODUCTION

Technical analysis is a field of applied financial 
economics literature which gathers many conflict-
ing opinions regarding the ability of the trading 
rules to present significant higher profits than the 
buy-and-hold strategy. If we assume that specific 
trading rules generate increased profits, this means 
that the study of the historical prices enables us to 

predict future prices, which is in contrast to Fama’s 
(1970) efficiency market hypothesis (EMH). 
There are numerous studies which confirm that 
several simple or advanced trading rules (moving 
average, RSI index, MACD, stochastic rules etc.) 
enable the investors who apply them to increase 
their profits in several stock markets around the 
world (Brock, Lakonishock, & LeBaron(1992); 
Chong & Ng, 2008; Ulku & Prodan, 2013 etc.).

Vasileiou Evangelos
University of the Aegean, Greece
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Scholars suggest that a crucial prerequisite in 
order to achieve profits using trading rules is the 
non-linearity in prices (Neftci, 1991). However, 
similar to most issues examined in finance, there 
are studies which disprove the aforementioned 
point. Usually, a friction point is that the transac-
tion costs significantly reduce the trading rules 
profits1. Indicatively, Alexander (1961) presents 
that the trading rules outperform the buy-and-hold 
strategy, but Alexander (1964) re-examines his ear-
lier findings including transaction costs and finds 
significant reductions in the trading rules profits. 
Fama & Blume (1966) suggest that technical rules 
fail to outperform the buy-and-hold strategy, but 
Sweeney (1988) questions their findings taking 
into account a later sample (1970-82).

The main objectives of this paper are to ex-
amine the following: (i) whether the simplest 
trading rules (simple moving average, SMA) or 
composite SMA rules enable us to predict the 
financial trend, which leads to increased profits 
in comparison to buy-and-hold trading strategy, 
(ii) how profitable could these rules be, and (iii) if 
even the financial crisis period could be profitable 
for someone who applies the examined strategies 
using derivatives. We examine the trading rules 
profitability taking a data sample from the Greek 
stock market during the period 2002-12 because 
there are recent studies which provide empirical 
evidence for the existence of calendar anomalies 
(Vasileiou & Samitas, 2014; Vasileiou, 2014 a,b), 
which is an indication for market inefficiency.

The rest of this paper goes as follows: Section 
2 reports the trading rules and clearly defines 
the assumptions under which we examine their 
profitability. Section 3 briefly presents market 
information and describes the dataset. Section 4 
presents the examined strategies, the theoretical 
and methodological background and their out-
comes. Section 5 further discusses the empirical 
findings and links them to previous studies under 
a behavioral financial view. Finally, section 6 
concludes the study.

2. TRADING RULES AND 
PRACTICAL ASSUMPTIONS 
DEFINITIONS

This paper examines the profitability of simple 
trading rules in the ATHEX. Therefore, we should 
declare the assumptions under which we examine 
the specific issue and clearly demonstrate how the 
individual investor can apply simple trading rules 
and present the final returns. Three main points 
should be noted in order to adequately present 
the results:
1. Which are the indexes in which we could apply 

the trading rules,
2. Which trading rules are simple and could be 

applied even by an amateur technical analyst-
investor, and

3. Which are the possible trading strategies that 
could be applied.

Most of the studies that examine the Greek 
stock market use datasets from the Athens Ex-
change General Index (ATHEXGI) as a sample, 
which consists of the 60 largest companies stocks 
and is the most reliable indicator regarding the 
Greek stock market2. This means that a possible 
applied strategy may be that an investor holds a 
stocks’ portfolio which simulates the ATHEXGI 
and when the trading signal suggest a sell period 
he sells the stock and deposits his money in Greek 
banks3. This could be named as the 1st strategy, but 
its main drawback is that an investor cannot gain 
profits from the sell period signals, by shorting the 
specific index because there is no future contract 
with the ATHEX as underlying value.

However, in the ATHEX derivatives exchange 
(ADEX) there are several financial products using 
as an underlying index the FTSE/ASE20, FTSE/
ASE 40 or futures on stocks. Among them we 
finally chose to include the futures on FTSE/
ASE20 index because this index presents increased 
correlation with the ATHEX GI 98.65% (e.g. 
the ATHEXGI and FTSE/ASE40 correlation is 
87.41%).
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The FTSE/ASE-20 index is based on the 20 
largest ATHEX stocks; it was developed in 1997 by 
the partnership of ASE with FTSE International, it 
represents over 50% of ASE’s total capitalization 
(ADEX official webpage www.adex.gr). It is worth 
mentioning that FTSE/ASE 20 on 3rd December, 
2012 is renamed to FTSE/ASE Large Cap Index 
and consists of 25 of the largest and most liquid 
stocks that trade in the Athens Stock Exchange. 
The fact that this change happened during the last 
days of our sample enables us to assume that it 
does not influence the results.

The specific investment tool enables the inves-
tor to gain profits even when the financial trend 
is negative, either by selling his or her portfolio 
when the sell signal suggest it and he or she goes 
short on the FTSE/ASE20 index (2nd strategy 
presented by Table 4) or does all his or her invest-
ment movements using only FTSE/ASE 20 future 
contracts (3rd strategy presented by Table 5) by 
taking long and short positions.

Regarding the trading rules, we decide to 
examine the simplest among them and those that 
could easily be applied, even by amateur investors, 
who simply observe the market’s performance. 
Therefore, we examine trading rules that are 
linked to the simple moving averages of 22, 56, 
100, 150 and 2004 days in order to include several 
investor groups (from short term to long term). 
Under these assumptions we may conclude if the 
trading rules generate significantly more profits 
even for the mean individual and without increased 
information investor.

Regarding the SMA trading rules we follow the 
Ulku & Prodan (2013) suggestion when today’s 
closing price (Pt) crosses the n-simple moving 
average SMA(n) from below we buy, but when the 
Pt crosses the SMA(n) from above we sell5. The 
SMA(n) is defined from the following equation

SMA(n) = 
P P P P

n
t n t n t t− − − − −+ +… + +
( ) ( )

.
1 2 1 	

(1)

We assume that the investor has always invested 
in the Greek stock market. This means that when 
the signal shows that he or she should sell, he or 
she takes a short position or sells the portfolio and 
deposits the funds in the Greek banking market. 
Regarding the trades’ execution day we accept 
Ulku & Prodan’s (2013) suggestion that the execu-
tion takes place at the closing price of the day on 
which the signal is generated, therefore the returns 
to a signal position start to accrue the next day.

3. MARKET INFORMATION, DATA, 
AND DESCRIPTIVE STATISTICS

Our samples consist of daily data information from 
the Greek stock market. The first time series we 
use consists of daily information of the ATHEXGI 
for the time span January 2002 to December 2012. 
We use the specific sample because during the 
aforementioned period in the Greek economy 
and the Greek stock market there are no signifi-
cant regulatory or structural reforms that could 
significantly influence the investors behavior as 
Alexakis & Xanthakis (1995) suggest.

In this point we try to briefly present the recent 
reforms that have taken place in the ATHEX dur-
ing the last decades. The Greek stock market was 
founded in 1876, as the Athens Stock Exchange 
(ASE). Despite the fact that the ASE is old, mod-
ernization took place during the 1990’s. The most 
important reforms of the ASE’s history are6:

1. 	 The establishment, in 1991, of the first 
electronic trading system (ASIS) which 
replaces the open outcry method, while the 
newly founded Central Securities Depository 
(CSD) settles the transactions,

2. 	 In 1999 the Athens Derivatives Exchange 
Clearing House (ADECH) and the Athens 
Derivatives Exchange (ADEX) start to op-
erate and the first derivatives are traded in 
August 1999,
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3. 	 In the same year the electronic book entries 
in the Dematerialized Securities System 
(DSS) gradually replaces the paper deposi-
tory receipts, while the OASIS replaces the 
ASIS as the electronic trading system,

4. 	 In May 2001 the ASE upgrades to mature 
market,

5. 	 In 2002 the “Athens Exchange”(ATHEX) is 
founded by the merging of the ASE and the 
ADEX,

6. 	 In 2003 the Greek state withdraws its 
ownership stake from the ATHEX, while 
the ATHEX transfers its remaining regula-
tory responsibilities to the Hellenic Capital 
Market Commission (HCMC), and (vii) in 
2008 starts the trading of the first Exchange 
Traded Fund (ETF).

The aforementioned market information enable 
us to assume that during the examined period 
(2002-12) there are not take place significant 
regulatory reforms, therefore the investors be-
havior are not influenced from them. In other 
words, there are not such financial reforms that 
could influence the trading activity (consequently 
the trading rules implementing or profitability).

Figure 1 depicts the ATHEXGI performance 
and the ATHEXGI returns charts, while Table 1 
presents the descriptive statistics regarding the 
ATHEXGI returns for the sample’s period. 

The descriptive statistics show that the time 
series distribution presents increased kurtosis 
and the Jarque-Bera test confirms that the time 
series does not follow the normal distribution. 
Figure 1(b) shows that after 2008 the volatility 
is significantly increased, which is an indication 
that linear models may not be appropriate for 
the specific time series, which in turn may be an 
indication that trading rules may be profitable 
(Neftci, 1991)7.

As we mention in section 2, some strategies 
make use of the FTSE/ASE20 index. For the ex-
amined period the FTSE/ASE20 index presents 
increased correlation with the ATHEX GI, which 

is 98%. Figure 2 presents the FTSE/ASE20 perfor-
mance and the FTSE/ASE20 returns charts, while 
Table 2 presents the descriptive statistics regarding 
the FTSE/ASE20 returns for the sample’s period.

The comments regarding the FTSE/ASE20 
descriptive statistics are similar to the ones afore-

Table 1. Descriptive statistics of ATHEX GI returns 
during the period 2002-12 

Total Period (2002-12)

Mean -0.000387

Standard 
Deviation

0.017577

Skewness 0.039841

Kurtosis 7.509174

Jarque-Bera 2325.42*

Q(1) 9.0279*

Q(2) 13.687*

Q(3) 14.815*

Q(4) 15.156*

Q(5) 15.508*

Observations 2,744

Note: * indicates 1% statistical significance level.

Table 2. Descriptive statistics of FTSE/ASE20 
returns during the period 2002-12 

Total Period (2002-12)

Mean -0.000560

Standard Deviation 0.020557

Skewness 0.196293

Kurtosis 7.731000

Jarque-Bera 2,576.671

Q(1) 6.2932**

Q(2) 13.894*

Q(3) 14.610*

Q(4) 14.790*

Q(5) 15.394*

Observations 2,744

Note: * indicates 1% statistical significance level.



259

Is Technical Analysis Profitable even for an Amateur Investor?
﻿

mentioned for the ATHEXGI, therefore we do not 
repeat them in order to save text space.

4. EXAMINED STRATEGIES, THE 
THEORETICAL BACKGROUND 
AND RESULTS PRESENTATION

Daily returns, as the descriptive statistics show, do 
not follow the normal distribution, which means 
that the standard t-test may be biased in assessing 

the statistical significance of trading rules’ profits. 
Therefore, we employ the t-statistics obtained from 
a bootstrap simulation as suggested by Brock et 
al (1992) and are applied in many similar studies 
(Ulku & Prodan, 2013).

t-statistic for buys (sells) = 

µ µ

σσ
r
−

+( )/ / ½2 2
rN N

	�  (2)

Figure 1. ATHEXGI performance and the ATHEXGI returns charts
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where μr and Nr are the mean return and number 
of signals for the buys or sells and μ and N are 
the unconditional mean and number of observa-
tions, while σ2 is the estimated variance for the 
entire sample, and

t-statistic for buy - sells = 

µ µ

σ σ
b s
−

+( )/ / ½2 2
rN N

	 (3)

where μb and Nb are the mean return and number 
of signals for the buys or sells and μs and Ns are 
the mean return and number of signals for the sells.

In order to present as much information as pos-
sible we present in each of the following tables: 

1. 	 The results regarding the SMA’s length, 
2. 	 The daily buy, sell and the combined buy-

sell returns (no commissions included) and 
the respective t-statistics8, 

3. 	 The N(buy) and N(sell) periods’ days, 

Figure 2. TSE/ASE20 performance and the FTSE/ASE20 returns charts
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4. 	 The buy/sell signals (S) that the indicators 
show, 

5. 	 The percentages of the successful positive 
returns sessions that according to the indica-
tors suggestions, and 

6. 	 We present the returns taking into account 
the most expensive commissions9. 

Regarding the empirical findings we should 
focus on the results without commissions and 
the results with commissions. The specific com-
parison may be useful in order to examine that 
the lower the commissions are, another MA may 
produce more profits. In this way the presented 
results may be useful not only for the average 
individual investor, but also for other investors 
(institutional and/or individual) who pay signifi-
cantly lower commission.

Table 3 presents the results if we follow the 
buy signal and we buy a stock portfolio which 
adequately stimulates the ATHEXGI, but when 
a sell signal arises the investor sells his or her 
portfolio and entrust these funds in a Greek bank 
savings account (1st strategy).

Among the MAs the results suggest that if 
somebody takes a long position, when the MA(22) 

indicate a buy signal, the buy period’s returns are 
the highest in comparison to all the other examined 
MAs and give signals for 17.26% year returns. If 
we focus on the buy-sell returns the MA(22) and 
MA(100) indicators result in the same returns 
(13.64% per year). However, the commissions10 
reduce the final profits especially if the buy/sell 
signals are increased. The most profitable among 
all the examined MAs is the MA(100), because the 
reduced signals lead to reduced transactions and 
therefore reduced transaction costs, that ultimately 
increases profitability for the investor (9.60%).

Regarding the second strategy the MA(22) 
provides (commissions excluded), in time, in-
formation for the financial trend’s change. The 
MA(22) signals give 26.03% returns on buy pe-
riods, 53.36% on sell periods and 39.33% for the 
combination of these signals. Similarly to the first 
strategy, the results suggest that the commissions11 
reduce the final profits (e.g. for the MA(22) the 
final profits when the commissions are included 
are 5.63%). Therefore, as the results suggest, when 
we include the commissions, the most profitable 
MAs signals are those that the MA(150) suggest 
(25.59%).

Table 3. 1st Strategy’s results 

1st Strategy Buy Sell Buy-Sell N (Buy 
Period)

N (Sell 
Period) S(Buy) S(Sell)

Buy 
Period 
Positive 
Sessions 

Ratio

Sell 
Period 
Positive 
Sessions 

Ratio

Individual 
Investor’s 
Returns

MA(22) 0.01041 
(8.617)*

0.00023 
(2.450)**

0.00546 
(4.671)* 1,396 1,324 119 119 54.73% 53.93% 0.00089 

(0.391)

MA(56) 0.00961 
(5.574)*

0.00024 
(1.570)

0.00509 
(2.998)* 1,376 1,284 57 56 54.87% 53.50% 0.00274 

(0.822)

MA(100) 0.00975 
(3.967)*

0.00021 
(0.884)

0.00546 
(2.310)** 1,332 1,088 35 34 55.26% 53.03% 0.00384 

(0.874)

MA(150) 0.00882 
(7.161)*

0.00022 
(2.070)**

0.00450 
(3.893)* 1,290 1,304 22 22 55.58% 53.60% 0.00345 

(1.473)

MA(200) 0.00690 
(5.619)*

0.00020 
(1.733)

0.00388 
(3.023)* 1,317 1,080 23 22 55.20% 52.87% 0.00273 

(1.137)

Notes: *, ** and *** marks indicate the 1%, 5% and 10% statistical significance for a two-tailed test. The figures inside the brackets are 
the t-statistics.
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The third strategy includes as underlying values 
only the FTSE/ASE20 and the MA(22) presents 
the most profitable signs if we combine the buy 
and sell signals (33.89%), but the transaction 
costs12 of the 238 signals turn the final profits to 
negative returns. Similarly to the aforementioned 
strategies the most gainful profits, if we include 
the transaction costs in our results, are provided by 

longer last MA, which in our case is the MA(200) 
that presents 18.73% annual returns.

These results are consistent to previously 
examined studies for the ATHEX (Eriotis, Vasi-
liou, & Papathanasiou,2006; Vasiliou, Eriotis & 
Papathanasiou, 2008) which suggest that in the 
Greek stock market the MA trading rules are able 
to beat the buy-and-hold strategy, which is an 
indication for a violation of the EMH13.

Table 4. 2nd Strategy’s results 

2nd Strategy Buy Sell Buy-Sell N (Buy 
Period)

N (Sell 
Period) S(Buy) S(Sell)

Buy 
Period 
Positive 
Sessions 

Ratio

Sell 
Period 
Positive 
Sessions 

Ratio

Individual 
Investor’s 
Returns

MA(22) 0.01041 
(8.617)*

0.02134 
(15.236)*

0.01573 
(13.938)* 1,396 1,324 119 119 54.73% 53.78% 0.00225 

(0.985)

MA(56) 0.00961 
(5.574)*

0.02007 
(9.840)*

0.01466 
(9.006)* 1,376 1,284 57 56 54.87% 52.96% 0.00785 

(2.360)**

MA(100) 0.00975 
(3.967)*

0.01969 
(7.063)*

0.01422 
(6.823)* 1,332 1,088 35 34 55.26% 53.22% 0.00962 

(2.189)**

MA(150) 0.00882 
(7.161)*

0.01747 
(12.228)*

0.01064 
(11.316)* 1,290 1,304 22 22 55.58% 53.37% 0.01024 

(4.366)*

MA(200) 0.00690 
(5.619)

0.01735 
(11.616)*

0.01161 
(10.321)* 1,317 1,080 23 22 55.20% 53.33% 0.00841 

(3.507)*

Notes: *, ** and *** marks indicate the 1%, 5% and 10% statistical significance for a two-tailed test. The figures inside the brackets are 
the t-statistics.

Table 5. 3rd Strategy’s results 

3rd Strategy Buy Sell Buy-Sell N (Buy 
Period)

N (Sell 
Period) S(Buy) S(Sell)

Buy 
Period 
Positive 
Sessions 

Ratio

Sell 
Period 
Positive 
Sessions 

Ratio

Individual 
Investor’s 
Returns

MA(22) 0.00812 
(7.069)*

0.01887 
(12.634)*

0.01356 
(10.095)* 1,344 1,376 119 119 53.94% 53.49% -0.00431 

(-1.890)***

MA(56) 0.00814 
(5.127)*

0.01852 
(9.039)*

0.01335 
(7.312)* 1,324 1,334 65 64 54.08% 53.00% 0.00328 

(1.056)

MA(100) 0.00824 
(3.526)*

0.01925 
(6.586)*

0.01318 
(5.599)* 1,334 1,086 38 37 54.72% 53.22% 0.00662 

(1.627)

MA(150) 0.00695 
(2.738)*

0.01691 
(5.095)*

0.01160 
(4.171)* 1,290 1,129 28 27 55.04% 53.32% 0.00669 

(1.407)

MA(200) 0.00600 
(2.495)**

0.01691 
(5.080)*

0.01094 
(3.996)* 1,313 1,085 19 18 55.06% 53.55% 0.00749 

(1.575)

Notes: *, ** and *** marks indicate the 1%, 5% and 10% statistical significance for a two-tailed test. The figures inside the brackets are 
the t-statistics.
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5. THE GREEK CASE UNDER A 
BEHAVIORAL FINANCE VIEW

At this point we present an explanation for the 
Greek stock market which is linked to the behav-
ioral finance (BF) theory, but first we should define 
what BF is. As Shefrin (2000) briefly describes BF 
is the study of how psychology and other social 
sciences affect finance. In the case of the financial 
markets the psychological influence may be dif-
ferent depending on the trader types (institutional, 
individuals, foreign investors etc.)14. There are 
several aspects of the BF theory, but examining 
the Greek case we focus on the herding behavior, 
because it may be combined to previous studies 
that examine the Greek stock market. This section 
tries to present a wider explanation for these find-
ings and to trigger some of the readers to examine 
new possible explanations for the financial issues 
which are mentioned below.

Regarding the Greek stock market, Vasileiou 
& Samitas, 2014; Vasileiou (2014 a,b) (hereafter 
VSV) examine the month and trading month ef-
fect, the day of the week effect and the turn of the 
month effect respectively for the Greek case during 
the same sample period 2002-12. They examined 
these calendar effects under the assumption that 
the Greek economy’s trends influence them. Figure 
1, depicts that the Greek stock market presents a 

period of long term growth (2002-07) and a period 
of long term recession (2008-12). VSV empirical 
findings confirm their assumption that the calen-
dar anomalies patterns change depending on the 
financial trend. This means that the Greek stock 
market is inefficient, a conclusion that is consistent 
with the results we present above, because they 
mean that past values enable investors to predict 
the future values, which violates Fama’s (1970) 
efficient market hypothesis.

One of the VSV findings that could be linked 
to BF theories is that the previous day returns 
positively influence the today returns especially 
during the growth period (this influence weakens 
during the recession sub-period). The positive 
coefficient of the previous day’s return may not 
be explained only by the non-synchronous trading 
which is likely to characterize the less developed 
markets (Alexakis & Xanthakis, 1995), but also by 
the “positive feedback traders”. Moreover, posi-
tive feedback trading may be the reason why the 
market decline (rise) may lead to further market 
decline (rise)15.

This feedback strategy may be linked to the 
herding behavior, which could be the result of 
an increased number of investors who apply a 
feedback strategy16. Regarding the Greek case we 
note two studies that could confirm our assump-
tions: (i) Economou, Kostakis & Philippas (2011) 

Figure 3. Investors’ participation per group in ASE (% Of total turnover)
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provide evidence for herding effects in the Greek 
stock market during the period (1998-2008), and 
(ii) Merikas, Merikas, Vozikis & Prasad (2004), 
which study the behavior and the investment 
strategy of 150 experienced investors and found 
that almost one out of three Greek investors acts 
on the opinions of the firms majority stockholders 
(herding behavior), 30.7% of the Greek individual 
investors examine the past returns, 40% the recent 
trend, while 37.3% wants the “get rich quickly”. 
These findings may be an indication that Greek 
individual investors examine the returns’ pattern 
and want to follow the trend in order to prosper 
financially. Trading rules try to take advantage 
of the implied trend, therefore the trading rules 
profitability may be influenced from the herd-
ing effect, which may be an interesting issue for 
further research.

Moreover, the aforementioned findings are not 
only a possible (and alternative) explanation for 
the positive and statistically significant autocor-
relation that VSV present, but also an explanation 
for the technical rules profitability. Similar to 
VSV question, if the change in the participants 
ratio (Figure 3) could be an explanation for the 
autocorrelation pattern, further study that will 
examines the trading rules profitability taking into 
account the participations ratio may be useful in 
order to draw useful conclusions for the trading 
rules-participants relationship.

6. CONCLUSION

This study tries to examine the simple trading 
rules profitability using as a sample the mature 
Greek stock market during the period 2002-12. The 
results suggest that the short-term MAs (commis-
sions excluded) signal the most profitable trans-
actions. The buy, sell and their combined returns 
are significantly different from the unconditional 
mean returns. If we include the most expensive 
transaction costs, mid and long term MAs are the 
most profitable for an amateur investor, because 

the transactions in this case are expensive and 
reduce the transactions’ real returns.

Among the strategies for the average investor 
in the Greek stock market the combination of a 
stock portfolio during the buy period and a short 
position using derivatives is the most profitable. 
The second most profitable strategy is the trading 
using exclusively futures (2nd strategy), while the 
strategy of buying stocks and merely selling them 
when the trading signal suggests it, it does not 
present increased profitability, because it does not 
produce profits during the negative trend period.

In this study we try to present the results in 
such a way so that they may be useful to a wide 
range of investors and traders, because someone 
who may be charged with fees less than those we 
have used in our study may earn more profits than 
the presented or may follow a trading rule strategy 
that is more suitable to his or her needs17. Regard-
ing the optimal method the buy, sell and buy-sell 
returns (without transaction cost) may be a guide.

The empirical findings are consistent with 
previously reported papers regarding the trading 
rules’ profitability in the Greek stock market, but 
it is the first indication (to the best of our knowl-
edge) for profits even for an amateur investor 
with a limited investment amount. The existence 
of significantly increased profits from the trading 
rules contradicts the Efficient Market Hypothesis, 
because investors gain profits if they study the 
historical prices.

The recent empirical findings suggest that the 
Greek stock market is inefficient and the trading 
rules enable even an amateur chartist to achieve 
significant returns, while there is evidence for 
herding behaviour (especially during the during 
the 2002-07 period) which contributes to the stock 
market’s inefficiency environment.
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KEY TERMS AND DEFINITIONS

Behavioral Finance: Is a field of the financial 
theory that tries to examine the humans’ (occasion-
ally we do not use the term investors) economic 
decisions taking into consideration factors that 
are not strictly linked to the quantitative finance. 
Behavioral finance uses knowledge from other 
scientific fields (e.g. psychology, neuroscience, 
sociology etc.) in order to give alternative explana-
tions where the financial theory cannot.

Herd Behavior: Is the investors’ tendency to 
follow the larger groups’ decisions even if their own 
information and/or estimations do not suggest it.

Market Efficiency: Suggests that prices 
constantly reflect all the available information 
regarding a particular stock and/or the whole 
market; therefore it is extremely difficult for an 
investor to beat the market.

Technical Analysis: Assumes that stock mar-
ket patterns tend to be constantly repeated and 
under this assumption tries to forecast the market 
trend using historical (price and volume) data.

Trading Rules: Are rules that technical ana-
lysts have defined through time and it is widely 
believed, if specific preconditions are met, they 
are able to adequately forecast future trends.

Weak Form Efficient: Market could be 
characterized as a stock market that enables the 
its participants to make systematically profitable 
decisions using only historical data. In this way 
investors are able to take advantage of the market 
inefficiency.
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ENDNOTES

1	  An interesting literature review studies 
regarding the specific controversial issues 
are presented in Kwon and Kish (2002).

2	  Vasileiou (2014a) briefly present some of 
these studies.

3	  We calculate the profits of the sell period 
using the mean saving daily returns from 
the Bank of Greece database. We use the 
savings returns because we want the funds 
to be available any time in order to use them 
when the signals suggest it.

4	  We choose the 22-days SMA because it is 
considered by technicians to be the work-
ing days in a month. Alternatively the SMA 
(20) and the SMA (25) could be used. We 
examined both of them and the results are 
similar. A similar approach is followed by 
Ülkü & Prodan (2013).

5	  This means that we close our position and 
we sell, therefore two transactions are needed 
in the case of the futures.

6	  The primary source is gathered from the 
Hellenic Exchange Groups web site (http://
www.helex.gr/web/guest/helex-history).

7	  Vasileiou & Samitas (2014), Vasileiou 
(2014a,b) provide sufficient evidence that 
non-linear models are inappropriate for the 
examined data set (e.g. OLS estimations 
present ARCH LM effect, there is leverage 
effect etc.).

8	  The presented results and the respective t-
statistics are calculated regarding the 10-days 
returns similar to Brock et al (1992) which 
is commonly used in similar studies. In our 
comments we use the year returns which 
is calculated by the equation 250*(daily 
returns), because 250 is the number of the 
year’s trading days.

9	  The most expensive commissions are those 
that an individual investor pays. For stocks 
buy/sell transaction the maximum commis-

sion is about 0.5% for stocks trading (for 
somebody who invests an average amount 
of €2,500 which is less than the average 
transaction amount per investor share, data 
available upon request, source www.helex.
gr) and 1% for the index trading (during the 
examined period we assume that the margin 
rate is 37.5%, source www.adex.ase.gr). 
Moreover, in contrast to other studies we 
include the custody fees 0.0040% per day. 
These commissions are the highest among 
several commissions, which are related to 
individual investors in the lowest scale of 
the investment funds. From discussions with 
several traders we conclude that the afore-
mentioned fees are really the most expensive, 
in some cases we may be very strict and for 
this reason, in order to avoid any possible 
counterargument, we report and the returns 
if we exclude the commissions, so anyone 
who may be interested could examine which 
strategy and which MA better fits his or her 
investment profile.

10	  The commissions regarding the first strategy 
are 0.50% on the returns if we buy or sell 
the portfolio.

11	  The commissions regarding the second 
strategy reduce the returns for 1.45% because 
each sell/buy signal leads to a stock (0.50%) 
and future transactions (1%).

12	  If we assume that the average transaction 
cost for a future contract is 1% (note 4) only 
the first transaction should be charged by 
1% commission fee, but the other signals 
should be charged by 2 transactions of 1%, 
therefore 1.99% fees.

13	  The results for both studies include signifi-
cantly lower transaction costs, which may 
be more appropriate for the cases of the 
institutional investors and they do not include 
the custody fees. However, the returns they 
find in their studies are similar to those we 
find in ours.

http://www.helex.gr/web/guest/helex-history
http://www.helex.gr/web/guest/helex-history
http://www.helex.gr
http://www.helex.gr
http://www.adex.ase.gr
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14	  In the Greek stock market the ratios depend-
ing on the group of participants significantly 
changed during the examined period (Figure 
3).

15	  Sentana & Wadhwani (1992) suggest “…if 
one set of traders follow a feedback trading 
strategy (i.e. they react to price changes), then 
returns will exhibit serial autocorrelation”.

16	  Banerjee (1992) characterizes herding 
behavior as: when people do what others 
are doing rather than using their informa-

tion. This behavior is irrational and leads to 
inefficient equilibrium which, as we present 
above, the trading rules take advantage of.

17	  For example: The manager of an equity 
mutual fund may gain more profits by fol-
lowing shorter term MA rules, because: (i) 
the commissions are significantly lower than 
those we have used in our study, and (ii) the 
longer term strategy has been built by the 
investment strategy and the stocks portfolio 
selection.
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The Philippine Health 
Care Delivery System and 

Health Expenditure

ABSTRACT

Health is recognized by the Philippine constitution as a basic human right. The Philippines, compared to 
most Asian countries, produces more and better human resources for health. However, the Philippines are 
challenged by attracting and retaining staff in the under-served areas of the country. Philippine allotted 
4.2-4.4% of its GDP to health from 2009 to 2011. Furthermore, considerable inequities in health care 
access and outcomes between Socio-economic groups remain. The Phil Health’s limited breadth and depth 
of coverage has resulted in high levels of out of pocket payments. The implementation of the reforms in 
financing, service delivery and regulation which are aimed to tackle the inefficiencies and inequalities 
in the health system has been challenged by the decentralized environment and the presence of private 
sector, often creating fragmentation and variation in the quality of health services across the country.

INTRODUCTION

The Philippines is the second largest archipelago 
on earth with 7,107 islands. It is positioned on the 
western edge of the Pacific Ocean on the South-
eastern rim of Asia (PHSDP, 2012). It is a member 
of the Association of South-East Asian Nations or 

ASEAN. The country is made up of three major 
geographical regions namely: Luzon, Visayas and 
Mindanao. It has a total of 80 provinces, 138 cities 
and 1,496 municipalities. In 2010, the population 
of the Philippines was 92.3 million, with a growth 
rate of 1.9% per year. Half of the population lives 
in the urban areas and of that, 44% live in slums 
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(PHSDP, 2012). Christians make up the majority 
of the population and there is a Muslim minority 
concentrated in the southern part of the country. 
Additionally, the country is a home of 180 ethnic 
groups. Malays make up the majority and there 
are tribes of indigenous peoples in mountainous 
areas throughout the country (PHSDP, 2012).

Economically, the Philippines is considered 
as a developing country and is a lower middle-
income economy in the South East Asia. Per capita 
Gross Domestic Product (GDP) is 2,918.13 US 
Dollars in the third quarter of 2013. The GDP 
growth rate is 7.025 in the same year. The annual 
per capital poverty threshold is P9,385 in 2012, 
slightly higher than that in 2009 which was P8,448. 
Average annual family income reached P206,000 
in 2012, it is also higher than that of P173,000 
in the year 2006. Unemployment rate in 2013 is 
7.3% with a 0.3% increase from the 7.0% in 2012. 
Underemployment rate has decreased from 22.8% 
in 2012 to 19.2% in 2013 (NSCB, 2013).

The Philippines has had seven constitutions 
since 1897. In effect now, the one ratified by 
referendum in 1987, established a republican 
government patterned after that of the United 
States with a strong executive branch, a bicameral 
legislature, and an independent judiciary under a 
supreme court. It has had seven constitutions since 
1897. In effect now, the one ratified by referendum 
in 1987, established a republican government 
patterned after that of the United States with a 
strong executive branch, a bicameral legislature, 
and an independent judiciary under a supreme 
court (PHSR, 2011).

Health service delivery is based on a Western 
biomedical model of health initially introduced 
during the Spanish colonial era and strengthened 
during American colonization. This Western 
system is superimposed on a pre-existing alter-
native model of health care based on a mix of 
folk and herbal medicines, religious beliefs, and 
traditional practices that has persisted through-
out the country. Indicators of health status have 
steadily improved since the 1970s. The analysis 

of the country’s demographic and health aspects 
show that it is going through a demographic and 
epidemiological transition, characterized by a 
decrease in fertility, increase in life expectancy 
and a substantial change in risk factors (PHSR, 
2011). However, there is a high inequality in many 
health outcomes between socio-economic classes 
and disparities between geographical regions. 
The top five causes of death include heart and 
cerebrovascular diseases, malignant neoplasm, 
pneumonia, and tuberculosis. The top five causes 
of morbidity include acute respiratory infection, 
ALRTI and pneumonia, bronchitis, hypertension 
and acute watery diarrhoea (PHSDP, 2012).

THE PHILIPPINE HEALTH 
CARE DELIVERY SYSTEM

The Philippine health system has undergone 
changes and trends to meet the timely demand 
for it. In fact, there have been many legislative 
actions undertaken by the government to form 
the regulatory framework for the health system 
and public health in the country. Example of these 
are the Local Government code of 1991, National 
Health Insurance Act of 1995, Organ Donation Act 
(1991), Hospital Licensure Act, Pharmacy Act, 
Dangerous Drugs Act and many others.

Organization of the 
Health Care System

The Philippines provides recognition of health as 
a basic human right. Protection and promotion 
of the right to health of the people and instilling 
health consciousness among them have been 
guaranteed in the Article II, Section 15 of the 
Philippine Constitution. The Philippine health 
system consists of the public and private sector. 
The public sector consists of the Department of 
Health (DOH), Local Government Units (LGUs) 
and other national government agencies providing 
health services.
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The Department of Health is the country’s lead 
agency in health. The major mandate of DOH 
is provide national policy direction & develop 
national plans, technical standards & guidelines 
on health. It has a regional field office in every 
region and maintains specialty hospitals, regional 
hospitals and medical centers. It also maintains 
provincial health teams made up of DOH repre-
sentatives to the local health boards and personnel 
involved in communicable disease control (NOH, 
2005-2010).

With the devolution of health services under 
the 1991 Local Government Code, provision of 
direct health services, particularly at the primary 
and secondary levels of health care, is the mandate 
of LGUs. Under this set-up, provincial and district 
hospitals are under the provincial government 
while the municipal government manages the rural 
health units (RHUs) and barangay health stations 
(BHSs). In every province, city or municipality, 
there is a local advisory body to the local executive 
and the sanggunian or local legislative council on 
health-related matters (NOH, 2005-2010).

The passage of the 1995 National Health Insur-
ance Act expanded the coverage of the national 
health insurance program to include not only the 
formal sector but also the informal and indigent 
sectors of the population. The program founded 
under the principle of social solidarity where the 
healthy subsidizes the sick and those who can af-
ford to pay subsidize those who cannot. PhilHealth, 
a government-owned and controlled corporation 
attached to the DOH, is the agency mandated to 
administer the national health insurance program 
and ensure that Filipinos will have financial access 
to health services (NOH, 2005- 2010).

The private sector includes for-profit and 
non-profit health providers whose involvement 
in maintaining the people’s health is enormous. 
Their involvement include providing health ser-
vices in clinics and hospitals, health insurance, 
manufacture and distribution of medicines, vac-

cines, medical supplies, equipment, other health 
and nutrition products, research and development, 
human resource development other and other 
health-related services (NOH, 2005-2010).

Health Facilities and Services

The total number of hospital is 1,795. The 721 
of this belongs to the government while 1,074 as 
private hospitals. The number of beds per 1000 
population was 1.04 in 2008. The number of 
Barangay Health Stations (BHSs) was 17, 018 
in 2008. And the Rural Health Units (RHUs) 
numbered 2,266 in 2005. In terms of government 
hospital beds, National Capital Region (NCR) 
has the most number of 27,779 beds followed by 
Region IV-A and Central Luzon at 9,459 and 8, 
218 beds respectively. The regions with the least 
number of government hospital beds are Autono-
mous Region of Muslim Mindanao (ARMM) at 
586 beds, CARAGA at 1,718 beds and Region 
IV-B at 2, 093 beds. The government hospital 
bed to population ratio is worst in ARMM with 
0.17 per 1000 population while it is best in NCR 
with 2.47 per 1000 population. There is increas-
ing trend in the number of BHSs from 15,343 in 
2002 to 17,018 in 2008 and also an increased in 
the number of RHUs in the country from 1,879 in 
2001 to 2,266 in 2005. NCR has the most number 
of RHUs while the Central Mindanao has the least 
number of RHUs. On the other hand, Region IV-A 
and Region IV-B have the most number of BHSs 
while NCR has the least (PSY 2004). On the 
average, each RHU serves around 41,000 people 
while each BHS serves around 5,100 people 
(PSY, 2004 & NOH, 2005-2010). Table 1 shows 
the number of beds and rate per 1000 population 
by region in 2008.

The DOH has existing policy to provide ser-
vices under the National Mental Health Policy, 
the National Policy on Oral Health, including 
the Minimum Essential Oral Health Package of 
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the DOH for children 2-6 years, and to overseas 
Filipino workers. However there is also a very 
limited dental and rehabilitative service in the 
public sector. The 7.76 million overseas Filipino 
workers face a wide range of occupational, mental, 
reproductive and sexual health-related problems, 
but currently receive almost no education or 
information and variable levels of insurance and 
support. Public facilities from both national and 
local governments provide free services includ-
ing medicines and laboratory work up during 
outbreaks (e.g measles, dengue and flu) and other 
public health related events (PHSDP, 2012).

Health Information system including surveil-
lance of diseases and other public health events 
are recorded and reported from the local surveil-
lance units and through the Philippine Integrated 
Disease Surveillance and response to the DOH 
national surveillance unit. This serves as the data 
bank for the analysis of the health status of the 
local community as well as the national data for 
the health profile of the country especially those 
that will need immediate notification to WHO as 
a commitment for the implementation of Interna-
tional Health Regulation (2005).

In 2012 the DOH released a new classifica-
tion system of hospitals and other health facilities 
with specific guidelines for scope of services 
and functional capacity for each classification, 
and overall operating standards. There is also 
an ongoing effort to upgrade government health 
facilities in line with the goal to achieve universal 
coverage (PHSD, 2012).

Health Human Resource

Human resources for health are central to managing 
and delivering health services. They are crucial 
in improving health systems and health services 
and in meeting the desired health outcome targets. 
Human resources for health are enormous but 
unevenly distributed in the country. Most health 
practitioners are in Metro Manila and other urban 
centers. Compared to most Asian countries, the 
Philippines is producing more and better human 
resources for health (NOH, 2005-2010).

The number of physicians per 100,000 popu-
lations slightly increased from 123.8 in 1998 to 
124.5 in 2000, which translates into one physician 
for every 803 people in 2000. The number of 
dentist per 100,000 populations almost remained 
unchanged at 54.2 in 1998 and 54.4 in 2000 or 
one dentist per 1,840 people in 2000. The number 
of pharmacists per 100,000 populations improved 
slightly from 55.8 in 1998 to 58.1 in 2000. This 
means one pharmacist for every 1,722 people in 
2000. The number of nurses per 100,000 popu-

Table 1. Numbers of beds and rate per 1000 
population by region, Philippines, 2008 

Region Number of Beds Rate per 1000 
Population

I Ilocos 4,163 0.84

II Cagayan Valley 2,779 0.86

III Central Luzon 8,218 0.84

IV-A 
CALABRAZON

9,459 8.83

IV-B MIMAROPA 2,093 0.73

V Bicol 4,156 0.76

VI Western 
Visayas

5,114 0.78

VII Central 
Visayas

6,190 0.92

VIII Eastern 
Visayas

2,845 0.67

IX Zamboanga 
Peninsula

2,909 0.87

X Northern 
Mindanao

4,858 1.16

XI Southern M. 4,580 1.08

XII Central M. 3,180 0.94

NCR 27,779 2.47

CAR 2,472 1.52

ARMM 586 0.17

CARAGA 1,718 0.70

Philippines 94,199 1.04

Source: Department of Health
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lations almost remained constant from 442.7 in 
1998 to 442.8 in 2000, a ratio of one nurse per 
226 people for both 1998 and 2000 (SEAMIC, 
2003 & NOH, 2005-2010).

In 2002, there are 3,021 doctors, 1,871 dentist, 
4720 nurses and 16,534 midwives employed by 
LGUs. Other health personnel employed by LGUs 
consist of 3,271 engineers/sanitary inspectors, 
303 nutritionist, 1,505 medical technologist, 977 
dental aides and 2,808 non- technical staff. As-

sisting these health personnel at the grassroots are 
195,928 volunteer barangay health workers and 
54,557 birth attendants (FHSIS, 2002 & NOH, 
2005-2010).

The Philippines has traditionally been a major 
source of health professionals to many countries 
because of their fluent English, skills and train-
ing, compassions, humaneness and patience in 
caring. The country is purportedly the leading 
exporter of nurses to the world (Aiken, 2004) and 

Table 2. Classification and characteristics of health facilities and services in the Philippines, 2012 

Facility Number Characteristics

Hospitals

General Hospitals
Level 1 General Hospitals
Level 2 General Hospitals
Level 3 General Hospitals
DOH Hospitals
     c. Specialty hospitals
     d. Other DOH Hospitals

70 
16 
54

Most hospitals at all levels provide services for all kinds of illnesses, diseases, injuries 
or deformities. It has emergency and outpatient services primary care services, family 
medicine, pediatrics, internal medicine, obstetrics-gynecology, surgery including 
diagnostic and laboratory services, imaging facility and pharmacy. 
Hospitals Level 1 general hospitals also include: isolation facilities, maternity, dental 
clinics, 1 st level x-ray, secondary clinical laboratory with consulting pathologist, blood 
station, and pharmacy. 
Level 2 hospitals include level 1 services and departmentalized clinical services, 
respiratory units, ICU, NICU and HRPU, high risk pregnancy unit, tertiary clinical 
laboratory, and 2 nd level x-ray 
Level 3 hospitals include level 2 services and teaching/training, physical medicine and 
rehabilitation, ambulatory surgery, dialysis, tertiary laboratory, blood bank, 3 rd level 
x-ray 
A tertiary hospital which specializes in the treatment of patients suffering from a 
particular condition requiring a range of treatment (e.g. Phil. Orthopaedic Centre, 
National Centre for Mental Health); patients suffering from disease of a particular organ 
or groups of organ (e.g. Lung Centre of the Philippines, Phil. Heart Centre); or patients 
belonging to a particular group such as children, women, or elderly (National Children’s 
Hospital, Dr. Jose Fabella Memorial Medical Centre). Tertiary care facilities located all 
over the country serving as referral hospitals in the different regions of the country and 
providing anticipated range of tertiary services.

Other Health Facilities

Category A: Primary Care 
facility
Category B: Custodial care 
facility
Category C: Diagnostic/ 
Therapeutic facility
Category D: Specialized 
out-patient facility

First contact facility offering basic services including emergency and normal delivery 
services. Includes: in-patient short-stay facilities, medical out-patients, overseas workers 
and seafarers facilities, and dental clinics. 
Provides long-term care for those with chronic or mental illness, substance/drug abuse 
treatment and rehabilitation, sanatorium/leprosarium, and nursing home facilities. 
Laboratory facilities, radiology including x-ray, and nuclear medicine facilities. 
Including for dialysis, ambulatory surgery, in-vitro fertilization, stem cell services, 
oncology and chemotherapy, radiation oncology, and physical medicine and 
rehabilitation. 
PNAC is a unit within the DOH responsible for promoting HIV/AIDs program and 
provides secretariat support to HIV/AIDs prevention and control, Diabetes Foundation, 
Heart Association and Philippine Coalition for the Prevention of NCDs are organizations 
with membership from the public and private sectors.

Source: Philippines Health Service Delivery Profile (PHSDP), 2012
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the second major exporter of physicians (Bach, 
2003). Although the country is producing a sur-
plus of health workers for overseas market since 
the 1960s, the large exodus of nurses in the last 
four years has been unparalleled in the migration 
history of the country. While Filipino physicians 

have been migrating to the United States since 
the 1960s and to the Middle East countries in the 
1970s in steady outflows, the recent outflows are 
disturbing because they are no longer migrating as 
medical doctors but as nurses (NOH, 2005-2010).

Table 3. Summary of health services and providers in the Philippines, 2012 

Health Services Public Sector Provision Private Sector Provision

Health promotion

Health education 
Family planning 
Maternity care 
Child care 
Nutrition and food safety 
Lifestyle-related or non-
communicable diseases 
Communicable diseases 
Environmental Health and 
sanitation

Health centres 
Barangay health stations 
National programs and agencies provide 
technical support 
Activities are highly variable and depend on the 
local government unit 
Community health teams provide education and 
information at family levels in the community. 
They also work with poor families to determine 
health needs, services available and receive 
PhilHealth benefits 
Hospitals conduct multi media health promotion 
activities in their waiting areas, lobbies and 
OPDs 
Some LGU-operated birthing facilities Include: 
Pre-natal care for mothers, Iron Anti-rabies for 
animal bite centres UHC/KP focuses on the 
5Million poorest

Family and community practitioners, 
paediatricians, obstetricians, physicians and some 
subspecialists 
Some organized NGOs initiate activities Large-
scale programs are rarely provided by the private 
sector

Disease Prevention

Childhood immunization Tb, 
malaria, leprosy, filariasis, 
schistosomiasis, rabies, dengue 
fever, and SARS

Health centres Provincial hospital outpatient 
services and Animal Bite Treatment Centres 
National agencies provide technical support 
and supplies Support from the Global Fund 
for AIDS, Tuberculosis and Malaria Includes: 
Endemic areas are provided with anti- malaria 
drugs, schisto and filarial drugs, including soil-
transmitted helminthiasis

Paediatricians clinics and private hospital 
outpatient services provide immunizations Private 
Animal Bite treatment Centres as stand alone 
clinics and those in private hospitals. Pulmonary 
specialists and some general practitioners 
participate in the DOTS program for

HIV and other Sexually 
Transmitted Infections (STI)

Display of IEC materials in some rural health 
units/ social hygiene clinics/city health offices; 
video showing in waiting areas

NGOs and Key Populations at higher risk for HIV 
Support Groups for Sex workers/Men having Sex 
with Men and People who inject drugs, and the 
young key populations conduct outreach work and 
peer education activities Some private hospitals 
display IEC materials; video showing in waiting 
areas

Environmental health and 
sanitation

Local governments, water districts, national 
agencies provide assistance in terms of water 
supply systems; sanitation systems; solid waste, 
hazardous waste, health care waste management 
systems; sewage and wastewater collection 
and treatment facilities; water and wastewater 
laboratories. DOH Environmental and 
Occupational Health Office provides technical 
support to LGUs.

Water utilities (e.g. Manila Water, Maynilad), 
NGOs for water and sanitation; water refilling 
stations, bottled water companies; solid waste and 
hazardous waste treatment and disposal services; 
septic tanks desludging services (e.g. Malabanan 
companies); sewage and wastewater treatment 
facilities; water and wastewater laboratories

Source: PHSDF, 2012
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HEALTH EXPENDITURE

The Philippine health financing involves dif-
ferent financial sources, regulatory bodies and 
health services providers. Generally, the four 
main sources are government (national and lo-
cal), Social insurance (government and private), 
user fees or out-of-pocket (OPP) and the donors. 
The sources coming from donors is also called 
grants are those that come from philanthropists 
and charity organizations. The Department of 

Health (DOH) and the National Health Insurance 
Program or PhilHealth. Health services providers 
as we know includes the hospitals, the doctors 
and nurses.

The total health expenditure per capita is 8.1% 
in 2011. It has an annual growth rate of 7.2% in 
the period of 2009 and 2011. The Philippine had 
allotted 4.2-4.4% of its domestic growth product 
(GDP) to health in the same period of time. This 
share rose slightly compared to 3.9% in 2007 
(figure number), but remains relatively low 

Table 4. Summary of health services and providers in the Philippines, 2012 

Health Services Public Sector Provision Private Sector Provision

Diabetes, hypertension, cancer and mental 
health

Health facilities at LGU levels National 
NCD program of the DOH provides 
technical support to local government units 
Hospitals at municipal/city, provincial 
and regional levels also provide disease- 
prevention related activities (e.g. smoking 
cessation advice, wellness clinic, etc.) The 
medicines program – Compack - for NCDs 
targets the 5 Million poorest as part of 
UHC/KP commodity support

Private general practitioners and Specialists 
in clinics and medical centres provide 
education and prevention programs. Some 
are linked to NGOs such as Diabetes 
Foundation, Philippine Heart Association, 
Philippine Coalition for the Prevention of 
NCDs, among others Private mental health 
facilities

Primary Services

Outpatient, dental and laboratory services 
Disease programs like TB, Malaria, Dengue

Health centres Primary care hospitals 
other DOH-supported commodities – eg 
TB drugs, vaccines (DPT, OPB, measles, 
BCG, Hep B), also flu vaccines for indigent 
senior citizens

Clinics Hospitals

Secondary and Tertiary services

Outpatient, Inpatient and hospital care 
Laboratory and special procedures 
Acute and emergency care 
Dental care 
Mental Health

Secondary and tertiary care hospitals, 
including very specialized care 
Hospitals 
Some health centres and hospitals 
Hospitals

Secondary and tertiary care hospitals, 
including very specialized care 
Hospitals 
Most dental care is by private practitioners 
in clinics and some hospitals 
Hospitals, Clinic/halfway homes

Rehabilitative Services

Acute inpatient rehabilitation 
Long term care for the elderly and disabled 
Programs for the disabled 
Palliative care

Tertiary hospitals with specialist physicians 
and physical, occupational and speech 
therapists 
A few tertiary hospitals provide house 
visits and palliative care Some community-
based care 
National Commission Concerning Disabled 
Persons coordinates implementation and 
enforcement of legislation 
A few tertiary hospitals Services are 
variable, highly dependent on the local 
government

Tertiary hospitals 
Some home-based care Several NGOs and 
foundations provide assistance 
This should be filled up. There are more of 
private partners doing work here. 
Hospitals

Source: PHSDF, 2012
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compared with the WHO Western Pacific Region 
2006 average of 6.1% this total health expenditure 
tallied an average annual growth rate of 9% in the 
period of 2009 and 2011.

The government total health expenditure on 
health amounted to 27% in 2011 from which 12.3% 
as a national government share and the remaining 
14.7% by the local government share. From 2009 
to 2011, the government expenditure on health has 
increased with an average annual growth rate of 
14.6%. The government, as a whole, spent more 
on personal health care than the public health 
care each year from 2009 to 2011. More detailed 
expenditure accounts indicate that spending on 
hospitals dominated the government’s personal 
health care expenditures.

In 1995, the National Health Insurance Pro-
gram (NHIP) managed by Philippine Health 
Insurance Corporation (PHIC or PhilHealth) 
signaled the movement towards a single-payer 
Premium-based financing or insurance system. 
However, the current system continues to maintain 
a dual financing system existing parallel to each 
other (NOH, 2011-2016). This Social health insur-

Table 6. Health expenditures by source, 2009-2011 

Sources of Funds AMOUNT 
(in million pesos, at current prices)

Growth Rate 
2010-2011

Average Annual Growth 
Rate 2009-2011

2009 2010 2011

GOVERNMENT
National Government 
Local Government

88,722 101,378 116,443
36,949 43,375 53,069 
51,773 58,003 63,364

14.9
22.3 
9.2

14.6
19.8 
10.6

SOCIAL INSURANCE
National Health Insurance Program 
Employee’s Compensation

27,897 33,925 39,126
27,791 33,799 39,022 
107 126 104

15.3
15.5 
17.1

18.4
18.5 
1.1

PRIVATE SOURCES
Private Out-Of-Pocket 
Private Insurance 
HMO 
Private Establishments 
Private Schools

217,865 239,139 272,009
182,370 199,983 227,215 
6,083 6,401 7,222 
18,199 21,170 24,570 
7,809 7,937 9,297 
3,404 3,649 3,706

13.7
13.6 
12.8 
16.1 
17.1 
1.6

11.7
11.6 
9.0 
16.2 
9.1 
4.3

REST OF THE WORLD
Grants

7,681 6,384 3,478
7,681 6,384 3,478

45.5
45.5

32.7
32.7

ALL SOURCES 342,164 380,826 431,047 13.2 12.2

Source: National Statistical Coordination Board, 2013

Table 5. Number of government health workers, 
Philippines, 2008 

Area Doctors Dentists Nurses Midwives

Philippines 2,838 1,891 4,576 17,437

NCR 590 498 723 1,135

CAR 89 40 131 637

I 159 105 259 1,014

II 97 65 196 839

III 278 176 441 1,662

IV-A 238 189 472 1,818

IV-B 83 68 142 555

V 157 85 273 1072

VI 234 123 401 1,775

VII 177 117 328 1,534

VIII 155 94 201 904

IX 100 44 203 697

X 138 74 241 1,052

XI 75 69 127 743

XII 113 56 194 876

ARMM 76 30 130 507

CARAGA 79 58 114 615

Source: Department of Health
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ance program, known as PhilHealth, increased its 
share of total health spending at an average annual 
growth rate of 18.5% from 2009 to 2011. Public 
funding through PhilHealth has been expected to 
set the incentive environment in order to have a 
greater leverage and drive forward health system 
performance. However, the share of 9.1% remains 

low in relation to the 30% target set by DOH in 
the 1999 health reform agenda to reduce out-of-
pocket share of total health expenditure.

The private sector continues to be the dominant 
source of health care financing with financing 
with 63.1% share of the total health expenditure 
in 2011 and was slightly higher than the preceding 
year which was 62.8%. The private sector share 
on health spending has an annual growth rate of 
11.7% from 2009 to 2011. Moreover, out-of-pocket 
or user fees continue to dominated the share of 
private sources and the total health expenditure 
as a whole with 57.2% and an annual growth rate 
of 11.6%. This trend of increased of OOP pay-
ments is quite alarming knowing that the Social 
insurance has been expanded in the recent years.

The high level of Out-Of-Pocket may lead to 
financial catastrophe and impoverishment. Table 
5 validates the large contribution of OOP during 
confinement but it is significantly higher among 
patients confined in public facilities. Despite the 
safety nets, donations would still count as one of 
the major sources of financing.

Table 7. Total Health Expenditure, 2009-2011 

Item 2009 2010 2011

THE (in million Pesos, at current prices) 342,164 380,826 431,585

THE Growth Rate (in percent, at current prices) 11.3 13.2

THE (in million pesos, at 2000 constant prices) 209, 147 226, 144 248, 585

Total Health Expenditure Growth 8.1 9.9

Per Capita Health Expenditure (in pesos, at current prices) 3,759 4,112 4,577

Per Capita Health Expenditure (in pesos, at 2000 constant prices) 2,298 2,442 2,639

Per Capita Health Expenditure Growth Rate (in percent, at current 
prices)

9.4 11.3

THE Per Capita 6.3 8.1

THE (in billion pesos, at current prices) 342.2 380.8 431.0

Gross Domestic Product (GDP, in billion pesos, at current prices) 8,0261.1 9,003.5 9,735.5

Gross National Income (GNI, in billion pesos, at current prices) 10,652.5 11,996.1 12,878.1

Health Expenditure (% of GDP) 4.3 4.2 4.4

Health Expenditure (% of GNI) 3.2 3.2 3.3

Source: National Statistical Coordination Board, 2013

Table 8. Source of financing during impatient 
visits, Philippines, 2008 

Source of Payment Confined 
in Private 

Hospitals (%)

Confined in 
Public Facilities

Salary/income 48 51

Loan 17 23

Savings 37 32

Donation 17 23

PhilHealth 51 24

SSS/GSIS 4 2

HMO 6 1

Others 0.82 0.32

Source: Raw data from National Demographic & Health 
Survey, NSO 2008
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Looking at the components of Out-Of-Pocket 
by quantile, more than half of the medical expen-
diture was spent on medicine. However, share of 
medicine on the total medical expenditure was 
consistently higher among the poor compared 
to their richer counterparts. Expenditure on con-
traceptives was also higher among the poor on 
household (Lavado & Ulep, 2011).

CONCLUSION

The health service delivery in the Philippines is 
based on a Western biomedical model. Health 
functions are generally devolved to provinces and 
municipalities. As stated above, health service 
has evolved into dual delivery systems of public 
and private provision, covering the entire range 
of interventions with varying degrees of emphasis 
at different health care levels. Health status has 
improved over the last decades. Among the indi-
cators of this improvement are the decreased in 
the infant mortality rate, decreased prevalence of 
communicable diseases and the increased in the 
life expectancy of the Filipinos. However, there are 

still many problems and challenges the country has 
to solve. For the inequities in access to health care 
services and outcomes between Socio-economic 
groups remain. This has been generally caused by 
the high cost of access and use of health care. Also, 
the high level of out of pocket payments brought 
about by the limited breadth and depth coverage 
of the PhilHealth, the country’s social health in-
surance, is a heavy burden to the poor Filipinos. 
Despite being a major exporter of health workers, 
some rural and poor areas of the Philippines still 
face shortage of professional health workers. Thus, 
the government has to exert efforts in attracting 
and retaining staff in the under-served areas of the 
country. Another key challenge is the inefficiency 
in service delivery. This I believed is the result of an 
ineffective referral system and gatekeeping of the 
health system. Finally, reform efforts in financing, 
service delivery and regulation have been done to 
resolve these problems. However, implementation 
has been challenged by the decentralized environ-
ment and the presence of a large private sector, 
often creating fragmentation and variation in the 
quality of services across the country.

Table 9. Distribution of out-of–pocket expenditure by components and by socio- economic status, in 
percent, Philippines. 2000-2009 

Components Poorest Richest Philippines

2000 2003 2006 2009 2000 2003 2006 2009 2000 2003 2006 2009

Medicines 74.2 75.0 73.5 74.7 59.5 59.7 59.1 57.2 67.6 66.6 66.6 65.7

Hospital 
charges

1.8 2.1 2.2 2.1 7.2 6.7 6.9 7.0 4.4 4.4 4.6 4.7

Medical & 
dental

6.0 5.3 5.6 6.2 19.8 18.6 18.0 16.7 12.5 12.6 11.6 11.5

Other medical 
goods

9.0 8.4 8.7 8.9 11.7 13.7 10.3 10.9 10.8 11.6 10.1 10.6

Other medical 
services

8.8 1.1 1.7 2.0 1.3 0.4 0.8 0.9 4.4 1.0 1.6 1.7

Contraceptive 0.3 8.0 7.4 5.0 0.5 0.8 1.4 2.0 0.5 3.9 3.6 3.1

Food 
supplement

- - 0.9 1.1 - - 3.0 5.4 - - 1.9 2.7

Source: Raw data Family Income and Expenditure Surveys, 2000-2009
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KEY TERMS AND DEFINITIONS

Department of Health: The Department of 
Health is the Philippine’s lead agency in health. 
The major mandate of DOH is provide national 
policy direction & develop national plans, techni-
cal standards & guidelines on health.

Health: According to the World Health Or-
ganization (WHO), “health is more than just the 
absence of illness or disability, but also is physical, 
spiritual and social well-being.”

Health Economics: Health economics can be 
defined as the application of the rules of econom-
ics to the health services. It can also be defined 
as the efficient use of the resources allocated to 
the health sector.

Health Expenditures: According to U.S. 
National Library of Medicine, health expenditures 
occurs the amounts spent by individuals, groups, 

nations, or private or public organizations for 
total health care and/or its various components. 
These amounts may or may not be equivalent to 
the actual costs (Health Care Costs) and may or 
may not be shared among the patient, insurers, 
and/or employers.

Health Care System: The World Health Or-
ganization defines health care systems as follows: 
“A health system consists of all organizations, 
people and actions whose primary intent is to 
promote, restore or maintain health. This includes 
efforts to influence determinants of health as well 
as more direct health-improving activities. A 
health system is therefore more than the pyramid 
of publicly owned facilities that deliver personal 
health services. It includes, for example, a mother 
caring for a sick child at home; private provid-
ers; behavior change programmes; vector-control 
campaigns; health insurance organizations; occu-
pational health and safety legislation. It includes 
inter-sectorial action by health staff, for example, 
encouraging the ministry of education to promote 
female education, a well-known determinant of 
better health.”

Out-Of-Pocket: OOP is defined as payments 
made for health care services by patients or house-
holds. In general, OOP cost refers health expenses 
that are not covered by insurance.

Philippine Health Insurance Corporation: 
Philippine’s national health insurance program 
aiming to provide affordable health care for the 
population with site location, service and contact 
information.
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ABSTRACT

Health is described not only as the absence of disease and disability but also as physically, psychologi-
cally, and socially general well-being of people. Best practices of individuals and the society from the 
health services depend on taking the correct decisions on health policies. In addition, the thought that a 
country spending much on health services must have a perfect status of health should not be perceived 
as right. Effectiveness of the spending result in the efficient practices of these services. Although there 
have been many institutions carrying out the health services, it has been observed that the share sepa-
rated for the health from the gross domestic product in Turkey increased until 2009 but decreased as 
of the mentioned year and it has been stated as low compared with the other countries. In this chapter 
the effectiveness of Turkey’s health spending between 1999 and 2012 has been analysed from this view.

INTRODUCTION

Undoubtedly, health care services is the one of 
the most important requirement for individuals. 
Providing the health care to community is consid-
ering the of the essential government’s function. 
To fulfill society’s requirement, government make 
a high rate of expenditure to provide health care 
services. But the high level on health spending 
does not mean always better health condition for 
society.

Improving the health status and health care 
services is related the effectiveness of spend-
ing rather than quantity. Effectivity of health 
spending means more people can reach the more 
qualified health care service to the minimum 
cost. To achieve this goal the decision makers 
should define cost effective health policies, and 
both public and private sector health institutions 
should managed by this policies. On the other 
hand the individuals behavior patterns is the one 
of the other important factor.
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Namık Kemal University, Turkey
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In this study first determined the research 
resources of health spending in Turkey. The data 
of the study was taken the OECD, the World Bank 
and World Health Organization’s statics. And 
Turkey’s health expenses analysed by the spending 
indications, the ratio of GDP, public and private 
sectors spending, out of pocket spendings, per 
capita for different income groups and position 
among the other countries.

BACKGROUND

When examined the studies about the impact of 
increasing in health expenses on health status; it has 
been noticed that the direct increase or deduction 
of health expenses does not affect health status or 
average life expectancy in generally. It is observed 
that in the European Commission report’s (2013) 
a deduction of health expenses due to disruption 
of public health reducing the preventive health 
service and it is increasing the health expenses in 
the long run. According to IMF Fiscal Monitor 
Report (April 2014) and Joumard, Andre, vand 
Nicq (2010) and Grigoli an Kapsoli’s (2013) 
estimates shows that 50% increases in the health 
expenses could lead the one year increase in the 
average life expectancy. And in this context inef-
ficiencies on health system reduce approximately 
2 years of life expectancy based on health. It is 
suggested that the positive life expectancy out-
comes of policies for decrease the inefficiencies 
on health system by 10% could be equivalent to 
increase health expenses potentially by 0.7% to 
GDP . On the other hand as the noted Gaynor (et 
all, 2012) it has been found an improvement of 
health outcomes without increasing cost in the 
England practice which incentive the competition 
in the hospital sector. But this effectivity only can 
be for private health expenses. In Turkey most 
of health expenses provided by public. It can be 
possible that creating a competitive environment 
lead to negative results because the low access to 
preventive and curative health services in develop-
ing countries such as Turkey. Therefore it can be 

mentioned that the interventions for health such 
as increasing and deduction of health expenses or 
creation a competitive health sector has negative 
effect on health status. It has been estimated that 
public health expenses increase by 3.5% to 4% 
in OECD countries according to OECD health 
systems report (2010). Beside the limit for in-
creasing in the health expenses, the effectivity of 
health expenses become more important because 
of rapidly aging population and increases in medi-
cal technology device prices.

AN ANALYSIS OF TURKEY’S 
HEALTH SPENDING

In Turkey, the statistics of health spending and 
other statistics on health are published by the 
Turkish Statistical Institute, State Planning Or-
ganization, annuals of the Directorate of Refik 
Saydam Hıfzıssıhha Centre and Social Security 
Institution1. At an international level, the OECD, 
the World Bank, EUROSTAT and World Health 
Organization have extensive statistics on health.

As a result of publication of different statistics 
of health from different institutions in Turkey, a 
decision was taken to set a coordination for the 
purpose of standardization and also it was decided 
that the Turkish Statistics Institution would report 
the statistics of health spending and these reports 
would be sent to the international institutions. With 
the decision taken, other institutions would also 
support the Turkish Statistics Institution on this 
issue. In this study, because other units also have 
current data and for the purpose of reliability of 
the study, the data of the OECD, the World Bank 
and the World Health Organization were used 
in addition to the data of the Turkish Statistics 
Institution.

As is seen in Table 1, the total health spending 
was 4 billion 985 million TL in 1999 and increased 
up to 74 billion 189 million TL in 2012. Similarly, 
the health spending per capita was 79 TL in 1999 
while it was 987 TL in 2012. The data above will 
be examined in detail below.
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As is seen in the Figure 1, when the data 
previously given as numerical is evaluated as 
proportionally, it has been observed that the total 
health spending to the gross domestic product ratio 
steadily increased until 2009 and then increased 
numerically but showed falling tendency propor-

tionally to the gross domestic product. However 
in Turkey especially since 2008 health expenses 
is increasing but health expenses increasing ratio 
to GDP is tend to stop and after that tend to down. 
This situation does not seem significant when as-
sociated to the life expectancy of health.

Table 1. Indications of the health spending in Turkey 1999 – 2012 

1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012

Total Health Spending

Million TL 4 985 8 248 12396 18774 24279 30021 35359 44069 50904 57740 57911 61678 68607 76358

Million USD 
Dollar

11790 13140 10052 12389 16159 20975 26205 0599 38864 44364 37493 41067 40919 42376

 Health Spending Per Capita

Turkish Lira(TL) 79 128 190 284 363  443 516 635 725 812 804 845 928 1020

USD Dollar 186 204 154 188 242 310 382 441 553 624 521 563 553 566

The Total Health 
Spending to 
Gross Domestic 
Product Ratio %

4.8 4.9 5.2 5.4 5.3 5.4 5.4 5.8 6.0 6.1 6.1 5.6 5.3 5.4

The Public 
Health Spending 
to Total Health 
Spending 
Ratio %

61.1 62.9 68.1 70.7 71.9 71.2 67.8 68.3 67.8 73.0 81 78.6 79.6 76.8

The Household 
Health Spending 
to Total Health 
Spending Ratio 
          %

29.1 27.6 22.8 19.8 18.5 19.2 22.8 22.0 21.8 17.4 14.1 16.3 15.4 15.4

Source: T.R. Prime Ministry, News Bulletin of Turkish Statistics Institution, Volume: 34, 18 February 2011, Volume: 15871, 10 October, 
2013, Volume: 16161, 5 November, 2014.

Figure 1. The total health spending to gross domestic product ratio
Source: (T.R. Prime Ministry, Turkey Statistics İnstitution, News Bulletin, Volume: 29-34-15871-16161, 2010 – 2011-2013-2014.
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Life expectancy at birth is an important in-
dicator that used to measure to socio-economic 
development levels, quality of life and mortality 
levels of countries. This indication can be obtained 
by life tables. Life expectancy data is collected 
and published by Turkey Statistical Institute in 
Turkey. In Figure 2 data was taken from OECD’s 
statistics for integrity. Besides that, Turkey’s 2013 
life expectancy did not estimated in OECD data 
set but according to Turkey Statistical Institute 
data, life expectancy in Turkey for 2013 has been 
estimated 76,3. Additionally, Turkey Statistical 
Institute has the ratio of total health expenditure 
to GDP for 2013. Accordingly, the ratio of total 
health expenditure to GDP is 5,4 in 2013. Also data 
for the year 2012 is revised and these ratio (health 
expenditure / GDP ratio) that indicated earlier 5.4 
was drawn to 5.2 by Turkey Statistical Institute.

As is seen in the Figure 2, in 2008 the health 
expenses ratio to GDP was 6.1% and in 2012 
this ratio was decreased to 5.2% but according to 
OECD data life expectancy in Turkey was 76.2% in 
2008 and 77.2 (estimated) in 2012. Between 2000 
and 2012 life expectancy in Turkey is increased 
3.5 years. The increasing in life expectancy can 
be explained by more effective health expenses 

of Turkey and ensuring the large scope of com-
munity’s utilize the health services instead of 
increasing or decreasing of health expenses. In 
fact, recently entered into force “The Transforma-
tion Programme on Health” include the purpose 
of increasing to large scope of community’s 
access on health services. Because in the long 
term, does not expect any rapid increasing in the 
health expenses.

The decreasing in the health expenses increase 
speed have been seen almost all around the world. 
It is seem that this situation make pressure all 
countries budgets for future (IMF, 2014: 29). But 
health reforms mostly are tended to increase the 
saving instead of effectivity of health expenses. 
Despite the deduction of health expenses leads to 
saving in the short run, the deduction of preven-
tive health service and health development causes 
disruption of basic health services and community 
health, in the long run and it may cause increase 
in the public health expenses in the long run (Eu-
ropean Commission, 2013). As is seen in Table 2, 
Korea had the lowest the total health spending to 
GDP (gross domestic product) ratio and Turkey 
also follows Korea in 1999. However, according 
to the data of 2011, Turkey had the lowest the 

Figure 2. Average life expectancy in Turkey (1999-2012)
Source: Oecd Health Data: (http://stats.oecd.org/index.aspx?DataSetCode=HEALTH_STAT)

http://stats.oecd.org/index.aspx?DataSetCode=HEALTH_STAT
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Table 2. The total health spending to gross domestic product ratio in the countries of OECD (1999-2012) 

1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012

Australia 7.8 8.0 8.1 8.4 8.3 8.5 8.5 8.5 8.6 8.8 9.0 8.9

Austria 10.1 9.9 10.1 10.1 10.3 10.4 10.4 10.2 10.3 10.5 11.2 11.0 10.8

Belgium 8.1 8.1 8.3 8.5 10.0 10.2 10.0 9.5 9.5 10.1 10.6 10.5 (d) 10.5 (d)

Canada 8.9 8.8 9.3 9.6 9.8 9.8 9.8 10.0 10.0 10.3 11.4 11.4 11.2 11.2

Chili 6.6 6.6 6.8 6.7 7.5 7.1 6.6 6.3 6.5 7.1 7.9 7.4 7.5 7.6 (e)

Czech Republic 6.6 6.5 6.7 7.1 7.4 7.2 6.9 6.7 6.5 6.8 8.0 7.4 7.5

Denmark 9.0 8.7 9.1 9.3 9.5 9.7 9.8 9.9 10.0 10.2 11.5 11.1 10.9

Estonia 5.9 5.3 4.9 4.8 5.0 5.1 5.0 5.0 5.2 6.1 7.0 6.3 5.9

Finland 7.4 7.2 7.4 7.8 8.2 8.2 8.4 8.3 8.0 8.3 9.2 9.0(e) 9.0(e) 9.1 (e)

France 10.1 10.1 10.2 10.5 10.9 11.0 11.0 11.0 10.9 11.0 11.7 11.7 11.6

Germany 10.3 10.3 10.4 10.6 10.8 10.6 10.8 10.6 10.5 10.7 11.8 11.5 11.3

Greece 8.6 7.9 8.8 9.1 8.9 8.7 9.7 9.7 9.8 10.1 10.2 9.5 9.1

Hungary 7.2 7.0 7.1 7.5 8.3 8.0 8.4 8.3 7.7 7.5 7.7 8.0 7.9 7.8 (e)

Iceland 9.6 9.5 9.3 10.2 10.4 9.9 9.4 9.1 9.1 9.1 9.6 9.3 9.0 8.9 (e)

Ireland 6.1 6.1 6.7 7.1 7.4 7.6 7.6 7.5 7.9 9.1 10.0 9.3 8.9

Israel 7.5 7.5 8.0 7.9 7.9 7.8 7.9 7.6 7.6 7.7 7.7 7.7 7.7

Italy 7.8 8.1 8.2 8.3 8.3 8.7 8.7 8.8 8.5 8.9 9.4 9.4 9.2 9.2

Japan 7.5 7.7 7.9 8.0 8.1 8.1 8.2 8.2 8.2 8.6 9.5 9.6

Korea 4.3 4.5 5.1 4.9 5.2 5.3 5.6 6.1 6.4 6.6 7.1 7.3 7.4 7.5 (e)

Luxemburg 5.8 7.5 7.4 8.3 7.7 8.2 7.9 7.7 7.1 7.2 8.0 7.2 6.6

Mexico 5.1 5.1 5.5 5.6 5.8 6.0 5.9 5.7 5.8 5.8 6.4 6.2

Netherland 8.1 8.0 8.3 8.9 9.8 10.0 10.9 10.7 10.8 11.0 11.9 12.1 11.9

New Zealand 7.5 7.6 7.7 8.0 7.9 8.3 8.4 8.8 8.5 9.3 10.0 10.2 10.3

Norway 9.3 8.4 8.8 9.8 10.0 9.7 9.0 8.6 8.7 8.6 9.7 9.4 9.3 9.4

Poland 5.7 5.5 5.9 6.3 6.2 6.2 6.2 6.2 6.3 6.9 7.2 7.0 6.9

Portugal 8.0 9.3 9.3 9.3 9.8 10.1 10.4 10.0 10.0 10.2 10.8 10.8 10.2

Slovak 
Republic

5.8 5.5 5.5 5.6 5.8 7.2 7.0 7.3 7.8 8.0 9.2 9.0 7.9

Slovenia 7.9 8.3 8.6 8.6 8.6 8.4 8.4 8.3 7.9 8.3 9.2 8.9 8.9 8.8 (e)

Spain 7.3 7.2 7.2 7.3 8.2 8.2 8.3 8.4 8.5 8.9 9.6 9.3

Sweden 8.2 8.2 8.9 9.2 9.3 9.1 9.1 8.9 8.9 9.2 9.9 9.5 9.5

Switzerland 10.2 10.2 10.6 10.9 11.3 11.3 10.9 10.4 10.2 10.3 11.0 10.9 11.0 11.3 
(e)

Turkey 4.8 4.9 5.2 5.4 5.3 5.4 5.4 5.8 6.0 6.1 6.1 5.6 5.3 5.4

United 
Kingdom

6.9 7.0 7.2 7.6 7.8 8.0 8.3 8.4 8.5 9.0 9.9 9.6 9.4

United States 
of America

13.6 13.7 14.3 15.2 15.7 15.7 15.8 15.9 16.2 16.6 17.7 17.7 17.7

Source: OECD Health Data, November 2011, www.oecd.org, www.worldbank.org.
The Data of 2005 and afterwards have been updated by www.oecd.org

http://www.oecd.org
http://www.worldbank.org
http://www.oecd.org
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total health spending to GDP ratio. It has been 
estimated that the rapid development of Turkey 
and the structural changes conducted in the field 
of health services will increase this ratio relatively. 
Although a numerical increase occurred, this rapid 
development and the structural changes reduced 
GDP ratio. In many of the OECD countries where 
regulations were carried out in the field of health 
services, especially after 2009 the total health 
spending to GDP ratio reduced. However, in 
2009 the total health spending to GDP ratio was 
9.6% on average in the OECD countries and also 
reduced to 9.3% in 2011. Similarly, this ratio was 
6.1% in 2009 in Turkey and reduced to 5.3% in 
2011 (5.2% in 2012). In Table 2, the mentioned 
comparison was conducted for the year of 2011 
because the data of 2012 of all the countries could 
not be obtained.

It is of much importance to know the shares of 
public and private sectors within the total health 
spending. In Figure 3, the shares of public and 
private sectors within the total health spending 
are given separately.

As is seen in Figure 3, of the total health spend-
ing 61.1% was met by the public and 38.9% was 
met by the private sectors in 1999. However these 
rates were 81% and 19%, respectively. It has been 

estimated that the highest public share occurred in 
2009 as a result of the arrangements carried out 
in the field of health services. The public share 
increased in the short period of time; however, 
it has been stated that the private sector health 
spending had a tendency in steadily increasing 
and it has been also estimated that the share of 
the private sector will increase in the long term 
when it is considered that many of the arrange-
ments conducted in the field of health services 
have been oriented to privatization. The share of 
the private sector within the total health spending 
in 2012 was 15 billion 404 million TL and at the 
rate of 21%.

It is of much importance to know the rates of 
the out-of-pocket expenses as much as the im-
portance of knowing the share of the public and 
private sector within the total health spending in 
a country. Being aware of these rates is significant 
in the social state understanding for indicating 
that the government fulfills its responsibilities to 
which degree and also it is important for estimat-
ing the burden of the health sector on the public 
sector (Çelik, 2011: 301). According to IMF 
report (2010:16) between 2011 and 2030 public 
health expenses will increase by 1% to GDP in 
the developing countries and this ratio estimated 

Figure 3. The public health spending and private sector health spending to the total health spending ratio
Source: Turkey statistics institution, news bulletin, Volume: 29, 34, 15871 and 16161, 2010 – 2011- 2013-2014
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1.3% for Turkey. In the same way OECD is deter-
mined this ratio between 3.5% and 4% for 2050. 
Turkey’s macro-economic indicators raises the 
possibility of this forecast. In fact earlier studies 
showed that growth have a significant effect on 
health expenses.

In Turkey, the data of the out-of-pocket ex-
penses was obtained via the household budget 
questionnaire completed by the Turkish Statistics 
Institution. As is seen in Figure 4, the out-of-pocket 

health expenses to the total health spending ratio 
reduced at 13.7 point from 1999 until 2012 and 
was calculated as 15.8 in 2012. The OECD average 
for the out-of-pocket health expenses were deter-
mined as 19.6 (OECD Health Statistics, 2013). 
Steadily reducing of the household out-of-pocket 
health expenses in Turkey and this rate’s being 
below OECD average and also less leaning of the 
government to the household compared with most 
of the OECD countries indicate that the govern-

Figure 4. Out-of-pocket health spending to the total health spending ratio
Source: Turkey Statistics Institution, News Bulletin, Volume: 29 – 34- 15871-16161, 2010 –2011-2013-2014

Figure 5. 2011 Health spending levels of the countries per capita according to the income groups
Source: World Bank (http://www.worldbank.org)

http://www.worldbank.org
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ment act within the framework of social state 
understanding. However, along with the entering 
into force and implementation of the provisions of 
the General Health Insurance in 2012, it has been 
estimated that especially premium payments of 
health insurance and patient shares will increase 
out-of-pocket health expenses.

Comparing the health spending levels of a 
country in terms of the similar income groups and 
other income groups is quite important. As is seen 
in Figure 5 that we prepared by using the data of 
the World Bank of 2011, there is a correlation 
between the income level and health expenses of 
a country. In addition, the total health spending to 
GDP ratio was 5.3 in Turkey in 2011. The health 
spending per capita in Turkey is in a better situation 
compared with middle income countries. However, 
when compared with the OECD countries, both 
the health expense per capita and its ratio to GDP 
is much lower in Turkey.

To determine which institution is effective 
in health spending, it is required to examine the 
distribution of total health expenses in terms of 
the finance subsidiaries. The distribution of total 
health expenses in Turkey in terms of the finance 
subsidiaries is given in Figure 6 below.

As is stated previously, the total health expense 
in 2012 was 76 billion 358 million TL. Of this ex-
pense, 72 billion 820 million TL was for the current 
health expenses and 3 billion 538 million TL was 
for the investment expense on health. Within the 
current health expenses, hospitals, nursing care at 
home, retail sale and other presenters of medical 
equipment, the presentation and management of 
public health programs, general health manage-
ment, insurance and 7 separate items with one 
category that could not be classified. In 2012, 
health expense of central government was 16 bil-
lion 348 million TL, of local administrations was 
662 million TL, of social security institution was 
41 billion 630 million TL and of private sector was 
17 billion 718 million TL. Here, the key point is 
the increase of the burden on the Social Security 
Institution compared with the previous years.

CONCLUSION

In Turkey, health expenses to GDP ratio steadily 
increase until 2008; however, it was cut down after 
2009. According to the analysis conducted with the 
data of the World Bank, World Health Organiza-
tion, OECD and Turkey Statistics Institution, the 

Figure 6. 2012 The distribution of current health expenses to the finance subsidiaries
Source: Turkey Statistics Institution, News Bulletin, Volume: 15871, 2013
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total health sending of Turkey to GDP ratio was 
6.1 in 2009 and 5.6 in 2010 and 5.3 in 2011 and 
5.2 in 2012. As a result of the current regulations 
conducted in the field of health services, the health 
expenses increased numerically; however, the total 
health expenses to GDP ratio reduced. According 
to the existent data, the health expense to GDP 
ratio in Turkey is quite below the average of the 
OECD. It was thought that the amendments made 
within the framework of Transformation of Health 
would increase the health expenses. However, the 
increase in the health expenses may not be an 
indication of a better health status. The increase 
in the health expenses does not always reflected 
as an improvement in real terms. Particularly, the 
increase in the expenses in the health systems that 
are convenient for corruptions does not mean that 
the accesses to these services also have advanced. 
There exist countries that have less health expense 
and have much better health status compared with 
the countries that have much health expense. This 
shows us that only health expenses are not a mea-
sure for health status. Efficient use of the expenses 
is significant. Also, the regulations conducted 
in the field of health services in Turkey reduced 
the health expenses (GDP%) rather than increas-
ing. The decreases in these numbers indicate an 
improvement in the mentioned services. Indeed 
in the most of earlier studies it was estimated that 
the inefficiency of health expenses have negative 
effect on average life expectancy and reducing 
this inefficiency has equal to increasing health 
expenses to a level. Saving in the health expenses 
also reducing the expenses but this may cause 
disruption of preventive health service and effect 
common health in negative way.

Reducing expenses could pressure in curative 
health services so without a good analysis process, 
decrease in the expenses can be conduct increase in 
the expenses in the long run. So it is inconvenient 
to saving by health spending on an important issue 
such as health. In recent years it was observed that 
even though decreasing in the health expenses level 
to GDP, life expectancy is increasing in Turkey. 

This observation could be show the importance 
of effectivity which described above. According 
to the estimates (OECD, 2010) for future years (to 
2050), and in the light of available data, there is 
no other way except provide the effectivity in the 
health expenses because of the limited increase 
ability of the public health expenses, rapidly aging 
population and the technology used in the health 
services become expensive. However it should 
be considered that dangerous consequences of 
competition and excessive marketing for health 
services while provide the effectivity for health 
expenses. In fact the “Transformation Programme 
on Health” in Turkey have been criticized for en-
couraging to commercialization and marketing of 
health care services. At this point, it is important 
to establishment of public balance in terms of 
service priority for access to health service while 
providing the effectivity in health care services.

Health expenditure topics such as relations 
between economic growth rate and health spend-
ing, the discrimination of public and private health 
expenditures, the effect of health expenses on 
life expectancy are promising research topic for 
developing counties. Macroeconomic balance 
of the economy, social- economic development, 
social security approach is extremely significant 
for public health and associated with health 
policy. Actually, not only Turkey but also for all 
developing country the health expenditures has 
importance. It is recommended for researchers 
who will work on this issue to use multiple sources 
and compares the world and local data.
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KEY TERMS AND DEFINITIONS

Effectiveness: Effectiveness is defined to 
achieve the intended results.

Efficiency: Efficiency can be defined as op-
timization of resources. In this chapter efficiency 
refers the least waste of health sources.

GDP: The monetary value of all the finished 
goods and services produced within a country’s 
borders in a specific time period.

Health Economics: Health economics is a 
branch of economics which aims to produce using 
the highest level of health care with most eco-
nomical (efficient, effective, rational) resources 
allocated to health sector and crates best way to 
divide them for community and the members of 
social groups.

Health Spending Per Capita: Portion of total 
health expenditure for each individual person.

Health Spending: All of spending which aim 
to protect the health promotion or prevention, im-
provement, maintenance, nutrition and emergency 
programs are regarded as health spending.

Life Expectancy: Life expectancy is a statisti-
cal indicator that showed life time for an infant. 
The Turkey Statistical Institute defines as the 
average life years for an infant which exposed to 
age specific mortality rate in a specific periods 
during the life time.

Out-Of-Pocket Health Spending: OOP is 
defined as payments made by the patient directly 
or households.

Private Sector Health Spending: The spend-
ing which held by economy that is not state con-
trolled, and is run by individuals and companies 
for profit.

Public Health Spending: The part of health 
spending hat is run completely by the government.

ENDNOTES

1	 Directorate of Refik Saydam Hıfzıssıhha 
Centre, was repealed in the recent organiza-
tion structure of the Ministry of Health.

http://w.who.int/gho/publications/world_health_statistics/2014/en/
http://w.who.int/gho/publications/world_health_statistics/2014/en/
http://w.who.int/gho/publications/world_health_statistics/2014/en/
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Financial Development and 
Energy Consumption in Turkey:

Empirical Evidence from 
Cointegration and Causality Tests

ABSTRACT

This chapter investigates the cointegration and causal relationship between financial development and 
energy consumption in the case of Turkey over the period 1960-2011. In doing so, the ARDL bounds test-
ing and Johansen-Juselius approaches to cointegration and Granger causality test based on vectorerror 
correction model are employed. The empirical results show that the series are cointegrated. The empiri-
cal results also show a positive and statistically significant relationship between financial development 
and energy consumption in the long run. In addition, a unidirectional causality running from financial 
development to energy consumption is found in the short and long run. Thus, this chapter provides an 
empirical evidence that financial development is a determinant of energy consumption in Turkey. This 
chapter also presents some implications for Turkey’s energy policy.

INTRODUCTION

Investigating the determinants of demand for en-
ergy has been a major focus of research topic in 
developing countries for several reasons. Firstly, 

since energy is a key factor of the production, 
its resources may affect economic growth and 
development of a country (Squalli, 2007; Stern, 
2010). Secondly, some developing countries such 
as Turkey, China and India have been growing 
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rapidly. This increases the demand for energy in 
those countries. As indicated in Turkey report 
presented by US Energy Information Adminis-
tration (2013) Turkey has witnessed the fastest 
growth in energy demand over the last two years 
in the OECD. In addition, Turkey which imports 
majority of its oil, natural gas and hard coal sup-
plies is expected to double energy demand over 
the next decade. Thus, it is very important issue 
to deal with the dynamics of energy consumption 
for Turkish economy.

Turkey has also implemented a macroeco-
nomic strategy regarding cautious structural and 
fiscal reforms since 2002. Through this strategy, 
Turkey has been one of the major recipients of 
foreign direct investment (FDI) and integrated 
with the globalized world economy accelerated 
by Turkey’s EU accession process. One of the 
main aims of these structural and fiscal reforms 
is to increase the efficiency and resiliency of the 
financial sector. These reforms have reinforced the 
macroeconomic structure of the country. Therefore 
Turkey has experienced rapid economic growth 
between 2002 and 2012 with an average annual 
real GDP growth of 5 percent. These significant 
improvements in the Turkish economy have also 
enhanced foreign trade. Turkey’s exports reached 
USD 151.7 billion by the end of 2013, up from 
USD 36 billion in 2002 (OECD, 2013; Macro-
economic Outlook Report, 2012). Thus, as well 
as demand for energy, financial development, 
economic growth and foreign trade appear as 
important policy dynamics of Turkish economy.

In recent years, the role of financial develop-
ment as a determinant of energy consumption has 
been investigated in energy literature (Sadorsky, 
2010a; Shahbaz & Lean, 2012; Islam, Shahbaz, 
Ahmed & Alam, 2013; Mudakkar, Zaman, 
Shakir, Arif & Naseen, 2013; Coban & Topcu, 
2013). However, as seen from Table 1, none of 
the previous studies examine this relationship in 
the case of Turkey in spite of the considerable 
increases both in its financial development and 
demand for energy in the last decade. Therefore, 

this study basically investigates the long-run and 
causal relationship between financial development 
and energy consumption by adding real income 
and trade openness as potential determinants to 
function for energy consumption in Turkey over 
the period 1960-2011.

In this study, firstly, using the ARDL bounds 
testing and Johansen-Juselius approaches to coin-
tegration, we have tested the long-run relationship 
between the variables. Secondly, we have tested 
the causal relationships by Granger causality test 
based on vector error-correction model (VECM). 
The study is a single country analysis. Since there 
is limited empirical evidence on the link between 
financial development and energy consumption for 
Turkish economy, this study is expected to make 
a contribution to the existing literature and reveal 
some policy implications. Especially, if financial 
development is found to affect energy consumption 
then this relationship can affect energy policies 
of Turkish economy.

LITERATURE REVIEW

The literature examining the dynamics of energy 
consumption first focuses on the link between eco-
nomic growth and energy consumption (Wandji, 
2013; Shahbaz, Zeshan & Afza, 2012). Theoreti-
cally, growth hypothesis implies that decreasing 
energy consumption may reduce economic growth, 
whereas the conservation hypothesis suggests a 
causality running from economic growth to energy 
consumption (Squalli, 2007; Stern, 2010). Payne 
(2010) and Wandji (2013) suggest uni-directional 
causality running from energy consumption to 
economic growth, whereas Belloumi (2009); 
Shahbaz et al. (2012) and Bozoklu & Yilanci 
(2013) reveal bi-directional causality between the 
variables. On the other hand, several studies (e.g. 
Ghani, 2013; Sadorsky, 2012; Shahbaz, Nasreen 
& Ling, 2013) examine the relationship between 
foreign trade (trade openness) and energy con-
sumption. Ghani (2013) investigating the impact 
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of liberalization on energy consumption shows 
an empirical evidence that trade liberalization 
does not affect energy consumption in developing 
countries. In the long run, Sadorsky (2012) using 
panel data techniques for 7 South American coun-
tries finds bidirectional causality between foreign 
trade and energy consumption. Employing panel 
data methodologies for 91 high, middle and low 
income countries, Shahbaz et al. (2013a) suggest 
bi-directional causality between trade openness 
and energy consumption in the long run.

In energy literature, the relationship between 
financial development and energy consumption 
has been recently investigated by several studies 
(e.g. Shahbaz, Islam & Islam, 2010; Sadorsky, 
2011; Al-Mulali & Lee, 2013). Financial devel-
opment implies a country’s decision to allow 
and promote financial activities. These include 
increases in foreign direct investment, banking 
and stock market activity (Sadorsky, 2011). It is 
accepted as one of the key elements of economic 
development. According to several researches 
(e.g. Goldsmith, 1969; McKinnon, 1973; Shaw, 
1973; Levin, 1997) financial development may 
increase the efficiency of capital accumulation, the 
country’s saving and investment. Therefore, it has 
a positive effect on economic growth. In addition, 
financial development may promote financial in-
novation and the adoption of advanced technology 
(Baier, Dwyer & Tamura, 2004; Shahbaz, 2012).

Financial development may also enhance 
the economic efficiency of a financial system. 
This creates a number of advantages including 
a reduction in borrowing costs and financial 
risk, access to greater financial capital and the 
newest energy-efficient products. Thus, it may 
affect economic activity and energy demand of 
a country (Sadorsky, 2010a; 2011). Islam et al. 
(2013) suggest that financial development encour-
age industrial growth and generates demand for 
new infrastructure. Therefore, it positively affects 
energy consumption. Sadorsky (2011) explains 
how financial development might influence 
the demand for energy in great detail. Firstly, a 

developed financial system facilitates consum-
ers’ borrowing for their wants and needs. This 
is called as direct effect. Secondly, when there is 
improved financial development, businesses can 
access to financial capital easily and cheaply. This 
is known as business effect. Thirdly, financial 
development increases stock market activity and 
therefore develops stock market. A developed 
stock market generally affects the confidence 
of consumers and businesses. This may create 
a wealth effect. So, economic activity and the 
demand for energy may increase through these 
three effects (Sadorsky, 2011).

In twenty-two emerging economies Sadorsky 
(2010a) finds that the impact of financial devel-
opment on energy consumption is positive and 
statistically significant in the long-run. Employ-
ing the data from 9 Central and Eastern European 
frontier economies and system GMM approach, 
Sadorsky (2011) shows the same result. Similarly, 
in Pakistan Shahbaz et al. (2010), in Tunisia 
Shahbaz & Lean (2012), in Malaysia Tang & 
Tan (2014), and in Malaysia Islam et al. (2013) 
reveal a significant and positive effect of financial 
development on energy consumption. They also 
find a bi-directional casual relation between the 
variables. In Pakistan Mudakkar et al. (2013), in 
19 selected countries Al-Mulali & Sab (2012a) 
and in China Shahbaz, Khan & Tahir (2013) show 
the same causality findings. In Malaysia Islam, 
Shahbaz & Alam (2011), in China Zang, Fan & 
Chang (2011), in Sri Lanka and India Mudak-
kar et al. (2013) show a unidirectional causality 
running from financial development to energy 
consumption.

Al-Mulali & Sab (2012b) indicate that energy 
consumption increases financial development in 
the long-run for 30 Sub-Saharan African coun-
tries. Coban & Topcu (2013) find no significant 
relationship between the variables in the EU27. 
However, the empirical results present an evidence 
of the impact of the financial development on 
energy consumption in the old members. Using 
the panel data from selected SAARC countries, 
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Khan, Khan, Zaman, Khan & Zahoor (2013) find 
that financial development has a larger impact 
on increasing energy consumption, followed by 
GDP per capita and FDI. They also indicate a 
unidirectional causality from energy consump-
tion to financial development in Nepal. Finally, 
in GCC countries Al-Mulali & Lee (2013) show 

that financial development increases energy con-
sumption in the short and long-run.

The rest of this study is organized as follows. 
Section 2 reviews the literature. Section 3 de-
scribes data and empirical specification. Section 
4 presents econometric methodology used in the 
study. Empirical findings are reported in Section 
5. Section 6 concludes the study.

Table 1. Summary of the studies on financial development-energy consumption relation 

Authors Country Period Financial Development 
Indicators

Methodology Results

Shahbaz & Lean 
(2012)

Tunisia 1971-2008 Domestic credit to private sector ARDL, Johansen, 
VECM

FD ↔ EC 
FD has positive effect on EC

Islam et al. (2013) Malaysia 1971-2009 Domestic credit to private sector ARDL, VECM FD ↔ EC 
FD has positive effect on EC

Tang & Tan (2014) Malaysia 1972-2009 Money and quasi money, liquid 
liabilities, domestic credit to 
private sector, domestic credit 
provided by the banking sector

ARDL, Johansen, 
VECM

FD ↔ EC 
FD has positive effect on EC

Zang et al. (2011) China 1992-2009 Stock market scale Granger causality FD → EC

Shahbaz et al. 
(2013b)

China 1971-2011 Domestic credit to private sector ARDL, Johansen, 
VECM

EC → FD

Mudakkar et al. 
(2013)

SAARC countries 1975-2011 Money and quasi money, liquid 
liabilities, domestic credit claims 
on private sector, domestic credit 
provided by the banking sector

Johansen, Toda-
Yamamoto and Dolado- 
Lutkephol

FD ↔ EC in Pakistan 
FD → EC in India and Sri 
Lanka

Sadorsky (2011) Central and 
Eastern European 
countries

1996-2006 Financial system deposits, 
deposit money bank assets, liquid 
liabilities, deposit money bank 
assets, private credit by deposit 
money banks

Panel system GMM FD has positive effect on EC

Sadorsky (2010a) 22 Emerging 
countries

1990-2006 FDI, deposit money bank assets, 
stock market capitalization, stock 
market total value traded, stock 
market turnover ratio

Panel system GMM FD has positive effect on EC

Coban &Topcu 
(2013)

EU countries 1990-2011 Deposit money bank assets, 
financial system deposits, 
liquid liabilities, private credit, 
concentration ratio, stock market 
capitalization

Panel system GMM FD has positive effect on EC

Al-Mulali & Sab 
(2012a)

19 selected 
countries

1980-2008 Broad money, domestic credit 
provided by banking sector, 
domestic credit to private sector

Pedroni cointegration, 
Panel Granger

FD↔EC

Al-Mulali & Sab 
(2012b)

Sub-Saharan 
countries

1980-2008 Broad money, domestic credit 
to the private sector

Pedroni cointegration, 
Panel Granger

FD ↔ EC 
EC has positive effect on FD

Al-Mulali & Lee 
(2013)

GCC countries 1980-2009 Domestic credit to private sector Pedroni cointegration, 
Panel VECM, Panel 
DOLS

FD ↔ EC 
FD has positive effect on EC

Khan et al. (2013) SAARC countries 1975-2011 Broad money, liquid liabilities, 
domestic credit provided by 
banking sector and domestic 
credit to private sector

Pedroni cointegration, 
Pooled regressions

FD has positive effect on EC

Note: The results show the long run findings. → indicates a one way causal relationship, and ↔ indicates a bi-directional causal 
relationship. FDis financial development and ECis energy consumption.
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DATA AND EMPIRICAL 
SPECIFICATION

In this study, the relationship between financial 
development, real income, trade openness and 
energy consumption is investigated. We employ 
annual data covering the period 1960-2011 taken 
from the World Development Indicators (WDI) 
online database (2013). The sample is selected on 
the basis of data availability for Turkey. All data 
are transformed to natural logarithmic because log-
linear specification provides a better result com-
pared with the linear functional form. Modified 
from Islam et al. (2013); Mudakkar et al. (2013) 
and Shahbaz & Lean (2012), the consumption 
function for energy can be expressed as follows:

lnEC

lnGDP lnFD lnTR
t

t t t t

=
+ + + +α α α α ε

0 1 2 3

	 (1)

where EC is per capita energy consumption (kg of 
oil equivalent) and FD is financial development. 
Domestic credit provided by banking sector as 
share of GDP (FD1), domestic credit to private 
sector as share of GDP (FD2) and money and quasi 
money as share of GDP (FD3) are the proxies for 
financial development (Khan et al., 2013; Mudak-
kar et al., 2013). Therefore, we will investigate the 

relationship between financial development and 
energy consumption for three cases. GDP is per 
capita real income (constant 2005 international 
dollars) and measures the economic growth (Shah-
baz & Lean, 2012). TR is trade openness (foreign 
trade, % of GDP) (Sadorsky, 2012; Shahbaz et al., 
2013b). α1, α2 and α3 are the slope coefficients 
and εt is the error term assumed to be normally 
distributed with zero mean and constant vari-
ance. Table 2 presents the descriptive statistics 
and correlation matrix of the variables used in 
the analysis. The results of correlation matrix 
indicate the existence of a positive link between 
financial development and energy consumption. 
Energy consumption also is positively correlated 
with economic growth and trade openness. The 
results also show a positive association between 
all the independent variables.

METHODOLOGY

We apply the ARDL bounds testing procedure 
developed by Pesaran, Shin & Smith (2001) to 
establish the existence of cointegration relation-
ship between the variables owing to its many 
advantages over the alternatives. Firstly, according 
to standard cointegration methods such as Engle-

Table 2. Descriptive statistics and correlation matrix(1960-2011,Observ.:52) 

Statistics/Variables lnEC lnGDP lnFD1 lnFD2 lnFD3 lnTR

  Mean 6.698 8.393 3.486 2.942 3.294 3.187

  Std. dev. 0.394 0.355 0.306 0.275 0.353 0.661

  Min. 5.951 7.747 2.968 2.540 2.680 1.744

  Max. 7.354 9.037 4.243 3.911 4.027 4.032

  lnEC 1.000

  lnGDP 0.992 1.000

  lnFD1 0.669 0.696 1.000

  lnFD2 0.581 0.619 0.694 1.000

  lnFD3 0.926 0.939 0.778 0.697 1.000

  lnTR 0.923 0.907 0.560 0.449 0.869 1.000
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Granger (1987) and Johansen-Juselius (1990) the 
variables should be integrated at unique level of 
integration. Whereas, the ARDL can be applied 
irrespective of whether the regressors are I(0) or 
I(1). Secondly, it is possible to estimate the short 
and long-run parameters of the model simulta-
neously through an unrestricted error correction 
model (UECM) derived from the ARDL model. 
So, the UECM integrates the short-run dynamics 
with the long-run equilibrium. Thirdly, the ARDL 
provides more robust and better results for finite 
and small sample sizes. Finally, all the variables 
are assumed to be endogenous in this procedure 
(Pesaran & Shin, 1999; Panopoulou & Pittis, 
2004). The equation of UECM for the ARDL 
bounds approach is modelled as:

∆
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∆
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where β0 is the drift component and μt is error 
term assumed to be independently and identi-
cally distributed. The coefficients of γ1, γ2, γ3 
and γ4 denote the long run relationship while the 
coefficients of β1, β2, β3 and β4 represent the error 
correction dynamics in Eq. (2).

In the first stage of the ARDL bounds testing 
procedure, we estimate the Eq. (2) by ordinary 
least square (OLS) method. Here, the F-statistic 
is calculated for joint significance of the coeffi-
cients of the lagged level of the variables to test 
the null hypothesis of no cointegration 
H0 1 2 3 4 0:γ γ γ γ= = = =  against the alternative 
of H

1 1 2 3 4
0: γ γ γ γ≠ ≠ ≠ ≠ . We compare 

the computed F-statistic with the critical bounds 
developed by Pesaran et al. (2001) to determine 

the existence of a long-run relationship among 
the variables. These are known as the upper 
critical bound (UCB) and lower critical bound 
(LCB). If the computed F-statistic is higher than 
the UCB, then there exists a long-run relationship 
between the variables. There is no a long-run 
relationship between the variables if the com-
puted F-statistic is less than the LCB. If the 
computed F-statistic falls between the LCB and 
UCB, it is said that the result is inconclusive. 
Some diagnostic tests can be applied to investigate 
the robustness of the ARDL model. These tests 
check normality of error term, serial correlation, 
functional form and heteroscedisticity. In addition, 
we conduct the cumulative sum of recursive re-
siduals (CUSUM) and squares of sum of recursive 
residuals (CUSUMsq) tests developed by Brown, 
Durbin & Evans (1975) to test the stability of the 
ARDL parameters.

The long-run relationship between the vari-
ables can be estimated after the selection of the 
ARDL model by SBC or AIC. An alternative way 
to determine the existence of a long-run relation-
ship between the variables is to test the significance 
of error correction term (ECT)’s coefficient. Thus, 
error correction model (ECM) based on ARDL 
model are estimated and short-run dynamics are 
obtained. A general ECM of Eq. (2) is expressed 
as follows:
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where εt is white noise residual term and Δ is the 
first difference operator. The ECTt-1 indicates the 
speed of the adjustment and shows how quickly 
the variables return to the long-run equilibrium. 
The coefficient of ECTt-1 is expected to be sta-
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tistically significant and negative. To investigate 
the goodness of the ECM model some diagnostic 
and stability tests are applied as in ARDL model.

As well as the ARDL bounds testing approach, 
this study also employ the Johansen-Juselius 
cointegration test to provide a sensitivity check 
for the cointegration results. This methodology 
is based on the vector autoregression (VAR) of 
order p given by

∆
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y
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t
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where yt is a vector of variables that are integrated 
of order one, εt is a vector of innovations and Bzt 
is a vector of deterministic variables.
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If the coefficient matrix Π has reduced rank 
r<n, then there exist nxr matrix α and β each 
with rank r such that Π= αβ′  and β′yt is station-
ary. ris the number of cointegrating relationships, 
the elements of α are known as the adjustment 
parameters in the vector error correction model 
and each column of β is a cointegrating vector. 
It can be shown that for a given r, the maximum 
likelihood estimator of β defines the combination 
of yt-1 that yields the r largest canonical correlations 

of Δyt with yt-1 after correcting for lagged differ-
ences and deterministic variables when present. 
Johansen’s procedure estimates the significance 
of these canonical correlations and thereby the 
reduced rank of the Πmatrix. Johansen-Juselius 
propose two different likelihood ratio tests: the 
trace test and maximum eigenvalue test, shown 
in equations (5) and (6) respectively.

J T
iz i r

n

i
= − −

= +∑ ln
1
1( )λ̂ 	 (5)

J Tln
max r
= − −( )+1

1
λ̂ 	 (6)

where T is the sample size and λ̂
i
is the ith largest 

canonical correlation. The null hypothesis for 
trace test is r cointegrating vectors which is 
tested against its alternative of n cointegrating 
vectors. The null hypothesis for maximum eigen-
value test is r cointegrating vectors which is 
tested against its alternative of (r+1) cointegrating 
vectors.

The ARDL bounds testing and Johansen-Juse-
lius approaches for cointegration can be used to 
investigate the presence of a long run relationship 
between the variables. However, these methods 
do not inform about the direction of causality. 
Engle & Granger (1987) indicate that if the vari-
ables are cointegrated, they should have an error 
correction representation. In this causality test 
ECTt-1 is included to the VAR system as an addi-
tional variable. Thus, VECM causality approach 
is known as augmented Granger causality test. We 
employ Granger causality test based on VECM to 
determine the existence of the causal relationship 
between the variables. This model is as follows:
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where ECTt-1 is the lagged residual generated 
from the long-run association. Δ is the a differ-
ence operator; C1, C2, C3 and C4 are constants; 
and μ1, μ2, μ3 and μ4 are error terms assumed to 
be N (0,σ). The VECM approach includes both 
the short and the long-run causal relationships. A 
significant t-statistic on the coefficient of ECTt-1 
indicates that there is a long-run causality between 
the variables. A significant F-statistic on the first 
differences of the variables shows the existence 
of a short-run causality between the variables.

EMPIRICAL FINDINGS 
AND DISCUSSION

We begin the analysis by using the Augmented 
Dickey-Fuller (1979) ADF, Phillips-Perron (1988) 
PP and Kwiatkowski, Phillips, Schmidt & Shin 
(1992) KPSS unit root tests to examine the sta-
tionarity of the variables. Unlike ADF and PP tests 
the null hypothesis is stationarity in KPSS test. 
The outcome of these unit root tests is reported 
in Table 3. The results reveal that all the variables 

are stationary in their first differences indicating 
that they are integrated at I(1). The results also 
lead us to apply the ARDL and Johansen-Juselius 
approaches for cointegration.

In the ARDL bounds testing, we select the 
optimum lag order by using AIC. After selecting 
lag order for the ARDL model, our computed 
F-statistics are compared with LCB and UCB 
generated by Pesaran et al. (2001). The calculated 
F-statistics of Eq. (2) are presented in Table 4 as 
all cases. The results indicate an evidence of the 
long-run relationship between financial develop-
ment, real income, trade openness and energy 
consumption because the computed F-statistic is 
greater than UCB. In all cases, the significantly 
negative coefficients obtained for (ECTt−1) also 
support the existence of cointegration relationship 
at 1% level of significance. The diagnostic tests 
presented in the lower part of Table 4 indicate 
that all the models pass the diagnostic tests for 
normality of error term, serial correlation, hetero-
skedasticity and model specification.

Table 3. Unit root tests results 

Regressors ADF Test 
Statistic

PP Test 
Statistic

KPSS Test 
Statistic

lnEC -0.889   -0.903 0.961

lnGDP -0.324   -0.251 0.969

lnFD1 -0.385   -0.478 0.574

lnFD2 0.154   0.034 0.476

lnFD3 -0.842   -0.309 0.930

lnTR -1.845   -1.851 0.923

ΔlnEC -6.861***   -6.857*** 0.087***

ΔlnGDP -7.130***   -7.136*** 0.058***

ΔlnFD1 -6.688***   -6.683*** 0.171***

ΔlnFD2 -6.236***   -6.234*** 0.291***

ΔlnFD3 -9.209***   -12.217*** 0.179***

ΔlnTR -7.023***   -7.104*** 0.114***

Note: The unit root tests have an intercept. The optimum lag 
order is selected automatically by usingthe SBC for ADF test and 
the bandwidth is selected by using the Newey-West method for 
PP and KPSS tests. *** denotes significant at 1% level.
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The Johansen-Juselius cointegration approach 
is also employed to complement the findings 
of ARDL bounds testing for cointegration. The 
Johansen-Juselius procedure requires that the 
variables should be integrated at I(1).The unit root 
tests validate the use of this cointegration test. The 
optimum lag order is selected by using multivari-
ate VAR model based on SBC. The results of the 
trace and maximum eigenvalue statistics reported 
in Table 5 indicate the presence of cointegration 
relationship between the variables in all cases. 
In other words, the results show an evidence of 
at least one cointegration vector for case 1 and 2. 
The results also show that there are at least three 
cointegration vectors for case 3.

Having found the long-run relationship in 
all cases, we can estimate long and short-run 
coefficients in the equations. Table 6 provides 
the long-run estimation results based on ARDL 
approach along with diagnostic test statistics such 
as serial correlation, functional form, normality 
and heteroscedasticity. The results show that all 
the variables are statistically significant and have 
the expected signs in all cases. Our central inter-
est is the long-run relationship between financial 
development and energy consumption. The coef-
ficients of lnFD1, lnFD2 and lnFD3 with respect 

to lnEC are positive and significant indicating 
that financial development contributes to energy 
consumption in the long-run. The results imply 

Table 4. ARDL cointegration test results 

Max. Lag Opt. Lag F-Statistics ECTt-1(t-ratio) Result

Case 1 5 (4,5,3,5) 7.165*** -0.842(-6.950)*** Cointegration

Case 2 5 (4,4,5,5) 5.249** -0.516(-6.088)*** Cointegration

Case 3 3 (3,0,3,2) 6.667*** -0.305(-7.094)*** Cointegration

Critical Values for F-statistics Lower I(0) Upper I(1)

1% 5.17 6.36

5% 4.01 5.07

10% 3.47 4.45

Diag. Test Statistics R2 F-Statistic J-B Normality
Test

ARCH LM
Test

Ramsey 
RESETtest

B-G LM Test

Case 1 0.914 9.798[0.00] 1.074[0.584] 1.377[0.240] 0.984[0.332] 0.035[0.850]

Case 2 0.902 8.465[0.00] 1.545[0.461] 0.096[0.756] 0.139[0.712] 0.032[0.856]

Case 3 0.857 12.062[0.00] 0.088[0.956] 0.986[0.320] 3.144[0.086] 1.154[0.282]

Note: Values in brackets are p-values. *** and ** denote significant at 1% and 5% levels. The critical values are obtained from Pesaran et 
al. (2001, p.301), critical values for the bounds test: case V: unrestricted intercept and unrestricted trend

Table 5. Johansen-juselius cointegration test 
results 

Hypotheses Trace 
Statistic

5% CV Max. Eigen 
Value

5% CV

Case 1: lnEC, lnGDP, lnFD1 and lnTR. Lag 2

R=0 72.041*** 63.876 47.163*** 32.118

R≤1 24.877 42.915 14.689 25.823

R≤2 10.188 25.872 7.580 19.387

R≤3 2.607 12.517 2.607 12.517

Case 2: lnEC, lnGDP, lnFD2 and lnTR. Lag 3

R=0 60.461* 63.876 34.824*** 32.118

R≤1 25.637 42.915 13.858 25.823

R≤2 11.778 25.872 8.765 19.387

R≤3 3.013 12.517 3.013 12.517

Case 3: lnEC, lnGDP, lnFD2 and lnTR. Lag 4

R=0 96.625*** 63.876 42.188*** 32.118

R≤1 54.437*** 42.915 29.072** 25.823

R≤2 25.364* 25.872 20.525** 19.387

R≤3 4.839 12.517 4.839 12.517

Note: Test statistics show the results of the model with constant 
and trend. ***, ** and * denote significant at 1%, 5% and 10% 
levels, respectively.
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that financial development is a determinant of 
energy consumption in the case of Turkey. The 
coefficient value of 0.065, 0.179 and 0.306 for 
lnFD1, lnFD2 and lnFD3, respectively, suggests 
that a 1% increase in domestic credit provided 
by banking sector, the domestic credit to private 
sector and money-quasi money leads to around 
0.065%, 0.179% and 0.306% increase in energy 
consumption, respectively. Furthermore, in all 
cases the significant positive coefficients of lnGDP 

and lnTR with respect to lnEC suggest that energy 
consumption increases with the increase of real 
income and trade openness. The results confirm 
the validity of hypotheses of economic growth and 
trade-led energy consumption in Turkish economy.

The results of serial correlation, functional 
form, normality and heteroscedasticity reported 
in the lower part of Table 6 reveal that the un-
derlying models pass all the diagnostic tests. We 
also apply the CUSUM and CUSUMsq tests to 

Table 6. Long-run estimates based on selected ARDL models 

Regressors Case 1 Case 2 Case 3

lnGDP 2.184(15.234)*** 1.886(6.735)*** 2.419(5.544)***

lnFD1 0.065(2.810)***

lnFD2 0.179(1.664)a

lnFD3 0.306(2.256)**

lnTR 0.330(9.172)*** 0.260(4.498)*** 0.392(4.557)***

C -11.758(-10.019*** -9.634(-4.529)*** -14.346(-3.934)***

Diagnostic Test Statistics

R2 0.998 0.998 0.998

Adj-R2 0.997 0.997 0.997

F-statistic 898.752[0.000] 735.941[0.000] 1615.319[0.000]

J-B normality test 1.464[0.480] 1.535[0.464] 0.203[0.903]

ARCH LM test 1.499[0.220] 0.266[0.605] 0.655[0.418]

Ramsey RESET test 0.235[0.632] 0.245[0.624] 2.640[0.113]

B-G LM test 0.105[0.745] 0.000[0.985] 0.068[0.793]

Note: Values in brackets are p-values. Values in parenthesis are t-statistics. ***and ** denote significant at 1% and 5% levels. a indicates 
significant at 11% level.

Figure 1. CUSUM and CUSUMsq for Case 1



307

Financial Development and Energy Consumption in Turkey
﻿

investigate the stability of long-run coefficients. 
The plots of CUSUM and CUSUMsq statistics 
for all cases are reported in Figure 1, 2 and 3. The 
results imply that the estimated parameters are 
stable over the period because the plots of both 
CUSUM and CUSUMsq fall inside the critical 
bounds of 5% significance. Thus, we can use the 
estimation results of the ARDL model for policy 
implication in the case of Turkey.

Table 7 reports the short-run estimation results 
in ECM along with some diagnostic tests. The 
results show an insignificant relationship between 
financial development and energy consumption in 
the short-run. Similar to the long-run results, in 
all cases, the short-run results indicate that there 
is a positive and significant relation between real 
income and energy consumption. In addition, it 
is found that trade openness is positive linked 
with energy consumption. Based on these empiri-
cal findings, higher economic growth and trade 

openness will result more energy consumption 
in Turkey. On the other hand, the coefficients of 
ECMt-1 are found to be statistically significant 
with negative sign in all cases implying that 
energy consumption is corrected from the short 
towards long-run equilibrium by 84%, 52% and 
31%, respectively each year.

The existence of a long-run relationship be-
tween financial development, real income, trade 
openness and energy consumption implies that 
there is at least one way directional causal relation-
ship between the variables. The results of short 
and long-run Granger causality based on VECM 
are summarized in Table 8. In the long run we 
find unidirectional Granger causality running 
from financial development, real income and 
trade openness to energy consumption for case 2 
and 3. This indicates that financial development, 
economic growth and trade openness cause energy 
consumption. In all cases, we also find unidirec-

Figure 2. CUSUM and CUSUMsq for Case 2

Figure 3. CUSUM and CUSUMsq for Case 3
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tional Granger causality running from financial 
development to energy consumption in the short 
run. Thus, the study presents an evidence that 
financial development cause energy consumption 
in both the short and long run.

CONCLUSION AND POLICY 
IMPLICATIONS

The basic motivation for this study is the lack of 
studies that investigate the relationship between 
financial development and energy consumption in 
the case of Turkey. The study examines this rela-
tionship by adding real income and trade openness 
to the empirical analysis for 1960-2011 period. 
Before testing for cointegration and causality 
relationships, ADF, PP and KPSS unit root tests 
are applied. The results suggest that all series are 
stationary in their first differences, hence validate 
the use of ARDL bounds testing and Johansen-
Juselius approaches for cointegration. The coin-
tegration tests reveal the presence of a long-run 
relationship between the variables. We find that 
the impact of financial development, real income, 
and trade openness on energy consumption is 

positive and statistically significant. This implies 
that financial development, economic growth, and 
trade openness increase energy consumption in 
Turkey in the long-run.

The Granger causality test based on VECM 
reveals long-run unidirectional causality from 
financial development, real income and trade 
openness to energy consumption indicating that 
financial development, economic growth and trade 
openness cause energy consumption. We also find 
unidirectional causality running from financial 
development to energy consumption in the short 
run. Thus, the study provides an evidence that 
financial development cause energy consumption 
in the case of Turkey over the period. The coef-
ficients of estimated ECTs are also negative and 
statistically significant at 1% level of significance 
indicating that any deviation from the long-run 
equilibrium between variables is corrected for each 
period to return the long-run equilibrium level. 
In addition, we find that long-run parameters are 
stable over the period implying that the estimation 
results of the ARDL model can be used for policy 
implication in case of Turkey.

Turkey’s energy demand has been permanently 
increasing in last two decades. Moreover, finan-

Table 7. Short-run estimates based on selected ARDL models 

Regressors Case 1 Case 2 Case 3

ΔlnGDP 0.795(11.257)*** 0.784(9.670)*** 0.708(8.717)***

ΔlnFD1 -0.004(-0.213)

ΔlnFD2 0.031(1.301)

ΔlnFD3 0.007(0.292)

ΔlnTR 0.121(5.840)*** 0.093(4.507)*** 0.090(4.552)***

ΔC -0.033(-5.023)*** -0.015(-6.088)*** -0.016(-3.004)***

Diagnostic Test Statistics

R2 0.911 0.900 0.852

Adj-R2 0.858 0.836 0.818

F-statistic 17.471*** 14.073*** 25.041***

RSS 0.007 0.007 0.011

SE of regression 0.015 0.017 0.017

Note: Values in parenthesis are t-statistics. *** denotes significant at 1% level.
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cial development, economic growth and trade 
openness positively affect energy consumption in 
Turkish economy. The empirical results indicate 
that financial development is a determinant of 
energy consumption. Therefore, the projections 
regarding energy demand in Turkey should in-
clude financial development indicators used in 

the study. Otherwise, actual energy demand may 
be underestimated. Turkey should perform an 
appropriate energy policy without compromis-
ing outward-oriented trade, growth and financial 
development policies. Firstly, the government 
should direct the financial institutions to invest in 
energy infrastructure to meet the rising demand 

Table 8. VECM granger causality results 

Dependent 
Variable

Short-Run Granger Causality Long-Run Granger Causality

ΔlnEC ΔlnGDP ΔlnFD1 ΔlnFD2 ΔlnFD3 ΔlnTR ECTt-1(t-ratio)

Case 1: Energy consumption, real income, domestic credit provided by banking sector and trade openness

ΔlnEC - 2.495* 2.184* - - 1.907 -0.991

[0.059] [0.089] [0.130] (0.331)

ΔlnGDP 2.210* - 2.367* - - 1.495 0.955

[0.086] [0.070] [0.228] (0.348)

ΔlnFD1 0.491 1.026 - - - 0.425 0.395

[0.779] [0.424] [0.826] (0.696)

ΔlnTR 0.511 1.034 0.196 - - - 0.026

[0.764] [0.420] [0.960] (0.978)

Case 2: Energy consumption, real income, domestic credit to private sector and trade openness

ΔlnEC - 0.876 - 2.488* - 1.636 -1.948*

[0.511] [0.059] [0.188] (0.063)

ΔlnGDP 0.901 - - 2.036 - 1.349 0.227

[0.496] [0.109] [0.278] (0.821)

ΔlnFD2 0.331 0.420 - - - 1.024 1.482

[0.888] [0.829] [0.425] (0.151)

ΔlnTR 1.149 2.051 - 0.862 - - -1.301

[0.362] [0.107] [0.520] (0.205)

Case 3:Energy consumption, real income, money-quasi money and trade openness

ΔlnEC - 0.301 - - 6.189*** 1.538 -1.979*

[0.823] [0.001] [0.222] (0.055)

ΔlnGDP 1.555 - - - 3.778** 0.644 0.572

[0.218] [0.019] [0.591] (0.570)

ΔlnFD3 1.233 0.281 - - - 0.301 -0.703

[0.312] [0.838] [0.824] (0.486)

ΔlnTR 0.297 0.751 - - 0.753 - 0.997

[0.827] [0.529] [0.528] (0.325)

Note: Values in brackets are p-values for Wald tests with F distribution. The optimum lag is based on AIC. Δ represents the first 
difference operator. ***, ** and * denote significant at 1%, 5% and 10% levels, respectively.
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for energy. Secondly, the government should ex-
plore the new alternative energy resources such 
as hydroelectric, thermal and wind power plants 
and increase the share of renewable sources in the 
energy efficiency/saving projects. Finally, some 
measurements that enhance the energy efficiency 
and reduce the wastage of energy should be taken.
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KEY TERMS & DEFINITIONS

ARDL Bounds Testing: ARDL bounds testing 
approach is a cointegration method developed by 
Pesaran et al. (2001) to test presence of the long 
run relationship between the variables. This proce-
dure, relatively new method, has many advantages 
over the classical cointegration tests. Firstly, the 
approach is used irrespective of whether the se-
ries are I(0) or I(1). Secondly, unrestricted error 
correction model (UECM) can be derived from 
the ARDL bounds testing through a simple linear 
transformation. This model has both short and 
long run dynamics. Thirdly, the empirical results 
show that the approach is superior and provides 
consistent results for small sample.

Energy Consumption: Energy consumption 
is the consumption of energy or power. Per capita 
or total energy use can be employed in empirical 
analyses.

Financial Development: Financial develop-
ment means some improvements in producing 
information about possible investments and al-
locating capital, monitoring firms and exerting 
corporate governance, trading, diversification, 
and management of risk, mobilization and pool-
ing of savings, easing the exchange of goods and 
services. These financial functions affect savings 
andinvestment decisions, and technological in-
novationsand hence economic growth.

Turkey: Turkey is one of the developing coun-
tries which are rapidly growing such as China and 
India. Turkey has been one of the major recipients 
of FDI and integrated with the globalized world 
economy accelerated by Turkey’s EU accession 
process. It has experienced rapid economic growth 
between 2002 and 2012 with an average annual 
real GDP growth of 5 percent. In addition, Tur-
key’s foreign trade has developed from the year of 
2002. Nowadays, energy, financial development, 
economic growth and foreign trade are seen as 
crucial policy areas in Turkey.

Vector Error Correction Model: Generally, 
after examining the long-run relationship between 
the variables, standard Granger causality based on 
VAR system or Granger causality based on vec-
tor error correction model are used to determine 
the direction of causality between the variables. 
If there is a cointegration between the variables, 
vector error correction model can be used. This 
method is known as augmented Granger causality 
test. In this approach, error correction term (ECT) 
is added to the VAR system. The significance 
t-statistic on the parameter of ECT indicates that 
there is an evidence of the existence of the long 
run relationship and long run causality between 
the variables.
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Investor Sentiment and 
Stock Returns:

Out of Sample Evidence

ABSTRACT

In this chapter, the authors investigate the relationship between investor sentiment and stock returns in 
an out of sample market, namely Borsa Istanbul. The authors use the Consumer Confidence Index as an 
investor sentiment proxy, while utilizing BIST Second National Index as a measure of small capitalized 
stock returns. The sample period spans from January 2004 to May 2014. By using monthly data, the 
authors employ cointegration test and error–correction based Granger causality models. The authors’ 
findings suggest that there is a long-term relationship between investor sentiment and stock returns in 
Borsa Istanbul. Moreover, a unidirectional causal relationship from investor sentiment to stock returns 
is also found.

INTRODUCTION

Efficiency of the capital markets is a widely de-
bated topic in finance literature. The first view 
suggests that capital markets are efficient and 
security prices reflect all available information. 
Nevertheless the second approach comes up with 
a different explanation. This approach denies the 

efficiency of the capital markets. A number of 
market anomalies are used as evidence against 
the efficiency of the capital markets. Moreover, 
reasons as well as existence of market anomalies 
are widely investigated. Attempts to explain mar-
ket anomalies on a rational ground failed in some 
occasions. On the contrary, sentiment is found to 
exacerbate anomalies (Stambaugh, Yu, & Yuan, 
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2012). Thus, physiological explanations appeared 
as a remedy to clarify the roots of deviations from 
market efficiency. Kahneman and Tversky (1979) 
is a pioneering study that introduces investor psy-
chology as a significant factor in capital markets 
and the area is referred to as behavioral finance.

Aim of this study is to investigate the rela-
tionship between investor sentiment and stock 
returns in Borsa İstanbul. The sample period 
extends from January 2004 to May 2014. We 
use Consumer Confidence Index as an investor 
sentiment proxy, while BIST Second National 
Index is used to measure small capitalized stock 
returns. We employ cointegration test and er-
ror–correction based Granger causality models 
by using monthly data. The majority of relevant 
empirical studies use sorted portfolio returns for 
measuring returns of small capitalized firms. 
Instead we use an index that exclusively reflects 
performance of small capitalized firms, namely 
BIST Second National Index. Furthermore, a 
great body of literature employs market-driven 
sentiment measures to proxy investor sentiment. 
Up to our best knowledge, this study is the first 
to establish a connnection between consumer 
confidence index and a market index designed 
for small firms.

The rest of the paper is organized as follows. 
The next section examines investor sentiment is-
sue. The third section summarizes the literature. 
The fourth section presents the methodology and 
data. And the fifth section reports the empirical 
results. The last section concludes the paper.

INVESTOR SENTIMENT

Behavioral finance approach includes a number 
of sub-theories. The term “noise” has a unique 
position among these theories. The term noise is 
originated by Black (1986) and it refers to “incor-
rect signals” shared among the participants of the 
capital markets. The investors who try to exploit 
noise are called noise traders. Moreover, noise 

trading cannot be attributed to specific group 
investors. On the contrary, noise trading may have 
a pervasive character across the capital markets. 
Thus, diversifying the noise originated security 
price deviations would not be possible. In this 
manner, noise would earn a systematic character 
as a source of risk and it should be involved in 
the return generation processes. Limited arbitrage 
makes it easier for noise trading to impact asset 
prices (Shleifer & Summers, 1990).

Although noise introduces additional risks, 
investors in fact benefits from its existence. As 
noise originates from incorrect signals, informa-
tion reflects the correct signals in the market. 
However, the potential problem arises from the cor-
rectness of the signals reaching the marketplace. 
If every market participant trades on the correct 
signals, nobody would find counterparty. Since 
all participants share the very same information, 
all expectations regarding the future would be 
the same. This harmony in expectations would 
prevent security trades. Nevertheless, if some 
of the participants make noisy decisions, they 
would constitute ideal counterparties for rational 
investors. As a result, we may expect a positive 
association between the volume of noise trading 
and the liquidity of the general market. However, 
since the correct signals do not guarantee a good 
return, rational investors would not be able to fully 
exploit the incorrect expectations of the noise 
traders. Security prices would always reflect noise 
as well as information (Black, 1986, p.530-532).

De Long, Shleifer, Summers and Waldmann 
(1990) associate noise trading with investor sen-
timent. Beginning with the separation between 
rational investors and noise traders suggested by 
Black (1986), they attempt to better explain the 
motives behind the noise traders. De Long et al. 
(1990) suggest that rational expectations deter-
mine the decisions of rational investors. On the 
contrary, noise traders’ investment decisions are 
influenced by their sentiment. Sentiment deter-
mines the level of expectations of noise traders 
and these expectations may be lower or higher 
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than the rational level. Since rational investors 
and noise traders make transactions with their 
own motives, market prices reflect correct and 
incorrect signals. Nevertheless, if sentiment of the 
noise traders has a pervasive impact on majority of 
the stocks, the risk arising from the sentiment of 
the noise trades would not be diversified. Barber, 
Odean and Zhu (2009) find a correlated investment 
behavior among individual investors and report 
psychological factors as the main source of these 
correlated trades. As a result, investor sentiment 
appears as an additional source of risk that should 
be priced in the market. Furthermore, investor 
sentiment does not seem to be restricted with lo-
cal markets. Baker, Wurgler and Yuan (2012) find 
that investor sentiment has a forecasting ability of 
global stock returns. Another important issue is 
related with the size of the impact of noise trad-
ers on the general market equivalence. Mendel 
and Shleifer (2012) conjecture that noise traders 
have disproportionately (relative to their size in 
the market) high impact on market equilibrium.

Although arbitrage activities of rational inves-
tors is thought to be a potential tool for stabilizing 
market demand, limits to arbitrage prevent rational 
investors’ willingness to take position against 
noise traders (Baker & Wurgler, 2007, p.130). The 
most important limit to arbitrage is that riskless 
arbitrage would not be possible with irrational 
demand of noise traders. Although mean rever-
sion is generally valid for rational investors, it may 
not exist for noise traders. If negative sentiment 
of noise traders drive security prices down, this 
pessimism would not revert to mean. Moreover, 
prices would decline further due to long-lasting 
pessimism of noise traders. Thus, a mean-reversion 
based strategy to take position against noise trad-
ers may not work properly (De Long et al., 1990, 
p.705). Another finding supporting this thought 
is that investor sentiment impairs the conventional 
risk-return relationship (Yu & Yuan, 2011). Thus, 
rational expectations would not be sufficient to 
make abnormal returns in a market, where investor 
sentiment prevails.

After documenting the existence of noise trad-
ing, another question remaining is related with 
the stock preferences of noise traders. A widely 
documented interest is that individual investors 
(noise traders) invest heavily in small capitalization 
stocks (Lee, Shleifer, & Thaler, 1991). Another 
finding associated with noise traders’ portfolios 
is that riskier stocks are preferred by noise traders 
(Trueman, 1988).

A growing body of literature investigates the 
relationship between investor sentiment and stock 
returns. However, majority of these studies exam-
ine the existence of investor sentiment effect in 
developed countries they find that investor senti-
ment is an indicator for stock returns (Lee et al., 
1991; Leonard & Shull, 1996; Baker & Wurgler, 
2006; Bathia & Bredin, 2013). Nevertheless, some 
of the empirical studies do not find such a predic-
tive ability of investor sentiment (Elton, Gruber, 
& Busse, 1998; Doukas & Milonas, 2004; Kling 
& Gao, 2008; Canbas & Kandir, 2009).

Recently, empirical studies tend to establish 
a relationship between investor sentiment and 
consumer confidence (Charoenrook, 2005; Qiu 
& Welch, 2006; Lemmon & Portniaguina, 2006; 
Schmeling, 2009; Bathia & Bredin, 2013). This 
relationship may be logical since both terms refer 
to similar economic agents. Investor sentiment 
theory classifies noise traders as individuals or 
retail investors whereas the surveys designed for 
calculating consumer confidence indices aim 
households or individuals. Thus perceptions of 
individuals about current and expected economic 
conditions measured by consumer confidence 
index may be aligned with the interests of retail 
investors. Moreover, Fisher and Statman (2003) 
find that consumer confidence indices in the 
USA are associated with American Association 
of Individual Investors Sentiment Index designed 
for directly measuring investor sentiment. On the 
other hand, theoretical explanations are possible 
about the role of consumer confidence in stock 
pricing. There are two channels through which 
we can establish the connection between stock 
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prices and consumer confidence. The first reason 
is that higher stock prices mean higher wealth. In 
turn, we may expect a positive sentiment among 
investors. The second motive is that investors may 
interpret higher stock prices as a sign of improving 
economic conditions in the future (Jansen & Na-
huis, 2003, p.90). Beside theoretical advantages, 
the favorable position of consumer confidence 
comes from its availability. As of 2007, consumer 
confidence surveys are regularly conducted in 
at least forty-five countries around the world 
(Curtin, 2007). Furthermore, predictive ability 
of consumer confidence is not limited with stock 
market. Household spending may be estimated by 
consumer sentiment (Carroll, Fuhrer, & Wilcox, 
1994). Likewise, consumer confidence may help 
estimating other economic indicators, such as 
interest rates (Bram & Ludvigson, 1998).

LITERATURE REVIEW

Investor sentiment literature employs some typi-
cal investor sentiment proxies. Closed-end fund 
discount has a prominent role in a majority of the 
empirical studies. Lee et al. (1991) investigate the 
association between stock returns and closed-end 
fund discount in USA. Their findings demonstrate 
that closed-end fund discount shares a significant 
relationship with small stock returns. In the same 
manner, Leonard and Shull (1996) use closed-end 
fund discount as a proxy of investor sentiment and 
find that investor sentiment is an important factor 
for NYSE stocks.

Beside the studies revealing the importance 
of investor sentiment in the pricing process of 
securities, some others report a limited impact. 
Elton et al. (1998) detect that other pricing factors 
play a more significant role than investor sentiment 
in stock pricing. Likewise, Doukas and Milonas 
(2004) find sector indices to be more important 
than closed-end fund discount in explaining Greek 
stock returns. Although they employ a number of 
various sentiment proxies Brown and Cliff (2004) 

fail to report predictive power of investor sentiment 
for future stock returns. Kling and Gao (2008) 
do not report an ability of investor sentiment to 
predict future Chinese stock returns. Moreover, 
Canbas and Kandir (2009) also report a bidirec-
tional relationship between investor sentiment and 
stock returns in Turkey. Stock returns are found 
to impact investor sentiment.

Another strand of literature employs mu-
tual fund flows as a sentiment proxy. Brown, 
Goetzmann, Hiraki, Shiraishi and Watanabe 
(2003) find daily mutual fund flow as a signifi-
cant investor sentiment proxy in USA and Japan. 
Likewise, by using mutual fund flows as a proxy 
of investor sentiment, Chi, Zhuang and Song 
(2012) document a significant impact of investor 
sentiment on Chinese stock returns. Similarly, 
Ben-Rephael, Kandel and Wohl (2012) employ 
mutual fund flows as sentiment indicator and 
detect a significant sentiment influence on small 
and growth US stocks. These findings do not 
seem surprising or interesting, since Indro (2004) 
defines mutual fund flows as a reasonable proxy 
of investor sentiment.

Share turnover is another investor sentiment 
proxy. Baker and Stein (2004) employ share 
turnover as an investor sentiment Proxy and find 
a predictivie power of sentiment for future US 
market returns. Chen, Chen and Lee (2013) ex-
amine the distinctions among industries in terms 
of sensitivity to investor sentiment proxied by 
turnover. By considering several industries from 
11 Asian countries, they contend that investor 
sentiment influences industry returns at differ-
ent levels.

Investor sentiment indices and a group of 
proxies are employed in some studies. Neal and 
Wheatley (1998) use three investor sentiment 
proxies, namely closed-end fund discount, mutual 
fund redemptions and odd-lot sales to purchases 
ratio. They find that all proxies except odd-lot 
sales to purchases ratio affect stock returnsBaker 
and Wurgler (2006) generate an investor sentiment 
index based on six investor sentiment proxies, 
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namely closed-end fund discount, share turnover, 
IPO data, share of equity issues in total security 
issues and dividend premium. Although some 
control variables are used in the model, investor 
sentiment effect is found to exist. Corredor, Ferrer 
and Santamaria (2013) find that investor sentiment 
has a pervasive impact on stock returns in four 
markets, namely France, Germany, Spain and 
UK. They employ various sentiment measures, 
the sentiment index constructed by Baker and 
Wurgler (2006), and consumer confidence index. 
However, findings show variability in terms of 
significance among countries. Baker, Wurgler and 
Yuan (2012) extend the literature by investigating 
the existence of investor sentiment in a global 
context. By constructing one global and separate 
sentiment indices for six developed markets, they 
find that investor sentiment has forecasting ability 
of stock returns both in local and global markets.

IPO activities also appear as a sentiment proxy 
in a number of studies. Dorn (2009) find investor 
sentiment as the basic motive behind the demand 
of retail investors for IPOs in Germany. Alimov 
and Mikkelson (2012) document a relationship 
between investor sentiment and IPO volume in 
the USA. Moreover, post IPO performance is 
also found to be impacted by investor sentiment. 
Likewise, Jiang and Li (2013) establish a connec-
tion between investor sentiment and IPO pricing 
in Hong Kong stock market. Neupane, Paudyal 
and Thapa (2014) examine the sources of demand 
for participating IPO activities in India and find 
that although rational explanations are available 
for institutional investors; investor sentiment is the 
main determinant of retail investment activities.

Recently, a growing body of literature attempts 
to construct a relationship between and investor 
sentiment and consumer confidence. Ottoo (1999) 
detects a contemparenous relationship between 
changes in consumer confidence and changes in 
stock market index. Lettau and Ludvigson (2001) 
examine the impact of consumption on US stock 
returns and detect predictibility power of consump-
tion for not only stock returns but also interest 

rates. Likewise, Fisher and Statman (2003) find 
that consumer confidence predicts future stock 
returns in the USA. Jansen and Nahuis (2003) 
investigate the relationship between consumer 
confidence and stock returns in 11 European 
countries. In most of the countries, Stock returns 
are found to Granger-cause consumer confidence 
at short horizons. Charoenrook (2005) examines 
association between change in consumer confi-
dence and stock returns. Analysis results show 
that consumer confidence estimates future stock 
returns. Qiu and Welch (2006) answer three main 
questions. First, closed-end fund discount is not 
found to be good proxy of investor sentiment, 
while consumer confidence index is correlated 
with sentiment index. Moreover, consumer confi-
dence is capable of estimating small firm returns. 
Lemmon and Portniaguina (2006) demonstrate 
that investor sentiment forecasts returns of small 
stocks and the stocks ignored by institutional 
investors in USA. Schmeling (2009) reports inves-
tor sentiment measured by consumer confidence 
index as a significant predictor future returns in 18 
developed countries. Chen (2011a) examines the 
relationship between stock returns and consumer 
confidence in the USA. Findings demonstrate 
that there is a bidirectional relationship between 
consumer confidence and stock returns. Chen 
(2011b) documents an adverse impact of nega-
tive consumer sentiment on S&P 500 returns for 
1978-2009 periods. Bathia and Bredin (2013) 
investigate the impact of investor sentiment on 
stock prices in G7 countries. By using several 
sentiment proxies including consumer confidence, 
they find investor sentiment, particularly consumer 
confidence influence stock returns.

DATA AND METHODOLOGY

The sample period spans from January 2004 
to May 2014. Monthly data of two variables, 
namely BIST Second National Index (XIU) and 
Consumer Confidence Index (CCI) are used. Thus 
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total number of observations is 125. The choice 
of time period is determined by the availability 
of CCI data. In Turkey, CCI has been calculated 
since the beginning of 2004.

The first variable, namely Consumer Confi-
dence Index (CCI) is used as an investor sentiment 
proxy. CCI is an economic indicator that reflects 
the expectations of consumers for the future 
(Fisher & Statman, 2003). CCI is calculated by 
using Monthly Consumer Tendency Survey data. 
Monthly Consumer Tendency Survey aims to 
measure present situation assessments and future 
period expectations of consumers’ on personal 
financial standing and general economic course 
and to determine consumers’ expenditure and 
saving tendencies for near future. The survey is 
applied to persons at the age of 16 and above as 
a representative of the household in urban and 
rural areas of Turkey. The person is randomly 
selected by the data entry programme (Turkish 
Statistical Institute).

Consumer Confidence Index is calculated 
by the following sub-items (Turkish Statistical 
Institute):

•	 Financial situation expectation of house-
hold over the next 12 months

•	 General economic situation expectation 
over the next 12 months

•	 Number of people unemployed expectation 
over the next 12 months

•	 The probability of saving over the next 12 
months

Consumer Confidence Index takes values 
between 0 and 200. If it is above 100, it means 
consumer confidence is optimistic, if it is below 
100, consumer confidence is pessimistic (Turkish 
Statistical Institute).

Since the survey is applied to households, CCI 
is related with individual or retail investors rather 
than institutional investors. This characteristic of 
CCI makes it a proxy candidate of investor senti-
ment. Recently, a number of studies employ CCI 

to proxy investor sentiment (Charoenrook, 2005; 
Qiu & Welch, 2006; Lemmon & Portniaguina, 
2006; Schmeling, 2009; Bathia & Bredin, 2013). 
Consumer confidence Index data are derived from 
Turkish Statistical Institute.

Since small stocks are intensively traded by 
retail investors, they constitute an ideal research 
area for investor sentiment. In order to isolate 
small stocks from big ones, a particular index is 
employed, namely BIST Second National Index. 
The index consists of the stocks of companies 
traded on the Second National Market. Second 
National Market includes small and medium sized 
companies, companies temporarily or permanently 
de-listed from the Second National Market, and 
companies that fail the National Market’s listing 
criteria are traded on the Second National Market. 
Thus, the stocks that are included in BIST Second 
National Index are rather small stocks. As of May 
2014, while the market value of the companies 
listed in National market approaches 530 billion 
TLs, the market value of the companies listed in 
Second National market cannot reach 19 billion 
TLs. The difference is also reflected in avarage 
firm size. While average firm size is in national 
market is about 2.3 billion TLs, average capi-
talization for a Second National Market firm is 
approximately 220 milyon TLs. This difference in 
size makes BIST Second National Index an ideal 
indicator for following price movements of small 
capitalization stocks. BIST Second National Index 
(XIU) data come from Borsa Istanbul internet site 
(http://borsaistanbul.com/en/indices/index-data).

We employ cointegration and error correction 
methods to investigate the relationship between 
investor sentiment and stock returns. Since both 
of the methods depend on stationarity of series. 
Thus, at the first step, stationarity of the series is 
examined by Augmented Dickey–Fuller (ADF) 
test (Dickey & Fuller, 1979) and Phillips–Perron 
(PP) test (Phillips & Perron, 1988).

A possible solution for nonstationarity prob-
lem may be taking differences of the economic 
series and using them in the regression analysis. 

http://borsaistanbul.com/en/indices/index-data
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However, this naïve strategy is alleged to cause 
loss of valuable information. In order to avoid los-
ing information, cointegration analysis is widely 
employed. According to cointegration analysis, 
a linear combination of series may be stationary, 
even though the single series are nonstationary 
(Engle & Granger, 1987, p.275).

In the cointegration analysis, the existence and 
the number of cointegrating vectors are tested. 
Johansen (1988, 1991) and Johansen and Juselius 
(1990) introduce two statistics to test for cointe-
grating vectors. These statistics are maximum 
eigenvalue (λmax) and trace (λtrace). If these tests 
indicate the existence of statistically significant 
cointegrating vectors, a long-run relationship is 
hypothesized among the variables.

Granger causality test is widely used in inves-
tigating causality relationship among variables 
(Granger, 1969). Nevertheless, Granger causality 
test requires stationarity of series. If series are not 
stationary and are not cointegrated, differencing is 
maintained for Granger causality test. On the other 
hand, if series are nonstationary but cointegrated, 
Granger causality test would not be an ideal solu-
tion. In this case, error correction model (ECM) 
introduced by Engle and Granger (1987) is used 
for testing causality. ECM would be specified as 
follows (Granger, 1988):
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where, ECt-1 is the error correction term obtained 
from the cointegration vector, β, δ and λ are pa-
rameters to be estimated.

EMPIRICAL RESULTS

At the first step, descriptive statistics of the data are 
summarized and stationarity of series is examined. 
Then cointegration and error correction results 
are reported. Table 1 presents summary statistics.

Mean CCI level is about 78, whereas maximum 
and minimum CCI levels are about 99 and 56, 
respectively. Since CCI never reaches 100, Turk-
ish consumers seem to be pessimistic. Although 
there are variations in CCI, pessimism generally 
dominates. The average level of XIU exceeds 
25.000 with maximum and minimum values of 
aproximately 58.000 and 8.500, respectively. 
Moreover, XIU seems to be much more volatile 
when it is compared with CCI. Table 2 presents 
unit root test results.

Panel A of Table 2 summarizes ADF and PP 
unit root test results at levels. When test results 
are examined both two series seem to be nonsta-
tionary at 95% significance level. Whereas unit 
root test results for in Panel B imply completely 
different results. ADF and PP test findings reveal 
that both series are stationary for first difference 

Table 1. Summary statistics 

Variables Mean Maximum Minimum Std. Dev. Observations

XIU 25396,83 58108,72 8528,64 8196,82 125

CCI 77,84 98,68 55,66 8,98 125

XIU is the BIST second national market index and CCI is the consumer confidence index.
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of the series. Thus, both XIU and CCI series are 
integrated of order 1 (I(1)). Since both series are 
I(1), existence of a long-run relationship between 
XIU and CCI may be investigated by cointegration 
analysis. The lag order used in the Johansen test is 
determined by the Schwarz information criterion 
(Schwarz, 1978). Cointegration test results are 
reported in Table 3.

Findings in Table 3 demonstrate that both trace 
and maximum eigenvalue test statistics reject the 
null of zero cointegrating vectors. On the other 
hand, the hypothesis that there is one cointegrat-
ing vector cannot be rejected. These results reveal 
that there is a cointegration relationship between 
XIU and CCI. In other words there is a long-term 
relationship between the variables. Since we 

observe a cointegration relationship, we test the 
direction of the relationship by using vector error 
correction model and present findings in Table 4.

As can be seen from Table 4, error correction 
parameter for ∆XIU is negative and significant 
at 5%. This finding implies that there is a causal 
relationship between XIU and CCI. In other 
words, investor sentiment tends to impact small 
stock returns. However, error correction parameter 
for ∆CCI does not seem to be significant at the 
5%. This means the causal relationship is not a 
bidirectional one. Stock returns do not appear to 
influence investor sentiment. This finding is in 
line with a number of empirical studies (Cha-
roenrook, 2005; Qiu & Welch, 2006; Lemmon & 
Portniaguina, 2006; Schmeling, 2009; Bathia & 

Table 2. Unit root test results 

Panel 1. Results at Levels

ADF PP

Variables Constant Constant and Trend Constant Constant and Trend

XIU -2,651 -2,635 -2,323 -2,311

CCI -2,615 -2,503 -2,309 -2,081

Panel 2. Results at First Difference

ADF PP

Variables Constant Constant and Trend Constant Constant and Trend

XIU -8,448* -8,417* -8,344* -8,310*

CCI -8,698* -8,728* -8,437* -8,462*

XIU is the BIST second national market index and CCI is the consumer confidence index.
* denotes significance at 5%.

Table 3. Johansen cointegration test results 

Variables Hypotheses Eigen 
Values

Trace Statistic Critical Value 
(%5)

P 
Value

Lag 
Length

XIU-CCI H0: r=0
Ha: r≤1

0,138 
0,051

24,763* 
3,841

15,494 
6,493

0,002 
0,108

1

Variables Hypotheses Eigen 
Values

Max-Eigen 
Statistic

Critical Value 
(%5)

P
Value

Lag
Length

XIU-CCI H0: r=0
Ha: r≤1

0,072 
0,049

18,271* 
3,841

14,265 
6,493

0,011 
0,108

1

XIU is the BIST second national market index and CCI is the consumer confidence index.
* denotes significance at 5%.
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Bredin, 2013). This result supports the view that 
investor sentiment can impact prices of assets that 
are primarily owned by noise traders. Consistent 
with this suggestion, sentiment component of 
confidence also forecasts returns on stocks pre-
dominantly held by individuals.

CONCLUSION

In this paper, we examine the relationship between 
investor sentiment and stock returns in Turkey. Our 
sample spans from January 2004 to May 2014. 
Consumer Confidence Index is used as the proxy 
of investor sentiment and BIST Second National 
Index reflects small capitalized stock returns. 
We employ cointegration method as well as error 
correction method.

Our findings suggest that there is a long-term 
relationship between investor sentiment and stock 
returns. Furthermore, the causal relationship is 
from investor sentiment to stock returns, but not 
vice versa.

This study contributes to the current literature 
in three dimensions. First, we employ a survey 
based investor sentiment measure instead of prox-
ies based on market data. Second, the finding that 
investor sentiment predicts stock prices introduces 
significant implications for portfolio management. 
CCI may serve as a leading indicator to deter-
mine appropriate timing for both individual and 
institutional investors. Finally, investor sentiment 

seems to be an additional systematic risk factor in 
the market. Thus diversification would not serve 
eliminating noise trader risk. In turn, noise trader 
risk should be priced appropriately.

We analyze a single segment of Turkish market. 
Results may differ for other markets and differ-
ent market segments. We may examine whether 
effects of investor sentiment are systematically 
correlated accross the aggregate stock market. 
Furthermore, a possible association between 
consumer confidence and other asset types may 
also be investigated.
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KEY TERMS AND DEFINITIONS

Behavioral Finance: A study of the way 
in which psychology inflences the behavior of 
market practitioners, both at the individual and 
group level, and the subsequent effect on markets.

Borsa Istanbul: Borsa İstanbul brings together 
all the exchanges operating in the Turkish capital 
markets under a single roof.

Consumer Confidence Index: An economic 
indicator that reflects the expectations of consum-
ers for the future.

Investor Sentiment: A belief about future cash 
flows and investment risks that is not justified by 
the facts at hand.

Stock Returns: The gain or loss of a stock in 
a particular period.
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The Analysis of 2008 
Global Crisis in Terms of 

the Sustainability of Public 
Debt Stock and Budget 

Deficits of PIIGS Countries 
Panel Data Analysis

ABSTRACT

In this chapter, we have focused the impacts of 2008 global crisis on the debt policies and the sustain-
ability of debts in the PIIGS Countries. For that, the circumstances of the global crisis are examined, 
and the economic condition before the crisis is handled. As a main objective, the public debt indicators 
of PIIGS Countries are pointed out. The ratios and budget units are evaluated in terms of sustainability 
of debts. While making these evaluations and examinations our method was panel data analysis which 
can be found at the end of this chapter. In this method, public debt ratios and the sustainability conditions 
of the public debts in the PIIGS Countries are used as the determinants of public debts sustainability.

BACKGROUND

The house prices got moved downwardly after 
the explosion of the bubbles at the house prices 
in U.S.A. According to S&P/Case-Shiller House 

Prices Index, the rapid increase at the house prices 
since 2002 reversed with the rapid decrease after 
the year of 2006. The index indicates the house 
prices at the February of 2008, %13 decreased 
in contrast with the same time of past year, after 
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six month the ratio was %18. These declines de-
creasingly continued through the 2009. Finally, 
while the house prices decreasing, failure to pay 
off debts of the low income citizens, let the fi-
nancial institutions in a hard position. After the 
failure debts, the houses are conscripted, during 
the conversion into cash of the houses the excess 
supply occurred and this affected the prices more 
decreasingly.

The global financial crisis erupted in Septem-
ber 2008 with the collapse of Lehman Brothers, 
largely as a result of accumulating defaults on 
mortgages and derivative products. The ensuing 
financial sector crisis quickly led to a significant 
decline in credit to the private sector as well as 
to a sharp rise in interest rates. The resulting col-
lapse in U.S. financial institutions led to a collapse 
of equity markets and of international trade and 
industrial production and spread to other advanced 
economies as well as to emerging markets and 
developing countries. Real growth around the 
world declined sharply below projections and 
advanced economies, including the U.S., entered 
into a recession. Only China and developing Asia 
maintained strong growth (Matheson, 2013, p.3).

IMF forecast that the world economy would 
achieve the lowest growth since 2009 with 3,3 
per cent. The Fund, which lowered the growth 
forecast from 3,5 per cent to 3,3 per cent, stated 
that the risk of global deceleration is high (IMF, 
2012, p. 190). According to IMF World Economic 
Outlook Update January 2013, the growth rate of 
developed countries was 1, 6 per cent, whereas 
it was 6, 3 percent for developing countries and 
emerging markets in 2011. In 2012 the rate of 
developed countries was 1, 3 per cent while it 
was 5, 1 per cent for developing countries and 
emerging markets. IMF forecast the 2013 growth 
rate of developed countries as 1, 4 per cent and 
for developing countries and emerging economies 
this rate would be 5,5 per cent. IMF’s forecast of 
EU for 2013 has been revised downward since 
October 2012 and the forecast is 0, 2 per cent 
(Yılmaz; 2013, p. 231).

Liberalising capital movements created pres-
sure both on American and European banking 
systems and European banks dominating the 
international markets were affected negatively 
and the crisis globalised (Akçay, 2012, p. 266). 
Rapid falls in the prices of assets affected all na-
tional and international investors. Hence, when 
problems emerging in loan market spread capital 
markets, an atmosphere of uncertainty and loss 
of credibility affected loan markets, interbank 
markets and capital markets, obstructed corpora-
tions which operate in international markets from 
finding new funds. This situation put extra pres-
sure on banks’ capital competence ratios, caused 
financial decay, bankrupts and bank mergers. 
The financial destabilisations that occurred in 
the financial markets of U.S.A. firstly spread to 
the developed economies of the Western Europe. 
Almost all the fiscal systems of countries impacted 
by the domino effects of the crisis. The European 
banking system that was in a dominant position 
at the international markets, seriously affected by 
the crisis by the October 2008.

The countries that their competition power 
weakened and their public finance indicator de-
formed against the developed economies in the 
European Union, today they are in a concern in 
terms of sustainability of their public debts.

The use of shared currency and the monopoly 
execution of monetary policy by the European 
Central Bank for the Eurozone countries cause 
the tight connections between those countries and 
make a Eurozone country easily affected from the 
other Eurozone country’s negative situation. The 
negative situations rapidly spreads in Eurozen by 
that way.

Besides that, the high integration level of 
financial sectors and real sectors increases the 
level and quickness of affection between the 
members of European Union. On the other hand, 
the countries that adopted the public debts as a 
usual public income after passing Euro currency 
and decreased costs of debts today became the 
lead actors of European debt crisis.
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The subject actors, were under the umbrella 
of Euro with the two strongest member of Euro 
as Germany and France, gained confident of in-
ternational investors and reached the debt income 
in a positive atmosphere and with low costs. The 
opportunity of finding debts with low costs for 
these countries caused higher public expenditure 
and was as incentive factor on financing budget 
deficits with this cheap way.

The absence of competition and often devalu-
ations for taking the growth advantages back of 
these countries, directed them to the domestic 
demand and public expenditures by the reason of 
maintain their economic growth after the obliga-
tion to apply a unique monetary policy. These 
countries choose the way that higher public debts 
once financial environment was suitable for that.

Thus, the debt crisis that occurred in Greece 
at the second half of 2010, covered the Eurozone 
countries and in fact threatened the future of eco-
nomic and monetary union in Europe.

Since public debts, which are already very 
high in PIIGS countries, generally have negations 
in terms of the structure of debts (term structure, 
currency structure, local-foreign creditors and 
interest structure of contracts) in majority of 
these countries, the financial fragility has rapidly 
increased in the aforementioned countries from 
2008 until today. The difficulty of PIIGS countries 
to convert their debts left the financial institutions 
that keep the bonds of these countries in a difficult 
situation, as well. Thus, the European banking 
system has taken a great risk.

The expander policies that applied for re-
stabilisation and eliminate the depressive effects 
of the global crisis on the economy, caused to 
giving fiscal discipline up. Not only in U.S.A., 
several simulative preventions to domestic de-
mand in every country that effected by the crisis, 
ruined public budgets. Public debts are chosen 
for financing budget deficits. Higher public debt 
stocks increased the concerns about maintenance 
of debts and reduced the confident in Europe 
countries in debt.

Public finance dynamics were negatively 
affected by global crisis, too. Budget deficits 
escalated to 12% since 2009 while they are 2% 
of national income in the USA. Public debt stock 
exceeded 100% in 2011 while it was 55% of 
national income in 2007 in the USA. Eurozone 
countries which have a significant position in 
the expansion area of the crisis became the main 
actor of the global crisis as the most recessed 
countries among the developed economies and 
whose budget deficits and public debt stock hit 
record high. Since Euro is the shared currency in 
the Eurozone and mentioned countries’ economies 
are strictly depended to each other, adverse events 
happened one of the Eurozone countries expanded 
rapidly among other Eurozone countries. As a 
matter of fact the debt crisis broke out in Greece 
in the second quarter of 2010 affected the other 
Eurozone countries in a short span of time, led 
to adverse events in PIIGS countries (Portugal, 
Ireland, Italy, Greece, Spain) and Maastricht 
criteria was violated continuously.

In Portugal, while budget-national income 
ratio was 4.6% (surplus) in 2006, deficit was 
10,2% of national income. In 2014, budget deficit 
is expected as 4,2% of national income. While 
budget in Ireland is 2,9% surplus in proportion to 
national income in 2006, budget deficit hit record 
high in 2010: %30 of national income. In Ireland, 
budget deficit is expected as 4% of national in-
come in 2014. In Italy, budget started to have a 
deficit before the crisis. In 2006, as budget had 
a deficit 3,4% ratio of national income, budget 
deficit rose to 5,4% of national income in 2009. 
The budget deficit of Italy estimated as %2,3 of 
its national income. Greece is one of the countries 
that has budget deficit before crisis. The global 
crisis rapidly increased the budget deficits. The 
budget deficit of Greece that realized as %6 in 
2006, increased to %15,6 in 2009. It is estimated 
to decrease under %2,6 in 2014.

Spain had made a budget surplus as %2,4 in 
2006. But Spain got far away from fiscal discipline 
and in 2011, Spain’s budget deficit realized as 
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%11.2 of its national income. This ratio estimated 
as %7 in 2014. (European Commission, Economic 
and Financial Affairs, AMECO database).

PIIGS countries could not reach and provide 
the Maastricht criteria’s in terms of public debt 
stocks. The public debt stock / national income 
ratio realized as %69,4 in 2006 for Portugal. This 
ratio increased till %108,3 in 2011. The subject 
ratio estimated about %124,3 in 2014 for Portugal.

Before the crisis, Ireland could reach the 
Maastricht Criteria with a ratio %24,6 for public 
debt stock / national income ratio. In 2011, this 
ratio became going further %100. Ireland’s ratio 
expected as %120 for the year of 2014.

In Italy, public debt stock / national income 
ratio was realized as %106 in 2006 and %120 in 
2011. The subject ratio is expected as %132 in 
the year of 2014.

Greece is the lead actor of the debt crisis in Eu-
rope with its record level of debt. Greece’s public 
debt stock / national income ratio was realized as 
%107 in 206 and this ratio had increased to %170 
in 2011. There is a strong expectation about this 
ratio as %175 for the year of 2014.

Spain was one of the countries that reached 
criteria for this ratio before the crisis but in 2011 
the subject ratio increased to %70 and estimated 
as %97 for the year of 2014 (European Commis-
sion, Economic and Financial Affairs, AMECO 
database).

OBJECTIVE OF THE STUDY

In this study the effects of the global economic cri-
sis on the PIIGS (Portugal, Ireland, Italy, Greece, 
Spain) countries’ budget deficit and debt stock 
will be examined by using Panel Data Analysis 
over the period 1983-2012.

DATA AND METHODOLOGY

Literature Review

First studies related with sustainability of debts 
depend on stationarity tests. Hamilton and Flavin 
researched the stationarity of debt stock of USA for 
1962-1984 periods and concluded that the budget 
deficit was sustainable. Kremers (1989) stated 
by using the ratio of outstanding external debt of 
USA to the GDP for 1920-1981 periods that the 
budget deficits were not sustainable. The later 
studies continued with researching the existence 
of a long term relationship between the income 
and expense. In this context, the cointegration 
relation between deficit, debt stock and interest 
payments or public expenditures including interest 
was researched. The aforementioned method was 
used by Trehan Walsh (1991), Hakkio and Rush 
(1991), Ahmed and Rogers (1995). In another 
method used by Bohn (1998) the feedback effect 
from debts to budget deficits was tested. In the 
analysis the existence of a negative relationship 
between debt stock and budget deficits which 
means the increase in debt stock was researched.

When the literature was examined related with 
the sustainability of debts time series studies were 
coincided for countries one by one and it was 
observed that European Union countries were 
mostly incorporated to the studies performed with 
panel data. No studies related with PIGS countries 
were coincided.

Application and Conclusions

In this part of the study, in order to test the sus-
tainability indicators stated by Kremers, Hamilton 
and Flavin and Trehan and Walsh, some tests will 
be made for PIGS countries.
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In literature in order to test whether the debts are 
sustainable or not various tests are suggested which 
basically depends on unit root and cointegration 
analyses. Initial tests researched the stationarity 
conditions of debt stock and the ratio of debt 
stock to gdp. If the series of ratio of debt stock to 
gdp is stationary it fulfils the debt sustainability 
condition of Kremers, if the first difference of 
debt stock series is stationary it fulfils the debt 
sustainability condition of Hamilton and Flavin. 
In later studies, (Trehan and Walsh) the long term 
relationship between debt stock and surplus series 
and in this context cointegration tests took part.

Econometrically first of all panel unit root 
tests are being used in order to test the stationar-
ity of debt stock, ratio of debt stock to gdp and 
surplus variables. dit shows the series of debt stock 
(country i=1,…,5 and time t=1980,...,2013), the 
existence of unit root in the series can be tested 
by the basic Augmented Dickey Fuller (ADF) 
specification for panel data.
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This specification allows the lag length ac-
cording to cross section units. There are various 
unit root tests using different null and alternative 
hypotheses:

Hypotheses (A): H0: αi1=0 for all i versus H1: 
αi1<0 for all i

Hypotheses (B): H0: αi1=0 for all i versus H1: 
αi1<0 for some i

Hypotheses (C): H0: αi1<0 for all i versus H1: 
αi1=0 for all i

While hypotheses (A) is used for Levin et 
al. (2002) panel unit root test; hypotheses (B) is 
assumed in Im et al. (2003) and Fisher type tests 
(ADF–Fisher and PP-Fisher) proposed by Mad-

dala and Wu (1999) and Choi (2001). Hypotheses 
(C) is used in Hadri (2000) panel unit root test.

LLC and Hadri unit root tests among afore-
mentioned tests are known as first generation tests 
which do not allow correlation between units and 
do not also allow autoregressive term (ρ) to take 
value according to units as well. IPS and Fisher 
type tests on the other hand allow autoregressive 
term to take value according to units. As the 
CADF test of Pesaran is designed so as to take 
the correlation between units into consideration, 
it is assumed as second generation test and its null 
hypothesis indicates the existence of unit root.

Pedroni (1999), with the aim of investigating 
the existence of the cointegration relation among 
variables in the panel data, suggested seven both 
parametric and non-parametric Philips-Perron 
type panel cointegration tests that suggests “no 
cointegration” in its null hypothesis and permits 
heterogeneity in the alternative hypothesis (four 
of them are panel and three of them are group test 
statistics). Pedroni (1999) presented critical values 
for the conditions of with and without intercepts 
and deterministic trends in his paper. Kao (1999), 
on the other hand, suggested a ADF based panel 
cointegration test with a null hypothesis that 
similarly suggests “no cointegration”. Similarly 
Westerlund (2007), suggested 4 panel cointegra-
tion tests depending on error correction model 
in order to test the existence of cointegration in 
panel data. While autoregressive parameter is not 
allowed to be changed according to units in panel 
variance ratio statistics, autoregressive parameter 
changes from unit to unit in group average vari-
ance ratio statistics.

RESULTS

We use annual unbalanced panel data from 1983 
to 2012 for PIGS Countries (Ireland, Italy, Spain, 
Greece, Portugal). The variable that we consider 
are the debt stock (dit), debt/GDP (dgit) and the 
primary surplus (sit).
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First, we apply several panel unit root tests for 
the series, the pooled and individual panel unit 
root tests results are represented in Table 1 and 
Table 2 respectively. The lag orders are chosen 
by schwarz information criterion and the values 
in the tables are probability values. Pooled unit 
root test results show that the series of ratio of 
debt stock to gdp is not stationary so that the 
sustainability condition of Kremers cannot be 
fulfilled for PIGS countries. On the other hand 
debt stock series is not stationary on the level but 
it becomes stationary when its first difference is 
taken. Therefore the sustainability condition of 
Hamilton and Flavin is fulfilled.

According to ADF and PP (Philips Perron) 
individual panel unit root tests results, debt/
GDP series for all countries are not I(0) in 5% 
significance level. We can say by virtue of these 

results that sustainability hypothesis for Kremers 
is not accepted in all PIGS countries. When the 
sustainability condition of Hamilton and Flavin is 
evaluated separately for each country, it can be said 
that debts are sustainable only in Ireland according 
to ADF Fisher unit root test results while debts 
are sustainable in Ireland and Italy according to 
Philips Perron panel unit root result. In remaining 
countries (Greece, Spain and Portugal) debts are 
not sustainable according to conditions of both 
Kremers and Hamilton & Flavin.

The sustainability condition of Kremers and 
Hamilton&Flavin takes unit root tests as a basis 
however more advanced techniques are used in 
following studies. According to Trehan and Walsh, 
if the debt stock and noninterest budget expendi-
ture are conintegrated, the debts are sustainable. 
In Table 1, unit root tests which are precondition 

Table 1. Pooled unit root tests 

Test dgit dit ∆d
it sit ∆s

it

Levin, Lin & Chu t-stat 0.9275 0.8073 0.0000 0.0400 0.0000

Lm, Pesaran & Shin W-stat 0.9708 0.6913 0.0026 0.0252 0.0000

ADF-Fisher Chi-square 0.8756 0.2534 0.0000 0.0556 0.0000

PP-Fisher Chi-square 0.9905 0.8343 0.0000 0.1109 0.0000

Pesaran CADF 0.605 0.8870 0.0010 0.1860 0.0000

Hadri Z-stat 0.000 0.000 0.1179 0.000 0.7931

The null hypothesis in Hadri-Z test that series are stationary and in other tests the null hypothesis that series are non-stationary.

Table 2. Individual unit root tests 

ADF Fisher Unit Root Test PP Unit Root Test

Country dgit dit ∆d
it dgit dit ∆d

it

Ireland 0.2777 0.3076 0.0001 0.6605 0.6211 0.0001

Greece 0.9727 0.9848 0.2461 0.9721 0.9976 0.2443

Spain 0.5656 0.0648 0.1116 0.6931 0.4961 0.1090

Italy 0.4084 0.3140 0.2079 0.6017 0.4889 0.0381

Portugal 0.9841 0.9959 0.7662 1.0000 0.9997 0.1062

The null hypothesis in tests the null hypothesis that series are non-stationary
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for cointegration take place. As mentioned earlier, 
debt stock series is not stationary on the level while 
its first difference is a stationary series. When 
surplus series is examined it is also observed that 
this series is also not stationary on the level (except 
LLC and IPS tests) but it becomes stationary when 
its first difference is taken. After it is understood 
that both series are I(1) panel cointegration tests 
were used in order to test whether there is a long 
term relationship between them or not.

In Table 3, 7 panel cointegration test statistics 
of Pedroni, 4 panel cointegration test statistics of 
Westerlund and 1 panel cointegration test statistic 
of Kao and also probability values in brackets take 
place. According to all results the null hypothesis 
indicating the existence of long term relationship 
between surplus and debt stock is not refused; a 
long term relationship between the aforementioned 
series is not present. Therefore the sustainability 
condition of Trehan and Wals is not fulfilled.

Econometric Conclusion

In this study, the sustainability condition of Kre-
mers, Hamilton and Flavin and Trehan and Wals 
in PIGS countries between years 1980 and 2013 
was examined. According to both two analyses 
except the sustainability condition of Hamilton 
and Flavin, results support each other and it is 
observed that the debts are not sustainable in 
aforementioned countries in the mentioned date 

interval. When the results of Hamilton and Flavin 
are examined in detail, it is concluded that debts 
in Ireland and Italy are sustainable as the first 
difference of the debt stock series is stationary.
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KEY TERMS AND DEFINITIONS

Global Crisis: This term directly references to 
the global economic crisis which occurred in 2008 
at USA and covered all of the world next years.

PIIGS: This abbreviation is occurred by the 
first letters of Portugal, Ireland, Italy, Greece and 
Spain which are the leading actors of the European 
debt crisis.

Public Debt Stock: This term indicates the 
total amount of the debts of governments. This 
is an important indicator to evaluate the debt 
sustainability of a country and gives significant 
expressions about the weakness or strong sides 
of an economy.

Sustainability: Sustainability is a term that 
shows how long an economy can bring the negative 
indicators without stepping into a crisis.
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Model in South Africa Requires 

Capacity Building Injection

ABSTRACT

This chapter is based on the premise of Social Housing Institutions (SHIs) sustainability mechanisms. It 
is informed largely by National Housing Finance Corporation’s (NHFC’s) research findings on social 
housing developments commissioned on its behalf. The broad aim of the study was to conduct an audit 
survey through a critical appraisal and analysis of one of South Africa’s social housing projects. The 
methodological approach was primarily through a thorough literature and documentation review this 
study had examined in addition to quantitative findings; the definition of social housing as a concept 
and how it has been operationalized in different markets. According to the findings the low levels of 
employment, low levels of income and the lack of industries in the area suggest that the affordability 
levels of the project tenants are low.

INTRODUCTION

Any form of housing, property investment in par-
ticular is a function of a country’s macro-economic 
activity, levels of its employed population, GDP 
growth plus budget and expenditure framework. 
The Gross Domestic Product (GDP) in South Af-

rica expanded to an annualized 3.8% in the fourth 
quarter of 2013 (National Treasury, 2014). The 
GDP growth rate in South Africa is reported by 
the Statistics South Africa to have averaged 3.2% 
from 1993 until 2013.

By March 1996 the country’s GDP growth 
rate recorded an all-time high of 7.6% while a 
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negative growth of 2.70% was posted in March 
2009. South Africa’s export-based economy is the 
largest and most developed in Africa. The graph 
below demonstrates that even though South Africa 
has the biggest economy in the continent, its GDP 
growth is lagging behind other African countries. 
The countries comprising the top five ranking led 
by South Africa are Nigeria, Egypt, Algeria and 
Angola had shown exceptional economic growth 
in recent years. Equatorial Guinea recorded the 
continents’ highest GDP rate of 38% in 2004 and 
being the worst performing economy as reflected 
in the graph.

South Africa’s GDP growth rate by peer 
comparison had been tepid and lackluster. It is 
in Southern African states that SA’s GDP growth 
rate had been gloomy comparatively speaking and 
Angola’s economy has grown consistently over 
the measured period. Even the bottom ranked 
country, Comoros (in terms of economic size, 
investor confidence and country risk profile) is 
expected to contend well relative to South Africa 
and it has not been exposed to any negative growth 
rate over the last few years.

BACKGROUND

As stated by Statistics South Africa economic 
overview report, (2014) the Gross Domestic Prod-
uct (GDP) in South Africa expanded 2.0% in the 
fourth quarter of 2013. The GDP annual growth 
rate in South Africa averaged 3.19% from 1994 
until 2013, reaching a historical high of 7.10% 
in the fourth quarter of 2006 and a recorded a 
negative growth of 2.70% in the second quarter 
of 2009. South Africa is still regarded as the big-
gest economy in Africa even though the Nigerian 
economy is reportedly to have surpassed that of 
SA this year (2014). The largest sector of the 
economy is services which accounts for around 
73.0% of GDP.

Within services, the most important are fi-
nance, real estate and business services (21.2% 
of GDP); government services (13.6% of GDP); 
wholesale, retail and motor trade, catering and ac-
commodation (12.5% of GDP). Financial reforms 
and prioritizing housing in the national account has 
resulted in improved material conditions of those 
beneficiaries accessing housing subsidies in South 

Table 1. GDP growth rate of selected country comparison in Africa: 2004-2013 

2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 est

Angola 10.2 20.9 19 23.2 13.8 2.4 3.4 3.9 7.9 8.2

Nigeria 10.5 6.5 6 6.4 6 7 8 7.4 6.6 6.7

Botswana 2.6 4.8 8.3 8.9 3.7 -7.9 8.1 8 5.8 5.6

Burundi 4.8 0.9 5.4 3.5 4.9 3.8 4.8 4.2 4.3 4.6

Chad 34.3 7.9 2.7 8.4 3.4 4.1 14 1.6 7.2 7.4

Comoros 1.9 2.8 2.6 0.8 0.6 1.1 2 2.6 2.7 3.2

Egypt 4.1 4.5 6.8 7.1 7.3 4.9 4.8 1.8 2.2 2

Equatorial Guinea 38 9.7 1.3 21.4 10.7 4.6 -0.5 7.7 5.5 4.9

South Africa 4.6 5.3 5.6 5.5 3.6 -1.5 3.1 3.5 2.5 2.8

Zimbabwe -6.9 -2.2 -3.5 -3.7 -17.7 6.3 9.6 10.6 4.4 5

Ghana 5.6 5.9 6.4 6.5 8.4 4 8 14.4 7.1 8

Kenya 5.1 5.9 6.3 7 1.5 2.7 5.8 4.4 4.2 4.5

Tanzania 7.8 7.4 6.7 7.1 7.4 6 7 6.4 6.4 6.9

Uganda 5.8 10 7.1 8.1 10.4 4.1 6.2 5.9 4.4 4.9

Rwanda 7.4 9.4 9.2 7.6 11.2 6.2 7.2 8.3 7.7 7.1

Source: GDPAfDB Statistics, SARB
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Africa. For instance, of the R1.25 trillion budgeted 
for the 2014/15 financial year, the government 
would be spendingapproximately R143-billion 
towards housing and community amenities. A 
2011 study commissioned by Kayamandi De-
velopment Services on the economic impact and 
expenditure of housing delivery programmes had 
found that from April 1994 to April 2010 revealed 
that a total of R115.6 billion had been spent on 
housing, which equaled 2 371 777 units delivered 
at an average annual rate of 148 236 housing units 
(Kayamandi Report, 2011).

International Context 
of Social Housing

Most of the governments in Western Europe after 
the Second World War embarked on ambitious 
social housing programmes as much of the invest-
ment went into the reconstruction of infrastructure 
and industries. Government intervention came in 
the form of rent control as scarcity continued to 
increase prices beyond the affordability of the 
general population. Subsidies for investment in 
housing were also granted and social housing at-
tained prominence in the bid to accelerate housing 
provision. Priemus&Dieleman (1997) note that in 
seeking to achieve quantity, quality was largely 
comprised in dwellings designed to provide ac-
commodation to low income households. Priemus 
(1997) further notes that the countries with the 
largest absolute numbers of social housing stock 
are Germany, United Kingdom, France and the 
Netherlands. However, the countries with the larg-
est proportion of social housing as a percentage 
of the total housing stock in Western Europe are 
the Netherlands, Sweden, UK, Denmark, Austria, 
France and Germany. In fact, Smith and Oxley 
(1997) note that the Netherlands’ social housing 
sector is the largest in Europe. In 1993, about 41 
percent of Netherlands’ total housing stock was 
in the social rented sector.

In Britain housing has been part of the welfare 
state particularly after 1945. Yet what is notable is 

that housing operated within a loose laissez-faire 
framework of central influence rather than stricter 
control applying to the social insurance and social 
assistance (Hugo, 2004). Welfarism in housing was 
reflected in rent control policies and the policies 
on rent for council housing which emerged after 
the Second World War. In calculating the level 
of rent benefits required in the post-war period, 
Britain used the level of rents in the period just 
before the war. When rent control was introduced 
in 1945, about 62% of dwellings were rented from 
private landlords. The introduction of legislation to 
reduce rent control (1954) resulted in the decline 
of tenure in the private rental sector.

The British approach of addressing housing 
needs through the public sector in the form of lo-
cal government meant that housing provision was 
linked to the public sector financing regime and 
what Murie (1997) refers to as the Public Sector 
Borrowing Requirement (PBSR). This link to the 
public sector financing meant that the provision 
of public housing was subject to the restrictions 
imposed by the PSBR. On the development of the 
social rented sector in the Netherlands, Krythoff 
(2008) remarks that the sector experienced an 
exponential growth after the Second World War 
from 12% in 1947 to 1990 when its overall market 
share represented 41% of the housing stock. How-
ever the shifts in housing policies and strategies 
after 1990 have reduced the market share of social 
housing to about 37% which is still large when 
compared to other European countries. Priemus 
(2003) argues that the Netherlands rental market 
can be considered a unitary rather than a dual 
rental market. While the Dutch social rental sector 
might be considered to be anti-market but it still 
conforms to market principles.

There are a range of factors that explain the 
rapid growth of the social rented sector in the 
Netherlands. Firstly, between 1945 -1990 the 
Netherlands had an acute shortage of housing 
and policy instruments and strategies focused on 
addressing the housing shortage through mass 
housing. Straub (2002) argue that the provision of 
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social housing, regulation of rents and allocation 
of subsidies are interventions within the housing 
market to ensure access and affordability. Analysts 
such as Murie (1997) and Velzen (1997) postulate 
that social housing in the UK and Sweden respec-
tively will increasingly become the option for 
the poor. Initially social housing accommodated 
highest income households. In France in 1973, 
there was a radical shift when social housing 
increasingly became the accommodation option 
for the lowest income quartiles. A similar trend is 
observed for Britain where social housing is said 
to have broken the distinction between the low 
and high income households. Macro-economic 
policies that encouraged home-ownership and the 
sale of council housing in the UK resulted in a 
decline in the overall market share of social hous-
ing. In discussing social housing Priemus (1997) 
delineates the characteristics that distinguish the 
social rented sector in the Netherlands:

•	 The housing was built with state financing;
•	 It was subsidized by the national 

government;
•	 The principal and administrator was either 

the local authority or non-profit housing 
association;

•	 Rents were set below the prevailing market 
rates (housing need > housing demand);

•	 The dwellings were meant for low-income 
households.

The approach of the Netherlands to public 
financing of social housing was to set up a guar-
antee scheme to allow housing associations access 
private funds for new developments. Thus the 
cost of private loans is no longer a criterion for 
the definition of social housing.

In establishing the concept of social housing, 
Priemus (1997) argues that social housing exists 
only to the extent that housing providers build and 
manage good quality dwellings for the low-income 
populations and that such groups have preference 
in accessing the accommodation. Priemus (1997) 
further notes that social housing is made possible 

by the subsidy mechanism in the Netherlands. 
The author aptly observes that, ‘an unsubsidized 
social rented sector is not a feasible option. In 
other words, social housing is often subsidized 
housing, but subsidization is not a necessary 
condition for a dwelling to be classified as social 
rented housing’ (Priemus 1997,p.555). Such an 
assertion resonates considerably in the South 
African context of housing subsidy. The South 
African subsidized model provides fully for those 
households and individuals with no income and 
very low income plus the social housing concept is 
operationalized within the partial subsidy regime 
for low and middle income earners.

Social Housing in South Africa

Social Housing, according to the original Toolkit 
developed by the Social Housing Foundation 
(SHF) is “a particular approach to affordable 
housing whose core intention is to provide low to 
moderate income households with an affordable 
housing option”. Embraced by this approach are 
a range of other services which include provision 
of community development services and empow-
erment benefits, and promote a lifestyle which is 
conducive to community living. Social housing 
is distinct from other low to moderate-income 
housing as it involves the residents in the on-going 
management of their housing.

There are two main features of Social Housing:

•	 It is located in a formally recognized and 
accredited institution; Residents are some-
how involved, to a greater or lesser degree, 
in the overallmanagement of their arrange-
ments; and

•	 The social housing component is the state’s 
heavily subsidized instrument.

The local government has put a high emphasis 
on the regeneration of the inner city. An important 
part of this program is the development of the 
social housing.
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The local Government Green Paper on Social 
Housing in the Inner City of May 1998 states, ‘So-
cial housing represents an important opportunity 
to achieve both the objectives of housing delivery 
and urban regeneration’. The term social housing 
is used locally to describe a very broad range of 
housing delivery and management mechanisms, 
aimed at housing the lower income part of the 
market, but which are all characterized by the fact 
that it is subsidized with the institutional subsidy 
provided under national subsidy scheme.

The Green Paper on Social Housing further 
states that social housing is a recent phenomenon 
in South Africa and there is little knowledge of 
policy or experience to guide its development. 
The Green Paper suggests a supportive approach 
and a number of importantrecommendations on 
the facilitation and promotion the social housing 
sector are made.

The original classification of social hous-
ing sector was before the Legislative regulatory 
changes were characterized by institutions that 
differ in terms of the following:

•	 Legal form (Private companies, section 21 
companies and co-operatives);

•	 Tenure options (Rental, Co-operatives, 
Rent - to - Buy and Installment sale); and,

•	 Type of development (Greenfields, 
Refurbishments, Conversion and Upgrade).

The institutions also differ according to their 
stage of development with the followingdiscern-
ible categories:

•	 Potential Social Housing institutions repre-
senting institutions that have expressed an 
intention to pursue social housing delivery 
but have not yet registered a legal entity for 
social housing;

•	 Emerging Social Housing Institutions be-
ing those institutions that have formally 
registered a legal entity for social hous-
ing but have not yet developed anyhousing 
stock; and,

•	 Established Social Housing Institutions 
being those institutions that are formally 
registered legal entities, owning and/or 
managing housing units.

In strictest definition, social housing- a heav-
ily subsidized real estate component is defined as 
‘a rental or co-operative housing option for low 
income persons at a level of scale and built form 
which requires institutionalized management and 
which is provided by accredited social housing 
institutions or in accredited social housing projects 
in designated restructuring zones’ (Department of 
Human Settlements, 2005). The social housing 
definition conforms to the idea of putting in place 
an institutional framework to ensure that rental 
housing is held as a public good for the benefit of 
the poor. For an institution to qualify for accredita-
tion to provide social housing it must be ‘a legal 
entity established with the primary objective of 
developing and/ or managing housing stock that 
has been funded through the grant programmes.

The Targeted Market

The low and middle income groups in the social 
housing policy are described as those with house-
hold income is below R7500 per month. Income 
mix prescriptions for individual projects specify 
segments of participants for different income 
categories within this broad band and ensure a 
good spread across the range of R1,500 to R7,500. 
Under the capital housing subsidy scheme, one of 
the requirements for eligibility is that one has to 
have dependents in addition to being over 21 years. 
This criterion does not apply to the beneficiaries 
of social housing.

The target market segment of social housing 
is individuals rather than households; access is 
not pegged on having dependents among other 
issues. Social housing targets individuals as well 
as households, thus it is more inclusive and the re-
quirements more accommodating than other types 
of subsidy. The social housing policy estimated an 
increase of 7% in the demand for the social rented 
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sector between 2001 and 2011. While the policy 
specifies the target for social housing, the same 
policy also stipulates that the purpose of social 
housing is restructuring and not mass delivery 
(DOH, 2005). Restructuring in social housing is 
conceptualized in terms of the income, and racial 
mix of the tenants in each development.

The policy clearly notes that there is need to 
avoid the concentration of low income individuals 
in the housing developments as this is likely to 
increase the proportion of subsidies required and 
also create spaces of social exclusion. Although 
the targeted beneficiaries of social housing in 
South Africa are persons earning between R1500 
to R7500, the policy notes that most of the benefi-
ciaries of social housing have been persons earning 
approximately R3500. The tendency for persons 
earning close to the threshold for the subsidy has 
meant that social housing institutions are unable to 
attract a large proportion of the housing subsidy. 
Social housing providers have also tended to draw 
tenants earning above the subsidy thus putting 
social housing institutions on a collision course 
with the government.

The specific guiding principles of social hous-
ing in South Africa include:

•	 Ensuring transparency, accountability, and 
efficiency in the administration and man-
agement of social housing;

•	 Promotion of the use of public funds in a 
way that stimulates and/ or facilitates pri-
vate sector investment and participation in 
social housing sector;

•	 Operate within the provisions of the 
constitution (1996) the Public Finance 
Management Act (PFMA) and other statu-
tory procurement prescripts.

The Social Housing Act (2008) (RSA, 2008) 
stipulates that institutions must be accredited with 
the Social Housing Regulatory Authority (SHRA) 
and ensure compliance with the provisions of the 
Social Housing Act (2008) which among others 

include meeting the core mandate of acquiring, 
developing and managing social housing projects 
for low income communities with the support 
of local authorities. The initial focus of social 
housing was that the targeted beneficiaries and 
individual dwellings but, the shift to projects has 
meant that great attention had to be paid to the 
public environment where the projects are located.

Funding of Social Housing Projects

Social housing has since 1994 been financed by 
the National Department of Housing (DOH), now 
Department of Human Settlements (DHS) under 
the Housing Subsidy Scheme (HSS). Given that 
the goal of social housing is restructuring, the 
policy (2005) makes a shift from a single-pronged 
financing approach to a multi-pronged approach 
that does not only include subsidy financing but 
also debt funding and public-private partnerships. 
Social housing continues to be financed from 
the fiscus through the HSS which is allocated to 
the provinces and is managed by the individual 
provinces. However a second way in which so-
cial housing is financed is through the Human 
Settlement Redevelopment Programme (HSRP) 
which includes a fixed component, that is, the 
restructuring component (DOH, 2005, p.2; RSA, 
2008). The HSRP is managed the DHS and under 
this programme the local authorities are required 
to apply with a business plan for access to the 
standard/fixed restructuring grant. The standard 
component restructuring grant is managed by the 
DHS. The role of the provinces is to administer the 
disbursement of the fixed grant to various munici-
palities. This is also complimented profoundly by 
National Housing Finance Corporation (NHFC) 
debt funding model.

The second component of the social housing 
capital grant- the variable component is admin-
istered by the provinces or local authorities and 
derived from the equitable share of housing budget 
allocated to the provinces on each funding cycle 
(DOH, 2005; RSA, 2008). Provinces or accredited 
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local municipalities are required to allocate part of 
their budget to the social rented sector. The funds 
allocated to the social rented sector are distributed 
in terms of institutional subsidies which are also 
used outside the restructuring zones. The second 
component of the social housing grant is used 
within the restructuring zones as top-up to increase 
the affordability of the social rented dwellings thus 
helping reach the neediest targets. There is a cap on 
the top-up component of the social housing grant. 
Other ways of toping up include the free allocation 
of land for social housing by local authorities or 
monetary contributions. While not obliged to make 
contributions, local authorities, national DHS and 
provincial departments can make contributions to 
the capital costs of social housing.

The Form of Tenure

In terms of the social housing policy, rental tenure 
does not include the option for immediate indi-
vidual ownership if the social housing is devel-
oped using the state housing grant. Where social 
housing units have to be transferred to individual 
ownership, this is “only possible with the express 
permission of the regulator, and on the assumption 
that a portion of the subsidy will be repaid to bring 
the actual subsidy received in alignment with the 
other subsidy instruments of government (such an 
institutional subsidy” (DHS, 2009, p.18). Accord-
ing to the Social Housing Regulations (2012), the 
gross rentals charged should be able to cover the 
operating costs and also not exceed 33% of the 
total monthly household income of the tenant. In 
terms of the tenant mix, the Regulations (2012) 
require that at least 30% of units in social hous-
ing be allocated to households earning less than 
R3500 per month and only a maximum of 70% of 
the units can be allocated to households earning 
between R3500 and R7500. Social housing is not 
eligible to households earning more than R7500.

The notable characteristics of the social hous-
ing model can be summarized as follows:

•	 The housing built with state financing;
•	 It subsidized by the national government;
•	 The principal and administrator is either 

the local authority or non-profit housing 
association;

•	 Rents are set below the prevailing market 
rates (housing need > housing demand);

•	 The dwellings are meant for low-income 
households

Estimated Project Development Cost

Social housing institutions in the form of housing 
associations are required to develop affordable 
rental housing units for low-income tenants. 
Given that the institutional subsidy is often insuf-
ficient to build quality rental accommodation, the 
housing associations often have to source top-up 
finance from capital markets. In the case of the 
studied project the top-up finance was loaned by 
an investor which provided a loan of R22 million. 
The housing project was developed as follows.

Table 2. Development cost 

Unit Type/ 
Dwelling

Number 
of units

Average 
development 

cost

Total 
development 

cost in million 
Rands

30 m2 Low 
spec

118 37 483.07 4, 423.002

30 m2 Semi 
Detached

86 46 743.50 4, 019.855

30 m2 
Detached

225 46, 378.65 10, 435.196

40 m2 Semi 
Detached

46 53, 159.44 2, 44.334

40 m2 
Detached

102 52, 519.99 5, 357.039

54 m2 Semi 
Detached

8 61, 131.64 489.045

54 m2 
Detached

91 60, 464.53 5, 502.181
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Findings of the Study

When the total sample size of 618 is disaggregated 
the results show that the vast majority were Col-
ored (99 per cent or 612), while 3 out of the 618 
were Africans and only 1 was an Indian / Asian 
respondent. More females (63.4 per cent/392) 
than males (36.6% / 226) participated in the 
survey. More than half (54.9 per cent/339) of the 
respondents were married compared to 44.2 per 
cent or 273 that were single. About six (1 per 
cent) of the respondents interviewed refused to 
disclose their marital status.

Household Size

The survey requested information on the inhabit-
ants of each household unit including their names, 
ages, gender, race, marital status, citizenship and 
social welfare status.

The distribution of household size shows that 
the largest size of an individual household in all 
of the 618 units was ten (10) and the smallest was 
nought (0). Further analysis suggests that there are 
mostly four (4) residents over 15 in a household, 
with a mean average of 3.55.

Employment Status

The employment numbers show that the proportion 
of unemployed (46.0 per cent or 284 respondents) 
is more than the employed (41.3 per cent or 255 
respondents). Further analysis of the employment 
status of respondents reveals that of the 41.3 per 
cent that is employed, 7.8 per cent (48) is self-
employed on a part-time basis. About 33.2 per 
cent (205) of the respondents indicated that they 
were unemployed and looking for employment. 
In addition, 5.4 per cent (33) of the respondents 
are permanently disabled, while larger propor-
tions of housewives are also looking for work 
(3.2 per cent or 20). There are also 7.3 per cent 
(45) respondents either on pension, studying or 
in some form of activity which is not defined as 
employed.

Income Levels

While 21.03% of the residents had a monthly 
household income of less than R1 000, the 
majority of residents (58.57%) had a monthly 
household income of between R1 000 and R5 
000. A small proportion (6.47%) had a monthly 
household income of between R5 000 and R10 
000, while an even smaller proportion (0.48%) 
had a monthly household income of between R10 
000 and R20 000.

The monthly personal income is somewhat 
differently distributed. The majority (46.76%) of 
respondents had a personal income of less than R1 
000, the next largest group (39.16%) had a personal 
income of between R1 000 and R5 000, followed 
by a small group (4.37%) that had a personal in-
come of between R5 000 and R10 000, whilst the 

Table 3. Demographics 

Race n %

African 3 0.5

Coloured 612 99.0

Indian/Asian 1 0.2

White 0 0

Other 2 0.3

Gender

Male 226 36.6

Female 392 63.4

Marital Status

Married 339 54.5

Single 273 44.2

No response 6 1.0

Table 4. Demographics 

Residents Males % of 
males

Females % of 
females

2618 1238 47.3 1380 52.7
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highest income level was between R10 000 and 
R15 000 which composed 0.16% of respondents. 
Census 2011 showed that the majority (61.0%) of 
the residents in the designated municipality have 
monthly incomes less than R1 600 per month.

Total Monthly Household Income

Comparison of Affordability 
Levels of Residents Who Own 
The Unit With Those Who Rent

The majority of residents 526 (85.11%) own the 
unit, with the rest of the residents renting (11.81%), 
sub-letting (0.65%) or having other forms of oc-
cupation (2.43%). It is worth noting here that the 
project provided social housing for rent so that 
once tenants had proved their credit worthiness 
after paying rent for four years, they could then 
apply for a loan to purchase the unit. The propor-
tion of those who indicated ownership represents 
households that accessed the housing subsidy and 

have been living in the units as the original tenants 
of the project. The majority of residents (77.51%) 
also agree or even strongly agree that ownership 
is a good form of home occupation. The majority 
of households, a total of 323 (85.90%), are not up 
to date with their rent/bond repayments. Most of 
these, a total of 232 of all households (52.59%), 
have fallen behind in the previous year.

The main reasons residents provide in 20 for 
the difficulty in making rent or mortgage payments 
are due to reasons other (37.22%) than unemploy-
ment (14.24%), other debts or responsibilities 
(7.12%), unexpected utility bills (5.99%),work-
ing fewer hours/less overtime (2.27%), illness 
(2.27%), increases in rent/bond repayments and 
domestic problems (0.97%), in that order. There 
are 436 units (71.13%) that have been repaired by 
residents themselves. Most households (50.97%) 
found it very difficult to pay for those repairs.

Affordability Levels of Tenants 
In Terms of Their Ability 
to Service Mortgages

From the audit survey a mere 34% of the ten-
ants earn more than R3000. This implies that 
the tenants can afford to pay rent in the project 
quite comfortably. In terms of the social housing 
policy, the target market for social housing are 
individuals earning between R1500 to R7500. 
The findings of this study point to high levels of 
unemployment and low levels of income. Majority 
earn less than R5000. This finding is supported by 
the key informant interviews which suggest that 
although at the start of the project most tenants 
had employment, the situation changed with the 
closure of factories in the area. This had resulted 
in some tenants moving out and renting out their 
units at rates higher than what the project was 
charging for rent.

Tenants who moved out of the area to seek 
employment had resorted to asking other people 
to house-sit for them so that they would retain 

Table 5. Household income 

Household Income Frequency Per Cent

R2 001 – R3 000 100 16.18

R1 001-R1 500 95 15.37

R1 501 – R2 000 84 13.59

R3 001 – R5 000 83 13.43

Refuse to answer 77 12.46

R751 – R1 000 44 7.12

R501 –R750 39 6.31

R5 001 – R7 500 30 4.85

No income 28 4.53

R1 – R500 19 3.07

R7 501 – R10 000 10 1.62

Uncertain/Don’t know 6 0.97

R10 001 – R15 000 2 0.32

R15 001 – R20 000 1 0.16
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their dwellings. While this was done with good 
intention, the strategy had backfired on some 
of the original tenants as those house-sitting 
demanded to be recognized as tenants. A small 
number had sold the units. The tenants without 
income had resorted to encouraging others not to 
pay their rent. At the current income levels the 
high unemployment rates, the tenants cannot af-
ford the dwellings in which they live. The lack of 
affordability is compounded by the unwillingness 
to pay rent in some instances.

Strategic Recommendations

In summing up, by means of recommendations 
as emerged from the findings, fundamental are 
interventions geared towards maintaining the 
sustainability of social housing projects. There 
are quite a number of interventions that should 
be adopted by various stakeholders to ensuring 
the existence of healthy relationships among all 
participants. Amongst such important initiatives 
are the one highlighted below.

Proper comprehension of social housing in-
strument;

•	 Strong acquaintance of social housing pol-
icy and its regulatory frameworks includ-
ing the value of subsidy ;

•	 Robust and well accustomed residen-
tial committees liaising directly with all 
stakeholders;

•	 Existence of trustworthiness and honesty 
across all key participants;

•	 Training and empowerment of occupant 
both owners and tenants;

•	 Clear understanding of tenure options and 
implications thereof;

•	 Good management skills for each social 
housing project;

•	 Ongoing consultative engagements of key 
stakeholders on critical matters;

•	 Constant appraisal of tenants profile and 
earnings;

•	 Resultant impact of non-payment behavior;
•	 Clarification on roles and responsibilities;
•	 Coach and empower prospective hom-

eowners about the cost of ownership and 
obligations;

•	 Mentor and empower tenants about rent is-
sues and potential escalations

•	 Strive to build, maintain and reinforce re-
lationships between projects management 
and residents through clear communica-
tion and other ways.

CONCLUSION

This study set out to assess the current status of 
the tenants. The study through the survey findings 
has shown that most tenants currently living in the 
project earn low incomes; the rate of unemploy-
ment is high and the levels of education moderate. 
The closure of factory industries in the area had 
exacerbated the challenge of unemployment as 
some tenants have had to move out of the area to 
seek employment elsewhere. Given the high rate 
of unemployment and the low levels of income, 
the affordability levels of the tenants are low.

There are those who genuinely cannot afford 
the units in which they live. In such instances, 
such households should be allocated alternative 
accommodation. There are households which are 
struggling and can with difficulty afford to meet 
their rental obligations. Such tenants should be af-
forded an opportunity to pay their rent and continue 
to live in the development. There are also those 
who can afford to pay rent comfortably and such 
individuals must be allowed to pay their rental 
arrears and the new rent be set up by the investor.

In analyzing the current status of the project 
and the affordability levels, it is evident that 
whether tenants are able to resume rent payment 
or not, there is generally an unwillingness to re-
sume payment and this has been partly explained 
in terms of non-payment behavior coupled with 
requisite management skills and lack capacity 
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building to empower tenants and borrowers about 
responsibilities and corresponding obligation of 
tenancy and ownership. In the absence of such a 
will, the sustainability of these projects remains 
a challenge and that create financial vulnerability 
and cash flow problems of managing agents. Most 
importantly and fundamental in this sector is that 
prospective investors are deterred and discouraged 
by such patterns.
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for any purpose. Mortgage assuresfinancing the 
purchase of real estate with specified payment 
periods and interest rates. Mortgage conveys the 
conditional right of ownership on a property by 
its owner to a lender.

Project Development: Project development is 
the process and the facility of planning, organiz-
ing, coordinating, and controlling the resources 
to accomplish specific goals. The process takes a 
transportation improvement from concept through 
construction. It has six phases; initiation, defini-
tion, design, development, implementation and 
follow-up phases.

Real Estate: Real estate is the property which 
consists of land, the buildings or housing in general 
and immovable property on it. Real estate can in-
clude business or residential properties. Examples 

of real estate include undeveloped land, houses, 
office buildings and factories.

Social Housing: Social housing is low rents 
permission on a secure basis to the people who 
are struggling with housing costs. It is a form of 
housing tenure which may be owned and managed 
by the state to let affordable housing.

South Africa: Republic of South Africa (RSA) 
is a country with close to 53 million people and 
has a multiethnic society, cultures, languages, 
and religions.
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ABSTRACT

This chapter reports on the post-offering performance of 114 US firms that went public between 2000 
and 2008 following leverage buyouts. The objective of this paper is to examine accounting performance 
of following reverse leverage buyouts compared to the industry competitors before, at the time of, and 
the following four years after initial public offering. In addition to accounting performance measures, 
capital expenditures, working capital and employment levels are also compared to rival firms. The evi-
dence indicates that the RLBO corporations have superior accounting performances compared to their 
industries exact year of IPO and following years after public offering. Also, the RLBO corporations have 
less operating income compared to the reverse leverage buyout firms in previous studies, but have more 
operating income and operating cash flows than their industry counterparts. The RLBO firms typically 
make less capital expenditure except the IPO year and four years after the initial public offering.

1. INTRODUCTION

In last two decades, intense public examinations 
have surrounded around the reverse leverage 
buyout phenomenon that had been previously 
bought out by another corporation or special 
private equity entrepreneurs and investors. The 
goal of reverse leverage process differs from 
one company to another, while it is also related 
to firms’ sizes. The initial purpose of Leverage 

Buyout process is to reduce inefficiencies and to 
improve performance.

Happern, Kieschnick & Rotenberg (1999) find 
that the leverage buyout companies have better 
growth prospects and lower Tobin q values than 
the rest of the publicly traded firms in associated 
industries. Similarly, Jensen (1989) documents 
leverage buyout companies haveless motivation 
problems especially in the sectors with less growth 
opportunities. Moreover, Degeorge & Zeckhauser 
(1993) cite that the accounting performances of 
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Hacettepe University, Turkey
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reverse leverage buyout corporations exceed their 
counterparts in the year before and at the time of the 
initial public offering, but deteriorate thereafter.

Kaplan (1997), in explaining the trends in 
1980s, gives important clues about the RLBOs 
behavior in general:

In the first half of the 1980s, the LBO insights led 
to great success. Buyout companies experienced 
improved operating profits and few defaults. Ad-
justing for the overall stock market or industry 
these early buyouts generated abnormally positive 
returns. Because the overall stock market increased 
over this period, buy out sponsors earned sub-
stantial nominal returns

In this paper, 144 reverse leverage buyout 
corporations that returned to initial public trad-
ing between 2000 and 2008 are examined. We 
examine the performanceof these reverse LBOs 
as well as the changes in their organizational 
structures(in terms of leverage and employment 
level). In addition tothe expenditure decisions of 
the reverse leverage buyout firms, the working 
capital management is also investigated in order 
to have a better understanding on the position of 
the reverse leverage buyout companiescompared 
to their industry counterparts. We also analyze the 
degree of changes in performance and change in 
the working capital management associated to the 
changes in organizational structure. To perceivethe 
relationships between change in performance and 
change in debt, capital expenditures, working 
capital and employment management, sectional 
and cross sectional analysis are conducted.

The results show a decrease in the mean lever-
age ratio, although the leverage level of reverse 
LBO firms remains high compared to their industry 
peers. However, the reverse LBO sample used 
in this paper has lower debt level compared to 
the ones in the past studies. The change in debt/

capital of post-IPO period was found as -23% by 
Holthausen & Larcker (1996), but we find -35% 
or -36.45% for/with the firms (including the those 
have zero debt mentioned in their 10-Ks) which 
can be seen from the Table 2 Panel A. Moreover, 
the accounting performance of reverse leverage 
buyout firms has better position than the industry 
counterparts (the evidences suggest a weakness 
in performance in the second year) and continue 
to outperform throughout the years. Also, the 
evidence shows that the reverse leverage buyout 
corporations spent less on capital expenditures 
than their peers in associated industries, except 
the year of the public offering and four years after 
the initial public offering differently than Hotl-
hausen & Larcker (1996) as mentioned earlier. 
With respect to working capital management, the 
evidence suggests that reverse leverage buyout 
companies carry less working capital than their 
industry equivalents. It needs to be mentioned that 
although the RLBO corporations increase their 
working capital, the working capital remains at a 
lower level than peer firms. In terms of employ-
ment intensity, there is not much difference found 
between reverse LBO firms’ staffing level and their 
associated industries. Yet, the evidence refers a 
continuous increase in employment level starting 
from the two years after initial public offering and 
shows continuity to four years after the offering.

The plan of this paper is as follows: the next 
section covers conceptual issues and the literature 
review. The third section discusses the role of the 
leverage level in reverse leverage buyout firms. 
Section three states the formal hypotheses. Section 
four discusses data and methodologies which are 
used in this study. The results are given in section 
five, with subsections discussaccounting perfor-
mance, median levels of working capital, capital 
expenditures and employment level are analyzed. 
Section six concludes the paper.
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2. CONCEPTUAL ISSUES AND 
LITERATURE REVIEW

An original initial public offering, IPO, represents 
a first sale of common stock or sharesto public 
by growing firm. The purpose of it may differ in 
terms of the firms’ sizes, so the issuer may often 
be young or relatively small firm, which may 
desire to expand firm’s capital, as well as large 
but privately-held firm, which may wish to be 
converted into a public firm. The public corpora-
tion often believes the importance of using media 
exposure and visibility as an effective marketing 
tool of the firm. Since the corporation has an ability 
to increase its investors’ share liquidity and enable 
the diversification of entrepreneurs’ wealth as well 
as founders’, the public firm generally obtains a 
lower cost of capital. However, some disadvan-
tages of initial offering also exist. Disadvantages 
of an IPO include transaction cost, ongoing fees 
and expenses in providing information to equity 
markets and regulators, and reduction in the control 
of the firm to outsiders (Hogan, Olson & Kish, 
2001). In addition, the publicly quoted company 
with dispersed ownership may suffer from a higher 
degree of managerial discretion resulting from a 
lack of monitoring which may lead to “empire 
building” to the detriment of shareholders’ value 
(Renneboog & Simons, 2005).

A leveraged buyout, be shorten as LBO, 
steps into a role when opportunity to add value 
arises. LBO, once described as “bootstrapping”, 
represents an equity control of afinancial sponsor 
when a major portion of purchase is financed by 
borrowing. In fact, the term of LBO does not only 
refer public to private transformation, which we 
address in this paper, but also refers an increase in 
leverage due to acquisitions. The central purpose 
of going from public to private can be explained 
with several different reasons such as capital 
relocation, wealth transfer from bondholders to 
shareholders, tax savings and reduction of agency 
cost. Nevertheless, “wealth gain” is generally ac-
cepted as the basis of those transactions.

Even though, the early versions of LBO seen 
in 1960s, American corporate sector faced almost 
2000 leverage buyout activities in 1980s.Jensen 
(1989) observedthat LBO-like organizations 
reduced their incentive problems faced by more 
traditional corporate organizations. Normally typi-
cal leverage buyout companies have finer growth 
prospects and lower Tobin q values than the rest 
of the publicly traded firms of the equal size in the 
same industry (Halpern, Kieschnick&Rotenberg, 
1999). Thus, “going public” or “public offering” 
plays a significant role for the entrepreneurs and fi-
nancial sponsors on this stage. Jensen (1989, p.61) 
describes this circulation as “eclipse of the public 
corporation”. Kaplan (1991) researched 183 lever-
age buyout companies that went public between 
1979 and 1986, and observed that a significant 
amount of leverage buyout companies went public 
again. Similarly, Ainina & Mohan (1991)explains 
the main motivation of private corporations’ 
going public desire with revolving door policy, 
which states a process which implies superior 
information held by insiders who decide when 
to exit and to enter the public market. Kosedag, 
Mehran & Qian (2009) similarly use Ainina and 
Mohan’s statement in order to complete Bruton, 
Keels & Scrifres (1999)’s idea of complete cycle 
and refer to reverse leverage buyouts as the last 
component of this cycle.

The procedure of obtaining cash to decrease 
firm’s debt by turning privately held companyinto 
a public company, which was publicly traded 
before, is expressed as reverse leverage buyout. 
RLBO firms are the companies which were taken 
private in a LBO and then reenter public markets 
in order to acquire the same or even better benefits 
than original IPO. Even though some scientists 
claim this private to public transformation should 
better be fast, Cao (2007) claims this quick flip 
may increase doubts on whether buyout spon-
sors have time to make enough improvements on 
operation or not.

As one of the results of this“revolving door” 
process, insiders may use the advantage of “going 
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public” decision earlier than the rest of the market 
and take advantage of the situation by purchasing 
the corporation’s stock while they are low and 
selling them when the prices are high. However, 
reverse leverage buyouts differ from original ini-
tial public offerings in the amount of information 
available to investors in the period before to the 
IPO (Hogan,Olson & Kish, 2001). Muscarella and 
Vetsuypens (1989) figuredthat reverse-LBO firms 
have considerably less informational asymmetry 
than the ones gone public for the first time. This 
can be interpreted as the intensity of under-pricing 
more observable in original IPOs rather than 
reverse-LBOs. On a similar pattern, Kaplan and 
Stein (1991) stated that the afterward leverage 
buyout companies aregetting greater values and 
can be able to finance with publicly issued debt 
with a much greater extent than were earlier deals.
Moreover, Mian & Rosenfeld (1993) investigated 
85 firms which were operated roughly between 
the years of 1982 to 1990, and stated that the 
offerings notably and significantly outperform 
compared to their stock market peers. While Long 
and Ravenscraft (1993) documented contradictory 
evidence about the improvement in cash flow 
subsequently to initial public offering, Holthausen 
& Larcker (1996) found supporting evidence that 
reverse leverage buyout corporations show better 
operating performance (operating cash flow and 
operating earnings) in the post-IPO period against 
their industry counterparts. Also, Holthausen & 
Larcker (1996) found that the reverse leverage 
buyout firms spend less on capital expenditures 
than the median firms in their industry before 
making initial public offering, but the expenditures 
return to median level of the industry equivalents 
after the initial public offering.

3. FORMAL HYPOTHESES 
STATEMENT

An investigation of reverse leverage buyout firms 
can give us someadditional information about the 
extent to which leverage level provide advanta-

geous inducements within business or organiza-
tion. Holthausen & Larcker (1996) find that mean 
leverage ratio has decreasing path from the year 
before IPO to after. Thus, we detail our analysis 
based on this believe to mean leverage ratios of 
debt/capital changes compared to the year prior 
to initial public offering.

H1, o = There is no decrease in mean leverage ratio 
of the reverse leverage buyout companies 
in time compared to the year before initial 
public offering.

H 1, a = There is a decrease in mean leverage ratio 
of the reverse leverage buyout companies 
in time compared to the year before initial 
public offering.

Since the accounting performances (operating 
earnings before depreciation, interest and taxes 
and operating cash flow before interest and taxes) 
allow us to compare the performance level of 
RLBO companies to their associated industries, we 
believe that the accounting performance measures 
can provide better and more accurate results on 
whether reverse LBO firms are outperforming 
compared to their industries or not. Degeorge & 
Zechauser (1993) claim reverse LBO firms’ ac-
counting performances outperform only before 
they went public, while both Hotlhausen&Larcker 
(1996) and Mian&Rosenfeld (1993) claim that the 
reverse leverage buyout companies exceed their 
industry peers on performances.

H 2, o = Accounting performances of RLBO 
corporations does not show any difference 
from the accounting performance oftheir 
industry peers

H 2, a = Accounting performances of RLBO cor-
porations does show differences from the 
accounting performances of their industry 
peers

Kaplan (1989), Smith (1990) and Muscrealla 
& Vetsupens (1990) state that firms have some 
ability to lower some of their expenditures (such 
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as capital expenditure) on discretionary items 
after an LBO. For that reason, we examine the 
capital expenditure/asset changes and compare 
them with the related industry in order to have 
better understanding on whether they are differ-
ent from their industries peers and whether the 
patterns observed change over time.

H 3, o = Reverse LBO firms have no dissimilarities 
from their industry counterparts’median 
level in terms of spending on capital ex-
penditures

H 3, a = Reverse LBO firms have dissimilarities from 
their industry counterparts’ median level in 
terms of spending on capital expenditures.

The working capital is examined in this analysis 
to see whether the reverse leverage buyout firms 
have similar working capital in their structure to 
their industry counterparts and when it is increas-
ing or decreasing before, at the time, or after initial 
public occurred since Holthausen & Larcker(1996) 
documents that the reverse leverage buyout firms 
have significantly smaller amounts of working 
capital than their industry counterparts both be-
fore and after initial public offering. Also, they 
find in the same research that amount of reverse 
LBO firms’ working capital increase after the 
public offering.

H 4, o = RLBO corporations carry similar working 
capital to their industry equivalents

H 4, a = RBLO corporations does not carry similar 
working capital to their industry equivalents

According to Holthausen & Larcker (1996), 
staffing level of reverse leverage buyout companies 
is not different from their counterparts either before 
or after the public offering. For that reason, we 
examine how employment level changes in and 
over time, and whether reverse leverage buyout 
firms differ from their peers in terms of employ-
ment level after the offering.

H5, o = Reverse leverage buyout companies em-
ployment level is not different than their 
industries.

H5, a = Reverse leverage buyout companies employ-
ment level is different than their industries.

In this study this kind of analysis is made 
because the firms’ performance levels possibly 
be different (significantly better or worse) than 
their industries throughout the years from the 
prior to IPO, at the time of IPO, +1, +2, +3, +4 
years after initial public offering while the year 
-1 (prior to IPO year) used as a benchmark. We 
examine the changes in accounting performance 
between year -1 and +1 or between years -1 and 
the average of years +1 and +4 in order to see 
which independent variable is related to which 
accounting performance by how much and are 
there any unusual path compared to the results of 
the statements mentioned above. We also consider 
regression patterns where we can control industry 
performance to come up with better evidences.

H 6, o = Change in accounting performances (mea-
sured from one year before to one up to four 
years after the reverse LBO) is unrelated to 
change in leverage

H 6,a = Change in accounting performances 
(measured from one year before to one up to 
four years after the reverse LBO) is related 
to change in leverage

H 7,o = Change in accounting performances (mea-
sured from one year before to one up to four 
years after the reverse LBO) is unrelated to 
change in capital expenditures

H 7, a = Change in accounting performances 
(measured from one year before to one up to 
four years after the reverse LBO) is related 
to change in capital expenditures

H 8, o = Change in accounting performances (mea-
sured from one year before to one up to four 
years after the reverse LBO) is unrelated to 
change in working capital
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H 8, a = Change in accounting performances 
(measured from one year before to one up to 
four years after the reverse LBO) is related 
to change in working capital

H 9, o = Change in accounting performances (mea-
sured from one year before to one up to four 
years after the reverse LBO) is unrelated to 
change in employment level

H 9, a = Change in accounting performances 
(measured from one year before to up to 
four years after the reverse LBO) is related 
to change in employment level

4. DATA AND METHODOLOGY

The sample is built from 114 reverse leveraged 
buyouts from 2000 to 2009.We include only US 
corporations,eliminating those that have foreign 
investment before, after or at the time of reverse 
leverage buyout process. Additionally, since the 
time range of the analysis covers recent period and 
the databases only give the data till at the end of 
2008, some of the corporations are excluded from 
the study or analyzed in the time period without 
considering the years after 2008.

The acquired data represents all initial public 
offerings (IPOs) of leverage buyouts (LBOs) which 
are listed by Hoover’s IPO central, Thomson Re-
uters and Security Exchange Commission’s IPO 
fillings.Originally, 270 IPO firms areobtained 
from those lists for the time period of January 
1, 2000 and December 31, 2009. Since SDC 
stopped identifying reverse LBOs in its database 
as of 1999 and Thomson Reuters’ database is not 
capable of identifying reverse leverage buyout 
corporations,we have to check the IPO samples 
and identify firms to obtain trustable sample. The 
sample is checkedagainst 10-Ks of the each firm 
for each year individually from SDC Corporate 
database, Dow Jones News Service and Factiva 
for the firms’ stories in order to control whether 
the corporations, which we found as RLBO firms, 
are really reverse leverage buyout firms or not.

The reason behind of checking the sample against 
10-Ks is that a firm is identified as a reverse LBO 
if 10-K’s indicates that it existed previously or a 
public company.

Leverage changes (as a part of the organiza-
tional structure) before, at the time and after IPO 
with explanatory statistics are also examined in 
this study. The leverage is defined by Holthausen 
& Larcker as “the sum of long term debt, short 
term debt, capitalized leases, and redeemable pre-
ferred stock divided by the sum of long term debt, 
short term debt, capitalized leases, redeemable 
preferred stock and the book value of common 
equity” (1996). Therefore, we use their defini-
tion to conduct the leverage changes analysis in 
this study.

In order to reach RLBOs’ relative operating 
performances, operating income and operating 
cash flows are used as accounting measures. As 

Table 1. The table presents a distribution calen-
dar for leveraged buyout (LBO) and the follow-
ing initial public offering for the sample of 114 
corporations. 

Calendar LBO IPO Calendar LBO IPO

Year Year

1983 1 0 1996 5 0

1984 0 0 1997 8 0

1985 1 0 1998 7 0

1986 0 0 1999 14 0

1987 0 0 2000 12 7

1988 2 0 2001 10 10

1989 1 0 2002 16 8

1990 2 0 2003 12 7

1991 0 0 2004 9 23

1992 1 0 2005 11 25

1993 0 0 2006 0 25

1994 0 0 2007 1 5

1995 0 0 2008 1 4

*The IPOs of the RLBOs showed in the Table 1 occurred 
between January 1, 2000 and December 31, 2008. 114 LBO firms 
versus 114 IPO firms
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Holthausen & Larcker (1996) mentioned the com-
mon stock returns did not use for this evaluation 
since “any expected decline in the performance 
of the company due to its reversion to a public 
corporation should be impounded in the offering 
price, so that changes in the organizational struc-
ture observed at the IPO should be uncorrelated 
with subsequent return”.

While the operating income before deprecia-
tion, interest and taxes divided by total assets (di-
rectly taken from COMPUSTAT as OPINC/assets) 
is taken as the first accounting ratio, operating 
cash flow before depreciation, interest and taxes 
divided by total assets (directly taken from COM-
PUSTAT as OCF/asset) is the second accounting 
ratio used in this analysis to measure accounting 
performances. COMPUSTAT describes operating 
cash flow before, interest and taxes divided by 
total assets as income before depreciation plus 
decrease in accounts receivable plus decrease in 
inventory plus increase in accounts payable plus 
increase in other current liabilities plus decrease 
in other current assets.

Also, it should not be forgotten that while year 
-1 represents the year of initial public offering, year 
0 presents the fiscal term which IPO occurred. As 
Holthausen & Larcker (1996) explained, there is 
no control either on or over the Year 0 in terms 
of operating results since some firms might be 
private or public at the time of IPO. The years 
after initial public offering represents not numbers 
of years after the process and going public, but 
the performance over the number of fiscal years 
with in that company went public.

Moreover, in this analysis, unadjusted mea-
sure is used in order to perceive the reverse-LBO 
corporations’ performances. Industry-adjusted is 
used simply to understand whether the firms are 
better or worse comparing to their industries’ 
performances. To obtain industry adjusted, first 

the RLBO companies’ associated four digit SIC 
codes is found and then the sectors, which the 
reverse LBO firms are in based on their 4 digits 
codes, are classified from the whole COMPUSTAT 
universe between 1999 to 2008. If the number of 
the firms in the sector related to their SIC codes 
are less than five, less digit SIC codes are used 
to obtain the industry medians. For instances, 
if in the classification of 3 digits codes do not 
have enough companies to estimate the industry 
median, 2 digits SIC codes associated with the 
companies are used. When Table 4 shows RLBO 
firms and industry adjusted based on these firms 
related sectors based on the classification men-
tioned above, Table 5 presents RLBO firms and 
industry-adjusted medians based on just with the 
two digit SIC codes associated with the reverse 
leverage buyout companies’ sectors.

The reason of using different SIC codes is 
to get better understanding on the results about 
the industry as a whole. Besides, it should also 
be mentioned that for having Table 4 figures or 
results SAS computer program is used. However, 
in order to control the results obtained from SAS 
and re-find the medians for the whole industry 
based on the corporations’ 2 digit SIC codes, 
the data from COMPUSTAT universe between 
1970 and 2009 is acquired and eliminated up/
down to the period of 1999 to 2008 for the whole 
COMPUSTAT universe based on the mentioned 
2 digits SIC codes. The obtained results and the 
difference found can also be seen on Table 5. Such 
difference found cause it should not be forgotten 
that the most of the companies which we have 
worked on are acquired or bought-out immediately 
after/ or went bankruptcy immediately or for a 
while later. Since the accounting data of those 
firms are not generally obtainable because of 
mentioned reasons earlier, the observations used 
in this study are also available across the years.
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Table 2. The table presents leverage changes (as a part of the organizational structure) before, at the 
time and after IPO with explanatory statistics. 

Panel A

Debt to capital for all RBLO firms in the analysis mean median stdev

Pre -IPO debt / capital 0.7977 0.7375 0.5587

IPO Year debt / capital 0.7060 0.5580 1.4423

1 Year after IPO debt / capital 0.5386 0.5010 0.3740

2 Years after IPO debt / capital 0.5135 0.5000 0.3419

3 Years after IPO debt / capital 0.5050 0.4900 3.3074

4 Years after IPO debt / capital 0.6187 0.5270 0.4113

Post -IPO debt /capital 0.4633 0.5092 0.9752

Change in debt/ capital -0.3343 -0.2283 0.4165

# of observations for whole RLBO firms* 114 114 114

Panel B

Debt to capital of all RLBO firms with non-zero debt level  mean median stdev

Pre -IPO debt / capital 0.8267 0.7455 0.5472

IPO Year debt / capital 0.7526 0.5735 1.4777

1 Year after IPO debt / capital 0.5597 0.5105 0.3654

2 Years after IPO debt / capital 0.5302 0.5000 0.3343

3 Years after IPO debt / capital 0.5477 0.5010 3.3841

4 Years after IPO debt / capital 0.6330 0.5290 0.4048

Post -IPO debt /capital 0.5586 0.5348 0.3469

Change in debt/ capital -0.2055 -0.1908 -0.0267

# of observations for the firms explained above* 108 108 108

Panel C

Debt to capital of the companies which have completed Post-IPO  mean median stdev

Pre -IPO debt / capital 0.7642 0.7255 0.3737

IPO Year debt / capital 0.5839 0.5585 0.3418

1 Year after IPO debt / capital 0.5449 0.5045 0.3427

2 Years after IPO debt / capital 0.5273 0.5120 0.3507

3 Years after IPO debt / capital 0.5437 0.5160 0.3653

4 Years after IPO debt / capital 0.6187 0.5270 0.4113

Post -IPO debt /capital 0.5586 0.5348 0.3469

Change in debt/ capital -0.2055 -0.1908 -0.0267

# of observations which have +4 years* 44 44 44

Panel D

Debt to capital of the companies which have only 3 years after IPO  mean median stdev

Pre -IPO debt / capital 0.7647 0.6570 0.8169

IPO Year debt / capital 0.4501 0.4770 0.3038

1 Year after IPO debt / capital 0.3923 0.4050 0.2698

2 Years after IPO debt / capital 0.3934 0.4880 0.2632

3 Years after IPO debt / capital 0.4071 0.4270 5.4583

Post -IPO debt /capital 0.0420 0.4817 1.8453

continued on following page
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5. RESULTS

5.1. Mean Leverage Ratio of 
Reverse Leverage Buyout Firms

Table 2 presents leverage changes (as a part of the 
organizational structure) before, at the time and 
after IPO with explanatory statistics. So, the mean 
leverage ratio (these ratios are based on book val-
ues (Holthausen & Larcker,1996) decreases from 
79.77% before IPO to 46.33% in post-IPOwhile 
the post-IPO covers the years immediately after 
public offering. Therefore, we re-calculate the 
ratios while excluding those firms have zerodebt. 
The resulting firms exhibit that the mean leverage 
ratio falls from 82.67% prior to the IPO to 55.86% 
in post- IPO period with this method. The median 
of all RLBO corporations declines from 73.75% 
before IPO to 50.10% immediately after initial 
public offering.

Shown in Table 2 Panel A, each year after initial 
public offering has lower mean and median lever-
age compared to the mean and median levels in the 
year prior to the IPO. The other interesting result 
is that while three years after public offering has 
notably lower mean and median leverage ratios, 
four years after the offering firms exhibit slightly 
higher leverage than immediately preceding year. 
And these four years after IPO results are closer 
to the onesobtained for the year of initial public 
offering. We investigate the reason of having such a 
lower mean average ratio for three years after initial 
offering, and we figure out that one of the Reverse 
LBO firms created the problem and distorts the 
mean leverage ratio. For fixing the dilemma, this 
firm is excluded from the analysis and the mean 
leverage ratio is re-find. While the mean lever-
age ratio increases to 50.50%, the median does 
not significantly change. The median increases 
from 49% to only 49.20% after the adjustments 
are made. However, these results are not shown 

Table 2. Continued

Change in debt/ capital -0.7227 -0.1753 1.0284

# of observations which have +3 years* 25 25 25

Panel E

Debt to capital of the companies which have only 2 years after IPO  mean median stdev

Pre -IPO debt / capital 0.9958 0.8950 0.6070

IPO Year debt / capital 1.1963 0.6175 2.8824

1 Year after IPO debt / capital 0.5924 0.4740 0.3602

2 Years after IPO debt / capital 0.6056 0.4880 0.3713

Post -IPO debt /capital 0.5990 0.4905 0.3607

Change in debt/ capital -0.3968 -0.4045 -0.2463

# of observations which have +2years* 26 26 26

*The number of observations represents how many reverse -LBO firms was/is actually performing during this period. Since our time 
range is 2000- 2009, and some of the companies went public/became reverse-LBO closer to the end of our research date, the number of the 
firms which have 2 years after IPO are greater than the ones have only 3 years after offering. (For example if a firm went public in 2006, it 
will have only 2 years after IPO since 2009 10-Ks are not published till the time when the research was conducted)

Pre-IPO debt/capital is the sum of long term debt, short term debt, capitalized leases and redeemable preferred stock divided by the sum 
of long term debt, short term debt, capitalized leases and redeemable preferred stock plus the book value of common equity immediately 
prior to IPO

Post-IPO debt/capital is the sum of long term debt, short term debt, capitalized leases and redeemable preferred stock divided by the sum 
of long term debt, short term debt, capitalized leases and redeemable preferred stock plus the book value of common equity immediately 
after to IPO
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in the table for not to create any confusions. Our 
study’s results show similarities with Holthausen 
& Larcker’s study (1996) in terms of the mean 
average ratios. However, the post

IPO debt/capital ratio is slightly higher in 
Holthausen & Larcker’s analysis the mean lever-
age ratio for 1983-1988 period compared to our 
study. The change in debt/capital is found as -23% 
by Holthausen & Larcker (1996) while we find 
-35% or -36.45% for/with the firms (including the 
those have zero debt mentioned in their 10-Ks) 
which can be seen from the Table 2 Panel A. Thus, 
the evidences might be interpreted as while the 
reverse LBO firms have more debt in their capital 
between 1983 and 1988, they become more risk 
averse and use less debt in their capital between 
1999 to 2008 period since the reverse LBOs in 
our sample has slightly lower percentages on the 
debt leverage. Moreover, the evidences may also 
be interpreted or they may be suggest eitherthe 
reverse leverage buyout firms have become more 
and more risk averse in years after they went public 
or the market tolerate less debt in time.

We also take the analysis one step further and 
find the mean leverage ratios for the companies 
which have four full years after the initial public 
offering(only 44 firms), the companies which 
have only three years after initial public offering 
(25 firms) and the ones have only two years after 
initial public offering (26 firms). The logic be-
hind make such an additional analysis is to have 
better understanding and to check whether the 
companies which have full data for after public 
offering process are given similar results or not, 
since some of the reverse leverage buyout corpo-
rations went bankruptcy or acquired by another 
firm immediately after or after they went public. 
Table 2 Panel C presents the leverages based on 
this classification. The mean leverage ratio of the 
corporations which have four full years after the 
initial public offerings decreases from 76.42%prior 
to the IPO to 58.39% after the IPO. Similarly, the 
mean leverage ratio declines from 76.47% prior to 
IPO to 4.20% after IPO for the firms which have 

three years after initial public offering. The reason 
of having such a low mean average ratio for the 
corporations which have three years after IPO is 
only because a great amount of negative debt lever-
age of the one single company as it was explained 
earlier. After the execution of this specific firm 
(for the health of the study), the mean average 
ratio increases up to 40.71% for three years after 
IPO. Following to the adjustment made, it found 
that the pattern of the mean average ratio behavior 
before and after the initial public offering stays 
the same. As it can be seen from Table 2 Panel E, 
similar patterns are observed for the companies 
which have two years after the initial public of-
fering process. Thus, this evidence might suggest 
the reverse leverage buyout corporations become 
more risk averse in time, and start using less debt 
in their capital between 1999 to 2008 periods.

5.2.The Accounting Performance of 
Reverse Leverage Buyout Firms

In order to reach RLBOs’ relative operating per-
formances, operating income and operating cash 
flows are used as accounting measures of this study. 
Even though OCF and OPINC ratios seem closely 
related, the main dissimilarity between them is 
OCF ratio purges more accounting accruals, and 
it shows more variability by smoothing earnings 
relative to cash flow compared to OPINC as it was 
very well stated by Holthausen & Larcker (1996).
Table 3presents median and mean of two account-
ing performance measures from the year before the 
IPO, which is stated as Year -1, to four years after 
the initial public offering. The mean for operating 
cash flow before depreciation, interest and taxes 
shows little difference across year, but increases 
from the year -1 to 4 years after public offering. 
However, as it can be seen from Table3 Panel A, 
the third year of OCF/asset shows negativity. The 
reason is the firm which lowers also debt/capital 
mean average ratios 3 years after initial offering 
as it explained in the result section mean leverage 
ratio subsection. If this firm is excluded from the 
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computations, the mean of OCF/asset slightly and 
notably increases up to 11.10%, while the change 
in OCF/assets goes up from -0.0047 to 0.0088. The 
mean, goes up from 2.96 to 14.50% for operating 
income before depreciation, interest and

Additionally, it should not be forgotten that 
while year -1 represents the year of initial public 
offering, year 0 presents the fiscal term which 
IPO occurred, and there is no control either on 
or over the Year 0 as it was previously explained. 

Moreover in this analysis, unadjusted measure is 
used in order to perceive the reverse-LBO corpora-
tions’ performances. To obtain industry adjusted, 
associated SIC codes are found and then the sec-
tors are classified from the whole COMPUSTAT 
universe between 1999 and 2008. The obtained 
results are shown on Table 5, and as it can be seen 
Table 4 industry adjusted numbers are different 
than the ones in the Table 5. The rationale under 
it is, two digits SIC codes cover more firms and 

Table 3. The table presents median and mean of two accounting performance measures from the year 
before the IPO, which is stated as Year -1, to four years after the initial public offering. 

Panel A

Operating Cash Flow before interest and taxes/asset for all RBLO firms in the analysis  mean median stdev

Pre -IPO OCF / Assets 0.0701 0.0909 0.2499

IPO Year OCF /Assets 0.0864 0.0914 0.1500

1 Year after OCF /Assets 0.0923 0.1093 0.1769

2 Year after OCF /Assets 0.0863 0.0891 0.1623

3Year after OCF /Assets 0.1102 0.1061 1.0446

4 Year after OCF /Assets 0.0939 0.0913 0.1091

Post -IPO OCF/Assets 0.0654 0.1064 0.3657

Change in OCF/Assets -0.0047 0.0155 0.1158

# of observations for whole RLBO firms 114 114 114

Panel B

Operating Income before depreciation, interest and taxes/asset for all RBLO firms in the 
analysis 

mean median stdev

Pre -IPO OPINC/Assets 0.1009 0.1297 0.2675

IPO Year OPINC/Assets 0.1474 0.1493 0.1310

1 Year after OPINC /Assets 0.1438 0.1519 0.1917

2 Year after OPINC /Assets 0.1263 0.1408 0.2103

3Year after OPINC /Assets 0.1450 0.1347 0.9685

4 Year after OPINC /Assets 0.1501 0.1338 0.0980

Post -IPO OPINC/Assets 0.1076 0.1429 0.3693

Change in OPINC/Assets 0.0068 0.0131 0.1019

# of observations for whole RLBO firms 114 114 114

OPINC/asset: Operating earnings before depreciation, interest and taxes deflated by total assets
OCF/asset: Operating cash flow before interest and taxes deflated by total asset
*Exact definition of OCF from Compustat is that operating income before depreciation (data item #13)plus decrease in account receivable 

(Data item # 2) plus decrease in inventory (data 3) plus increase in accounts payable (Data item #70) plus increase in other current liabilities 
(data 72) plus decrease in other current assets (Data item # 68) taxes to asset (OPINC/assets) for the third year after public offering. Such 
a big difference emanates because of the one singlecompany’s announced data which can be easily obtained from COMPUSTAT. This gap 
also proves that one firm’s abnormal movements can affect the entire RLBO universe used and the calculations based on that.
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give undetailed, and more general results since the 
only 2 digit of the 4 digit SIC code is taken. In 
addition, since we also want to know whether the 
current RLBO firms are behaving similarly as the 
firms in the past or parallel to the past researches 
indicates, we used similar testing methods like 
other researchers used to use.

Based on the two-digit SIC codes (Table 5), 
the median industry-adjusted OCF/asset for year-

1 is calculated as 0.019 while the median OCF/
asset for RLBO firms at year -1 is 0.0909. The 
median industry-adjusted OPINC/asset for year -1 
is 0.019 while the median OPINC/asset for RLBO 
firms at year -1 is 0.1297. The evidences depend 
on computations suggest that we have 2% better 
OCF/asset and 1% better OPINC/assets industry 
medians compared to Holthausen & Larcker 
(1996). Based on 4 digit SIC codes (when the 

Table 4. The table shows RLBO firms and industry adjusted based on these firms related sectors. 

Panel A 

Results on levels of accounting performance based on various SIC codes associated with the firms

  Year -1 Year 0 Year 1 Year 2 Year 3 Year 4 Avg. years 
+1 to +4

Median level of 
OCF/asset 
Firm

0.090909b 0.091427b 0.109304b 0.089063b 0.106074a 0.091289b 0.1064a

Industry adjusted* 0.0510b 0.0438b 0.0612b 0.0610b 0.0700b 0.0532b 0.0614b

# of observations** 114 113 106 95 69 44 106

Median level of 
OPINC/asset 
Firm

0.129746b 0.149344b 0.1519b 0.1408a 0.1347a 0.1338b 0.142895a

Industry adjusted 0.036118b 0.031522b 0.055825b 0.042905b 0.043393b 0.036697b 0.046b

# of observations** 114 112 107 96 70 44 105

Panel B

Results on the change in accounting performance based on various SIC codes associated with the firms

  Year -1 to 
year 0

Year -1 to 
year 1

Year -1 to 
year 2

Year -1 to 
year 3

Year -1 to year 4 Year -1 to avg. years +1 
to +4

Median change in 
OCF/asset 
Firm

0.0041b 0.0124b 0.0075b 0.0074b 0.0175a 0.0085b

Industry adjusted 0.024b 0.032b 0.036b 0.0403b 0.0361b 0.037b

Median change in 
OPINC/asset 
Firm

0.0155b 0.0247b 0.0132b 0.0085b 0.0375a -0.0135b

Industry adjusted 0.0056b 0.0153b 0.0086b 0.0005c -0.0009 0.0132b

**The number of observations are for the firms’ performances and the industry adjusted performance
* The industry adjusted performance is calculated by using the medians of both OCF/asset and OPINC/asset for the firms in various SIC 

codes
as it is explained in the study. In order to find the industry adjusted OCF/asset or OPINC/asset performance in given time period, the 

industry
performance is subtracted from the OCF/asset or OPINC/asset of individually each of the reverse leverage buyout firm.
aSignificantly different from zero at 0.01 level (two-tailed t-test)
bSignificantly different from zero at 0.05 level (two-tailed t-test)
cSignificantly different from zero at 0.1 level (two-tailed t-test)
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digit of codes vary related with the number of 
firms in industry as it was explained above and 
can be seen from Table 4 Panel A),

the median industry-adjusted OCF/asset for 
year-1 is 0.0510 when the median OCF/asset for 
RLBO firms at year -1 is 0.0909. The median 
industry-adjusted OPINC/asset for year -1 is 
0.03618 while the median OPINC/asset for RLBO 
firms at year -1 is 0.1297. Thus, the OCF/asset 
and OPINC/asset of the reverse leverage buyout 
firm is slightly higher than the median levels 

associated with them, so the evidences might be 
interpreted as of outperforming compared to their 
industries. However, since the year- 1 represents 
the year before initial public offering, the levels 
may be influenced by the following public offer-
ing process. For that reason, the public offering 
year which is year 0 should also be investigated. 
Based on two digit SIC codes (table 5 Panel A), 
the median industry-adjusted OCF/asset for year 
0 is obtained as 0.016 while the median OCF/as-
set for RLBO firms at year -1 is found as 0.0914. 

Table 5. The table presents RLBO firms and industry-adjusted medians based on just with the two digit 
SIC codes associated with the reverse leverage buyout companies’ sectors. 

Panel A

Results on levels of accounting performance based on 2-digit SIC codes associated with the firms

  Year -1 Year 0 Year 1 Year 2 Year 3 Year 4 Avg. years 
+1 to +4

Median level of 
OCF/asset Firm

0.090909b 0.091427b 0.109304b 0.089063b 0.106074b 0.091289b 0.1064a

Industry adjusted* 0.0189b 0.0160b 0.0306b 0.0172b 0.0319c 0.0370b 0.0236b

# of observations** 114 113 106 95 69 44 106

Median level of 
OPINC/asset Firm

0.129746b 0.149344b 0.1519a 0.1408b 0.1347b 0.1338b 0.142895a

Industry adjusted 0.018951b 0.036465b 0.068477b 0.047632c 0.049717b 0.053057b 0.043b

# of observations** 114 112 107 96 70 44 105

Panel B

Results on the change in accounting performance based on 2-digit SIC codes associated with the firms

  Year -1 to 
year 0

Year -1 to 
year 1

Year -1 to 
year 2

Year -1 to 
year 3

Year -1 to 
year 4

Year -1 to avg. 
years +1 to +4

Median change in 
OCF/asset 
Firm

0.0041b 0.0124b 0.0075b 0.0074b 0.0175b 0.0085b

Industry adjusted 0.002 0.018b 0.003b -0.0002 0.0023b -0.002

Median change in 
OPINC/asset 
Firm

0.0155b 0.0247b 0.0132b 0.0085b 0.0375a -0.0135b

Industry adjusted 0.0130b 0.0198b 0.0211b 0.0074c 0.0179b 0.0156b

**The number of observations are for the firms’ performances and the industry adjusted performance
* The industry adjusted performance is calculated by using the medians of both OCF/asset and OPINC/asset for the firms in 2-digit SIC 

codes
as it is explained in the study. In order to find the industry adjusted OCF/asset or OPINC/asset performance in given time period, the
industry performance is subtracted from the OCF/asset or OPINC/asset of individually each of the reverse leverage buyout firm.
aSignificantly different from zero at 0.01 level (two-tailed t-test)
bSignificantly different from zero at 0.05 level (two-tailed t-test)
cSignificantly different from zero at 0.1 level (two-tailed t-test)
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The median industry-adjusted OPINC/asset for 
year -1 (Table 5 Panel B) is 0.036 while the 
median OPINC/asset for RLBO firms at year -1 
is 0.1493. Yet, from various SIC codes (Table 4 
Panel A), depending on the number of firms in 
associated industry, the median industry-adjusted 
OCF/asset for year 0 is 0.0438 when the median 
OCF/asset for RLBO firms at year -1 is 0.0914. 
The median industry-adjusted OPINC/asset for 
year -1 is 0.0315 while the median OPINC/asset 
for RLBO firms at year -1 is 0. 1493.As it can be 
seen, the initial public offering year shows similar 
positive and superiorpattern with the year before 
initial public offering. Parallel path was observed 
by both Holthausen & Larcker (1996)‘s studies 
except their Reverse LBO firms’ median level of 
OCF/asset and median level of OPINC/assets were 
notably higher than our reverse LBO firms’ me-
dian levels for the both accounting measurement. 
The difference of their accounting measurements’ 
median levels and our accounting measurements’ 
median level is fluctuating between as lower as 5% 
to as higher as 10%. Therefore, the interpretation 
ofthese significant differences can be stated as 
the reverse leverage buyout corporations which 
have been operated between 1999 and 2008 have 
less operating income compared to the reverse 
leverage buyout firms which had been operated 
between 1983 and 1988, but have more operat-
ing income and operating cash flows than their 
industry counterparts.

We also conducted two-tailed t-test assuming 
unequal variances to test the performance between 
the companies and the associated industries. Ac-
cording to the results be seen from both Table 4 
and 5, the reverse-LBO corporations persist on 
outperforming in their industries for four years 
after the initial public offering occurred while their 
median industry adjusted performances for OCF/
asset and OPINC/asset notably differ from zero 
for each year before, at the time and after initial 
public offering. Unlikely to the past researches, 
for instance in Holthausen & Larcker(1996) 
found some performance weakness observed in 

the third year after public offering, we observe a 
performance weakness two years after IPO espe-
cially for OPINC/asset ratio the reverse leverage 
buyout firms.

Panel Bs on the both Table 4 and 5 shows 
the changes in the accounting performance for 
both the reverse leverage buyout firms and the 
industry adjusted from the year prior to IPO and 
throughout the years. When Panel A only shows 
observations in any given year, panel B represents 
changes between the years, so available data from 
year -1 to another year (such as year 0, year +1, 
year +2 and so on). The reason of conducting 
such an analysis is that the intensity of RLBO firm 
performance can possibly be superior or inferior 
to its industry throughout years before IPO, at the 
time of IPO, and +1, +2, +3, +4 years after IPO. 
In this analysis, year -1 is used as a benchmark.

Change in both four years after initial public 
offering and three years after IPO process perfor-
mance weakness are observed compared to the 
associated industries. Unlikely from Holthausen 
& Larcker’s studies(1996) on this subject, the 
median changes for both OCF/Asset and OPINC/
Asset show stronger changes in performance 
throughout the years for the reverse LBO firms. 
While Holthausen & Larcker’s have -0.047 for the 
year -1 to year 0 for OCF/asset, we have 0.0155 
for the year -1 to year 0. Also, according to their 
result while the median change for OCF/asset 
for year -1 to year 1 was -0.062, we have 0.0247 
as the median change for OCF/asset for year-1 
to year +1. Also, while the median changes for 
firms in both OCF/asset and OPINC/asset show 
negativity except the median change of OPINC/
asset for year -1 to year 0. But, more surprisingly 
Holthausen & Larcker’s the firm median change 
in OPINC/assets has lower performance in each 
year after initial public offering compared to the 
prior public offering year. However, for our sample, 
each individualyear after initial public offering 
have better performances (except the second year 
for both OCF/asset and OPINC/asset) in terms of 
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the median changes for the reverse LBO firms 
between 1999 and 2008.

Moreover, while the industry adjusted for 
1983-88 period shows negativity for almost each 
year from year -1 for both the median changes of 
OCF/asset and OPINC/asset except the year -1 to 
0 for OPINC/asset median change, the industry 
adjusted in our study shows positivity in median 
changes for all years of OCF/asset, but only shows 
negativity in from year -1 to year 4 for OPINC/
asset as it can be seen from the Table 4, Panel B. 
However, based on the 2-digit SIC codes which 
can be seen from Table 5 Panel B, the only nega-
tivity for the industry adjusted is the one in the 
median changes of OCF/asset for year -1 to year 
3.For sure we should mentioned that the industry 
adjusted is expected to be lower because of the 
way of its calculations, since in order to obtain 
industry adjusted performances; the industry 
median OCF/asset or OPINC/asset performances, 
which are calculated by using the firms’ related 
SIC codes, are subtracted from OPINC/asset or 
OCF/asset of each reverse leverage buyout firm.

5. 3. Median Levels of Capital 
Expenditures, Working 
Capital and Employment

In this study, in addition to accounting perfor-
mance, working capital management, employment 
level and the expenditures on capital equipment 
are also investigated. We examine whether the 
capital expenditures, working capital and staff-
ing management patterns of the reverse leverage 
buyout firms are different from their industry 
counterparts and whether these patterns change 
throughout the years. Table 6 presents the changes 
of means, medians and their related standard de-
viations of capital expenditures, working capital 
and employment for each year individually from 
the year before initial public offering to 4 years 
after offering. For both working capitals, capital 
expenditures and employment the year before 
public offering have lower means and medians 

than the year of public offering and the each year 
after the offering. As it can be seen from Table 6 
Panel A, the capital expenditures mean in the year 
before IPO is 0.0545 when the capital expenditures 
mean of four years after public offering is 0.0762. 
Also, the working capital mean in the year before 
IPO is -0.0112 while the working capital mean 
of four years after initial offering is 0.1148. On 
the similar way, the mean of employment level 
in the year before IPO is 0.0046 for our obtained 
reverse LBO firms when the mean of employment 
increases to 0.0085 four years after offering. How-
ever, for the exact year of initial public offering 
occurred, greater mean than the years after the 
initial public offering is observed. The mean of 
capital expenditures increases to 0.0809, but after 
that it starts to decline. A similar observation is 
also found for the working capital. At the year of 
public offering, the mean of working capital goes 
up to 16.10%, but after that it shows remarkable 
decreases in following years.

Nevertheless, when we look at the post-IPO 
terms in general, we detected that the capital ex-
penditures mean before the public offering year 
is higher than the post-IPO period mean. But,the 
capital expenditure median in year prior to IPO is 
almost 5% lower than the post-IPO period. Simi-
larly, both the mean and the median of RLBOs’ 
working capital and the employment level in the 
year before the initial public offering have lower 
percentages than the mean and the medians of 
post-IPO period.

Table 7 Panel A illustrates the median level of 
capital expenditures, working capital and employ-
ment level for both the reverse LBO corporations 
and the associated industries for the year before, 
at the time and each year after initial public offer-
ing. As it also can be seen from the related table, 
even though there is not much difference with the 
capital expenditure and the industry counterparts 
similar to Holthausen & Larcker’sfindings (1996); 
the reverse LBO firms still spent less on capital 
equipment than their industry. Yet, for the exact 
year of IPO and following years after public of-
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fering, the authors did not find much difference 
between the firms and their industries. But, in our 
study, we find that except the year of public offer-

ing and the four years after offering, the reverse 
leverage buyout firms spend little more on capital 
equipments than their industry counterparts in +1, 

Table 6. The table presents the changes of means, medians and their related standard deviations of 
capital expenditures, working capital and employment for each year individually from the year before 
initial public offering to 4 years after offering. 

Panel A

Capital expenditures/asset for all RBLO firms in the analysis  mean median stdev

Pre -IPO Capital expenditures / Assets 0.0545 0.0304 0.0575

IPO Year Capital expenditures/Assets 0.0809 0.0334 0.1237

1 Year after IPO Capital expenditures/Assets 0.0760 0.0391 0.0971

2 Years after IPO Capital expenditures/Assets 0.0739 0.0405 0.0911

3 Years after IPO Capital expenditures/Assets 0.0723 0.0480 0.0751

4 Years after IPO Capital expenditures/Assets 0.0762 0.0570 0.0860

Post -IPO Capital expenditures/Assets* 0.0480 0.0760 0.0913

Change in Capital expenditures/Assets** 0.0304 0.0760 0.0913

Panel B

Working Capital/asset for all RBLO firms in the analysis  mean median stdev

Pre -IPO Working Capital / Assets -0.0112 0.0552 1.4918

IPO Year Working Capital/Assets 0.1610 0.1098 0.2324

1 Year after IPO Working Capital /Assets 0.1445 0.1002 0.1837

2 Years after IPO Working Capital /Assets 0.1230 0.0900 0.2107

3 Years after IPO Working Capital /Assets 0.1321 0.1129 0.1807

4 Years after IPO Working Capital /Assets 0.1148 0.1186 0.2839

Post -IPO Working Capital /Assets* 0.1301 0.1050 0.1799

Change in Working Capital /Assets** 0.1413 0.0498 -1.3119

Panel C

Employees/asset for al RLBO firms in the analysis for all RBLO firms in 
the analysis 

mean median stdev

Pre -IPO Employees / Assets 0.0046 0.0014 0.0078

IPO Year Employees /Assets 0.0070 0.0032 0.0113

1 Year after IPO Employees /Assets 0.0069 0.0032 0.0111

2 Years after IPO Employees /Assets 0.0075 0.0033 0.0115

3 Years after IPO Employees /Assets 0.0074 0.0033 0.0117

4 Years after IPO Employees /Assets 0.0085 0.0030 0.0145

Post -IPO Employees /Assets* 0.0069 0.0034 0.0109

Change in Employees /Assets** 0.0023 0.0020 -0.0078

* post-IPO represent the average of one year after initial offering to four years after offering
** change values represent post-IPO values minus pre-IPO values
Pre-IPO values represent the values of the year before the initial public occurred
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Table 7. The table illustrates the median level of capital expenditures, working capital and employment 
level for both the reverse LBO corporations and the associated industries for the year before, at the time 
and each year after initial public offering. 

Panel A

Results on the level of capital expenditures, working capital and employment

  Year -1 Year 0 Year 1 Year 2 Year 3 Year 4  

Median level of capital 
expenditures/asset 
Firm

0.0304a 0.0341a 0.0405a 0.04145b 0.0494b 0.0586a 0.076243a

Industry adjusted* -0.0021 -0.0005 0.0089b 0.0026b 0.0007 -0.0026 0.004

# of observations** 114 114 108 97 70 44  

Median level of 
working capital/asset 
Firm

0.0552a 0.1098a 0.1012a 0.0900a 0.1129a 0.1186a 0.105a

Industry adjusted -0.03476 (0.09875)a (0.08459)a (0.09261a (0.09684)a (0.09661)a (0.047)b

# of observations** 114 114 108 97 70 44  

Median level of 
employees/asset 
Firm

0.001442b 0.003188b 0.0032b 0.0033b 0.0033b 0.0030b 0.003408b

Industry adjusted 0.0001 0 0 0.0001 0.00015 0.00018 0.0001

# of observations** 114 114 108 97 70 44  

Panel B

Results on the change in capital expenditures, working capital and employment

  Year -1 Year -1 Year -1 Year -1 Year -1 Year -1 to  

to to to to to avg. years

year 0 year 1 year 2 year 3 year 4 +1 to +4

Median change in 
capital expenditures/
asset 
Firm

0.0024b 0.0028 0.003 0.0063 0.0108b 0.0049

Industry adjusted (0.0005)b (0.0005)a -0.0004 -0.0069 -0.0002 -0.003

Median change in 
working capital /asset 
Firm

0.0016 0.0123 0.0242 0.0366 0.0150b -0.0005

Industry adjusted 0.0038b 0.0379b 0.0434b 0.0638b 0.0492b 0.0265b

Median change in 
employees /asset 
Firm

-0.000011 0.000101 0.000052 0.000136 0.000692 0.000046

Industry adjusted -0.0001 0.000012 0.000175 0.000144 0.00027 0.000082c

*Parentheses stand for negative number in this table
aSignificantly different from zero at 0.01 level (two-tailed t-test);b Significantly different from zero at 0.05 level (two-tailed t-test)
cSignificantly different from zero at 0.1 level (two-tailed t-test)
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+2+3 years. In this point, we should remind the 
facts that the lower the capital expenditure, the 
higher the free cash flow and the income since free 
cash flowis the amount that a company generates 
after laying out the money required to maintain 
or increase its assets, and the higher the free cash 
flow, the stronger the company’s Balance Sheet.

In terms of working capital, the reverse le-
verage buyout firms in our time range have less 
working capital in their structurecompared to their 
industry since the industry adjusted percentages 
are all negative. Thus, the evidence might suggest 
that reverse leverage buyout companies are more 
sufficient than their industry peers. Even more 
surprising result is that

almost all of the industry medians for work-
ing capital are almost two times greater than the 
firms’ medians.

Since there is not muchdifference observed 
between the reverse leverage buyout firms and 
their associated industries on the employment 
level, we can say that there is not much evidenceof 
layoffs found. Yet, starting from two years after 
initial public offering to four years after offering 
the employment level is increased.

5.4.Sectional and Cross-
Sectional Analyses

In this study, we try to find the firm character-
istics that affect accounting performance (OCF/
asset and OPINC/asset) and debt/capital, working 
capital/asset, capital expenditures/asset and em-
ployees/asset. Table 8 presents how much debt/
capital, capital/asset, capital expenditures/asset 
and employees/asset in the each year before, at 
the time and after IPO is correlated to OCF/asset 
and OPINC/asset in each year before, at the time 
and after the public offering.

Table 8 Panel A shows,the OCF/asset and 
debt/capital, the t-stat of the year at the time of 
IPO and the t-stat of three years after offering 
are way greater than 1.96 in absolute term. The 
specified years’ p values are also smaller than the 

alpha equal to 0.001, so we can consider them as 
meaningful and significant in 0.00l level which 
is accepted as highly significant level. However, 
when the test can only have 22.84% explanatory 
power for the initial public offering year, it has 
year 97.63% prediction power in the third year 
after the IPO. Yet, for OPINC/asset and debt/
capital, not only the year of public offering and 
three years after offering, but also the year before 
initial offering is significant, while the year 0 and 
+3 are 99.999% and the year before IPO is 95% 
significant.

For the relation between OCF/assets and 
capital expenditures/assets, we can say that the 
relation is not significant either at 5% or at 10% 
significance level, but it is significant only two 
years after initial offering at 80% level. Similar 
pattern is observed for the relationship between 
OPINC/asset and capital expenditures. Working 
capital and OCF/asset show 99.999% significant 
relation in the year prior to IPO, at the year of IPO 
and two years after. Three years after the initial 
public offering working capital/asset and OCF/as-
set have correlation at 98%.Nevertheless, OPINC/
asset and working capital/asset in prior to IPO has 
99.999% significance, the year of IPO and +2 and 
+3 years are significant at 95% (Table 8 Panel 
C). Additionally, as it seen from Table 8 Panel D, 
while the OCF/asset and employment level shows 
95% significant relationship at the year of public 
offering +1 and +2have 95% significant correla-
tion while the year prior to IPO and four years 
after the offering shows 90%. OPINC/asset and 
employment level shows 98% significance while 
the year prior to IPO and two years after initial 
public offering shows 90% significant correlation.

We also examined in the changes in perfor-
mance of the reverse LBO firms which can be ex-
plained by changes in leverage and working capital 
management, expenditures on capitalequipment 
and employment level. Table 9 illustrates these 
sectional variations in changes. While the change 
in debt/capital from -1 to +1 shows 95% significant 
relation with both OCF/asset from -1 to +1 and 
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Table 8. The table presents how much debt/capital, capital/asset, capital expenditures/asset and em-
ployees/asset in the each year before, at the time and after IPO is correlated to OCF/asset and OPINC/
asset in each year before, at the time and after the public offering. 

Panel A

Dependent Variable Intercept Adjusted R2 P Value T 
Stat

Debt/Capital 
Regression 
Coefficient

Independent Variable

OCF/asset prior to IPO 0.02087 0.010309 0.143 1.5 0.06175756 Debt/capital prior to IPO

OCF/asset in year of IPO 0.12197 0.228372 5.E-08 -5.8 -0.05044016 Debt/capital in year of IPO

OCF/asset 1 year after IPO 0.09014 -0.00954 0.932 0.1 0.00395581 Debt/capital 1 year after IPO

OCF/asset 2 years after IPO 0.09972 -0.0077 0.597 -0.5 -0.02608694 Debt/capital 2 years after 
IPO

OCF/asset 3 years after IPO -0.0495 0.976398 4.E-58 54 0.31201388 Debt/capital 3 years after 
IPO

OCF/asset 4 years after IPO 0.12281 0.007969 0.253 -1.2 -0.04671336 Debt/capital 4 years after 
IPO

Intercept stands for the coefficient value of the intercept.

OPINC/asset prior to IPO 0.02291 0.033123 0.029 2.2 0.09772993 Debt/capital prior to IPO

OPINC/asset in year of IPO 0.17975 0.267704 3.E-09 -6.5 -0.04762718 Debt/capital in year of IPO

OPINC/asset 1 year after IPO 0.12507 -0.00476 0.482 0.7 0.03504885 Debt/capital 1 year after IPO

OPINC/asset 2 years after IPO 0.10068 -0.00374 0.424 0.8 0.05048689 Debt/capital 2 years after 
IPO

OPINC/asset 3 years after IPO -0.0049 0.979091 1.E-60 58 0.29180143 Debt/capital 3 years after 
IPO

OPINC/asset 4 years after IPO 0.13178 -0.01213 0.495 0.7 0.02485719 Debt/capital 4 years after 
IPO

Intercept stands for the coefficient value of the intercept.

Panel B

Dependent Variable Intercept Adjusted R2 P Value T 
Stat

Capx */ Asset 
Regression 
Coefficient

Independent Variable

OCF/asset prior to IPO 0.04963 -0.00137 0.36 0.9 0.37603713 Capx/asset prior to IPO

OCF/asset in year of IPO 0.07414 0.006302 0.194 1.3 0.1496158 Capx/asset in year of IPO

OCF/asset 1 year after IPO 0.08041 -0.00323 0.419 0.8 0.14384372 Capx/asset 1 year after IPO

OCF/asset 2 years after IPO 0.06502 0.013531 0.132 1.5 0.27609693 Capx/asset 2 years after IPO

OCF/asset 3 years after IPO 0.06163 -0.00886 0.537 -0.6 -1.02910156 Capx/asset 3 years after IPO

OCF/asset 4 years after IPO 0.08289 -0.01785 0.648 0.5 0.08764918 Capx/asset 4 years after IPO

*Capx = capital expenditures  

OPINC/asset prior to IPO 0.08093 -0.00268 0.405 0.8 0.36573552 Capx/asset prior to IPO

OPINC/asset in year of IPO 0.14319 -0.00786 0.722 0.4 0.03589374 Capx/asset in year of IPO

OPINC/asset 1 year after IPO 0.14588 -0.0089 0.814 -0.2 -0.04539843 Capx/asset 1 year after IPO

OPINC/asset 2 years after IPO 0.09925 0.01284 0.137 1.5 0.35252025 Capx/asset 2 years after IPO

OPINC/asset 3 years after IPO 0.10059 -0.00805 0.513 -0.7 -1.00444411 Capx/asset 3 years after IPO

OPINC/asset 4 years after IPO 0.15549 0.004503 0.278 -1.1 -0.19289778 Capx/asset 4 years after IPO

continued on following page
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*Capx = capital expenditures  

Intercept stands for the coefficient value of the intercept.

Panel C

Dependent Variable  Intercept Adjusted R2 P Value T 
Stat

Wacp / Asset 
Regression 
Coefficient

Independent Variable

OCF/asset prior to IPO 0.07236 0.758371 1.E-36 19 0.14626293 Wacp**/asset prior to IPO

OCF/asset in year of IPO 0.1358 0.178741 2.E-06 -5 -0.33424348 Wacp/asset in year of IPO

OCF/asset 1 year after IPO 0.11199 0.010823 0.146 -1.5 -0.1454953 Wacp/asset 1 year after IPO

OCF/asset 2 years after IPO 0.12084 0.075296 0.004 -2.9 -0.23991072 Wacp/asset 2 years after IPO

OCF/asset 3 years after IPO -0.2249 0.062948 0.021 2.4 1.6009161 Wacp/asset 3 years after IPO

OCF/asset 4 years after IPO 0.09319 -0.02354 0.917 0.1 0.00623341 Wacp/asset 4 years after IPO

Intercept stands for the coefficient value of the intercept.

OPINC/asset prior to IPO 0.10323 0.745051 3.E-35 18 0.15518694 Wacp /asset prior to IPO

OPINC/asset in year of IPO 0.16687 0.034229 0.028 -2.2 -0.14027824 Wacp /asset in year of IPO

OPINC/asset 1 year after IPO 0.15593 -0.00281 0.404 -0.8 -0.09053541 Wacp /asset 1 year after IPO

OPINC/asset 2 years after IPO 0.16013 0.039318 0.029 -2.2 -0.23744069 Wacp /asset 2 years after IPO

OPINC/asset 3 years after IPO -0.1713 0.068762 0.016 2.5 1.54215574 Wacp /asset 3 years after IPO

OPINC/asset 4 years after IPO 0.14711 -0.0232 0.961 0 -0.00264878 Wacp /asset 4 years after IPO

** Wcap = Working capital

Intercept stands for the coefficient value of the intercept.

Panel D

Dependent Variable Intercept Adjusted R2 P Value T 
Stat

Emp/ Asset 
Regression 
Coefficient

Independent Variable

OCF/asset prior to IPO 0.04911 0.012118 0.125 1.5 4.60311471 Emp***/asset prior to IPO

OCF/asset in year of IPO 0.06869 0.026746 0.046 2 2.50004558 Emp/asset in year of IPO

OCF/asset 1 year after IPO 0.06995 0.026558 0.05 2 3.00441807 Emp /asset 1 year after IPO

OCF/asset 2 years after IPO 0.06275 0.033414 0.04 2.1 2.95849269 Emp/asset 2 years after IPO

OCF/asset 3 years after IPO -0.0142 -0.0147 0.99 1 0.13994739 Emp/asset 3 years after IPO

OCF/asset 4 years after IPO 0.08128 0.025415 0.153 1.5 0.99276236 Emp/asset 4 years after IPO

Intercept stands for the coefficient value of the intercept.

OPINC/asset prior to IPO 0.0749 0.01911 0.076 1.8 5.68678777 Emp/asset prior to IPO

OPINC/asset in year of IPO 0.1233 0.069023 0.003 3.1 3.22998959 Emp/asset in year of IPO

OPINC/asset 1 year after IPO 0.11785 0.033784 0.032 2.2 3.58526974 Emp/asset 1 year after IPO

OPINC/asset 2 years after IPO 0.09818 0.028883 0.923 1.9 3.64544157 Emp/asset 2 years after IPO

OPINC/asset 3 years after IPO 0.03678 -0.01457 0.923 -0.1 3.75933267 Emp/asset 3 years after IPO

OPINC/asset 4 years after IPO 0.14648 -0.02321 0.965 0 0.03056323 Emp/asset 4 years after IPO

*** Emp= Employees
Intercept stands for the coefficient value of the intercept.
All the P values are for the independent variables.
All the t-values are for the independent variables.

Table 8. Continued
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OPINC/asset from -1 to +1, the change in debt/
capital from -1 to average of one years after initial 
offering to four years after offering shows 99.99% 
significant relationship with both OCF/asset and 
OPINC/asset from -1 to average of years +1 to +4. 
However, neither capital expenditure from year 
-1 to +1 nor capital expenditure from year -1 to 
average of one to four years after public offering 
show any significant relation with neither OCF/
asset from year -1 to year +1 nor OCF/asset from 
year -1 to average of one to four years

after public offering. The correlation between 
capital expenditure and OPINC/asset reflects 
similar path in terms of no significance. On the 
other hand, both working capital from year -1 to 
+1 and the working capital from -1 and average 
of one to four years after public offering show 
highly significant (99.99%) relationship with 
both OCF/asset from -1 to +1, OCF/asset from 
-1 and average of one to four years after offering, 
OPINC/asset from -1 to +1 and OPINC/asset 
from -1 and average of one to fouryears after 
offering. Meanwhile, employment level change 
in years shows no significant relation with OCF/
asset change in years, but as it can be seen from 
Table 8 Panel D, while employment level has no 
significant correlation in prior year to IPO, there 
is a significant relationship between employment 
level and both OCF/asset and OPINC/asset in 
the year and one year after public offering. Yet, 
employment level from prior IPO to one year af-
ter offering has 95% significant correlation with 
OPINC/asset from prior IPO.

We also checked whether there is any relation-
ship between debt/capital and both working capital 
and capital expenditures (Table 8 Panel E) or 
not. Between the years of prior to initial offering 
to one year after offering there is no significant 
correlation observed between debt/capital and 
neither with capital expenditure/asset nor with 
working capital/asset. The evidences shows almost 
similar pattern for the years between prior to IPO 
to average of the years after offering.

Cross sectional analysis is also conducted to 
investigate cross-sectional variation in the change 
in performance of the reverse leverage buyout 
firms which can be explained by changes in le-
verage, expenditures in capital, working capital 
and employment level. In order to conduct this 
analysis, accounting performance measures are as-
sumed as a good reflector of firms’ performances. 
Evidence of the significance of the accounting 
performance measures is documented in random 
samples by investigating the relation between 
change in independent variables and change in ac-
counting performances. As it was also mentioned 
by Holthausen & Larcker (1996), if there is any 
reduction in the leverage is necessary to have 
better performance, we should detect positive 
coefficient on the leverage when OCF/assets and 
OPINC/assets are dependent variable. Yet, if there 
is a great amount of leverage be seen, reducing 
the leverage from the structure should increase 
the performance and the leverage coefficient 
should be negative. We assume that the optimal 
organizational structure (in terms of debt) does not 
change at the time of reverse LBO in order to make 
this assumption. Further, parallel to Holthausen 
&Larcker’s study conducted in 1996, if an increase 
in capital expenditure, there could be sing of 
poorer performance while increase or a positive 
coefficient in working capital can be good sign 
for the companies’ performances since if current 
assets do not exceed current liabilities, then firm 
may run into trouble paying back creditors in the 
short term.In the cross sectional analysis, the ac-
counting performances (OCF/assets and OPINC/
asset) between the year before IPO and one year 
after the offering, and between the year prior to 
IPO and average of one year and four years after 
the initial public offering are taken as dependent 
variables while debt/capital (leverage), working 
capital/asset, capital expenditures and employment 
level between the year prior to IPO and one year 
after IPO are taken as independent variables.

As it can be seen from Table 10, while the 
coefficients of leverage for both OPINC/assets 
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continued on following page

Table 9. The table illustrates the sectional variations in changes. 

Panel A

Independent Variable

Dependent Variable Intercept Change in Debt/Capital 
from -1 to +1

Adj. R2 F-Stat t-stat of Debt/Capital

Change in firm OCF/assets from 
year -1 to +1

0.03652 0.070270026 0.033541 3.887024 1.971553734

Change in firm OPINC/assets 
from year -1 to +1

0.060157 0.087851827 0.035872 5.204346 2.2813035

Dependent Variable Intercept Change in Debt/Capital 
from -1 to Avg. +1 to +4 Adj. R2 F-Stat t-stat of Debt/Capital

Change in firm OCF/assets from 
year -1 to the average of years 
+1 to +4

0.03845 0.108798591 0.398283 70.5005 8.396457841

Change in firm OPINC/assets 
from year -1 to the average of 
years +1 to +4

0.047316 0.100485483 0.307583 47.64279 6.902375436

Panel B

Independent variable

Dependent Variable Intercept
Change in Capital 

Expenditure/Asset from -1 
to +1

Adj. R2 F-Stat t-stat of Capx/Capital

Change in firm OCF/assets from 
year -1 to +1 0.017406 -0.101122259 -0.0073 0.181032 -0.42547868

Change in firm OPINC/assets 
from year -1 to +1 0.038735 -0.269820794 0.00089 1.100619 -1.04910402

Dependent Variable Intercept
Change in Capital 

Expenditure/Asset from -1 
to Avg. +1 to +4

Adj. R2 F-Stat t-stat of Capx/Capital

Change in firm OCF/assets
from year -1 to the average of 
years +1 to +4

-0.00358 0.174944782 -0.00346 0.6383 0.798936818

Change in firm OPINC/assets
from year -1 to the average of 
years +1 to +4

0.015778 -0.166176843 -0.00455 0.524458 -0.72419489

Panel C

Independent variable

Dependent Variable Intercept Change in Working Capital/
Asset from -1 to +1 Adj. R2 F-Stat t-stat of Working 

Capital/Asset

Change in firm OCF/assets from 
year -1 to +1 0.001896 0.097434009 0.523321 125.057 11.18288902

Change in firm OPINC/assets 
from year -1 to +1 0.019589 0.102565292 0.490616 109.8364 10.48028806

Dependent Variable Intercept
Change in Working Capital/

Asset from -1 to Avg. +1 
to +4

Adj. R2 F-Stat t-stat of Working 
Capital/Asset

Change in firm OCF/assets from 
year -1 to the average of years 
+1 to +4

0.021068 -0.142307654 0.475004 96.00167 -9.79804408

Change in firm OPINC/assets 
from year -1 to the average of 
years +1 to +4

0.029084 -0.116498239 0.286461 43.15374 -6.56915051



372

Post-Offering Operating Performance of Reverse LBOs
﻿

between the year before IPO and one year after 
the offering and OCF/assets between the year 
before IPO and one year after the offering are 
positive as well as the coefficient of OPINC/
assets between the year prior to IPO and average 
of one year and four years after the initial public 
offering, the coefficient of debt/capitalfor OCF/
assets between the year prior to IPO and average 
of one year and four years after IPO is negative. 
However, the evidences suggest that the changes 
in the leverage levels seem unimportant since their 
t-stat is notably small.

Even though, the coefficients of capital expen-
diture for both accounting performance between 
the specified years show positivity, the OCF/assets 
accounting performance between the year prior to 
IPO and average of one year and four years after 
the initial public offering is significant at 99.998% 
level when OPINC/assets between the year prior to 
IPO and average of one year and four years after 
the initial public offering is 99% significant. While 
OCF/assets between the year prior to IPO and one 
year after IPO is 90% significant, OPINC/assets 
between the year before IPO and one year after the 

Table 9. Continued

Panel D

Independent ariable

Dependent Variable Intercept Change in Employees/Asset 
from -1 to +1 Adj. R2 F-stat t-stat of Employees/Asset

Change in firm OCF/assets from 
year -1 to +1 0.009738 3.066698524 0.007196 1.819029 1.348713697

Change in firm OPINC/assets 
from year -1 to +1 0.023894 5.273181853 0.034855 5.080855 2.254075238

Dependent Variable Intercept Change in Employees/Asset 
from -1 to Avg. +1 to +4 Adj. R2 F-stat t-stat of Employees/Asset

Change in firm OCF/assets from 
year -1 to the average of years 
+1 to +4

-0.00804 2.445236384 -0.00144 0.837069 0.914915002

Change in firm OPINC/assets 
from year -1 to the average of 
years +1 to +4

  3.069633339 0.00236 1.26732 1.125753062

Panel E

Independent Variable

Dependent Variable Intercept Change in debt/capital from 
-1 to +1 Adj. R2 F-stat t-stat of debt/capital

Change in firm working capital/
assets from year -1 to +1 0.221401 0.269923936 0.004735 1.537589 1.239995626

Change in firm capital 
expenditure/assets from year -1 
to +1

0.017545 0.000980207 -0.00889 0.00378 0.061479994

Dependent Variable Intercept Change in Debt/Capital 
from -1 to Avg. +1 to +4 Adj. R2 F-Stat t-stat of Debt/Capital

Change in firm working capital/
assets from year -1 to the average 
of years +1 to +4

0.21627 0.196184448 0.003913 1.443953 1.201645891

Change in firm capital expenditure/
assets from year -1 to the average of 
years +1 to +4

0.017517 0.013696468 0.02216 3.560884 1.887030438

Average +1 to +4 is the simple average of OPINC/asset (OCF/asset, working capital/asset, capital expenditure/asset, employment level/
asset) over the time period consisting of the first fiscal year after the IPO to the fourth fiscal year after IPO.
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offering is insignificant with capital expenditures/
assets. On the other hand, the working capital is 
highly significant (99.999%) and meaningful for 
both accounting performances for the both speci-
fied periods. However, the employment level only 
shows significant result for OPINC/assets between 
the year before IPOand one year after the offer-
ing, even though the coefficient of it is positive 
for both accounting performances for the both 
specified periods. Since the evidences suggest 
that the accounting performances (forspecifically 
this sample) used in the cross sectional analysis 
are not reliable as the ones we used for the firms 
in general.

6. CONCLUSION

In this paper, it was examined operating perfor-
mance and capital structure for as well as capital 
expenditures, working capital and employment 
management for a reverse leverage buyout sample 
between 2000 and 2008. The major findings in the 
paper are that the firms continuously outperform 
their industry peers for the following four years of 

initial public offering, while the average debt/capi-
tal level decreases in years. Even though Degeorge 
& Zechauser (1993) claims reverse LBO firms’ 
accounting performances outperform only before 
they went public, we find similar to Hotlhausen 
& Larcker (1996) and Mian & Rosenfeld (1993) 
that the reverse leverage buyout companies exceed 
their industry peers on performance. Moreover, 
the evidences suggest a performance weakness 
in the second year of an IPO while they are still 
exceeding their counterparts on performance.

Thus, we reject the null hypothesis (H 1, o) of 
there is no decrease in mean leverage ratio of the 
reverse leverage buyout companies since the mean 
average ratios for debt/capital at the time of initial 
public offering and the years after that are lower 
than the mean average ratio of debt/capital in the 
year before IPO.

H 1, o = There is no decrease in mean leverage ratio 
of the reverse leverage buyout companies 
in time compared to the year before initial 
public offering.

H 1, a = There is a decrease in mean leverage ratio 
of the reverse leverage buyout companies 

Table 10. The table presents OPINC/assets and OCF/ asset from -1 to 1 and +1 to +4

Intercept Change in Debt/
Capital

Change in 
Capex/Asset

Change in 
Emp/asset

Change in 
Wacp /Asset

Adj. 
R2

F-Stat.

OPINC/asset 
from -1 to+1

0.0112 0.02569 0.20486 4.58722 0.15176 0.51 27.78

* -0.42583 -0.71881 -0.97201 -2.474 -10.05049 0

OCF/asset 
from -1 to +1

-0.01002 0.00421 0.36575 0.48824 0.15745 0.55 33.61

* (-0.4194) -0.1295 -1.9098 -0.2898 -11.4751 0

OPINC/asset 
from -1 

to avg.+1 to +4

-0.01863 0.02482 0.70382 2.87733 0.1537 0.49 25.93

* (-0.6720) -0.65893 -3.16858 -1.47239 -9.65756 0

OCF/asset 
from -1 

to avg.+1 to +4

-0.04081 -0.01121 0.76111 0.97235 0.15282 0.48 25.1

* (-1.4794) (-0.29917) -3.44292 -0.49995 -9.64848 0

(*) states t-test results for each independent variable in the cross sectional analysis
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in time compare to the year before initial 
public offering.

Moreover, we reject the null hypothesis of 
accounting performances of RLBO corporations 
does not show any difference from the account-
ing performance of their industry peers since the 
evidences mentioned above suggest a difference.

H 2, o = Accounting performances of RLBO 
corporations does not show any difference 
from the accounting performance of their 
industry peers

H 2, a = Accounting performances of RLBO cor-
porations does show differences from the 
accounting performances of their industry 
peers

With regard to capital expenditure, we find that 
the reverse leverage buyout firms typically spent 
less on capital equipment than their counterparts 
except the ones in our results which differ from 
the year of initial public offering and four years 
after the IPO. Holthausen & Larcker (1996) who 
claimed that the reverse leverage buyout firms 
spent less on capital expenditures prior to IPO 
compare to the industry equivalents, while there 
is no difference for the later years. Since, we find 
that the mean level of capital expenditures is 
continuously decreasing after the year of the IPO 
while the capital expenditure median levels in +1, 
+2, +3 years after IPO almost stay the same. With 
these outcomes, we achieve similar findings to the 
past studies of Kaplan (1989), Smith (1990) and 
Musceralla & Vetsuypens (1990) that young public 
corporations overinvest in capital expenditures 
even though they also specified that the reverse 
leverage buyout companies have some abilities to 
lower some of their expenditures after leverage 
buyout process. Furthermore, with respect to work-
ing capital management, the evidence suggests 
that reverse leverage buyout companies carry less 
working capital than their industry equivalents. 
Our results are similar to Holthausen & Larcker 

(1996) on working capital since they also found 
additionally, based on their sample between 1983 
and 1988, that the reverse LBO firms was carrying 
approximately half of the working capital carried 
by their industry counterparts. In terms of employ-
ment management of the reverse leverage buyout 
firms, there is not much difference observed for 
reverse LBO firms’ staffing level and their industry 
peers’ level. Yet, the evidence refer a continuous 
increase in employment level starting from the two 
years after initial public offering and continue to 
four years after the offering.

For those reasons, we reject the third null 
hypothesis which is reverse LBO firms have no 
dissimilarities from their industry counterparts’ 
median level in terms of spending on capital ex-
penditures. The evidence suggests that the year 
before and the year of IPO reverse leverage buyout 
firms have less capital expenditures and until the 
fourth year after the public offering they spent little 
more compared to their industry peers. In addition, 
we also reject the fourth null hypothesis since the 
evidence reflects that reverse LBO firms carries 
less working capital compared to their industry 
peers. However, in terms of employment level, we 
accept the fifth null hypothesis since we could not 
find any significant evidence against the statement.

H 3, o = Reverse LBO firms have no dissimilarities 
from their industry counterparts’ median 
level in terms of spending on capital ex-
penditures

H 3, a = Reverse LBO firms have dissimilarities from 
their industry counterparts’ median level in 
terms of spending on capital expenditures.

H 4, o = RLBO corporations carry similar working 
capital to their industry equivalents

H 4, a = RBLO corporations does not carry similar 
working capital to their industry equivalents

H5, o = Reverse leverage buyout companies em-
ployment level is not different than their 
industries.

H5, a = Reverse leverage buyout companies employ-
ment level is different than their industries.
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We also conducted sectional and cross-sec-
tional regression analyses, and based on these 
analyses, the evidences suggest that debt/capital 
and working capital/assets are highly correlated 
with accounting performances while neither 
capital expenditure/assets not employees/asset 
are related. So, our results give contradictory 
suggestions about Holthausen & Larcker (1996) 
comment on a little correlation between capital 
expenditures/ asset and debt/capital between the 
years of prior to initial offering to one year after 
offering.

So, the null hypothesis (H6,o) of change in 
accounting performances (measured from one 
year before to one up to four years after becom-
ing reverse IPO) is unrelated to change in lever-
age is also rejected since the evidence reflects a 
significant association between debt/capital and 
the accounting performances. But, we accept the 
null hypothesis (H 7, o) of change in accounting 
performances (measured from one year before to 
up to four years after becoming reverse LBO) is 
unrelated to change in capital expenditures since 
the evidences stated earlier show that there is no 
relation between the capital expenditure/assets 
and accounting performances either in any of 
year related with IPO or in any of year period 
specified earlier. On the other hand, we reject 
the null hypothesis (H 8, o) change in accounting 
performances (measured from one year before to 
one up to four years after the reverse LBO) is un-
related to change in working capital since there is 
significant association found between accounting 
performances from one year prior to IPO to one 
up to four years after the IPO. However, while we 
are accepting the H 9, o (stated below), we should 
also mention the fact that there is an evidence of 
a significant association between the accounting 
performances and the employment level between 
the prior year of IPO and the year after IPO.

H 9, o = Change in accounting performances (mea-
sured from one year before to one up to four 

years after the reverse LBO) is unrelated to 
change in employment level

H 9, a = Change in accounting performances 
(measured from one year before to up to 
four years after the reverse LBO) is related 
to change in employment level

Overall, the results in this paper add some 
strong evidences of positive association between 
debt leverage and performance level as well as 
working capital and performance level of the 
reverse leverage buyout firms.
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KEY TERMS AND DEFINITIONS

Initial Public Offering: A first sale of com-
mon stock or shares to public by private firm. 
Also referred to as a public offering.

Leverage Buyout: An equity control of a fi-
nancial sponsor when a major portion of purchase 
is financed by borrowing. In fact, the term of LBO 
does not only refer public to private transforma-
tion, but also refers an increase in leverage due to 
acquisitions. Also referred to as “bootstrapping.”

Reverse leverage Buyout: The process of turn-
ing privately held company which was publicly 
traded beforeinto a public company.
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INTRODUCTION

As a result of globalization, it is required for all 
managers, administrative officers and even em-
ployees to have high level of EI for accomplishing 
the decision making process to contribute to the 
success of long term strategy planning and imple-
mentation process. There are plenty of academic 
studies supporting that managers who have high 
level of EI can make good decisions. As it is em-
phasized in Doğan and Demiral’s study, it is not 
enough to have employees who have high level 
of IQ or technical and mental talents to be able to 
increase success, provide efficient and productive 
performance, and create customer satisfaction. 
Besides, organizations need to employ emotional 
and social individuals who can know or manage 
their own emotions, and also understand what 
others feel (Dinçer et. al., 2011). 

The necessity of innovative management 
strategies and also employees who are open to 
innovations has been started to be more of an issue 
for the companies in the competitive environment 
emerged by the impact of globalization factor, 
because dynamic changes and developments in the 
field of technology owing to this fierce competition 
affect almost all sectors seriously. In short, organi-
zations should renew employees’ work processes 
and methods taking either internal or external 
needs or expectations to become a dominant player 
in the market. To this respect employees need to 
be motivated in terms of all work conditions to 
search out new work methods or generate new 
ideas including innovative approaches. Thus, it 
will be easier for them to present their innovative 
work behaviors accordingly. 

The original exploration of this chapter is 
putting forth the relationship between Emotional 
Intelligence (EI) and managing conflict by theo-
retical research. This paper is organized into four 
sections and proceeds as follows. We first carefully 
reiterated the theoretical studies. Section 2 shows 
background and literature; section 3 discusses 
the relationship between Emotional Intelligence 
(EI), managers and managing conflict; and finally 
section 4 concludes the study. 

1. EI Theoretical Framework

Success of business, in today’s corporate life, 
depends on a good manager. When two organi-
zations whose sources and abilities are similar 
have been compared, the one which has a good 
manager reaches success whereas the other in the 
hand of a bad manager paints a hopeless picture 
(Çelikten & Çelikten, 2007). Erdem (1997) states 
that managers’ job is creating effective teams with 
their knowledge, skills, attitudes and approaches 
towards problems. An effective organization is 
provided by high motivation. Managers are re-
sponsible for motivating their workers and make 
them do their work voluntarily. Therefore; in the 
organization motivated workers will perform the 
aims of establishment 

Managers should make strategic plans in-
dependent from the circumstances they are in 
(Aslan et al., 2007). They should find ways to 
make negative conditions turn to opportunities 
and can find ways or solutions not intuitionally 
but by using scientific methods. Ay and Karadal 
(2003) states that managers should have knowledge 
in order to evaluate the behaviors of followers. 
A manager who doesn’t know himself could not 
have knowledge of others’ behaviors and could 
not make evaluations as well. Tosun (1992) states 
definitions of managers in many ways. Manage-
ment is an activity of bringing production factors 
together effectively. Management is a period of 
coordination of cooperation efforts done to reach 
an aim. Another definition is that management is 
an activity of convincing people to cooperation in 
the cause of reaching a common aim. A further one 
is management is an art of providing maximum 
results by minimum effort thereby providing the 
most happiness, wealth to employers and employ-
ees and the best service possible to public. Yet 
another one is management is a period to make 
someone do a work voluntarily.

In organizations the success or failure of co-
operation for providing organizational aims can 
be subjected to the authority. The reason lying 
behind this idea is that the authority is related 
with the determination of responsibilities in the 
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organization, minimizing or destroying disagree-
ment due to different ideas and being the aims of 
organization at the forefront. That’s why authority 
is not constant, unchangeable situation that is pos-
session of some certain people (Papatya, 1997). In 
this situation, when a manager or a person using 
this authority remains incapable, besides efforts 
of manager within the establishment is also inef-
fective. This ineffectiveness causes insufficiency 
of motivation, lack of success in supervision and 
lack of using sources economically and rationally 
in reaching target aims.

In the past a lot of managers provided a kind 
of trust to make people believe that they were 
infallible. In those kind of situations the manager 
becomes a symbol of sense of embracement for 
the group. The authority depending on trust and 
adopted authority are strengthened in both two 
sense (Eren, 2010).A group which adopts its 
leader, increasingly trust its leader more and the 
critics about the adopted leader show decrease in 
this dimension 

In order to reach some certain aims, mak-
ing right decisions about using people, material 
sources, equipment, stocks, auxiliary materials 
and time in an effective manner is called manage-
ment (Eren, 2010).For taking out management 
period, there should be a person in command of 
the person who is in leader position and decides 
about product factors. A person who influences 
his employees by using their activities in order to 
perform some certain aims even there is not any 
other source or material equipment. 

Philosophers, who are in thought of perceiv-
ing management as a period, define management 
as total effort of right manipulation of a group 
of people to provide certain aims and coopera-
tion between them (Şimşek, 2010). As a period, 
management is used for the situations in which 
reaching determined aims with the cooperation 
of others are provided. According to Uğurluoğlu 
and Çelik (2009) organizations can continue their 
strategic management periods successfully by fol-
lowing efficient ways. Senior managers must show 

a way to the organization by using their strategic 
leadership status in the establishment in order to 
form vision and mission. All the people in the 
organization who work for certain aim want to 
obtain their working strategies and act according 
to certain vision by considering strategic leaders 
as a guide.

The most important factor for the existence 
of management is efficiency. The management 
should provide its efficiency to show its existence 
under no circumstances. For this efficiency the 
precautions that are taken in technology are nec-
essary. Besides technology and rationalization, 
workforce must show efficiency (Kaynak, 1975). 
The high quality of accordance among individu-
als and their satisfaction are the basic factors of 
workforce efficiency. The other requirement of 
management that is necessary to continue its 
existence is the continuity of two basic factor 
that we mentioned previously. In short, as the 
management fulfills these requirements, it should 
continue the period by providing motivation with 
the same requirements. 

Many definitions on management concept can 
be done. In general it can be said that manager 
tries to reach targets by showing effort to reach 
certain aims with the help of cooperation of a 
group of people or via other people (Bakan, 2008). 
In short a manager is responsible for providing a 
balance. He should provide accordance between 
the technology, aim, structure of organization and 
people having different qualifications. A profes-
sional manager obtains this duty as his job. This 
success depends on his talent of influencing and 
providing others towards an organizational aim. 
A professional manager does not show a success 
of influencing or directing not just by using his 
authority. Apart from being a classical manager, 
having certain talents is the necessity of manage-
ment mentality. 

The communication inside organization must 
continue from one manager to another after that 
from one worker to another. As organization 
continues to grow, the communication within 
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organization becomes difficult. Thus, the qual-
ity of organizational communication becomes 
more necessary (Eroğluer, 2011). The most ef-
fective factor on the motivation of worker is the 
communication and sharing between worker and 
the manager. For this reason the most important 
factor in increase of motivation is fulfilling the 
expectations of workers. The expectations of 
workers are the fair distribution of gained rights 
among workers (Baz, Kaya & Savaş, 2011). In this 
decision mechanism the basis between employ-
ees and employer must be maintained strongly. 
Organizational justice which is one of the most 
effective factors on the behaviors and attitudes 
of workers is an important subject that should be 
considered with importance by managers. An act of 
representing an organization in an establishment, 
coordinating the Works of employees and direct-
ing them toward aims is known as management. 
The manager is the person who has the leading 
role in organizations, provides people act within 
certain aims and is responsible for creating effec-
tive organization. Performing of organizational 
aims shows parallelism with the efficiency level 
of managers (Çırpan & Koyuncu, 1998). That’s 
why one of the most important job of a manager 
is performing the aims of establishment together 
with the aims of employees. Since managers are 
in a status of taking decisions about the whole 
of organization, its parts, other employees and 
environmental relationships apart from their own 
subjects, they are expected having a high sense 
of self. The most important means of manager to 
evaluate himself according to other people is the 
self. Since the self develops differently for each 
manager, it shows different reflections for dif-
ferent decisions which must be taken in or out of 
organization. A developed self when it shapes as 
a perception for others, has an important place in 
directing relations and taking decisions (Çakmak 
& Kara, 2011). 

There have been plenty of researches in the 
field of emotional intelligence (see Table 1). 
These researches have focused on EI and strategic 

decision making (Dinçer et al., 2011); EI and man-
agement capabilities (Behbahani, 2011); EI and 
transformational leadership (Cavazotte, Moreno, 
Hickmann, 2012); EI profiles and managerial traits 
(Siegling, Sfeir, Smyth, 2014; Siegling, Nielsen, 
Petrides, 2014); EI and personality dimensions 
(Sarawati et. al., 2013); EI and professional suc-
cess (Obradovic et. al., 2013).

Emotional intelligence is important factor on 
the success of individual’s social life and business 
life. Plenty of studies on this issue has increased 
in recent years. When analyzing studies about 
emotional intelligence’s influences, results are 
generally similar. Considering the variety of 
definitions in the literature, they are all based on 
three models generated by Mayer and Salovey, 
Goleman, Bar-on.

For the first time, the term “emotional intel-
ligence” is used by Mayer and Salovey They 
define it as “a kind of talent to observe one’s own 
and others’ emotions, to recognize them and to 
use this information to guide one’s thinking or 
actions” (Mayer & Salovey, 1993; Dinçer et. al., 
2011). According to Mayer and Salovey there are 
four main abilities. These abilities are “percep-
tion of emotions; use of emotions for inspiration; 
understanding of emotions; and regulation of emo-
tions for the enrichment of personal development 
and social relations” (Mayer & Salovey, 1993). 
Therefore, the one who has these abilities manage 
to overcome such problems more effectively with 
comparison to others who has not.

Goleman states that emotional intelligence is 
“something which helps one understand his own 
emotions, show empathy and control them in such 
a way that they facilitate his life and contribute him 
in any case (Dinçer et. al., 2011). Goleman’s model 
consists of five abilities which of them are “self-
awareness, self-regulation, motivation, empathy, 
and social talents” (Rahim & Psenicka, 2002).

Bar-on defines emotional intelligence as “re-
lating and understanding others, while adapting 
and coping with potential problems around his 
environment in order to become more successful in 
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dealing with environmental demands” (Şahinkaya, 
2006). Bar-on’s model has five abilities. These 
are namely “social talents, interpersonal talents, 
adaptability dimension, overcoming stress and 
finally general mood” (Bar-on&Parker, 2000).

2. Emotional Intelligence and 
Conflict Management Relations

Some technological developments have negative 
effect on relations of people and individualize 
them. As a result of this, a confliction arouses 
among working people in establishments. To 

increase the performance of workers, the establish-
ment should conflict among people under control.

Conflict can be defined in general as an interac-
tive period that comes out as a result of incompat-
ibility and disagreement. It is a dynamic among 
people that shapes inner and outer conditions of 
people and affects the performance of people 
either positive or negative way. A conflict which 
comes out in every relations and interactions is 
an inevitable fact. Despite of its negative effects, 
the constructiveness or destructiveness of conflict 
is related to the conflict management skills of 
people. Interestingly, the relationship between 
Emotional Intelligence (EI) and managing con-

Table 1. Literature review and selected studies on emotional intelligence 

Author(s) Aim of the Research Methodology Findings and Results

Hasan Dinçer, 
Gülşah Gencer, 
Nazife Orhan, 
Kevser Şahinbas 
(2011)

Significance of emotional intelligence on 
strategic decision making.

Descriptive statistics, 
Mann-Whitney Test 

When the degree of EI increases, the 
level of innovative work behaviors 
also increases and vice versa.

Ali Akbar 
Behbahani (2011)

The relationship between emotional 
intelligence and management capabilities.

Emotional 
IntelligenceQuestionnaire 

Significant relationship between 
emotional intelligence with its 
components.

Flavia Cavazotte, 
Valter Moreno, 
Mateus Hickmann 
(2012)

The effects of intelligence, personality 
traits and emotional intelligence on 
transformational leadership.

SEM The leadership effectiveness, is 
a direct function of a leader’s 
transformational behaviors, and is 
an indirect function of individual 
differences.

A.B. Siegling, 
Mireille Sfeir, 
Hedley John 
Smyth (2014)

The trait EI profiles of a general managerial 
sample.

ANCOVA Managers’ global trait EI scores were 
significantly higher than those of the 
normative sample.

Siti Sarawati Hj. 
Johar, Ishak Mad 
Shah, Zainudin 
Abu Bakar (2013)

The personality dimensions’ impact through 
the perspective of emotional intelligence of 
leaders in organization.

Theoretical The stability dimensional from 
the perspective of neuroticism 
personality among the leaders is to 
be the main catalysts.

Vladimir 
Obradovic, Petar 
Jovanovic, Dejan 
Petrovic, Marko 
Mihic, Zorica 
Mitrovic (2013)

Correlation between project managers’ 
emotional intelligence and their professional 
success.

Theoretical The empirical research reveals 
that there is a very high positive 
correlation between emotional 
intelligence and professional success

A.B. Siegling, 
Charlotte Nielsen, 
K.V. Petrides 
(2014)

Trait emotional intelligence can differentiate 
between leaders and non-leaders.

Logistic-regression model The leadership and management 
positions require high trait EI.
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flict may find justification from the management 
capabilities, managerial traits and professional 
success discussed in Behbahani (2011); Siegling, 
Sfeir, Smyth (2014); Siegling, Nielsen, Petrides 
(2014); Obradovic et al. (2013).

Persuasion, conflict management and ability 
of gathering people around common aim are the 
basic instruments of a manager. In order to bring 
emotions to the same frequency and establish a 
successful communication, a leader should real-
ize his feelings (Ülker, 2008). The managers who 
have an ability of bringing people in common by 
understanding the difference of point of views, can 
direct the latest thoughts and feelings towards the 
common aim of the group after he solve conflict 
by making people talk (Tuna, 2008). Whatever 
the area is, one of the most important subjects 
that a manager has to study on is the increase the 
success of workers. To provide this, as a manager 
is expected to take precautions to solve conflicts, 
the employees are expected to show the necessary 
effort, perform their duties and be ready for the 
increase or decrease of demand (Aktaş & Gök 
2010).

Listening to people totally and sending con-
vincing messages is known as communication. 
The people, who have strong mutual commu-
nication, easily solve problems, provide open 
communication by recording emotional clues and 
being ready any kind of good or bad news has this 
talent (Goleman, 2012). Providing a solution to 
disagreement during communication is known as 
conflict management. One of the characteristics of 
people who have talents in solving is to soothe the 
parties by obtaining problem during development.

To evaluate the emotions of opponent in the 
right way is an important factor for success. The 
people, who do this best, can analyze the most 
important points and compromise about those 
important points whereas they force the opponent 
for devotion about the less important subjects 
(Goleman, 2012).Kaya and Kozak (2006) states 
that managers having high emotional intelligence 
can understand and evaluate the conflicts among 

workers, any kind of conditions that has to be 
overcome, relations and interactions which have 
profit potential better and easier than the ones 
having low emotional intelligence.

In whichever department or among whoever the 
conflict takes place, the effective management of 
conflict is possible with exact evaluation (Akkir-
man, 1998). An effective management is necessary 
to be provided from the beneficial sides of workers 
whereas their harmless sides are reduced.

Managers can reduce conflicts within organiza-
tion or provide trust among workers by showing 
behaviors preventing gossips and warning work-
ers about this subject (Bektaş & Erkal 2007).To 
decrease the conflicts due to the lack of commu-
nication within organization, managers should 
increase their efficiency in accordance (Tuna, 
2009). As the accordance and optimism levels 
of managers increase, the cooperative working 
of people in different status and ranks increase 
in the same level.According to Akkirman (1998) 
there is a requested conflict on a certain level for 
organizational efficiency is expressed in studies. 
The good management of conflict provides the 
motivation of trends such as newness, change and 
creativity, coming up new ideas and o positive ef-
fect on organization by increasing organizational 
cooperation. All of them are the most important 
sign that show the contribution of effective man-
aged conflicts to organization development and 
advancement.

3. EI and Leadership Relationship

Although the concept of leadership firstly was 
used at the beginning of 19th century in political 
articles about English parliament, it actually came 
out in 1300s and it is the most popular subjects 
that have been worked on for a long time (Akbaba 
& Erenler, 2008).

If it is necessary to make a few definitions 
of leadership; leadership is coming forefront of 
a single person among employees during right 
control period of social movements (İbicioğlu 
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et al., 2009). In another definition leadership 
means to direct and convince people on previ-
ously determined route (Çelik & Sünbül, 2008). 
According to Eren (2010) leadership means: “The 
total of information and talents to gather people 
around a certain aims and move them to perform 
those aims”. According to another definition, 
move audiences toward a certain aim, convey 
the sincerity to opponents, a talent of assigning 
different meanings to the behaviors come out in 
different situations (Bakan, 2008).

When the definitions in different sources are 
considered, there lies an attracting of emotions of 
other people in the basis of leadership. How and 
why leaders attract others, which functions play 
role in this attraction and which source powers 
they use in attracting others become the subjects 
of latest studies about leadership. Leadership can 
occur in any ranks of organization and in order 
to have leaders’ qualities, it is not necessary to 
be a senior officer. The importance is directing 
people to determine aims by making them follow 
you (Demir, Yılmaz & Çevirgen, 2010).

The basic aim in leadership behavior is to affect 
the activities of workers. The strategy, behavior, 
tactics of leader is to provide the values, beliefs 
and behaviors of workers as well as their success 
in doing work and accordance with others. It is 
important that the behaviors and strategies of 
leader must be perceived in the right way by work-
ers in the sense of ethics in order to fulfill what is 
expected from them (Arslantaş & Dursun, 2008). 
Although there are some studies about individual 
and situational determiners of ethics in leadership, 
it has not been exactly found if ethic leadership 
behavior affects individual behavior.

A leader can observe and evaluate affective 
emotional flows in general of the group well and 
can also study how his behaviors are affective 
on these. The most important method of gaining 
trust of a leader is to sense these feelings and be-
have in a way that shows them to be understood 
(Goleman, 2012).A leader is the main source of 
emotional situation in the organization and reflects 

his experience as a mirror. Being guidance in 
group requires this emotional transfer and plays an 
important role in obtaining the route with workers. 
The behavior of leader is related to the manners in 
relations with person following him and the group 
he is working with. The good fulfilling of duties 
of workers to provide the aims of organization is 
related to the behaviors of leader. This causes the 
researchers to search this subject and make clas-
sifications. The leader behavior is examined into 
two groups as human based and work based (Taş 
& Önder, 2010).Good leaders go around mostly 
than mean leaders and ask questions about their 
families and personal problems. Also they form an 
open system by rousing they want to know about 
the developments in their lives. This continuity 
of two way communication provides continuous 
information of all people in senior staff (Gole-
man, 2012).Since something which is not done 
alone, it is very important to provide sharing and 
cooperation and this important duty is the basic 
function of leadership (Ülker, 2008).

Team working, directing target, forming vi-
sion, establishing available teams for work and 
transforming of authority and responsibility is 
important in leadership. Also this leadership 
brings different point of views. In changing based 
leadership it is a basic characteristic to provide 
opportunities in order to improve their capacities 
and form different point of views (Taş & Önder, 
2010). Leaders encourage their workers in strug-
gling, taking risks and using authority. They pro-
vide their workers to show a higher performance 
than it is expected. A leadership behavior which 
is used in this way provides to manage his own 
duties and responsibilities rather than following 
workers.

The leaders, who are sensitive to the emotions 
of others, know themselves well and are able to 
control their feelings, establish a close relation-
ship with their workers and strengthen it in time 
(Sosik & Megerian, 1999).Leaders are the people 
who can put creativity into the organization. They 
make a necessary route way by taking the existing 
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creativity out. Leaders encourage their workers 
who are coming with beneficial ideas by affect-
ing their creativity directly or indirectly (Cengiz, 
Acuner & Baki, 2006).

Change Agent

Change agent means to start or manage change. 
The individuals who have got this effectiveness 
are the ones who provide and defend change by 
eliminating conditions preventing change. Effec-
tive change leaders have characteristics such as 
high self-confidence, directing political relations 
within the organization according to his intuitions, 
high level of impressiveness, dependency and high 
level of motivation (Goleman, 2012). Leaders can 
realize new ideas and working styles however 
they aren’t generally the ones that start change 
and it is not necessary for them to be reformists. 
Traditional management is not enough in changing 
organizations. There needs a charismatic leaders 
in organizations entering changing period.

Cooperation

The most important dimensions that affect success 
are behaviors such as assistance, sharing and coop-
eration. It is possible for establishment managers 
to evaluate these behaviors more important than 
the productivity of establishment. 

For the continuous development of productiv-
ity, the continuity of accordance, solidarity and 
cooperation of workers matters the most. These 
kind of behaviors keep the collective conscious 
keeps labor force all together. The previous stud-
ies show that the military activities in military 
organizations are closely related to supplementary 
emotional intelligence talents such as cooperation, 
friendship, solidarity, motivation rather than hav-
ing a technical talent (Acar, 2001).

Concern is an expression that provides us to 
undertake the responsibility of the things we have 
to do. The yarest people to spend time and effort 
to help their colleagues are the concerned ones. 

They know the importance of cooperation to con-
tribute the bigger aims of establishment rather than 
focusing on their own works (Goleman, 2012).

Team Skills

Today establishments need the talents and skills 
of all workers rather than individual efforts of 
managers. Çetin (2009) states that the continuous 
development basic job period provides rivalry 
advantage so establishments need to get right 
benefit from every level of workers in every rank. 
The future establishments will grow directly pro-
portional with the workers’ right usage of talents 
or will diminish. To name amounts of people as 
team there must have some basic characteristics 
of these team members. When disciplined be-
haviors are discussed, amounts of people can get 
the characteristics of team. Teams are separated 
from group in terms of obtaining a common aim, 
reaching a consensus and making supplementary 
works. Also, when there needs a strong leader-
ship characteristics, in teams leadership is done 
alternatively.

In terms of the rightness of decisions, it is 
very important to examine the subject from every 
point of view before taking it. At the end of this 
kind of study, the team members will be aware of 
subjects, ready to the conditions that can happen 
later and are in communication with each other. 
In all kinds of work done with cooperation, the 
key provision is continuous informing system. 
Each team member should be informed on the 
same level continuously (John, 1995).

The importance of emotional intelligence is 
also important for the emotional intelligence of 
teams. Each of the emotional intelligence tal-
ent develops on each other and form a kind of 
continuity.

The self-conscious behavior of team members 
provide them to evaluate each other better and get 
close to each other with empathy. The empathic 
behaviors of team members provide a continuous 
positive atmosphere. Besides, they can manage the 
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relations with the outer world and among them-
selves effectively. Having a social consciousness 
provides team having an effective communication 
with other parts of organization.

The biggest profit of team work is to maintain 
the common aim and this power to achieve it. In 
this kind of team individuals get more profit. In 
order to provide this synergy there need to have an 
exchange of ideas, correcting mutual mistakes and 
solving problems at the right time (Çetin, 2009). 
In order to benefit from this synergy, the people 
should be chosen from the people that can com-
plete each other. By this created synergy positive 
results can be taken for the sake of establishment 
as well as positive motivation of workers.

4. Effective Decision Making 
Process with Multiple Skills

Emotions are known as the feelings that make 
people ready for people, objects or facts. They are 
as important as cognitive and behavioral factors 
and they direct the behaviors of individuals in 
perception and manner development period. In 
accordance of relations and surrounding, the fac-
tors which direct the individual is emotions. The 
feelings give the sense of satisfaction or sadness. 
A part of human life is under the effect of some 
feelings and emotions (Doğan & Özdevecioğlu, 
2009). Emotions will be the part of organizational 
state in business life which takes the biggest part 
of people’s lives. Because of these reasons emo-
tions cannot be thought independent and apart 
from organizations. Although the behaviors in 
organizations are proper to logic, mind and sys-
tem, emotions like sadness or jealousy happens 
as frequent as they happen in daily life 

People are not machines. It is not possible to 
enter establishment by leaving them out. People 
can sometimes be sad or angry and those feelings 
can be related to establishment or daily problems. 
Whatever the reason is the mood that the person 
is in will affect his efficiency and the relations 
with his colleagues (Akın, 2004).

So it is very important for establishments that 
the managers are having an emotional practicum 
and workers having emotional maturity. 

What is expected from managers for working 
condition is emotional maturity (Baltaş, 2001). Ac-
cording to the survey done on ten young managers 
who were expected to be successful but unfortu-
nately weren’t, there found four characteristics 
that cause their failure. These characteristics are: 
being unsuccessful in relations with people, being 
dominant, having conflicts with the superiors and 
over ambitious. Managers who know his and oth-
ers’ feelings, and sensitive to demands and needs of 
other people can establish relations depending on 
trust. In this direction despite of hard conditions, 
they can provide motivation, express his feelings 
openly, direct his workers and customers to the re-
quired results and solve conflicts with satisfactory 
solutions. People who have developed emotional 
intelligence have great contribution to the success 
of organization (Çetinkaya & Alparslan, 2011).

Ability of controlling feelings is the most 
important and basic characteristic of emotional 
intelligence. The feeling of a person is the basic 
factor in every decision and behavior and the 
success of leaders is the result of management 
of their emotional world. According to Baltaş 
(2013) the feelings must be used according to the 
aim. If they are used according to the aim, they 
show a way and increase efficiency. The manag-
ers having high emotional levels, benefit from 
his emotions in taking decisions, avoid negative 
emotions, understand the opponents’ feelings and 
manage them well. Workers take their leaders as 
a model. The leader has an importance for the 
people around them and they are an example for 
others. In order to influence people and create the 
highest performance in organizations leadership 
characteristics are needed. If the intelligence level 
of a leader is high, he can manage the people 
around them accordingly (Özer, 2010).

Management effectiveness is known as regu-
lating management activities according to make 
people work. Since managers are directly respon-
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sible for management activity, they need to have 
some talents and capabilities. It is expressed today 
that the behaviors of managers are affective on 
workers determine the success of the individual 
and organization (Erçetin, 2000). The manager 
must be aware of what is expected from him, choose 
his behaviors carefully and these behaviors have 
to be effective. Leaders firstly take the feelings 
and thoughts of workers then their behaviors into 
consideration with their sense of empathy. With 
their strong senses and strong emotional worlds 
they can influence and direct crowds. The leaders 
are expected to show social understanding and 
strong emotional management. The expectations 
related to being strategic, controlling, follower of a 
project as well as influencing, advancing positive 
behaviors, participating of opponents and creating 
estimation increases day by day. So the emotional 
intelligence talents of leaders come to forefront 
(Edizler, 2010). The increase attention to manage 
social and individual complex relations related to 
emotional intelligence level off a leader, makes 
the role of emotions in organizations important.

Managers should be well equipped about the 
job satisfaction, sense of belonging to working 
place, accordance to changing conditions and 
organization structure and directing of emotions. 
When it is looked at this period, the importance 
of emotion management, the positive emotional 
capitals such as toleration, optimism, belonging 
form a social capital for individual and organiza-
tions (Töremen, 2008).

The most important characteristics that man-
agers has to acquire is the communication in the 
working place as well as offering working sugges-
tions that prevents negative factors such as tension 
and conflict and behaving according to this by 
learning emotions. The most important factors 
that can be gained by improving of emotional 
intelligence are known as coping with change, 
accordance, behaving with control when necessary 
and behaving consistent during decision period 
(Arıcıoğlu, 2002). In development of emotional 
intelligence concept, some assumptions about the 

consistency of emotional intelligence and various 
measurements are used. What is important is to 
evaluate it with objective and significant criteria. 
Today, managers’ being ineffective in relations and 
emotional management and giving importance 
about gaining experience mostly on technical 
and work qualities can cause some negativity. 
These problems are managers cannot provide 
workers’ expectations, the increase in pressure 
on workers, ineffective prizing, managers cannot 
feel themselves together with their workers and 
the trust problem between the manager and the 
worker (Töremen, 2008).

The leader who is aware of his self-realization 
knows what he can or cannot do and continues 
his studies in order to improve his insufficient 
sides. Since these leaders are good listeners they 
can understand the unspoken feelings of workers 
and their point of views. They can also read the 
most important relationships among people as 
well as realize the capacity of workers (Beceren, 
2013). They can use talent and ability capacity of 
the organization well. Being dominant on these 
subjects make them to trust his colleagues, es-
tablishment and himself as well as become ready 
for the duties over him. A leader who achieves 
these can form the balance of the group well, use 
the group efficiently and his social intelligence 
must be more developed than others. His success 
among people have also gain importance besides 
craft knowledge and skills of a person. In today’s 
management success concept the superiority and 
success of teams gain importance rather than work 
and personal characteristics. The way of success 
of team work which is one of the most important 
factor in providing organizational aims, needs 
team workers having high emotional intelligence 
level. Nowadays human relations become more 
important than mental characteristics (Çetinkaya 
& Alparslan, 2011).

The previous studies show that the workers 
who have the highest working performance, 
have got emotional intelligence. Today organiza-
tions activate with teams rather than work as an 
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individual and they become successful by this 
synergy (Çetinkaya & Alparslan, 2011). In order 
to get this success, relations must be provided ef-
fective and right by bringing characteristics such 
as accordance in team working and colleagues 
to the forefront.

CONCLUSION

To sum up, the main aim of this paper is put-
ting forth the relationship between Emotional 
Intelligence (EI) and conflict management with 
theoretical research. In today’s corporate life, suc-
cess of business depends on a proficient manager. 
Managers should have knowledge in order to evalu-
ate the behaviors of followers. A manager who 
doesn’t know himself, is not able to know others’ 
behaviors and even not able to make evaluations. 
When a manager remains incapable, this ineffec-
tiveness causes insufficiency of motivation, lack 
of success, lack of using sources economically 
and rationally in reaching target aims.

In today’s global business world, it is required 
for all managers, administrative officers and even 
employees to have high level of EI for accomplish-
ing the decision making process. It is no longer 
enough to have employees who have high level 
of IQ or technical and mental talents. Besides, 
organizations need to employ emotionally and 
socially competent individuals who can manage 
their own emotions, and also others’. 

Conflict shapes inner and outer conditions 
of people and affects the performance of people 
either positive or negative way. Despite the fact 
that it has negative effects, these constructive or 
destructive effects of conflict depends on man-
ager’s conflict management skills. The managers, 
who have an ability of bringing people in com-
mon by understanding the difference of point of 
views, can solve conflicts. Managers having high 

emotional intelligence can understand and evaluate 
the conflicts among employees, with comparison 
to the ones having low emotional intelligence. 

Last but not least, with a view to transforma-
tional leadership, leaders encourage their followers 
in struggling, taking risks and using authority. The 
leaders, who are sensitive to the emotions of oth-
ers, know themselves well and are able to control 
their feelings, establish a close relationship with 
employees. The most important characteristics that 
managers have to acquire is the communication 
in the work place as well as having suggestions 
that prevent negative factors such as tension and 
conflict. The most important factors that can be 
gained by improving of emotional intelligence are 
known as coping with change, accordance, behav-
ing with control when necessary and behaving 
consistent during decision period. To conclude, 
we should emphasize the importance of Emotional 
Intelligence (EI) over conflict management as a 
leadership trait. 
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KEY TERMS AND DEFINITIONS

Change Agent: Change agent defines start-
ing, managing change. Effective individuals have 
characteristics such as high self-confidence and 
impressiveness, dependency and motivation.

Conflict: Conflict is an interactive period that 
comes out as a result of incompatibility and dis-
agreement and affects the performance of people 
either positive or negative way.

Emotional Intelligence: Emotional Intel-
ligence is a skill of perceiving, understanding, 
using and regulating own and others’ emotions 
so as to develop personal and social relations; 
moreover, overcoming problems.

Manager: Manager is the person who provides 
maximum results by minimum effort thereby 
providing the most happiness, wealth to employ-
ers and employees; besides he performs these by 
convincing people to cooperation in the cause of 
reaching a common aim.



393

Copyright © 2015, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.

Chapter  24

DOI: 10.4018/978-1-4666-7484-4.ch024

Proactive Organizational 
Structure in Financial System

ABSTRACT

Technology alters the structure of the systems in the finance and service sectors. Nevertheless, technol-
ogy has been chancing operating systems and as a source to the emergence of new business models. The 
boundaries of departments in enterprises are weakened and disappeared, these changes give rise to the 
emergence of showing less commitment in the behavior of employees. In modern business the survival 
of the organizations does not seem possible, which see success in reactive behavior of the strategy-
structure-interaction classical triple. Critical success factor is based foresight and proactivity in all areas 
of operations including organizing. In this chapter, enterprise organizations’ financial departments and 
resulting changes of structures of the financial sector entities, the effects of this structural changes in the 
operation system with the new business models is discussed, the tips on how financial system’s agencies 
and departments can fulfill the requirements of proactive nature revealed is studied.

1. INTRODUCTION

In the war for future existence all institutions, 
including financial institutions, feel the need 
of converting the structures such as growth, 
downsizing, merger, change of administration, 
organizational inefficiencies as internal factors 
besides technological, social, legal and other 
environmental changes such as external reasons,.

Change, is seen as an important opportunity 
and threat, need to cope in today’s organizations. 

Nowadays everything in the world is shifting. The 
environment is undergoing change with everything 
in. Change in the environment of the organiza-
tion, it is necessary to also change strategy to be 
followed. Strategies vary, but the main goal of 
the organization is not changed: To make a vi-
able and successful strategy. For Practicable and 
successful strategy, strategy consistent with an 
organizational structure is required. Succinctly 
environmental changes affect strategies, thus the 
structure of the organization
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The traditional organizational structure was 
based on, command-and-control paradigm and 
the understanding that perceives the organization 
as a mechanical process. The traditional organi-
zational structure has lost its effectiveness today. 
Nowadays, all organizations are in the trend and 
need of developing effective organizational struc-
tures that make it possible to achieve the goals. 
The most important element of business life, the 
financial sector, cannot be abstracted from these 
conditions. Changes in the organizational structure 
of the financial sector affect the entire business 
life and spearhead the entire industry.

The financial sector is generally considered the 
most globalized of all economic sectors. Money 
is easily digitalized and is therefore highly mobile 
via information and communication technology. 
For this reason, it is generally believed that the 
spread of telecommunications together with the 
ongoing deregulation in Europe will have an enor-
mous impact on the financial sector and financial 
centers (Alessandrini et al., 2009, p.278).

The financial services sector can be the most 
effective economic sector in advanced economies. 
. In the advanced economies-like the United 
States- the financial sector employs more people 
than manufacturing of apparel, automobiles, com-
puters, pharmaceuticals and steel combined; 5,4 
million people are employed by financial services 
firms in the U.S. financial services account for 
almost 5% of Gross Domestic Product in the U.S., 
about 5.5% in Germany, 3.5% in Italy, and simi-
lar statistics are found in other European Union 
economies with highly developed intermediaries. 
(Harker & Zenios, 1998)

In the United States in 1934, there were over 
14,000 commercial banks, while the figure has 
decreased by each year. The mid-1980s, the 
number of U.S. commercial banks has dropped 
by about 50 percent. When it comes to 2004 the 
number of commercial banks in the U.S. is around 
7,000. (Source: Federal Deposit Insurance Cor-

poration) But, the number of bank branches has 
risen considerably even as the number of banks 
has declined. The average number of branches 
per bank was only about one at 1934, but about 
11 at 2007 (Source: Federal Deposit Insurance 
Corporation).

The change, above-mentioned, to be imple-
mented, after the 1980s the most important tools 
in the hands of the organizations and managers 
have been a strategy. Strategies are both plans for 
the future and patterns from the past (Mintzberg, 
1987, p.67). So it can be useful to analyze strategy 
in a historical process.

Following the lines of the historical develop-
ment of the idea of strategic management devel-
opment can be considered as three main periods:

1. 	 Strategic planning conception period 
(1960-1980),

2. 	 Competitive strategy, conception period 
(1980-1990),

3. 	 Basic competency based on strategy pe-
riod (From 1990s till Now) (Barca, 2009, 
pp.35-51).

Table 1. Changes in the U.S. banking industry 
1979-1994 

Item 1979 1994

Total number of banking 
organizations

12.463 7.926

Number of small banks 10.014 5.636

Industry gross total assets (trillions 
of 1994 USD)

3.26 4.02

Industry assets in small banks 13.9% 7.0%

Total number of employees 1.396.970 1.489.171

A number of automated teller 
machines

13.800 109.080

Cost (1994 USD) of processing a 
paper check

0.0199 0.0253

Cost (1994 USD) of an electronic 
deposit

0.0910 0.0138

(Berger et al., 1995, pp. 55-218).



395

Proactive Organizational Structure in Financial System
﻿

When Fifty years progress in the field of 
strategic management kept in view, it is seen that 
changing environmental conditions rather than 
the theoretical quest, led to the development and 
change of the main dynamics. This can be seen 
as a condition that is expected because of the 
nature of strategy is required to be very sensitive 
to changes in the environment. This cause intel-
lectual progress has led to the emergence from 
adaptation to the environment as a result of the 
struggle rather than mental activity. Parallel to 
changing environmental conditions, concept of 
strategies has changed significantly. The change 
in this understanding has been reflected in how 
strategies be formulated. A general conclusion that 
can be drawn here, due to changing environmental 
conditions in the coming time understanding, new 
strategies and formulations can be expected to 
come up. From the perspective of the managers 
what important is to anticipate the direction of 
change or will be informed quickly. Because now 
and in the future, the secret to being successful 
and sustaining it is shifting to keep to the route of 
the race of learning. Learn faster than their com-
petitors and practitioners who will go ahead. And 
so, in the next period necessary to be found out 
of tracing what might happen of strategic insight 
that will give direction to the management, and 
the success of future-oriented thinking and acting 
strategically (Barca, 2009, pp.51-52).

Business leaders have worked to create ef-
ficiencies and tried to cut costs with technology 
investment and standardization. For a time, this 
strategy created advantage, but it also sapped 
flexibility. In order to survive and thrive amid 
constant change, companies must reclaim the 
right balance of standardization and flexibility 
and build strategic and operational agility into 
their business foundations. To achieve these 
goals, agility must be built into an organization’s 
very foundation from strategy to design, people, 
process and supporting technology. (Keçecioğlu 
& Çiçek, 2012, p.295). The importance of strat-
egy and strategic management in obtaining the 

Sustainable competitive advantage is undeniable. 
A sustainability conscious company should be 
proactive at all levels and various sectors (Habisch 
et al., 2005, p.130).

2. STRATEGY AND PROACTIVE 
ORGANIZATIONS

At the corporate level in strategy-structure re-
lationship that leads to performance, structure 
follows strategy (Chandler, 1962). If the strategy 
- structure fits it will tend to improve performance 
(De Laurentis, 2005, p.10).

Strategic management analyzes the process 
that shows future goals of an organization’s that 
wants to reach and how to reach this goal (Barry, 
1986, p.10). Naturally, this analysis includes the 
organizational structure that yields to strategic 
goals to be achieved. Although there are a lot of 
factors that affect the strategic objectives of the 
organization, among these, environmental fac-
tors (technology, market, regulatory, etc.) And 
changes in these environments are important so 
the strategic behavior varies from responding to 
customer preference to anticipating these requests 
for gaining adaptive behavior (McIntyre, 2009, 
p.11; Morel-Guimaraes, 2005, p.292).

In addition, the relationship between organi-
zational structure and innovation that has been 
demonstrated in many studies, conducted. For ex-
ample, Gardener (1994) views that organizational 
structures may be changed to help induce innova-
tion and respond to external innovation demands. 
In another study, also made important issues in 
the global economy has been demonstrated on a 
sectorial basis. In a study conducted in 2013 under 
the Global Challenges Top 729 CEOs were asked 
about priorities in the global economy. The re-
sponses received are shown in Table 2. (2014, May, 
retrieved from https://www.conference-board.
org/retrievefile.cfm?filename=CEO-Challenge-
Charts-and-Tables_FINAL1.pdf&type=subsite).

https://www.conference-board.org/retrievefile.cfm?filename=CEO-Challenge-Charts-and-Tables_FINAL1.pdf&type=subsite
https://www.conference-board.org/retrievefile.cfm?filename=CEO-Challenge-Charts-and-Tables_FINAL1.pdf&type=subsite
https://www.conference-board.org/retrievefile.cfm?filename=CEO-Challenge-Charts-and-Tables_FINAL1.pdf&type=subsite
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According to the survey responses of CEOs 
working in the financial sector differentiate is 
observed than CEOs in other sectors. CEOs in 
the financial sector see the factors of importance 
in order: government regulation, respectively, 
customer relationships, operational excellence, hu-
man capital, global political/economic risk issues. 
It can be seen that of matters deemed important, 
except Government regulations, can be achieved 
with an effective organizational structure. Also 
in the financial sector “operational excellence” 
activities including organizational structure, 
emerges as the 3rd most important activity.

While the boundaries of competitiveness have 
changed in today’s business life, other tools in the 
hands of the firms and managers to achieve their 
goals alongside with strategy is organizational 
structure. Within the framework of the organi-
zational literature theorists have found different 
approaches to organization in the structure-
strategy-effectiveness frame.

The term structure refers to the more or less 
stable relationships among parts of any system 

or entity. Organizational structure has two layers: 
social, the division of labor, including the dif-
ferentiation of work tasks and the specialization 
of laborers, and physical as arrangement in space 
and time. (Hatch & Cunliffe, 2013).

Commonly used dimensions of organizational 
social structure are Administrative component, 
Differentiation, Integration, Centralization, Stan-
dardization, and Formalization, Specialization 
(Hatch & Cunliffe, 2013, p.95).

Debate on financial organizations has intensi-
fied through the years. While competing oppor-
tunities emerged, degree of concentration is not 
enough for the competitive environment banks 
operate in so not able to change market, organiza-
tions have made structural decisions (Alessandrini 
et al., 2009, p.136). Also new technologies, glo-
balization, social rights and responsibilities push 
finance organizations evaluate their structures. 
Change is a proactive behavior (Gibson et al., 
2009, p.488) so systems and people are more 
proactive and adaptable to changing circumstances 
(Laegaard & Bindslev, 2006, p.10).

Table 2. Priorities in the global economy 

Human Capital 
and Operational 
Excellence Are 
The Top Global 

Challenges for 2013

Sectors

Global Rank N=729 Challenges 2013 General 
Score

Manufacturing 
n=256

Financial 
Services 

n=92

Non-Financial 
Services 
n=361

1 Human Capital 2.44 1 4 1

2 Operational excellence 2.10 2 3 4

3 Innovation 1.99 3 6 3

4 Customer relationships 1.72 6 2 2

5 Global political/economic risk 1.68 4 5 6

6 Government Regulation 1.55 7 1 5

7 Global Expansion 1.31 5 10 7

8 Corporate brand and reputation 0.92 9 9 8

9 Sustainability 0.82 8 8 9

10 Trust in business 0.46 10 7 10
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Organizational structure has two layers: social, 
and physical (Hatch & Cunliffe, 2013) to have a 
proactive organization these two layers also must 
be proactive. For example, organizations with 
every creative way for product performance can 
step forward in a proactive way (Manring, 2003, 
p.213). Proactivity is taking the initiative to solve 
problems and anticipate future events before they 
happen, instead of reacting to an already existing 
problem or waiting for a difficult situation to oc-
cur (Mynatt, 2009).

Proactive Organizations shape their environ-
ment to facilitate improving performance. On 
the other hand, less proactive organizations, like 
people show little initiative, tending to passively 
adapt to their conditions rather than convert those 
(Crant & Bateman, 2000, p.65).

Granted the current economic state of affairs, 
the financial managers are determined to be more 
concentrated on the process and cost reduction. 
However, the stillness of the same managers about 
regulating the structure of the financial units is 
surprising. The results obtained in the studies 
indicate that, despite the financial crisis of 2008, 
financial companies have not made changes in 
their organizational structure to improve the 
performance (McKinsey Global Survey Results, 
2009). This can be said to arise from reducing the 
costs of companies in times of crisis rather than 
engaging in large-scale organizational develop-
ment activities. But the fact that this incorporates a 
dichotomy. Basic condition to survive, even before 
earlier than the crisis time, is the following of 
the organization’s proactive strategy. Companies 
following Proactive strategies are affected less 
by crises, companies are suffering more from the 
crisis that are not proactive. More damaged in the 
crisis are unlikely to become proactive, before the 
impact of the crisis passes. In this dichotomy of 
the company to come out of this impasse will be 
possible by managing both strategy and organi-
zational structure.

This is not an easy job to be done. Because; 
two of them are becoming particularly visible 

among the various consequences of the complex 
reorganization in the banking industry. First, banks 
are growing and more hierarchically complex. 
Second, banks are expanding geographically 
and consequently able to lend at larger distances. 
(Alessandrini et al., 2009, p.58).

Duty to manage large and complex structures in 
this procedure is becoming more difficult, that the 
people who live all over the world are customers 
/ potential customers and the burden on societies 
to put forth new financial products.

The Capacities of a 
Proactive Company

(Araujo & Gava, 2012, p.44) identified eight dif-
ferent capacities for market proactiveness:

1. 	 Capacity for dealing with risk.
2. 	 Capacity for dealing with mistakes.
3. 	 Capacity for visualizing future realities.
4. 	 Capacity for managing short-term pressure.
5. 	 Capacity for proactively innovating.
6. 	 Capacity for managing in a flexible way.
7. 	 Capacity for proactively leading.
8. 	 Capacity for identifying and developing 

proactive people.

The effective exercise of these eight capaci-
ties reveals a new way of thinking, a proactive 
mindset different from what’s found in companies 
aimed exclusively at responding to the market’s 
demands. This new mindset is essential to the 
execution of proactive strategies, and above all, to 
achieve positive results. Observe the differences 
between proactive and reactive mentalities in 
regard to the eight

Proactive and reactive mindsets also cor-
respond to very different strategic visions listed 
capacities (in Table 3) (Araujo & Gava, 2012, p.45)

Brockbank’s view to proactivity on the basis 
of HRM is as shown below. Accordingly, the 
organization behavior is shaped in four stages. 
Operational reactivity, operational proactive-
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ness, strategic proactivity and strategic reactivity. 
According to this, Brockbank, represents that 
strategically proactive will get the competitive 
advantage. The difference between reactive and 
proactive management is, reactive managers’ 
focus on now and daily processes, but proactive 
managers look for the future and doing things in 
a creative way (Cook et al., 2004, p.1).

In this case, being proactive is an important 
element for the success of businesses. Being 
proactive should not be understood simply in the 
sense of being strategically proactive. Proactivity 
incorporates a range of management skills (Finney, 
2008, p.154). Greater proactive involvement of 
HR required to match the variety and complexity 
of the challenging business environment (Finney, 

Table 3. Differences between proactive and reactive mindsets 

Capacities Reactive Mindset Proactive Mindset

How does the company deal with risk? The urge for immediate financial results 
inhibits risk taking.

The company encourages risk taking on the 
search for change.

How are mistakes handled? In theory faults are accepted, but mistakes are 
actually punished.

Mistakes are regarded as learning and growth 
opportunities.

When formulating its strategies, does the company 
consider future realities?

The strategic perspective is centered on current 
threats and opportunities.

The company is continually trying to imagine 
new market realities.

Does pressure for short term results hinder 
anticipation of the future?

Further gains are less important than current 
results.

Current results are often sacrificed for future 
gains.

Is innovation a market driven process? Usually innovation is an answer to market 
demands.

Innovation is a process aimed at breaking current 
market patterns.

Do excessive bureaucracy and rules inhibit the free 
flow of ideas?

The operational status quo obstructs 
presentation of new approaches and ideas.

People are free to express their ideas and 
opinions.

What is the leadership style? Traditional leadership focused on control and 
hierarchy.

Transformative leadership based on autonomy 
and freedom.

How does the company regard proactiveness at the 
level of individuals?

Proactiveness is an innate trait. Proactiveness must be stimulated and developed.

Figure 1. HR competitive advantage index
(Brockbank, 1999, p. 340).
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2008, p.43; Barney, 2010, p.78; Weijermars, 2011, 
p.76). Araujo and Gava (2012) examined Proac-
tive Management in the form of four dimensions. 
Actually, these four dimensions refer to a paradigm.

The number of banks in Turkey with the re-
lationship between the various variables are as 
shown in Table 4.

The number of bank branches and the number 
of staff are important in determining the organi-
zational structure of banks as financial institu-
tions have been evaluated. As success criteria of 
Banks’; total deposits, total assets, net income, total 
equity and shared capital are being determined 
the analysis of banks by considering all Banks 
in Turkey, the relationship between the number 
of branches and total number of employees and 
total deposits, total assets, net income, total equity 
and share capital were examined and the results 
presented were obtained in Table 4. Accordingly, 
the number of branches and personnel of banks’ 
was significantly correlated of the variables that 

are designated as the criteria for success. In to-
day’s business life, customer expectations should 
be taken into consideration, banks which have 
the potential to reach a maximum of customers, 
appear to be more effective. Financial institutions 
that want to be successful in the future, should 
take into consideration when creating the orga-
nizational structure can be stated as important.

As seen from the Table 4 number of staff 
significantly correlated with the earnings of the 
banks. Because the creative energy of human 
capital allows organizations to stay continuously 
competitive (Rud, 2009, p.17).

3. FUTURE RESEARCH DIRECTIONS

Customer expectations, and the business process 
will continue to change so in the future organiza-
tional structures of banks` branches will change 
regionally. Companies` competitive strength is not 

Figure 2. The four dimensions of proactive management
(Araujo & Gava, 2012, p.48).
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just coming from what they have but their abil-
ity to act proactively across multiple functional 
areas. Getting this ability; strategy, organizational 
structure and HR, all need covalent bonds.

Besides the power and the ability of leadership 
should be researched on how to promote proac-
tive behavior.

In this context, it is necessary to research the 
contribution of HR to organizational structure 
change-strategy interrelation.

4. CONCLUSION

Nowadays success of financial businesses versa-
tile pass from becoming more customer focused, 
developing new financial products and being able 
to create strategies. Selection, employment and 
keeping of human resources capable of carrying 
out the strategy, creation of reward system to 
make it successful the appropriate strategy will 
facilitate the achievement of the target. If the hu-
man resources are selected from individual that 
are appropriate to constantly change, there will 
be no resistance to change and proactive organi-
zational structure will likely be able to adapt to 
change as required.

Decision support, system architecture as to 
achieve the creation of strategies to reach the goals 
and objectives emerges as a supportive element of 
success. When viewed in the context of structure-
strategy, interaction, organizational structures, 
planned to support customer-focused strategy and 
practices, can be shown as one of the most impor-
tant critical success components. Whenever way 
structure-strategy, interaction is adopted, proactive 
strategy, will require proactive an organizational 
structure along with that. Customer-oriented and 
innovative financial institutions need to proactive 
planning (Wezel, 2006, p.264) in this framework 
will implement organizational structures that sup-
port proactive strategy. In this case the direction 
of the interaction will be;

Customer Expectations → Strategy → Selection 
of Human Resource → Organizational Structure	

However, the innovation is affecting the struc-
ture of all these factors. This is the first step of 
the Lisbon strategy for the competitiveness of the 
European Union and achieving the target of full 
employment. In a globalized and fast changing 
economy, European companies must increase 
R&D spending in order to ride competition suc-
cessfully, and they have to speed up the diffusion 

Table 4. The relationship among number of employees and branches and with various variables 

Independent Var. Dependent Var. Correlation R2 ADJ. R2 F Sig.

# of Branches Total Deposits 0.979 0.959 0.958 998.554 0,000

# of Personnel Total Deposits 0.975 0.951 0.950 838.186 0,000

# of Personnel Total Assets 0.972 0.945 0.943 733.815 0,000

# of Branches Total Assets 0.967 0.935 0.934 621.335 0,000

# of Personnel Net Profit 0.953 0.908 0.906 424.297 0,000

# of Branches Net Profit 0.944 0.890 0.888 348.807 0,000

# of Personnel Total Shareholders’ Equity 0.938 0.880 0.877 315.941 0,000

# of Branches Total Shareholders’ Equity 0.920 0.847 0.843 237.701 0,000

# of Personnel Share Capital 0.647 0.419 0.405 30.989 0,000

# of Branches Share Capital 0.605 0.366 0.351 24.771 0,000
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of new technologies and the introduction of new 
products. To this end, the removal of all bottlenecks 
in front of the creation and adoption of creativity 
has been a key policy (Alessandrini, 2009, p.75)

The primary elements that lead banks to re-
structure themselves into well-defined segments 
can be summed up as: competition, more and more 
segment based investor analysis, sustainability of 
operation and development alternatives, demand 
for dedicated services at a full cost, increased 
importance of service quality in customers’ 
choice, critical mass in all market segments, ac-
countability and higher visibility of each business 
line, potential to streamline holding structures (De 
Laurentis, 2005, p.10).

The organizational structure to meet the two 
requirements that are needed because the execu-
tion of the current work is also concerned for 
financial institutions. Within the scope of the 
Current-strategic balance, organizational structure 
of financial institutions should be evaluated as 
stated in Figure 3.

All financial constitutes, should take into ac-
count of these considerations in this framework 
for proactive restructuring and are required to 
highlight these issues on their strategies. Because 
“to try to manage the future” is a risky situation, 
but it is a risky situation than ever not to try 
(Drucker, 2000, p.17).
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KEY TERMS AND DEFINITIONS

Organization: An entity, structured and man-
aged for pursuing the collective goals to meet eco-
nomic needs that can be affected by environment.

Organizational Structure: A hierarchical ar-
rangement of relationships between the different 
activities and the members, and subdividing and 
assigning roles, responsibilities, and authority to 
carry out different tasks.

Proactive Organizational Structure: Arrang-
ing structure at all stages and sectors to execute 
proactive strategies in a way that encompass 
anticipatory and influential actions on the sur-
roundings to facilitate improving performance.

Proactiveness: An action that expects change 
and as involving the careful creation of modifi-
cations. Company’s early response to signals of 
coming change is anticipation as creation of change 
itself is called influence.

Strategy: Making trade-offs in competing 
operational effectiveness for the conception of a 
unique and valuable position, requiring a different 
circle of actions.
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Financial Implications of 
Relationship Marketing 

in Airline Business

ABSTRACT

Relationship marketing promises a change from vendor, product and price centered marketing concept 
to a new people, long-term relationships and value centered marketing concept for airline companies 
in search of a messiah who will rescue them from bleeding to death because of monopolized supply 
market, duplicated services, financial crises, heavy pressure of competition and low profit margins. In 
this chapter, definitions and short background of relationship marketing are revised by focusing on com-
ponents of the concept and relations with customer loyalty, customer value and basic notions. A glance 
at the airline industry takes place with a focus on relationship marketing and airline business on the 
basis of implication aspects such as frequent flyer programs, global distribution systems and internet. 
Specifically, domains of relationship marketing concept on the airline business are analyzed in detail 
specific to cost and profitability balance.

INTRODUCTION

Technological change brought by globalization, 
the pressure of population growth, inflation, and 
hard competition have forced companies to stand 
strong and sustain their activities in the middle 

of a high flow rate. In order to stand strong in 
the middle of this flow rate, companies have to 
strengthen their roots which are their customers.

While in the beginning of the century produc-
tion was the center of industrialization in 1900’s 
the center of companies turned into sales. In 1950s 
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companies started to diversify their marketing 
applications and marketing centered companies 
started to appear. 1990s was the beginning of 
new experience in other words the beginning of 
customer era. (Palmatier, 2008, p.12). Neverthe-
less, increase in diversity of service and goods, 
distribution, dazzling increase in price and com-
munication opportunities and hard competition 
conditions increased the amount of accessibility 
for service and goods for all income levels. Com-
petition caused by goods and service inflation has 
increased the quality of goods and service rela-
tion in this area. It is very common to reach and 
experience desired goods easily both by virtual or 
real communication channels. In this marketing 
atmosphere formed by conditions that we stated 
above customers desire to buy the feeling of 
“satisfaction”. Customers replaced the meaning 
of goods and service. Therefore marketing has to 
take customer relations into consideration instead 
of goods and service (Kotler& Keller, 2009, p.14).

It is very difficult for companies to find new 
customers in global arena, besides losing their 
customers is a matter of life and death for them. 
Looking from another aspect, it means that if 
companies want to have more advantages than 
the others it depends on their long life relation-
ship with their customers. Today’s business world 
is based on relationship with customers not the 
operations. All these marketing conditions have 
changed and evolved marketing literature, so 
relationship marketing has taken over. (Payne, 
Christopher, Clark, & Peck, 1999)

Marketing success of companies is related to 
their customer relations and their ability to be 
different from their competitors. Considered from 
this aspect the strategy of having long life relation-
ship with customers and relationship marketing 
has become the center of marketing strategies. 
Relationship marketing which puts customers in 
the center of marketing takes customer loyalty as 
the most important factor for profitability. It is 
accepted that value given to customers and their 
loyalty will give competitive priority to compa-

nies in long term period. Gummesson describes 
this new process as “interaction and joint value 
creation” (Gummesson, 2002).

Relationship marketing is not a program to 
be implied in current marketing programs; on 
the other hand it means change in whole busi-
ness strategies. Basically, trust and relations 
web which have been main principles of trade 
in eastern societies are applied to western trade 
principals which are based on distrust and solid 
engagement. (Gummesson, 2002) Product and 
seller based trade and marketing have lost power 
in nowadays world. Companies started to explore 
and institutionalize customer centered marketing 
which was taken from eastern societies.

The purpose of this article is to put the clock 
back the formula which has a potential of creat-
ing customer retention, customer loyalty and 
customer value and as result of this chain is to 
create profitability for airlines. As a result, accord-
ing to Berry’s expression “the spirit and heart of 
relations marketing is based on customers when 
they become customers” (Gruen, 1995, p.449).

1. BASIC PRINCIPALS OF 
RELATIONS MARKETING

1.1 Definitions of 
Relations Marketing

Relations marketing showed up in 1980s and still 
it doesn’t have a generally accepted definition. 
There are several reasons of not having a proper 
definition of relations marketing. The reasons are 
not theoretical or practical inadequate but it is 
because of diversity and multifunctional structure 
of relations based marketing (Grönroos, 1994).

Direct marketing which was applied for centu-
ries was replaced after industrial revolution with 
such a solid and mechanical marketing perception. 
After this change, human factor was redefined and 
imprisoned in specific roles. After industrial revo-
lution, technology, individualization and internet 
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revolution started to shape relations marketing 
by putting human factor into the center of focus 
(O’Malley &Tynan, 2000).

During this formalization period Bagozzi in 
1975 open a discussion about relations market-
ing by putting “change (mutual communication)” 
into center of its definition (Man, 1998). Berry 
outlines service marketing and how to have long 
life customer relations and how to improve and 
develop them (Man, 1998, p.10).

•	 Finding a basic product or service to build 
customer relation,

•	 Adjusting the relation according to indi-
vidual customers,

•	 Enriching the basic product or service,
•	 Pricing strategies to increase customer 

loyalty,
•	 Marketing for employees, employee 

satisfaction.

According to Grönroos who is taken as a 
reference nowadays business relation is mutual 
relation on both customer and company side and 
it is profitable for both sides. This mutual relation 
should be built and sustained with the intention 
of profit making for both sides. Grönroos, ad-
ditionally to customers he puts B2B, distribution 
channels, employees, and competitors into rela-
tions perspective. In relations marketing, he also 
points that all departments of a company have to 
work in harmony. (Grönroos, 1994).

While Gummesson, who works on the subject, 
defines relations marketing as a long term relation-
ship between seller and customer, he associates 
it with profitability. Another definition by Gum-
messon for relationship marketing is based on 
interactivity by relations and web network. He is 
the first person to state and offer that marketing 
relations should be put on an order according to 
their priorities (Gummesson, 2002).

According to Morgen and Hunt (1981) all ac-
tivities in order to establish, maintain and develop 
successful business relations are relationship 

marketing. They put at the center trust which leads 
to cooperative and productive relations (Morris, 
Brunyee, & Page, 1998).

Among all mentioned definitions first time 
Manroe (1991) stated the “value of exchange” and 
formulated customer value by distributing value 
into cost per customer. Manroe interested in what 
customer gives to company and cost of it, simply 
(Dodds, Monroe, & Grewal, 1991).

Ravald and Grönroos mostly studied on time 
concept in relationship marketing and focused 
on effect of time on creating value. They argue 
repeated relations in time create customer value. 
With a wider scope, Evans and Laskin focuses 
on relationship marketing as creating service 
partnerships, supporting employees, total quality 
management and by using all these assets to create 
customer satisfaction, loyalty and profit increase 
(Ravald & Grönroos, 1996).

Despite all efforts and definitions are made 
in time are far from to create a common and de 
facto definition, yet. As in the given statistics in 
Figure 1, intangibility of the term is certified by 
the rareness of the words agreed on. However, most 
common explanation is focusing on retention of 
customers. ŞükranKaraca’s extensive definition 
shines out because of facing implication of the 
concept. She builds its definition creating value 
by promise, trust, loyalty, and retaining this value 
for long run (Karaca, 2010).

Consequently, relationship marketing is a 
concept aims to reduce costs and creating value, 
creating, maintaining long run relationships on 
a continuous win-win balance. In other words 
relationship marketing is a kind of consciousness 
that points how to gather all pieces currently on 
the stage but not used productively.

1.2 Relationship Marketing in Pieces

It is essential to understand components of rela-
tionship marketing content of the definition. Even 
in the definition of the term there is no consensus 
yet, however 6 elements which concept consists 
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of had a general acceptance. Morgan and Hunt 
firstly stated these 6 elements but the last version 
which has a general acceptance was created by 
Sin and Tse. A company who accepts relationship 
marketing concept should invest on these areas 
shown in Figure 2 (Morgan & Hunt, 1994; Sin, 
Tse, Yau, Chow, Lee, &Lorett, 2005).

Between company and customer the first con-
dition is trust. Not only in relationship marketing 
but also in all relational subjects of marketing trust 
has a big reputation. Although it has an abstract 
connotation, with very simple scales and surveys it 
can be measured and be converted into solid num-
bers (Sin, Tse, Yau, Chow, Lee, & Lorett, 2005).

Bonding or commitment rise upon trust and 
common aims and benefits between organization 
and customers. Communication both formal and 
informal with all possible channels is a company’s 
weapon of attack and also defense, besides it’s a 
pool where a company must pour its investments. 
Companies should invest this area in all possible 
ways. Shared values, are agreements between 
company and the customer on what is important 
to not, or what is true or not. Empathy is another 
concept that must be institutionalized and must 
accepted as the judge of relations or any problems 
that may rise among company and customer. Reci-
procity is a value, must place instead of company 

Figure 1. Content analysis of definitions of relations
Source: Morris, Brunyee, & Page, 1998, p.361.
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centered marketing concept. Reciprocity must 
find its meaning in last few years and became a 
buzzword as “win-win” (Sin, Tse, Yau, Chow, 
Lee, & Lorett, 2005).

All six components, discussed above are also 
can be used as scales of relationship marketing 
application. Moreover it is a compass for com-
panies how to distribute its marketing resources 
or they are elements a marketing campaign must 
include in order to be named as a relationship 
marketing campaign.

1.3 Relationship Marketing 
and Customer Loyalty

Creating and maintaining long and beneficial 
relations mostly thought with customer loyalty 
and customer satisfaction is also accepted as the 

first step of it. Because there is a general opinion 
that customer satisfaction triggers purchasing 
behavior and this opinion mostly true but a 
dozen of researched shows that customers can 
defect without a distinction weather satisfied or 
not. Variety of alternatives, price and some other 
must take into consideration (Payne, Christopher, 
Clark, & Peck, 1999).

It is very clear that customer loyalty increases 
customers’ relation time with the company and 
lowers price sensibility and also feedback of these 
customers have positive effect on development 
of product or processes. This overlap with rela-
tionship marketing makes it more valuable. For 
instance, Sheraton hotels spend 50 million dollars 
for its loyalty program per year (Karaca, 2010).

A survey on customer loyalty made by Jones 
and Sasser shows that if defection cost for cus-

Figure 2. Components of relationship marketing
Source: Sin, Tse, Yau, Chow, Lee, & Lorett, 2005, p.187.
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tomer is low only loyal customers stays loyal. As 
a result of this research customers are classified 
according to their loyalty levels and purchasing 
behaviors. Metaphors that authors use really reflect 
the function of groups well (Jones & Sasser, 1995).

1. 	 Apostles: Loyal customers, volunteered brand 
ambassadors, triggers of word-of-mouth.

2. 	 Mercenaries: Price sensibility is high, loyal 
as long as satisfied, always in expectation 
from the company.

3. 	 Hostages: Customers who have to stay loyal 
because defection cost is high. Satisfaction 
is low.

4. 	 Terrorists: Aware of market and alternatives 
well. Seize every opportunity and in seek of 
new opportunities. Technology addicted and 
very high in using internet in daily life.

Relationship marketing also uses criteria of 
price sensibility and price incentives for customer 
loyalty. For instance, FFPs rewards customers 
with free flight tickets, extra luggage rights, 
lounge etc. but as long as customers buy from 
the company. Social relations are one another 
way to build customer loyalty (Leick, 2007). For 
example, banks or cell phone operators assign a 
dedicated staff for same customers. They address 
customer by name and celebrated special days and 

anniversaries. This method is effective mostly in 
market and some products were competition is 
not much dense.

Customer satisfaction, customer value, and 
customer loyalty terms have the biggest share 
in application of relationship marketing. These 
functions also have very simple measurements 
and can be tracked by surveys any time moreover 
these results will be a compass for relationship 
marketing. Rewarding mechanism inside organi-
zations must be placed on results of these scales. 
For example Kentucky fried Chicken restaurants 
rewards branch managers who had high scores of 
customer satisfaction by 35% net salary increase 
each month (Karaca, 2010).

Airlines should lead all other sectors by design-
ing measurements for each step of service. From 
reservation to airport check-in and to the end of 
flight every step must have own assessment chan-
nels. Today some airlines has such applications, 
while you buy a ticket at the end of reservation a 
small survey exists on the internet page or if the 
channel is call-center at the end of conversation 
they forward you for another survey (Belobaba, 
Odoni, & Barnhart, 2009). During the flight with a 
form on board or inside the airlines’ magazine, or 
on entertainment system screen or within mobile 
applications customers forced to step up scale. 
Without omitting a step in all levels development 

Figure 3. Building value of customer
Source: Adapted from Kotler, Marketing Management, Millennium Edition, 2000, p.35.
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and enhancements are done. Companies not only 
have to provide customer satisfaction and loyalty 
but also must reward customers for their com-
plaints, and feedbacks (Taneja, 2010).

1.4 Stages of Development

For years, exchange is accepted as the core of 
marketing but it is clear that the relationship be-
tween seller and the consumer do not end with it. 
When global oil crisis rose in 1970s, energy cost 
of companies reflected to prices and companies 
could manage to survive with deep wounds. Cus-
tomer retention notion was very popular in those 
years (Egan, 2011).

Term is used by Berry first in 1983 and focused 
on making customer relations attractive, develop-
ing and maintaining (Berry, 1983, 2000, 2002).

Grönroos and Gummeson defined the term 
“defining relations with customers, establishing, 
maintaining and increasing” (Grönroos, 1994).

Years after WWII market boom was only on 
manufacturing, selling and face to face or one toone 
marketing.1960s industrial markets, relations 
increased intellectual and practical experience of 
marketing. By 1970s’ highly political atmosphere, 
focused came on non-governmental organizations 
but with 1980s markets meet the word globalism 
and global markets, management of diversities. 
Besides service sector became “in” but when 
in 1990s’ marketing concept’s mechanical and 
product centered structure disturbed “human” 
factor (Gummesson, 2002; Alabay, 2010; Selvi, 
2007; Palmatier, 2008).

From 1950s to current day the center of mar-
keting has changed from product to organization 
itself and finally back to people again. Just like 
the concept of market also customer concept is 
changed too much. Today’s customers are well 
educated, demanding, suspicious, and have no 
mercy for waiting or time loss (Arslan, 2008).

Third and most determinant chance is on tech-
nology and namely internet. Internet is just like 
a new marketing karma which bring all classical 

and relational marketing elements together. Today 
people, product, promotion, price and more all in 
the internet and the internet himself.

Consequently, relationship marketing had six 
stages until today starting with Berry, Grönroos 
and Gummeson’s approach mostly from service 
sector point of view and second stage where fo-
cused was on mostly inter organization relations 
mostly in 1980s. With the third stage effective and 
productive relations started to be discussed lately 
network of relations term added to the concept 
and with the fifth stage relations role started to 
be discussed in value chain (Berry, 1995; Grön-
roos, 1994).Sixth stage is going to be the merge 
of internet and all past experiences.

1.5 Purposes of 
Relationship Marketing

Relationship marketing aims to create values which 
make customers loyal and guarantee profit in long 
run. Relationship marketing concept accepts fixed 
production overhead as opportunities to build and 
maintain relationships. At the very beginning, 
relationship marketing should aim to define and 
group customers who produce net profit and who 
does not, which will point “right” customers for 
the airline. In other words, Relationship market-
ing orientation must have a well prepared scale 
to group customers according to why they should 
stay and go, who they are and what they produce 
and at the bottom line what is the lifetime value 
for the company (Gilbert, 1996; Selvi, 2007).

In today’s market conditions, average customer 
defection rate is defined as 10%. Relationship 
marketing can help organization to find out which 
customers are inclined to leave and why. So, or-
ganization can decide how to keep and lock the 
customers in (Man, 1998).

Relationship marketing gives importance to 
customer share instead of market share and so 
gives companies a new type of measurement of 
success (Şendur, 2009). From this point of view 
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objectives of relationship marketing are defined 
as (Selvi, 2007, pp.33-46).

•	 Customer retention, finding new markets 
and customers,

•	 Establishing cooperation’s,
•	 Increase service quality,
•	 Ensure customer satisfaction,
•	 Increase net profit,
•	 Establish trust,
•	 Long term customer relations.

Copulsky and Wolf explains objectives of 
relationship marketing is a combination of direct 
marketing, CRM, sales promotions, advertisement 
in order reach high profit rates by gaining customer 
retention, satisfaction, loyalty (Copulsky & Wolf, 
1990; Voss & Voss, 1997).

1.6 Types of Relationship Marketing

Types of Relationship Marketing vary according 
to point of view just as the definition of it. If it 
is considered as a strategy, the ideal approach 
will be to apply different marketing applications 
according to product and market segmentation. 
Rowe and Barnes popularize relationship market-
ing strategies into four main categories (Rowe & 
Barnes, 1998, p.288).

1. 	 Locking Customers In: Organization must 
use all marketing resources and benefits in 
order to build strong relationships with cus-
tomers but control of relationships are still 
in the hands of organization. Organization 
builds high walls to lock customer in by 
creating high costs for customer defection.

2. 	 Customer Retention: Same focus with the 
previous item but this strategy indicates to 
place resources in order to keep profitable 
customers in.

3. 	 Database Marketing: Indicates placing re-
sources in order to a list which is formed by 
a database research. The main focus of this 

database work should be on characteristics 
and choices of customers.

4. 	 Strong, Close, and Positive Relations: 
Apart from one-way and single channel 
communications this strategy indicates to 
build multi-channel and interactive relations.

Except from the last one, all strategies given 
above are organization centered or flow of the 
relations is one-way such as from organization to 
customer. Besides, in these first three strategies 
organization is the center and benefit of the com-
pany is underlined. Only the last strategy depends 
on win-win situation. The thing must be discussed 
is not the superiority of any one but advantages 
and special usage areas of each one has. It has to 
be considered which one is used at which level 
(Rowe & Barnes, 1998). For instance, customer 
retention is ideal for cost reduction.

Gummeson has a simpler and definition cen-
tered classification that he divides strategy into 
three (Gummesson, 1998, p.243):

1. 	 Market Relations: Relations work in mar-
ket, mostly likely relations with customer-
seller, competitors etc. environments.

2. 	 Mega Market Relations: Social relations’ 
level which are built with authorities, media 
etc.

3. 	 Nano Marketing Relations: Organization 
level relations which are conducted with 
employees.

Gummeson’s classification approaches rela-
tionship marketing as the management of sales, 
society, market and organizational relations. 
Zineldin has created a more quality based strat-
egy mostly depends on customer satisfaction, 
long term profitability and other environments 
such as banks, vendors to create “5Q” approach. 
(Zineldin, 2000, p. 24).

Q1 Product Quality: Quality of product or ser-
vice with a technical point of view which is 



413

Financial Implications of Relationship Marketing in Airline Business
﻿

“what” a customer buys from the organiza-
tion actually.

Q2 Process Quality: Functional quality of “how” 
a customer buys a product or service from 
the organization.

Q3 Infrastructure Quality: Exchange of infor-
mation, experience, know-how, technology 
and motivation.

Q4 Interaction Quality: Interactional relations 
consists of information, financial assets etc.

Q5 Environment Quality: Environment which 
parties operate and in cooperation. The qual-
ity of this environment has a direct impact 
on quality of organization and customer 
relationships.

Concisely, Zineldin builds relationship market-
ing types on a set of inner organization relations, 
customer satisfaction, process improvements and 
employee satisfaction. Likewise, Zineldin gives 
responsibility in organization to every unit and 
individual for all these five strategies (Zineldin, 
2000).

Gruen has drawn attention to a different spot 
and the distinction between B2B and B2C market 
environments. Gruen defines relationship market-
ing in B2B markets as “partnership” and in B2C 
markets as “membership” (Gruen, 1995).Consid-
ering airline business these definitions finds well 
its equivalent as FFP’s.

1.7 From Kotlerism to 
Relationship Marketing

Traditional or classic marketing concept is de-
signed mostly to achieve goals set by the seller side. 
This concept underestimates customer behaviors, 
away from interaction and puts customer in a po-
sition that needs to be managed or shepherd. On 
the other hand, relationship marketing estimates a 
transformation from so-called Kotlerist approach 
which is short-term, seller centered, to a new form 

of marketing which is long term relations (Zineldin 
& Philipson, 2007).

Kotlerist marketing concept can be described 
as hunter-gatherer era of marketing where move-
ment and continuous search for new markets and 
customers is a matter of survival. So popular 
cliché of “swim or sink” fits here well (Kotler, 
2000; Kotler & Keller, 2009; Kumar, Scheer, & 
Kotler, 2000).Simple measurement of this concept 
is sales increase rates besides except from sales, 
all other facilities and services of the organiza-
tion are accepted as auxiliary and cost producers. 
Going through the same metaphor, relationship 
marketing can be described as settled land or early 
agricultural era of mankind. Relationship market-
ing is settled and trying to produce maximum 
benefit from a pre-defined land. In order to survive 
hunters are still active but some farmers also try-
ing to domesticate captured preys. Performance 
measurement of this concept is rate of customer 
retention and return of investments. Main purpose 
of this era is to create customers who are always 
profitable, stable and loyal to the organization 
(Grönroos, 1994).

Classic concepts puts customer in a passive 
position where he has to accept offered 4P of 
marketing or deny. The entire role he has in this 
process is limited by choosing. Considering the 
post war era environment where this concept was 
born it can be accepted as reasonable but in today’s 
internet shaped limitless market atmosphere it is 
now insufficient. In order to resolve this insuffi-
ciency, new elements were added by theoreticians 
such as “people”, “physical environment” and 
“Process”. Today it is almost accepted as classic 
concept with “8P” of marketing. Yet, new addings 
were not to cover today’s needs “4C” (consumer, 
cost, communication, convenience) concept was 
born in the hands of Robert F. Lauterborn (Schultz, 
Tannenbaum, & Robert, 1993).

Focusing on each element of 4P concept it 
can be pictured the transformation (Figure 4). 
Product element can be match-up with customer 
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value in relationship marketing where product or 
service has to create also a value for the customer. 
Customer Cost in classical 4P concept is accepted 
as the reciprocity of price which is providing the 
best priced service or product customer demands 
(Alabay, 2010).

Convenience for the customer stands for 
distribution element in 4C concept and can be 
formulated as getting the right product or service 
in right time to the right customers. Customer 
communication can be replaced with Promotion 
element in 4C concept. Customer communication 
means informing customers instead of convincing 
them, briefly (Schultz, Tannenbaum, & Robert, 
1993).

One another concept is customer relations 
which relationship marketing put forward. It is 
commonly accepted that in today’s market place it 
is not possible to create competitive advantages or 
differentiate by product or service itself (Hennig-
Thurau, Gwinner, & Gremler, 2002). In todays’ 
market conditions only way to differentiate is 
customer centered approaches. To be explained 
in detail, it can be possible by segmenting cus-
tomers into micro sectors, than to create value by 
products or services according to their demands 
and creating interactive relations with customers 

that will build long and beneficial relationships 
for both sides. This formula can be offered as the 
new form of profit maximization. It should be 
kept in the mind always that relationship market-
ing based upon relations which will cover all life 
cycle of customer. Relationship marketing requires 
“special” relations instead of “good “relations like 
the one in 4P concept (Gruen, 1995).

While traditional marketing is focused on find-
ing new customers and market share, relationship 
marketing is focused on customer retention and 
putting all organization resources to provide this. 
On the other hand, 4P concept is sharpened by 
competition while relationship marketing puts spot 
on cooperation and win-win situations. Traditional 
marketing gives particular importance on seller’s 
needs and demands, but relationship marketing 
prioritise customers’ needs and demands. It is the 
product or service in 4P concept which shapes 
marketing activities as in relationship marketing 
it is customer and customer value (Selvi, 2007).

As a result of comparing old and new concepts 
of marketing, it can be sum up relationship market-
ing seeks for creating new values for customers, 
who are not the people who buys but also who 
defines the value. Relationship marketing points 
all life time trade of customers not the short time 

Figure 4. Change of marketing concepts
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purchases. Relationship marketing changed the 
center of gravity of marketing from seller to the 
customer, in other words from product to rela-
tions, from competition to cooperation (Table 1).

1.8 Relationship Marketing as 
a Competitive Advantage?

In new economic environment, customer who 
had freedom and power is now more demanding 
and asking relations from organizations. This also 
means that Kotlerist concept of marketing is not 
valid anymore (Sindell, 2000).

Competitive advantage mostly comes in sight 
when an organization finds out a creative strategy 
and application which opponents do not apply. 
In other words competitive advantage strategies 
Works until opponents imitate them. What make a 

strategy valuable are its effects on profitability, uti-
lizing opportunities within or out of organization 
environment and cost cutting effects. Remember-
ing “locking in strategy” previously stated where 
customers stays in and avoid of defection not to 
pay for finding new sources and new relationships 
(Rowe & Barnes, 1998).

If marketing here underlines “defection ob-
stacles” and increases cost of defection. FFP 
which airlines are using for years can be the best 
example. In order to gain points and free flight 
tickets customers stays in the system but this ap-
plication lost its top place on the list as a competi-
tive advantage for year ago. It is not only imitated 
but also became a “standard” for all airlines even 
for a small carrier who has few aircrafts also has 
its own FFP program. So, imitation has a very 
destructive power. IBM applied locking customers 

Figure 5. Difference approaches to marketing concept
Source: Gummesson, Making Relationship Operational, 1994, p.9.
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in strategy for years. Customers could not break 
out even if they are not happy with product or 
services and stayed loyal involuntarily. However, 
this relationship has destroyed by entrance of new 
competitors into the market with similar product 
and services, as result of this IBM in 1993 had a 
dive from peak to the bottom and company market 
value fall from 106 million dollar to 30 Million 
dollar (Rowe & Barnes, 1998).

Customer retention strategy underlines the cost 
of retention of current customers instead of cost of 
finding new customers. Organizations especially 
who has direct access to retail market keep records 
of their customers in detail such as communication 
information, some personnel information etc. in 
order to create tools in marketing activities (Rowe 
& Barnes, 1998).

Even if it seems as a very strong competitive 
advantage for organizations to use these databases 
and create customized products and services for 
their customers due to its R&D and application 
costs it can be used by very few companies. 
Producing a product or service in small amounts 
means high cost rate per unit. According to air-
lines who serve millions of customers each year 
this is also another challenge to apply strategy 
(Kanagal, 2005).

All strategies stated has both advantages and 
disadvantages but is there a strategy which will be 
close, stable and creating benefit for both sides, 

moreover could this strategy can be a competitive 
advantage?

Consequently, creating a customized strategy 
which will be a response to this question shall 
have high and costly barriers of customer defec-
tion, second has a wide and detailed database of 
customers where keeps all necessary to support 
marketing efforts. Third, top management of orga-
nization must build strong and close relations with 
the units and individuals who have direct contact 
with customers. Considering airline business, 
check-in staff, cabin attendants, and call centers 
can best examples. As the last, organization must 
develop benefits and positive surprises for custom-
ers randomly. It is for sure that such a marketing 
strategy is going to lock in and retain customers 
also creates financial performance with reduce 
costs and keeps away from price competition.

1.9 Relationship Marketing Karma

Relationship marketing considered in Ceterus 
Paribus condition, where cultural and industrial 
variables are reset, rise upon six pedestals. Hansen 
(2000) as a reference to classical marketing karma 
named it as “6I” Marketing Concept. Intention, 
Interaction, Integration, Information, Investment, 
Individuality are proposed as new marketing 
paradigm (Karaca, 2010, p.445).

Table 1. From 4P to relationship marketing 

Marketing Mix (4P) Relationship Marketing

One-way Interactive

On-and-off Communication Continuous Communication

Product Centered Customer Centered

Quality is for Quality Department Quality is for All

Competition Cooperation

Price Value

Source: Adapted from Selvi, 2007, p.23.
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•	 Information: This element is known as 
also “database marketing”. Today’s tech-
nological potential and software availabili-
ties with a limited afford, millions of can 
be processed within minutes. This oppor-
tunity gives airlines to create and custom-
ize, segmented all information it has and 
create micro markets as target.

•	 Investment: So called revolution in mar-
keting actually happened in perception of 
customer but as the market is customer it-
self, it should be divided into pieces must 
be segmented and classified so placing an 
organization’s resources and efforts must 
be conducted according to this classifica-
tion. From this point of view, placing re-
sources equally among customers will be 
wasting and so will cause customer defec-
tion in the end.

•	 Individuality: Relationship marketing 
requires having an aspect of seeing each 
customer as a niche market. Aside from 
product customizations, only applications 
which succeeds to make customers feel 
special or the product is customized for the 
customer.

•	 It is a very interesting point that airlines 
that serves millions of customers each year 
has a wide and detailed database collected 
from reservation systems and FFPs how-
ever very few of them have staff employed 
and systems to study this data and harvest 
useful marketing clues to feed marketing 
units. Airlines yet did not degrade market-
ing efforts from mass marketing size to in-
dividualism but in an effort to survive has 
to come this point soon.

•	 Interaction: Interaction also claimed as 
a most distinctive element between clas-
sic marketing concept and relationship 
marketing. Internet, mobile applications 
and social media tools creates a platform 
where multichannel, interactive, social and 
multi-layer communication and sharing is 

possible with a cheap and simple way. So 
this platform is no more a billboard or an 
option but an obligation.

•	 Interaction has also a meaning of commu-
nication between all layers of organization 
and society. This creates an opportunity gap 
for relationship marketing. For instance, a 
random Office staff’s or front desk secre-
tary’s attitude can be affective more than a 
company worth of millions. Remembering 
the core of relationship marketing strategy, 
which was human, without limitations and 
prejudices enables this marketing concept 
work. According to latest researches of 
purchasing decision makers in airline busi-
ness, it is surprisingly stated that even front 
desk personnel has an effect on to share 
travel budget among airlines. Because of 
this in previous years airlines started to of-
fer incentives not only the travel agents but 
also their staff (Doganis, 2006).

•	 Integration: Communication platforms 
where all parties are met also provide a 
place to meet on a common point which is 
“product”. Especially in B2B markets in-
tegration take place as a result of long re-
lationship where information, experience 
and resources shared.

•	 Intention: Common ground of relation-
ship marketing is named as “trust”. In sales 
and distribution channels the message of 
the company and one-way dictation of 
messages irritate customers anymore and 
has a negative effect on purchasing atti-
tude. Also, today organizations are not only 
the constitutions that sell products but also 
have social responsibilities and environ-
mental awareness. So, organizations have 
to state their intentions clear and briefly if 
they want to have a long time relationship.
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1.10 Problems of Implication

The first and most obvious problem occurs in the 
process of relationship marketing concept is the 
wide gap between theory and practice. This gap 
occurred because lack of well-prepared applica-
tion process and strategies and also dedicated and 
trained staff. Second common problem is trying 
to apply relationship marketing strategies for all 
customer groups. Every method could not be the 
best one for all customer segments. Companies 
should keep always in their minds that investing on 
low-profit customers is simply wasting. Besides, 
sometimes companies give importance and locate 
company resources excessively on the customer 
side and destroy financial balance (Selvi, 2007).

Third, return of investment in relationship 
marketing occurs in long-run so financial assets 
and resources must be placed on the ruler of time 
and campaigns according to these criteria (Hennig-
Thurau, Gwinner, & Gremler, 2002).

Relationship marketing has a direct correlation 
with level of development. In Palmer’s study on 
application of relationship marketing practices 
intercultural base, it is stated that, when level of 
development increases, customers’ interest on 
companies’ or products’ functional or emotional 
importance also increase. Markets’ culture, eco-
nomic, political and technological infrastructures 
have a determining role on marketing practices 
(Palmer, 1995).

Finally, organizations should consider relation-
ship marketing concept as a change of perception 
and strategy so it needs radical organizational 
changes. Airlines’ organizations and formation 
are qualified by international organizations and 
rule makers (Alliances, IATA, EASA, and FAA 
etc.) This left very small room for airlines to create 
their own unique organizational structure.

2. CAN RELATIONSHIP MARKETING 
PUSH BACKAIRLINES FOR TAKE 
OFF? RELATIONSHIP MARKETING 
IN AIRLINE BUSINESS

2.1 Overall Picture of the Industry

Looking for the close traces of this ambiguous 
product, it can be seen a struggle against economic 
crises, epidemics, accidents but still attractive and 
still brilliant. Airline product concept is accepted 
among service sectors but considering specifica-
tions of the product, it is not very easy to classify 
it. This product first of all is not solid and customer 
does not have chance to see or experience it before 
consuming. Neither it can be packed nor shipped 
to the consumer. This is a special product where 
producing and consuming occurs in the same time 
lap (Shaw, 2007).

In the near history of the industry, sector faced 
its biggest financial crisis. Just a year before the 
9/11 sector has a volume of 1, 82 billion pas-
sengers but just after the event it dropped to 1.79 
billion passengers. Net profit of the sector dropped 
from 3, 7 billion dollars to -11, 3 billion dollars. 
Before 9/11 sector was growing with a rate of 8, 
6% but after it fell down to a rate of -2,7%. But 
real shock wave came later with bankruptcies, 
decrease in traffic rates and a tragic decrease on 
barely surviving net profit rate with 1,1% fell to 
-4,2%(IATA, 2010).

Just after the 9/11, industry started to a session 
of recovery. Actually industry’s playground has 
narrowed by new rules, increased security and 
safety precautions, new navigation applications. 
Airline industry with a dead cat bounce found a 
new way to survive and rose with mergers, part-
nerships and “low cost carriers”. Solely, another 
beat was on the way. In 2008/9 global financial 
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crisis, airlines were hit by another shock wave. 
This wave was lethal for some airlines and ended 
up with bankruptcy or turned them state-run 
companies. Following year European Volcano/
ash cloud crisis did not even let industry trying to 
stand up. To sum up, previous 10 years in industry 
were shaped by all possible type crises (even with 
volcano eruptions) and made permanent changes 
in the structural and financial forms of airlines. 
New forms of airlines were born and some old big 
guys (Pan Am, Iberia, Swiss etc.) left the stage. 
Center of gravity of travel routes also moved from 
Atlantic to Europe and then now moving to Far 
East through Middle East (Shaw, 2007; Doganis, 
2006; IATA, 2011).

Nowadays, apart from the low cost carriers 
airlines can be classified by their styles, products 
and way of doing business. American Carriers, 
which have large but relatively old fleet, multi 
hub, static and Atlantic based and generally do 
not have ambition to compete European Carriers. 
American Airlines, Delta and United are foremost 
representatives of this group. This group sells the 
image of “American” as American Airlines says 
(Doganis, 2005).

European Carriers have large fleets but flexible 
and renewing. Multi hubs and flying too many 
destinations enjoying having share from the traf-
fic from west to east. They are still rule makers 
in Europe and mandating regions, they have a 
weakness of having very shallow local market and 
threat of Gulf Carriers. Still making money from 
far-old dominions. Lufthansa, British Airways, Air 
France are foremost carriers. This group sells the 
image of “European Quality” (Doganis, 2005).

Gulf Carriers, which are led by Emirates, Qatar 
and Etihad are relatively new in the market but had 
a good share. Well managed corporate structures 
by European CEO’s, which powered by oil fields 
with large wide-body dominated fleets, shake the 
statue of European carriers. Currently picking 
fruits of geographical advantage and rising trend 
of Gulf countries but having no local market is 

their Achilles’ heel. This group of carriers sells 
pure luxury (O’Connell, 2011).

Another group which can be named as new 
players rising from middle east, far east and 
mostly from Latin Americas. Most outstanding 
ones among them are Turkish Airlines, TAM, 
and Asiana. Speaking on Turkish Airlines, which 
has a new dynamic and flexible fleet where can 
make operations with narrow body aircrafts to 
all Europe, Russia and many countries of middle 
east, CIS and Africa (Doganis, Flying off Course, 
The Economics of International Airlines, 2005). 
This airline has the true geopolitical advantage 
comparing to all other carriers also has a very 
strong local market. Mostly managed by young 
managers Turkish Airlines, is the real threat for 
both European and Gulf carriers. This airline has a 
very unique service and business concept fed by a 
strong culture so other carriers are not accustomed 
to deal with. Turkish Airlines serves western 
quality with oriental luxury (Uslu, Durmuş, & 
Kolivar, 2013).

Another major change in the industry is on 
customer purchasing habits which are shaped by 
internet and mostly technology. Travel agents and 
airline offices are leaving their places to mobile 
applications, virtual agents, and internet sites 
(Doganis, 2005).

David Wessels from Pennsylvania University 
conducted a very remarking study on 1.406 random 
participants. Regarding to results of the study it is 
stated that 30%of today’s customers certainly visit 
web sites like Expedia, Orbitz, Kayak, etc. where 
all possible airline choices are offered and ranked 
by price. On purchasing stage, 41% of subjects use 
these web sites. However, crucial point in this part 
is 80% of subjects always put the airline which 
they have FFP membership. From this point of 
view relationship marketing implications’ center 
is to be FFPs (Wessels, 2006).

Another significant point in Pennsylvania Uni-
versity’s study that major criteria in purchasing 
process of airline customers are schedule, price and 
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FFPs. As a matter of fact results from a narrowed 
down study group of leisure travelers shown that 
FFPs are more important than safety. Also another 
result derived from the study is corporate travelers’ 
have more loyalty and less price sensitivity which 
explains airlines’ special interest in this group of 
customer (Wessels, 2006, p.9).

Airlines growth rate has a parallel progress with 
GDPs. Thus, airline industry have had four reces-
sions, two global financial crisis, two gulf wars, 
one oil crisis and a few epidemics (SARS, Bird 
Flu etc.) and such an impact of 9/11 miraculously 
could manage to grow with a rate of 5%. However 
this rate is raised by developing Middle East and 
Far East markets. In financial portrait of industry 
starting from last ten years it can be seen a loss 
of 50 Billion Dollars. Loss in the 2008/9 crisis 
only is 11 Billion Dollars that Passenger capacity 
fell 7% and Cargo capacity 10% (IATA, 2010).

Considering the general portrait of the indus-
try which is full of crises and problems, airlines 
are heading for stabile and steady sources of in-
come. Just for this reason airlines re-focusing on 
productivity of customer incomes. It can be said 
that even if relationship market has a background 
of 30 years, airlines are discovering this concept 
nowadays.

2.2 Airline Economy 101

Airline product has high price sensitivity and 
under direct effect of travel time, schedule, and of 
course demographic variables. (Holloway, 2008).

Focusing on other financial area, costs and 
specifically capital costs which are 15% of total 
costs just after the leading cost factor which is 
fuel have a percentage of 30%. Labor costs, mar-
keting and distribution, navigation, airline taxes 
are following these major costs. Under such a 
pressure of cost, airlines make yield management 
and flexible pricing strategies. Revenue manage-
ment departments’ main philosophy is to sell as 
much as possible in high fare classes and later 
on filling the rest by selling low fares (Belobaba, 

Odoni, & Barnhart, 2009).With this approach, 
in high fare class capacity is high and low fare 
class’s capacity is designed low and also has time 
restrictions(IATA, 2012).

Other elements are sales channels and cur-
rency problems. As a result of operating in many 
countries and selling in many different currencies 
creates a loss in total. Airlines have to deal with 
this problem. Competition deeply affected by 
economic crisis or natural disasters, epidemics and 
has a very distributed organization structure make 
airline business very fragile. Even under these 
circumstances airline industry created a volume 
of 367 Billion Dollars in 2012 (IATA, 2013).

Main financial pans of airline business are 
divided into operational and financial revenues 
or costs. Financial revenues and costs are same 
as any corporate at any industry. Operational 
revenues can be summed up as, Scheduled flight 
revenues, charter revenues, cargo revenues, mail, 
excess luggage and additional revenues. Opera-
tional costs are fuel, maintenance, airport and slot 
costs, handling and catering, cabin and cockpit 
staff costs, fleet costs, staff costs and insurance 
costs (Shaw, 2007).

Financial performance of the network can be 
evaluated and routes can be classified according 
to the yield and Revenue per Available Seat Ki-
lometer (RASK) achieved on routes (Figure 6).

2.3 Relationship Marketing 
and Airlines

Airlines managed to reach today by assistance 
of genuine marketing inventions such as FFPs, 
capacity control, flexible fare systems, product 
(Cabin) segmentation, and reservation and dis-
tribution systems. All these inventions inspired 
other industries and applied in many different 
forms in daily life.

Today, airlines standing on cross-roads again 
because the sector is shared and dominated be-
tween two main aircraft manufacturers (Boeing, 
Airbus) airlines serves almost with same design 
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aircrafts, same services, same seats, same foods, 
even the hairstyle of cabin attendants are the same. 
Under a massive competition pressure, they have 
to survive with a very slight margin of profit but 
increasing costs day by day. So, airlines will decide 
whether they will try to survive in this market 
with the same concept or they will re-design and 
allocate old marketing weapons with the touch of 
relationship marketing (Pilarski, 2007).

According to Hennig and Hansen, availabil-
ity of capacity, punctuality, safety, security, on 
board service are today minimum requirements 
or musts which airlines have to provide for sure. 

Not fulfilling any of them will cause drastic loss 
of customers for airlines but fulfilling all of them 
will not create a competitive advantage. Because 
of this reason, airlines re-considering relationship 
marketing merged with new technological oppor-
tunities. In 1990s American Airlines and British 
Airways started to shape marketing strategies with 
relationship marketing concept and segmented 
their customers. İn 1996 Lufthansa established 
“Target Customer Unit” and institutionalized 
micro segmentation, one to one marketing and 
customer value processes (Hennig-Thurau, Gwin-
ner, & Gremler, 2002).

Figure 6. Network structure and performance
Source: Serpen, 2013, p.15.
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Lufthansa use a scale for long, to group its 
customers in FFP according to value and purchas-
ing attitudes (Figures 7 and 8). Such an organiza-
tion and dense effort requires dedicated time and 
staff but it is also valuable because it allocates 
marketing resources to right customer (Thorsten 
& Hansen, 2000).

2.4 Southwest Example

Success of an organization is always depends on 
inner dynamics of relations. Southwest Airlines 
is one of the airlines that applied formally rela-
tionship marketing concept as a company strat-
egy. Today this most profitable airline’s name is 
mentioned almost in every publication in industry. 
Jody H. Gittell in his book explains Southwest’s 
success with its mastering on creating and main-
taining relations and claims four factors which 
are leadership, culture, strategy and coordination.

Under leadership title it should not be forgotten 
Southwest’s ex CEO H.Kelleher’s creation of an 
atmosphere of information, common respect and 
sharing. Kelleher formulated organization culture 
focusing on relations and commitment to each 
other (Gittell, 2003).

Strategy is defined as long run tactics to main-
tain relations in Southwest culture (Figure 9). 
Coordination in Southwest defined relations not 
only inside company but especially other circle of 
the company such as unions, airport employees, 
and other airlines. Southwest takes on the principle 
of relations in every direction and level but not a 
hierarchical one (Gittell, 2003).

What Southwest earns with such a concept 
is efficiency, dedication, short ground times, 
more cycles in a day. It is well known by airport 
personnel that different from other airline staff, 
Southwest’s’ staff meets, jokes and “listens” them. 
Such courtesies worth millions in airport atmo-
sphere where minutes means millions of dollars.

To sum up, what Southwest did is to put hu-
man and relations at the center and created such 
an organization culture, not works and procedures. 

However, as a result of this relationship approach 
relations make works and procedures easier and 
faster (Gittell, 2003). Southwest knows well 
“know-how” but also they developed a “know-
who” perception.

2.5 General (Or Global?) 
Distributing Systems

General Distributing Systems are worth to men-
tion in relationship marketing efforts in airline 
business because of its importance as a source of 
information, statistics and as market itself.

Simply a GDS is network based system which 
enables its users to make online transactions. 
Mostly the network is in between airlines, travel 
agents, and all sort of airport services. A GDS 
offers an online and real time link to vendors. 
Most ground and handling systems, catering, op-
erational, financial and statistical systems are fed 
by GDS’s (Belobaba, Odoni, & Barnhart, 2009).

First GDS was developed by American Airlines 
in 1960s with “Sabre” and today it is airlines’ 
number one distribution, communication channel. 
Besides, because of the domination of a few GDS’s 
in the market, it is a huge cost pan competing with 
fuel cost. Sabre was followed by Apollo which 
established by United Airlines, later on, Delta, 
Northwest and TWA created their own system 
named as “Worldspan”. In Europe in 1987 nine 
airlines led by British Airlines and KLM created 
“Galileo” and four other airlines led by Lufthansa 
answered by “Amadeus” (Buhalis, 2003).

That is to say, in the research made by McK-
ensey for IATA, it is stated as the most valuable 
item in value chain of airline industry. Airlines or 
carriers are coming far behind in this value chain 
after GDS’s, travel agents, Cargo companies, 
finance, aircraft manufacturers, and airports.

In early stages GDS’s were small software 
systems under airlines but because of the conflict 
on “to be seen on the first place” judicial process 
started and lasted for years but at the end it was 
claimed against competition law in USA. As a 
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result of this they split up from airlines. (McKensey 
and Company, 2011).

In order to picture size of GDS’s this “old” 
example can give idea about today’s GDS’s. In 
1995 Sabre that was created and developed by 
American Airlines had reached the size which it 
serves in 54 countries on 130.000 terminals which 
contains 20.000 travel agents with all details, 57 
rent a car companies, 50 touring organizations, 
22.000 hotels all around the World, 641 airlines 
with all schedules, flight, pricing etc. Sabre in those 
years was a system which makes 2.700 transac-
tions per second and files 750.000 passengers all 
reservation and personal data. Today GDS’s are 
such huge systems (Gummesson, 1994, p.36).

For airlines using a global GDS also means 
buying a cost per reservation (weather it is ticketed 
or not), sharing its own customers data and could 
not find priority or ranking problems nevertheless 
if airlines use their own “in-house” reservation 
system they can keep all these advantages on their 
own side but this means also cannot reach such 
a big pool of travel agents, sales channels etc. or 
never be able to reach such terminal numbers.

Today, especially some low cost carriers lead-
ing by Easy Jet refuse to be in GDS’s and insisting 
on their own sales channels. It is for sure that they 
are followed by legacy carriers enviously.

Figure 7. Airline value pyramid
Source: Adapted from Hennig-Thurau, Gwinner, &Gremler, 2002, p.323.
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Figure 8. Customer segmentation and loyalty in airline business
Source: Hennig-Thurau, Gwinner, &Gremler, 2002, p.327.

Figure 9. Relationship marketing strategy
Source: Adapted from Gittell, 2003, p.55.
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2.6 Frequent Flyer Programs (FFP)

2.6.1 Evolution of FFPs

First FFPs start in 1970s with Southwest’s 
“Sweetheart stamps”. Logically this application 
led to today’s FFPs. The system used to work as 
collecting a defined number of stamps by each 
flight was converted to a free ticket.

Of course just like all successful invention it 
was imitated. American Airlines started in the 
same year “discount coupons” and followed by 
Western Airlines who gifts a 50 Dollar discount 
check after a passenger flied 5 times. Within all 
these primitive applications the idea was same 
and clear as much as today. The idea of FFPs is 
“rewarding repeated purchase behavior”. On the 
other hand, due to technological insufficiency and 
lack of regulations it was hard to keep a campaign 
in tune with FFPs. FFPs were open defenseless 
to fraud and forgery of documents which used to 
cost airlines millions in those years. However, the 
real threat was usage of these programs without 
financial assessment namely, there was simply 
enough miles/credits cumulated in PanAm’s FFP, 
“World Pass” to make all fleet operate a full month 
for free (Gilbert, 1996).

Maturity era started with American Airline’s 
“AA Advantage Club” in 1981. Just five years 
later 24 national carriers of 27 in USA had FFPs 
just like this program and reached 22 million 
members. Growing each year it became such a 
complex structures. They made marriages with 
banks and payment cards and every card produc-
ing miles by every cent spent by the user. Besides, 
these credits or miles can be spent as a currency 
out of airlines for shopping, accommodation, rent 
a cars (Gilbert, 1996).

Inside airline alliances these FFPs became a 
covetable value or alliances integrated all members 
FFPs which each other. Shaw states this best as 
“FFPs are the glue of airline alliances.” (Shaw, 
2007, p.128).

Taking into account all of these today FFPs 
are the new currencies and have very complicated 
relations within financial systems and they became 
independent structures in airline industry but 
still needs the re-consideration with the touch of 
relationship marketing.

2.6.2 FFPs: Burden or Weapon?

FFPs are seen as the way of locking customers 
in or loyalty programs for airlines there are many 
ambiguous points in it. First of all unredeemed 
miles of airlines are growing with a snowball effect 
every day and became a heavy financial burden. 
Gillberts (1996) determination on the subject with 
an example is very interesting that if it is asked 
from airlines to redeem or melt all cumulated miles 
in a day they would need 600.000 Boeing 747s 
which will fly all day around the World. In other 
words today airlines can manage to melt only 25% 
of cumulated miles (Gilbert, 1996).

Another problem is corporates that finances 
business travels complaints about not having 
control on spending of miles. Companies paying 
for travels but benefit of these travels are spent 
by individuals because of FFP systems. This need 
forced many airlines to create special FFPs or 
memberships for companies (Holloway, 2008).

Governments are another party who puts a in 
a claim for benefits of FFPs. Governments see 
FFP miles as financial assets and want to excise 
them. Countries like UK which establishes its 
tax system on term of “benefit” and excises 
even mobile phone lines given by companies, 
vehicles for managers, bonus payments. So it is 
expected in such countries in short term that to 
excise benefits rise from use of FFP membership 
(Liston-Heyes, 2002).

On the side of airlines, miles causing another 
financial pressure. Unredeemed miles are con-
verted as a currency and stays as “debt” on airlines 
balance-sheets which has a negative pressure on 
financial statement. After 2008/9 global financial 
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crisis these huge amounts drew attention on board 
rooms and had the priority (Doganis, 2006).

International organizations and governments 
make new regulations in order to justify compe-
tition conditions for airlines. Nowadays, FFPs 
especially running by airlines under the roof of 
IATA, it is loudly discussed on charges of being 
against competition law and equality. Actually all 
FFPs are strong in their homeland or hub and do 
not provide living space for other airlines (Gilbert, 
1996; Liston-Heyes, 2002).

In economic cycle of airlines, obviously, all 
FFPs work almost in same style, offer similar 
rewards and this raise competition threshold and 
increase customer retention cost.

As a result, FFPs shall be seen separate products 
of airlines which have financial roots and applica-
tion availability in relationship marketing. FFPs 
will be successful if they can provide customer 
loyally, retention and reorder. In other words, FFPs 
have promising opportunities for airlines if they 
can be used as marketing tool.

2.6.3 Discussing FFPs in 
Relationship Marketing

Definition of FFPs and relationship marketing is 
overlapping on customer loyalty, customer reten-
tion and long run relationships. In order to renovate 
FFPs today there must be some certain steps to 
take from relationship point of view.

First of all, airlines while rewarding by FFPs 
must be generous to its customers. Putting strict 
and narrow time limitations for spending miles is 
not a good way of rewarding. Besides, the biggest 
problem from customer’s side seems like finding 
available seat to spend miles as free tickets in 
certain seasons and destinations. Yield manage-
ment departments are involuntary to give seats for 
FFP mile redemption in a top destination or high 
season but it must be remembered by these units 
that these customers must be seen as passengers 
already paid their seats in time (Shaw, 2007).

The most common reward in FFPs is free tickets 
but relationship marketing concept requires indi-
vidualism and differentiation. So, airlines have to 
have a range of rewards from customized gifts or 
rewards to free tickets and actually must reward 
them by offering freedom of choice. As Shaw 
examples it will not be attractive for a passenger 
who flies 30 times in a year rewarding with a 31st 
flight (Shaw, 2007)

Additionally, today lots of airlines let their cus-
tomers to change, share or sell their accumulated 
miles with other members. Airlines also can create 
some customized solutions for these demands. 
For example, airlines can promote members to 
spend their miles in low seasons when they have 
more empty seats. Airlines can make a setting if 
the member wants to fly in high season or fully 
booked top destinations have to spend more miles. 
In order to support weak or new destinations for 
airline members can be promoted to fly these 
destinations with spending very few miles. There 
can be created campaigns for specific destinations 
on mile spending (Holloway, 2008).

Mostly accumulated miles expire in three years 
which is an application that members do not like. 
This can be solved as miles can be kept unless 
member makes one flight per year. This would 
be just for both sides.

On balance-sheet of airlines balance of unre-
deemed miles can be converted also to relation-
ship marketing tools. In order to melt this iceberg 
airlines have to inform their customers regularly 
and in different communication channels. There 
should open spending channels out of free flights 
and these channels must be less costly comparing 
to free flight tickets. There are some examples 
which bring relationship marketing, advertising, 
social responsibility and of course melting heavy 
burden of miles. When a customer starts reserva-
tion on the internet site of the airline, on routing 
step, an automatic system calculates total carbon 
emission of this possible flight per passenger and 
offers planting tree or trees on behalf of passenger 
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in exchange for an amount of miles of course. This 
example application creates a feeling of doing 
something good for him and the environment and 
increase credibility of airlines ad also creates a 
win-win situation for all (Shaw, 2007).

Airlines can offer customers to join campaigns 
of charity or let them make donations to some 
charity or NGOs by spending from accumulated 
miles with a rate of exchange that company will 
decide. At the airport step of travel passengers 
should have availability to spend miles by limou-
sine services, car parks or to get access to lounges. 
Besides a source of complaint, excess baggage fees 
can be made by miles and this can create another 
win-win situation.

On the stage of purchasing tickets there shall 
apply different rates, such if the customers choose 
to buy from airlines own channels such as internet 
site, sales Office, call center more miles would be 
earned and if other channels preferred less miles 
would be earned. This application will create a 
visible impact on cost area.

Another suggestion is enabling customers 
to be able make their shopping’s with miles in 
certain internet sites. There is a common interest 
for airline promotional materials in public and 
this can be converted to an advantage by selling 
them and make it can be paid by miles. Airlines 
usually organize trips for corporates or staff of 
travel agents, airports etc. to their home based city 
and airline facilities such as operation, hangars, 
flight training centers, catering units and giving 
them chance to touch airline “product”. These 
organizations are named as “fam trips” and mostly 
applied for B2B level. In order to make it a more 
profitable tool of marketing it must be adapted to 
B2C level. Melting miles by using this can be an 
option too. Today some airlines selling simula-
tor flight hours in their flight training centers. 
Considering the crowded community of virtual 
airlines and pilots this would have an advertise-
ment impact also.

All cases given above are examples for airlines 
to melt their mile icebergs without stepping out 
their main activities. Each example if considered 

with the impact of social media and advertisement 
support are nominees of being great campaigns 
or social media phenomenon’s.

Consequently, FFPs are not only databases 
for airlines but has a potential of being source of 
information, analyses, segmentation and applica-
tion instruments for relationship marketing. FFP 
members shall also be used as a pool for applica-
tion of campaigns, surveys, new product launches.

2.7 Internet and Social Media

Internet is vital for relationship marketing just like 
it is a de facto of success for all industries today, 
not because it is a sales channel but also it is a 
multichannel, interactive and totally free place 
of share. From company perspective, custom-
ers today can access within minutes to cheapest 
product, can compare with related ones, can 
read and join user comments about the product 
even can order from all over the World and this 
makes traditional marketing karma dysfunctional. 
Especially the generation born in between 1997 
to 1994 that also named as “Generation Y” use 
internet with all aspects in daily life to talk, meet, 
work, pleasure, shopping etc. purchasing power of 
this Generation Y is predicted 200 Billion dollars 
(İlban & Kaşlı, 2013).

So called word of mouth marketing has a more 
intense meaning with internet because in a latest 
survey related to the subject today’s consumers 
consulting with a rate of 92% to their friends, 
colleagues or families moreover 73% admits that 
reading user comments in internet affects their 
choices and purchase behavior. Internet as a sales 
channel has reached 15% in total personal spend-
ing (İlban & Kaşlı, 2013).

A new updated survey on the subject made by 
Bright Local in USA, 83% of consumers read user 
comments about local companies and regarding to 
same survey 73% of total admits reading positive 
comments about the company increases trust to 
the company. Nielsen focuses on advertisement 
with its survey of “Trust on Advertisement” that 
studied with 28.000 internet users in 56 different 
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countries. After family and friends who has an 
influence power with 92%, internet comes with 
70% (Gazete Vatan, 2014).

Coming back to airlines, they will not reach 
their targets or will not turn into profit until they 
change their perception of internet and social 
media and abandon to try internet as a one-way 
channel to carry their messages from company 
to customers. Airlines should consider internet 
as a multi-channel real time communication 
channel, of course an advertisement area, a dis-
cussion forum, a CRM center, a sales channel, a 
distribution channel, a newspaper, TV channel, 
radio dedicated to airline, a place where you can 
meet and spend time with people(Chaffey, Ellis-
Chadwick, Johnston, & Mayer, 2006).

For instance, Etihad Airlines makes announce-
ment about itself and customers from twitter, 
for instance flight delays, cancellations. Airline 
replies all tweets and comments on Facebook 
one by through the channel “Etihad Help. Last 
year Turkish Airlines put its name on the top by a 
customer complaint made airborne during a flight 
from Istanbul on a social media channel. Just a 
few minutes after related department get in contact 
with the aircraft and inform cabin crew about the 
situation of passengers. Passenger’s complaint 
had solved and informed also from same media 
channel within minutes during a flight. When pas-
senger shared his complaint about something on 
Twitter it was a CRM issue but the way Turkish 
Airlines solved it is a good example of relationship 
marketing concept (kokpit.aero, 2013).

In 2008, Dave Carroll took a flight from Chi-
cago to Halifax with United Airlines and gave its 
guitar to baggage because it was not allowed to 
the cabin because of its size, naturally. After the 
flight airline delivered the guitar broken. Related 
department in the airport offered to Carroll 250 
dollars but actual price of it was more than 3.000 
dollars. Passenger could not convince the airport 
about the real value of his instrument and backs 
to home with anger and disappointment. He wrote 

a song named “United breaks guitars” and after 
recording it uploaded to YouTube. In the first few 
days 150.000 people watched the video, later on 
news, and shows followed. United tried to cover 
but it was late. Just four days after the flight 
airlines value drop 10% of its value and lost 180 
million dollars. This is a very solid example of 
how a CRM without awareness of relationship 
marketing (kokpit.aero, 2013).

Today American Airlines everyday replies 
30.000 tweets one by one; KLM employs 60 ex-
perts in social media department. In addition to 
previous sections where from traditional market-
ing mix to relationship marketing is given, in this 
section with contemporary examples how CRM 
applications and relationship marketing should 
integrate is given (SocialBakers, 2014).

Consequently, today in such internet pages like 
Expedia, Orbitz all airlines are given according 
to best connection, schedule and price options 
from city A to city B. Airline logos are put side 
by side on a two dimension plane with prices and 
schedules under them. This is the simplest version 
of airline product. Because of the current market 
conditions and some sectorial peculiarities there 
is not much difference between airlines. In this 
case the most reasonable advice for airlines is 
to accept and immediately take necessary steps 
through relationship marketing concept.

3. FINANCIAL EFFECTS OF 
RELATIONSHIP MARKETING: 
IMPLEMENTATION MODEL 
FOR AVIATION INDUSTRY

3.1 Domains of Relationship 
Marketing

Adapting a cliché to the industry, A. M. Pilarski 
says in his book “Why Can’t We Make Money in 
Aviation?” (Pilarski, 2007, p.9).
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If you want to make millions in aviation, you must 
risk investing billions. 

This is, in fact, a to-the-point statement un-
derlining how bad the situation is considering the 
cost category of the industry, but still just points 
to the tip of the iceberg.

On the basis of three assertions, that even the 
small revisions to be made by the firm at the rela-
tions level could create great effects (Reinchheld, 
Markey, &Hopton, 2000, p.135).

1. 	 It is less costly to serve long-term customers,
2. 	 Loyal customers are less sensitive to price 

changes,
3. 	 Loyal customers are voluntary marketing 

advocates.

In a 5-year study on loyal customers, Reinartz 
and Kumar have examined the customers with 
minimum 2-year commercial relation, accepting 
them as loyal customer, and observed that they 
have had positive effects on all cost items of the 
firm in different ratios (Sorce, 2002).

The domains of the relationship marketing, or 
in other words, expectations with regard to which 
domains will undergo changes in consequence 
of application of the relationship marketing are 
greatly important for effectiveness.

Among the studies conducted on this issue, 
especially Erdal Arlı’s study conducted in Turkey is 
remarkable. The companies where the relationship 
marketing study would be conducted were given 
the simplest values, and the results of application 
were categorized by domains. As the relationship 
marketing practices, simple tactics such as cus-
tomer retention, asking their wishes and needs, 
easy terms of payment, regarding the customers 
as members or stakeholders, remembering their 
special days, esteeming, offering special services, 
complaint handling, and one-to-one contact have 
been applied by the participant firms (Arlı, 2012). 
The results have had significant effects firstly on 
the repurchase criterion: an increase by 52.2%. The 

percentage in the categories such as satisfaction 
with management, intention to recommend, etc. 
has reached 80%. Briefly, it has been understood 
that even the basic practices that are in fact the 
simplest requirements of enterprise marketing but 
also cross-pathing with the relationship marketing 
have rather significant effects on the customers 
(Arlı, 2012).

The studies conducted indicate that the lon-
ger the relation lasts, the bigger is the gain. The 
possible reasons behind that are the decreases in 
the marketing costs, the decrease in the rate of 
leaving customers, and the increase in the SOW 
rate (Gummesson, 2002).

3.1.1 Effects of Relationship 
Marketing on Cost

Considering the abovementioned profile, for the 
present-day enterprises like the aviation industry 
trying to cope with heavy and multi-volume cost 
items, the most important cost item, among the 
visible ones, is in fact the customer defection.

For instance, an airline company’s average 
annual customer defection rate is estimated to be 
5%. Considering a medium-sized airline company 
carrying 32,000,000 passengers a year on average, 
this 5% defection corresponds to 1,600,000 pas-
sengers. Likewise, if we take the gross value as 
1,000 dollars, the loss of the enterprise seems to 
be 1.6 billion dollars. Supposing, rather optimis-
tically, that the profit margin of the company is 
10%, the net loss of the company seems to be 160 
million dollars. Although the ratios in this example 
are a little higher than the average, it will not be 
difficult to say that a company that might come 
to such ratios rather easily will go bankruptcy or 
at least be in a financially bad situation (Gupta, 
et al., 2006).

For another example, 15,30Billion TL out of 
Turkish Airlines’ 18,77 Billion TL revenue for the 
year 2013 is the cost of the sales. And 1,94 Billion 
TL out of TL 3.47 billion gross profit seems to 
be the marketing expenditures (Turkish Airlines, 
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2014, March.).A relation with an enterprise, 
continued on the basis of long-term and mutual 
gains, will mean, first of all, a decline in the time 
cost. The customer will save the operating costs of 
finding new seller, such as time, labor, technology, 
transportation, etc.

Additionally, it must be remembered that the 
risk to be created by new customers also has its 
own cost. Although it has worn down today due 
to trust factor, the “open account” system applied 
in business life in Middle East societies deserves 
a review from the point of view of cost.

Figure 10. The chain of productivity
Source: Hanssens & Dekimpe, Models for the Financial-Performance Effects, 2008, p.502.
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As per the principle that says the relationship 
marketing is to do marketing after the customer 
has become customer’, the cost of the marketing 
efforts made to retain the customers in hand will 
be one-seventh of the cost of acquiring new cus-
tomers (Grönroos, 1994).

Since the way of value creation passes through 
benefit creation, it is natural to regard it as a cost 
as well. However, the point to be reached is to 
create a value that can be the long-term value 
boosting the company’s performance and provid-
ing the customer with benefit. Grönroos defines 
relationship costs as follows (Ravald & Grönroos, 
1996, p.29).

•	 Direct Relationship Costs: The costs such 
as office, personnel, and system invest-
ments emerging with the supply of an idea, 
product or service.

•	 Indirect Relationship Costs: The costs 
such as incorrect billing, delayed deliver-
ies, etc. caused by wrong execution of the 
supply function.

•	 Psychological Costs: The costs of safety 
precautions caused by the worries about 
whether the supplier can fulfill its promise, 
or whether it can solve the problems.

Decreasing the abovementioned cost types 
means creating a customer value without of-
fering any additional benefit. This can be made 
possible through several changes to be made 
in the internal and external service quality and 
processes in the simplest and leanest manner. 
Activation of the strategies such as effectiveness, 
flexibility and zero customer loss in the areas of 
production, distribution and after-sales services 
will have reflections on the company’s overall 
profitability. Grönroos mentions safety, security 
and credibility as the common costs that enable 
to establish long-term relationships and must be 
shared by the seller and the customer (Ravald & 
Grönroos, 1996; Grönroos, 2004).

3.1.2 Effects of Relationship 
Marketing on Profitability

The fundamental mission of marketing is to create 
or stimulate demand; thus, measuring the resulting 
sales and revenues under the marketing heading 
will not give the correct results. The effects of the 
marketing efforts must be searched in the sales 
and earnings of the company. In the US, the total 
value of the yearlong advertising and promotional 
activities is 10 trillion dollars, which corresponds 
to 10% of the Gross National Product. These fig-
ures and activities are regarded as the investments 
that must increase the profitability (Hanssens & 
Dekimpe, 2008).

The conventional profitability flow diagram 
starts with innovation, and this is the stage where 
the customers’ demands and needs are also identi-
fied (Figure 11). Better products and services are 
offered to the customer at better rates and quality, 
and this creates a good experience for the custom-
ers. The satisfied customers are more loyal, and 
this returns to the company as the high repetition 
order rates and positive word-of-mouth marketing. 
Thus, the company that has up-sell and cross-sell 
items increases its profitability. And the increased 
profit finances the innovation to develop better 
products and services for the customer (Kumar, 
Pozza, Peterson, & Shah, 2009).

The Sprint Nextel example is included herein 
particularly for the questions it has caused. This 
company serves 53 million customers, and decided 
to cut off 1000 of them. Typical Nextel customer 
pays the company 55 dollars a month, 24 dollars 
of which seems to be profit. The company found 
out that this 1000-person group has called the 
customer services department several times a 
month, talked for 8 to 12 minutes on average, and 
complained about various services continuously. 
Since each minute in the customer services costs 
2 dollars to the company, considering the fact that 
the said customer group does not yield any profit 
to the company, Sprint Nextel fired them following 
a radical decision strongly criticized in the indus-
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try. This example is important as it questions the 
relations in the classical, conventional profitability 
diagram. In his study of 1996, Reicheld observed 
a 60% defection among the satisfied customers 
as well. The author who gave examples from the 
automobile industry observed that only 40% of 
the customers who are 85% to 95% satisfied with 
the car they bought the same brand vehicle again 
(Kumar, Pozza, Peterson, & Shah, 2009).

A high amount of resources is used to create 
loyalty, or investments are made to increase the 
customer satisfaction in the aviation industry as 
well, but the profitability keeps being low. The 
factors such as time, connection type and quality, 
aircraft type, hub, etc. that affect the customer 
preferences despite the factors such as loyalty and 
satisfaction should also be regarded as standby 
diverters (Shaw, 2007).

In fact, such diversions occur as the customer 
satisfaction and loyalty are not connected to prof-
itability in the first place. Therefore, discrimina-
tion between less and more profitable customers 
in the airline companies must be perceived as a 
compulsion. According to the classical FFP un-
derstanding, each customer gains as many miles 
as he flies, and this is generally the same for 
everyone (Gilbert, 1996). However, the purchas-
ing processes are ignored at this stage. In such a 

situation, the relationship marketing prescribes 
analyzing the passenger firstly, drawing a con-
clusion by analyzing his flight segment, price 
class and amount of his ticket, and his previous 
buying behaviors. Likewise, numerous airlines 
have started to apply this. In previous years, the 
Continental Airlines has stated that it would reward 
the mile system on the basis of three statuses it has 
determined; likewise, Turkish Airlines changed 
its mile system by shifting to the price class, i.e. a 
rewarding system based on the amount paid by the 
customer, at the beginning of the year 2014(www.
new-milesandsmiles.com, 2014). Thus, the mile 
accumulation will be diminished at the mile win-
ning stage, and the frequent flyer loyal passenger 
will have a bigger share of the mile pie. And since 
the segment enjoying the bigger share of the mile 
pie is also the frequent flyer loyal segment, such 
miles will also be spent at a higher rate. What the 
airlines should do at this final point is to channel 
such accumulated miles to non-flying alternatives 
or idle routes.

According to the Pareto Principle, 20% of the 
customers generate 80% of the revenue. This 20% 
slice can be considered as the first, business or 
Premium class passengers or the passenger groups 
with high price class value such as the corporate, 
seamen, etc. Kumar’s study measures the customer 

Figure 11. Conventional path to profitability
Source: Kumar, Pozza, Peterson, & Shah, 2009, p.148.

http://www.new-milesandsmiles.com
http://www.new-milesandsmiles.com
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value in CLV, i.e. Customer Lifetime Value, from 
the relationship marketing perspective. In conse-
quence of his study, Kumar has found out that, in 
parallel to the Pareto Principle, the 20% customer 
segment, i.e. the first two decile groups generate 
95% of the company’s revenue (Kumar, 2009).

In that case, companies who want to increase 
such type of customers of theirs must focus on 
and analyze their existing customers first, and 
then chase the customers that match the profile 
of such type of customers. The customers in 
this category will pioneer the companies about 
for which types of products and services they 
must apply innovations. For instance, as the first 
airline company offering the first lie-flat seats, 
British Airways owes this innovation to its first 
and business class passengers. Innovations made 
and the goods and services supplied considering 
the profitable customers will make contributions 
to both the total CLV and the company’s overall 
profitability (Kumar, Pozza, Peterson, & Shah, 
2009). The customer segmentation and tactics pre-
pared from this viewpoint are shown in Figure 12.

Obviously, the success of the abovemen-
tioned scheme and segmentation depends on 
the organizational changes and qualified labor 
force to apply such patterns. Having applied the 
relationship marketing principles in compliance 
with the abovementioned tactics, IBM achieved 
a 20-million-dollar revenue growth in the year 
2008 (Kumar, Pozza, Peterson, & Shah, 2009).

It is Monroe who has mentioned the exchange 
value in these exchanging processes for the first 
time and formulated the customers’ customer 
value acquired in the simplest form. Having 
tried to attribute a numerical value by dividing 
the acquired values by the paid cost, Monroe has 
summarized the value as an evaluation of the 
customer’s perception of what he has given and 
what he has received. (Man, 1998) On the other 
hand, a strong relationship set will facilitate the 
lives of the retail or corporate customers as it 
decreases the time to make a decision, because 
it creates a positive expectation for an award or 

feedback like the airline FFPs in consequence of 
an action or purchasing.

Considering from the perspective of the seller 
or the service provider, on the other hand, it is 
important as it reminds that the real motivation 
is “profit”, though it seems rather difficult and 
costly to go beyond the motto of “Market share is 
everything” continuing for years (Bareika, 2010).

In consequence of this study conducted on 
over 100 companies from 20 different industries, 
it has been discovered that if the companies can 
decrease their customer defection rates by 5%, 
they can achieve a revenue growth by 25 to 85%. 
This study, which is capable alone to emphasize 
the importance of the relationship marketing, has 
revealed that not only the loyal customers yield 
more revenue in time, but also the cost of customer 
retention is much lower than the cost of gaining 
new ones. During another study conducted on a 
bank, it has been observed that if the customer 
defection rate is decreased from 20% to 10%, 
the average relationship period of a customer is 
extended from 5 years to 10 years, and that the 
average total profit per customer rises from 135 
dollars to 300 dollars. If the defection rate can be 
decreased by 5% more, the profit rises from 300 
dollars to 525 dollars by 75% increase (Reichheld 
& Sasser, 1990).

On the basis of the abovementioned two stud-
ies, it is possible to conclude that:

•	 The long-term customers are less sensitive 
to price changes,

•	 The long-term customers can perform free 
word-of-mouth marketing,

•	 The long-term customers tend to place 
more frequent, more steady, and less costly 
orders.

The long-term customers tend to buy additional 
products or services more rapidly and easily, and, 
as a general conclusion, their Life Time Values 
are higher.
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As confirmed by Grönroos, after the first few 
successful communications, if the customer is 
satisfied, he starts to trust the supplier, becomes 
more tolerant towards the supplier, and refrains 
from complaining, or in other words, he may 
give the supplier a chance to solve the potential 
problems. The customer also keeps buying from 
the same supplier and provides the supplier with 
other job opportunities through the word-of-mouth 
marketing (Karaca, 2010).

3.2 Financial Scales of 
Relationship Marketing

“You cannot manage something you cannot mea-
sure”, says an old management adage. Even an in-
house scale to be developed by the company itself, 
without the requirement of universal consent, will 
assist the company in positioning its resources 
more effectively. Besides, this scale will also be 
a motivation and rewarding tool for the company.

Since the marketing measures are generally 
abstract and their effects or returns are mostly 
protracted, a tendency of measuring them as 
based on financial data has emerged. The most 

commonly used measurement units are market 
share, cost reduction, sales growth rates, and return 
on investment (ROI). Life Time Value (LTV), 
which is mentioned frequently with the relation-
ship marketing today, can also be included in this 
group (Sin, Tse, Yau, Chow, Lee, & Lorett, 2005; 
Hallowell, 1996; Lindgreen & Crawford, 1999).

As particular to airlines, the following scales 
can be concretized through the information sources 
like booking systems and FFPs:

1. 	 Customer Loyalty: Whether the customer 
maintains his existence and the relationship 
within the unit of time.

2. 	 Customer Share: The customer share is 
calculated by proportioning the gain brought 
to the company by a customer within the unit 
of time to the total.

The performance measurement is based on 
each customer’s value and share according to the 
relationship marketing understanding, though it 
is based on the market share in the conventional 
marketing understanding.

Figure 12. The new path to profitability
Source: Kumar, Pozza, Peterson, & Shah, 2009, p.151.
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3.2.1 Return on Relationship (ROR)

One of the leading theoreticians of the relationship 
marketing, Gummesson has adapted the Return 
on Investment (ROI) concept to the relationship 
marketing as shown in Figure 13.

The long-term net financial return on the 
network of relationships established and main-
tained by an enterprise is called the Return on 
Relationship Investment (ROR). Gummesson’s 
description corresponds to satisfaction, loyalty 
and profitability in practice. ROI is a cost-based 
evaluation grounded in the return on the marketing 
campaign. What is important here is to calculate 
the cost items correctly and in detail whenever 
possible (Gummesson, 2002).

Four basic criterions must always be consid-
ered:

1. 	 Costs of Customer Acquisition and Break-
Even: The point of maximum cost to bear 
to acquire a customer.

2. 	 Depreciation Curves: The indicator analyz-
ing the customers’ tendencies to depreciate 
in time, because the customers may lose 
their profitability in time. In the case of 
airlines, it is necessary to keep an eye on 
the passive members considering FFPs in 
particular, because the marketing strategy is 
based on the reason of this passivity: either 
the member has other memberships or he is 
really passive (Belobaba, Odoni, & Barnhart, 
2009).

3. 	 Life Time Value: Life time values of custom-
ers must be calculated to be able to calculate 
the costs and gains of the acquisition and 
retention activities. Customer lifetime value 
(CLV) is generally defined as the present 
value of all future profits obtained from a 
customer over his life of relationship with 
the firm (Gupta, et al., 2006).It is possible 
to make a comparison among the airlines 
in particular today, thanks to the joint mile 
programs applied in codeshare flights and 

carrier alliances. The mile values that have 
become a currency so can be calculated in 
CPM (Cents per mile) and RPM (Revenue 
per mile). In the simplest way, the average 
LTV is calculated by multiplying the number 
of the customer’s purchases within a certain 
period of time by the profit per unit. For 
example, the LTV value of a customer who 
has made 15 purchases in 2 years:

4. 	 LTV=15 x 1.45 (Profit Per Unit) =21.75 
dollars. It is normal that some customer 
groups give negative values in consequence 
of this calculation. This indicator indicates 
the need to increase the number of customers 
as a unit. In detail, the formula is (Gupta, et 
al., 2006; 141):
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◦◦ ct  = direct cost of servicing the cus-
tomer at time t,

◦◦ i = discount rate or cost of capital for 
the firm,

◦◦ r
t
 = probability of customer repeat 

buying or being “alive” at time t,
◦◦ AC =customer acquisition cost,
◦◦ T =time horizon for estimating CLV.

3.2.2 Relationship Marketing Scale

The effects of the relationship marketing practices 
on the company performance and the environ-
mental factors in the process, the study conducted 
by Akyol and Ataman (2007) (Küçükkancabaş, 
Akyol, & Ataman, 2007) in Turkish beverage 
industry is a guiding one. The questionnaire used 
in 130 interviews made in various geographical 
regions basically deals with trust, loyalty, commu-
nication, shared values, empathy and reciprocity 
that are the basic factors of the relationship mar-
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keting. The financial indicators used in the survey 
completed using the 5-point Likert scale were 
the sales growth rates and the market share. This 
study is about the relationship marketing where 
the subjective inputs generate objective values, and 
the results of such marketing. The strong results 
acquired have failed to decrease the effects of the 
market fluctuations and the other environmental 
effects. However, the common values, empathy 
and loyalty have appeared to be the strongest fac-
tors while reciprocity, communication and trust 
have fallen rather behind.

3.2.3 Loyalty Scale

Although loyalty, as evoked by its name, is an 
abstract notion, it is a measurable and concrete 
notion in the relationship marketing as it has 
concrete indicators such as the Share of Wallet 

(SOW), payments to Premium services, and rep-
etition orders. This scale, generally accepted for 
its behavioral aspects and repurchasing indicator, 
can be measured through simple survey methods 
and repetition orders accessible through databanks 
and accounting records (Gupta, et al., 2006). For 
the aviation industry, the survey must include 
such headings as the service quality, preference, 
Premium classes and products, trust, difference 
and convenience (Network, timetables, vacant 
seats, hub or airports flied, etc.).

3.3 Relationship Strategies 
for Airlines

Today, the airlines pursue different strategies to 
come out of the turbulence in the industry. The 
relationship marketing as a focusing strategy has 
recently found a place in the market in corporate 

Figure 13. Return on relationship model
Source: Kanagal, 2005, p.9.
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sense, while the cost leadership or differentiation 
is the most preferred strategies.

The primary method used by the airlines to 
differentiate in terms of cost is to ensure lowering 
fleet costs. This method applied successfully by 
the low cost airlines particularly provides a con-
siderable cost advantage by singularizing all cost 
items such as spare parts, maintenance, training, 
etc. through a single type of aircraft. Since there 
is no producer in the industry at the same scale 
with Airbus and Boeing, this method is restricted 
(Doganis, 2006).

Considering the differentiation strategy, the 
innovation expenditures and risk await the carriers. 
This differentiation may sometimes gain favor in 
the type of aircraft. The favorite airplane of the 
recent years Airbus A380 has brought a breath of 
fresh air to the market. The comfort and luxury 
brought into the forefront by the Gulf carriers today 
constitute a conscious differentiation strategy.

A shift from the classical marketing concept 
and the operational structure organized as per 
this understanding to the relationship marketing 
strategy means a rearrangement of the entire 
organization. The first thing coming to mind 
when it is the reorganization within the frame 
of relationship marketing is the fallacy of a cus-
tomer relations department becoming the center 
of gravity of the company. It is necessary to make 
clear that the relationship marketing refers to the 
relations of all units with all business circles. The 
results of the relationship marketing provide the 
aviation industry with returns in very short times 
(Grönroos, 1999).

According to Rapp, an airline company that 
will apply the relationship marketing concept has 
to understand the headings presented herein, and 
ensure that the same are accepted throughout the 
corporate (Rapp, 2000, pp.328-330):

1. 	 It is necessary to establish customer rela-
tions rather than customer databanks, The 
customer information collected through the 

airline company’s booking systems, call 
centers, FFPs are nothing but burden for 
the company, unless it is used as marketing 
tool.

2. 	 The information must be used to improve 
the service quality, the airline companies 
must gather information on their custom-
ers, especially the valuable customers from 
whom they earn considerable revenue, but 
such information must be used to improve its 
relations and service quality, otherwise the 
regularly sent template mails are worthless. 
When the companies have an opportunity 
to receive data on the market or themselves 
from the customers via complaints, mails, 
etc., they must make sure to use it. The 
present-day mobile applications and social 
media channels are appropriate channels for 
this purpose.

3. 	 It is necessary to find out and focus on the 
roots of the customer’s certain attitudes,

4. 	 The relationship-based measurement units 
must be used, In case of the airlines, the 
relationship marketing must measure the 
segment-based, long-term values, and LTV 
must also be added to indicators such as oc-
cupancy, supplied seats, mileage, etc.

5. 	 The long-term relationship marketing pro-
grams instead of the one-time ones must be 
developed and it must be remembered that 
the relations can be developed in time, step 
by step, strategically and within the scope of 
a program, as is the case with the personal 
relations.

It is necessary to ensure differentiation in 
relationships and services by utilizing the FFP 
systems detailed above. It is mandatory to base 
diversification of the products and services on 
the current and prospective customers’ demands. 
Likewise, it is necessary to find out and utilize the 
life time value of each customer in the system. It 
is known that several airline companies sort the 
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customers in their registered customer pools by 
different criteria through the computer systems 
running on the FFP system, and generate a life 
time value to be used by the analysts by giving 
point to every piece of information they have. 
This system, the customer’s frequency of trav-
elling, the price class used for ticketing during 
his travels, his destinations and flying periods 
are scored separately, and other than the same, 
his personal information is also utilized, and his 
residential location and the real estate values at 
this location, the agency card, if any, otherwise 
the credit card, he has used while buying a ticket 
are also scored. Obviously, what lies beneath all 
this scoring is the customer’s earning value in 
the eyes of the company. The biggest obstacle to 
make the most of the FFPs by the airlines is the 
worry about taking the FFPs out of their principal 
activity area, i.e. the airport.

Consequently, the application areas of the 
Relationship Marketing can be reduced to the 
following three categories according to Palmatier 
and Houston (2006, p.479).

3.3.1 Financial Relationship 
Marketing Programs

Such a program rewards the customer loyalty with 
financial benefits. It has a Taylorian approach, 
which regards money as the most important mo-
tivator. The airline companies have been applying 
this through discounts, award tickets, incentives, 
etc. Aside from being easy to copycat by the rivals, 
it can be seen as a point of loss as it stimulates the 
price sensitivity, because the customer may shift 
easily to another carrier offering more affordable 
prices or better financial benefits.

3.3.2 Social Relationship 
Marketing Programs

They can be considered as activities ensuring 
that the customers can have social connections 
with the airline company or disregard the com-

petitors’ offers. In the aviation industry, there are 
applications that cannot be copycatted with the 
same effect, such as agency dinners, familiariza-
tion trips, sponsorships, golf tournaments, etc. 
Especially the activities in this group will create 
the difference when they are coordinated with a 
relationship marketing awareness.

3.3.3 Structural Relationship 
Marketing Programs

The activities during which the customer is sup-
ported with the systems, devices, or products 
assisting him in improving his own efficiency or 
effectiveness. The advertising materials, office 
products or designs, booking system installations 
provided by the airline companies to their agencies 
free of charge can be evaluated within this category. 
(Palmatier, Gopalakrishna, & Houston, 2006).

The study conducted by Palmatier, Gopal-
akrishna and Houston (2006) has revealed that 
the social relationship marketing practices are 
more effective on the profitability especially 
within the B2B environment. At the same time, 
it has been observed that its effects appear in the 
short run, though it promotes the long-lasting 
customer loyalty (Palmatier, Gopalakrishna, & 
Houston, 2006).

3.4 A Relationship Implication 
Model for Airlines

The company must aspire to accessing a segment 
that is low in quantity but high in value, and 
brings revenue to the company, in addition to its 
on-going efforts for new customer acquisition and 
market expansion. The marketing resources must 
be positioned relative to this new segmentation. 
Within the frame of the Pareto Principle, the easi-
est way to do this is to use the large databases of 
the airline companies.

•	 Airlines’ Website Records,
•	 GDS, Booking System Records,
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•	 CRM Records,
•	 Call Centre Records,
•	 Social Media Records.

The list in hand will transform from the alpha-
betical form to a list of values as per the scoring 
system created by the company in consequence 
of the assessments and analyses to be made on 
the databases. The company must establish the 
scoring system in line with its own purposes and 
interests, but it must basically include the follow-
ing breakdown for sure:

3.4.1 Database Search

•	 Passenger Information: Number of 
Passengers, Residence City, Residence 
Neighbourhood, Occupation, Age, Marital 
Status, Extra Services (Golf Clubs, 
Wheelchair, etc.)

•	 Flight Information: Long Haul/Short 
Haul/Domestic/Beyond, Destination City, 
Destination KM, Cabin Class, (First, 
Business, Comfort, Economy), Fare Class

•	 Sales Information: POS (Point of Sale), 
Which flight within the current year, which 
flight in total, Sales Channel (Airline com-
pany Website, Agency, Virtual Agency, 
Call Centre, etc.)

•	 Payment Information: Payment Source 
(Individual, Corporate), Payment Method 
(Cash, Credit Card, Debit Card, FFP Miles, 
Paypal, etc.)

•	 FFP Information: FFP Type (Carrier’s or 
Alliance’s Card), FFP Status (Gold, Silver, 
Classic, Corporate Club), Total Active 
Miles.

Surely, when each piece of information obtained 
from the data repositories in hand is given a point, 
the travelling frequency, cabin and price classes, 
and active miles of the customer will receive 
the highest point values. Therefore, they will be 

the determinant values. The scoring of the other 
information can be changed in line with the impor-
tance of such information for different domains. 
In consequence of this scoring, the material value 
of each passenger for the company in question 
will have appeared to a great extent. This can be 
achieved rather rapidly and effectively through 
new software and applications to be articulated 
to or fed by the current systems thanks to the 
present-day software opportunities. When millions 
of passengers carried for one year are sorted in 
descending order according to the abovementioned 
criteria, the target customers who yield the real 
gain to the company will have been identified 
(McKensey and Company, 2011).

3.4.2 Re-Segmentation

In consequence of the customer value research, 
the value sorting can be realized and divided into 
percentiles. However, the right thing to do is a 
re-segmentation over this sorting so that it can 
constitute a target for the marketing units. The 
first segmentation value of an airline organiza-
tion dispersed through various countries will be 
the geographical location. Then, sub-sections 
can be created on the basis of the criteria such as 
the travel purpose, business or personal travels, 
etc. Since the developing airline companies that 
have sufficient area to grow are always focused 
on growth, they do not give due importance to 
this application. The companies that have left 
this work to FFPs and CRM units believe that the 
FFPs cage the customers naturally and thus ensure 
the continuity. However, their current structures 
wait in the wings to generate more income with 
the touch of relationship marketing than what 
they can earn through growth (Teichert, Shehu, 
& von Wartburg, 2008).

The re-segmentation is quite valuable as it 
will have identified the target customers for each 
unit of the organization in the form of concrete 
name lists.
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3.4.3 Analysis of the Valuable 
Customer Behaviors

Following the scoring, sorting and valuing pro-
cesses, the customers have been divided into 
certain micro-segments. There are two prob-
abilities relating to the customers ranking low 
within the percentiles, i.e. the sorting. The first 
one is that the customer has already reached the 
peak of his current potential, that is, maximum 
revenue is derived from the unit, but its potential 
is low. The second probability is the fact that the 
airline company itself is not much preferred by 
the customer, that is, its Share of Wallet is low 
(Gruen, 1995). The real target for the company is 
the customers in this group. At this point the airline 
company must find out why the groups prefer or 
do not prefer the airline company, what they are 
satisfied with, what they are complaining about 
through different surveys it will carry out through 
different communication channels (internet, social 
media, personal interviews, etc.), and it must set its 
strategy separately for each micro-segment on the 
basis of the results of such surveys (Leick, 2007).

The motives to prefer that are still effective 
though not determinant any more in case of the 
airline companies are tariffs, price, flexibility, FFP, 
the rate of timely departures, the cabin services 
and catering, and finally the ground handling ser-
vices. Differentiation in these services provided 
by each airline company in standard is now pos-
sible only in the manner of offering such services 
and the communication with the customer while 
offering them.

A sort of SWOT analysis to be acquired this 
way will have a say in setting of the short and 
long-term targets of the company as well as re-
positioning of its resources.

3.4.4 Re-Organization 
and Implementation

The customer valuation, micro-segmentation, 
survey and repositioning works performed will 

bring along organizational changes as well. Ac-
cordingly, the red-tape in the FFP units must be 
decreased, and such units must be converted into 
units analyzing the customers and generating 
marketing materials, thus yielding gain to the 
company, instead of performing works that are 
used very limitedly by the card-issuing banks, 
rent-a-car companies, and the customers. At the 
moment, the FFPs have turned into compulsory 
but non-yielding units for the companies because 
of their current cumbersome structures and the 
financial burden caused by the accumulated 
miles. Even the mile depleting efforts can turn 
into high-yield values for the company just with 
the touch of Relationship Marketing (Gilbert, 
1996). From this point of view such applications 
can be conducted:

When the customer’s destination is determined 
at the ticketing phase, the system calculates the 
amount of carbon to be released at that travel 
automatically through the data such as flight 
distance, aircraft type, and average load factor. 
Then, the airline company suggests you to make 
a donation to an environmentalist organization or 
plant one or more than one sapling on your behalf 
against some of your miles. As per the mutual 
gain principle of the relationship marketing, both 
the passenger and the airline company generate 
joint gain over the environmentalist message on 
the one hand, and a great contribution is made to 
the customer loyalty on the other hand.

As is the case in this example, the customer 
can be guided to use the option of donating to the 
international aid organizations such as UNICEF, 
Red Cross, or the institutions like the local zoo, 
schools, etc. at the cost of some of his miles. Al-
ternatively, certain airline promotional products 
that are in great demand may be sold, or a Fam trip 
covering the hangar, training, technical, kitchen, 
etc. departments of the airline company may be 
suggested. A full flight simulator (FFS) flight to be 
offered against a high amount of miles at the train-
ing facilities will receive great attention. As can 
be seen in all the above mentioned examples, the 
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value the airline has or can access easily at present 
have been approached again with the relationship 
marketing perspective, and turned into values to 
generate mutual benefits and customer loyalty.

Likewise, the CRM units must have a structure 
enabling them to acquire customers and guide the 
other units and marketing units generating values 
for the acquired customers to make improvements, 
instead of being units trying the solve the customer 
complaints through formal and predetermined 
communication channels. At present, the CRM 
units respond every customer and every incident 
in the same way due to their mandatory proce-
dures, and use the same compensation rates for all 
customers. With the customer value motivation 
and increased initiatives and authorities, they will 
cease to be a back office only and turn into an 
active marketing unit for the company.

In addition to the abovementioned existing 
units, a “Social Media Management” must be 
established (if not established already), thus ensur-
ing 24-hour, uninterrupted and centralized man-
agement of the social media channels. American 
Airlines spends 20 minutes on average to answer 
the customer questions on Twitter, and is closely 
followed by KLM with 66 minutes (Social Bak-
ers, 2013).Both airlines have established in-house 
departments in charge of this operation, and made 
a great progress on this issue.

Within the scope of re-organization, in case 
of a customer previously recorded and valued 
in the general distribution systems, the relevant 
units must be granted the initiative to offer this 
customer various extras such as awards, discounts, 
etc. If it is possible to annotate the passenger’s 
PNR, which is not a difficult and costly change 
in systematic terms, he can be hosted in line with 
his customer position from ticketing to check-
in, or even when he is aboard. For example, the 
call center, check-in officers or the pursers must 
definitely be authorized to do aboard last minute 
upgrade. In relation to this application, the airline 
companies must develop sub-programs or appli-
cations requiring membership. Such actions that 

can be described as efforts to raise the previously 
mentioned defection barrier will increase the pas-
senger loyalty (Shaw, 2007).

Secondly, high-rate and frequent channels of 
communication with the customers must be sought. 
As a great channel that can meet this need fully, the 
social media are available to airline companies. For 
example, it is necessary to organize “Fam Trips”, 
which are made in-house rather frequently, for 
the passengers as well, and to develop methods 
to give the passengers a chance to see the inside 
of the company or touch the product.

Services offered in standard by the airlines 
such as catering, onboard entertainment, etc. must 
be turned into an experience, thus achieving the 
differentiation. At present, the airline companies 
look alike from foods to aircraft types, from seats 
to advertisements, from uniforms to even smiles. 
In such an environment, differentiation can be 
achieved through understanding the precious value 
of “localness” and the high quantity-quality of the 
relations established with the customers. This is 
the factor behind the success and unique cabin 
experience of Turkish Airlines that have made 
a big break in recent years. From the catering 
concept to crew uniforms, airplane appearance 
to interior cabin designs, the company gives its 
passenger the message of difference under the 
motto of “Oriental Luxury with Western Quality”.

In consequence, all of the abovementioned ap-
plication models describe for the airline companies 
how to access the new source of income, which 
they have but cannot utilize. A long-term relation-
ship built on mutual gain, which is the essence 
of the relationship marketing, can be transformed 
into revenue and profit that are the purpose of 
foundation of the company only through these 
stages. Otherwise, it will be nothing more than 
an abstract understanding and theory.
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KEY TERMS AND DEFINITIONS

Deregulation: Airline deregulation is the 
process of removing government-imposed rules 
and restrictions mostly on financial structure of 
airlines and slot rights, pricing and operational 
regulations of airlines. The term was born with 
“1978 Airline Deregulation Act” when control 
over air travel industry passed from the political 
to the real market and today it is identified with 
liberalization acts in sector. Deregulation process 
in USA also triggered the deregulation acts all 
over the World and helped to shape of free market 
conditions.

European Volcano/Ash Cloud Crisis: In 
5th of April 2010, the volcano Eyjafjallajökull 
in Island started eruption and massive and dense 
volcanic ash clouds caused to stop air traffic in 
busiest air space of the world. All flights from 
or to major European airports have stopped and 
millions of passengers to be stranded in airports. 
This was the largest air traffic shut-down since 
World War II in Europe. IATA estimated that 
during this closure (5th to 21st of April, 2010) 
100,000 flights were cancelled in total, and 10 
million people stranded or unable to board their 
flights. According to IATA data Airlines lost 1.7 
Billion Dollars, and Airports lost 250 million 
Euros. Specifically, low cost carriers which have 
inter Europe flights had the worse hit comparing 
to legacy carriers. Low cost carriers cancelled 
%61 of their flights. Besides, 75% of European 
and 30% of total worldwide airline capacity was 
cut during this period.

Kotlerist Marketing Concept: The concept 
named as also the marketing mix or 4P Concept. 
According to Philip Kotler, Marketing is defined 
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http://www.turkishairlines.com/tr-tr/kurumsal/haberler/miles-smiles/pek-yakinda-miles-smilesta-yeni-bir-donem-yeniliklerle-basliyor
http://www.turkishairlines.com/tr-tr/kurumsal/haberler/miles-smiles/pek-yakinda-miles-smilesta-yeni-bir-donem-yeniliklerle-basliyor
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as a social and managerial process by which in-
dividuals and groups obtain what they need and 
want through creating, offering and exchanging 
products of value with others is known as Market-
ing. The base of marketing is defined as exchange 
in this concept. Price, product, promotion, and 
place are major components. The four Ps can be 
expanded to the seven P’s or eight P’s according 
to different nature of services. Kotler also explains 
marketing as a social process.

Life Time Value: LTV is a way of measure-
ment that can be defined as the net profit attributed 
to the entire future relationship with a customer. 
In other words, LTV is the financial value of a 
customer relationship, based on the present value 
of the future cash. This measurement focuses on 
long-term value of their customer relationships 
and defines the upper limit of spending to acquire 
new customers.

Low Cost Carriers: Low-cost carriers or 
low-cost airlines are airlines offer comparatively 
low prices but offer fewer comforts such low leg 
rooms, no on board meals. LCCs charge for all 
extra services such as meal, baggage. LCCs mostly 
has dense schedules for specific destinations with 
high turn around rates or prefer not to fly major 
airports. Especially after 9/11, LCCs had their 
golden age. In order to keep fleet costs low they 
use single type of aircraft. Southwest, Ryanair, 
and Easyjet are leading LCCs.

Pareto Principle: At the beginning of the 
century, first, it is mentioned by an Italian econo-
mist Vilfredo Pareto in order to formulate unequal 
distribution of wealth and resources in Italy. He 
finds out that twenty percent of the people owned 
eighty percent of the wealth. So, this was the base 
of so called 80/20 principle. Lately in 1940s, 
Joseph Juran, working on the theory of “vital 
few and trivial many” studied Pareto’s work and 
named it as Pareto Principle. He applied Pareto’s 

observations about economics to a broader body 
of work.Juran’s observation of the “vital few 
and trivial many” states the principle that %20 
of something always are responsible for %80 of 
the results.

Relational Coordination: Relational coor-
dination is a research model which is developed 
and proposed by Gittell in 2002. The model is 
used to assess organizational coordination in four 
airlines in the United States. The idea of relational 
coordination is based on the interactive nature 
between both relationships and communication 
in business environment. A higher level of rela-
tional coordination will then affect organizational 
outputs as in efficiency and quality in operations. 
Relational coordination can be used for measuring 
and analyzing the communication and relation-
ships networks through which work is coordinated 
across functional and organizational boundaries.

Share of Wallet: SOW is a term which refers 
to customers’ total spending that a business cap-
tures in the products or services that it offers. As a 
performance scale it shows the amount of business 
in percentage that a company gets from a specific 
customer. This scale can be used to increase re-
purchase, customer loyalty, and find marketing 
opportunities. Moreover, SOW indicates unmet 
needs that the product is not satisfying.

Word of Mouth: WOM is an expected market-
ing outcome which becomes a marketing technique 
also by oral or written recommendations made by 
a satisfied customer to the prospective customers 
of a product or service. It is accepted as the most 
effective form of promotion. As a marketing tool 
WOM is an interactive process such that custom-
ers are collaborating with the business, product 
or service for which they have derived enough 
satisfaction that they are willing to speak out about 
it and even recommend it to others.
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Appointments:

Determinants and Consequences 
on Competitors

ABSTRACT

This chapter analyzes the determinants of overconfident CEO appointments and the effect these appoint-
ments on competitor stock performance during managerial turnover within the firm. It also analyzes 
the turnovers that take place in S&P 500 firms and find that an overconfident successor appointed to 
the firm pertains to a significant positive impact on competitor’s stock price. The author also finds that 
when the outgoing CEO is overconfident it is more likely for the firm to have an overconfident successor.

1. INTRODUCTION

Recent behavioral studies show that overconfident 
managers engage in overinvestment and make 
value destroying acquisitions, consequently, the 
appointment of an overconfident CEO pertains 
to a significant negative impact on firm’s stock 
price whereas others argue that it might be desir-
able for a firm to hire an overconfident manager 
as he can result in greater innovative success of 
the firm.1 Yet, we do not know much about the 
determinants of having an overconfident CEO in 
the firm and how the competitors of the firm are 
affected by the appointment of an overconfident 
CEO. Since a CEO plays a crucial role in setting 

and implementing the strategy and actions of a 
firm, and most firms do not operate in monopolistic 
markets, understanding the determinants of CEO 
overconfidence and its effect on competitor stock 
prices would also appear to be an important issue 
for investigation.

We study the turnover sample of CEOs em-
ployed by S&P 500 firms from 1996 to 2006 as in 
Mazzeo and Yilmaz (2014). Mazzeo and Yilmaz 
(2014) find that when an overconfident CEO is 
appointed to the firm there is a significant negative 
impact on firm’s stock price. The proxy for over-
confidence is from Malmendier and Tate (2005) 
who use CEO option holdings data to measure 
CEO overconfidence and consider overconfidence 
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as the persistent failure of the manager to reduce 
his exposure to company-specific risk. Using an 
event study methodology to calculate turnover 
abnormal returns of the competitor, we identify 
interesting findings. First, we find that successor 
overconfidence has a significant impact; when an 
overconfident CEO is appointed to the firm the 
abnormal return on the immediate competitor stock 
increases at the time of the succession announce-
ment. Next, we examine the determinants of having 
an overconfident CEO appointed to the firm and 
find that the outgoing CEO being overconfident 
increases the likelihood, whereas, the outgoing 
CEO having an MBA degree pertains to a lower 
probability of having an overconfident successor.

The findings of this paper contribute to the 
growing behavioral corporate finance literature. 
Beginning with Roll (1986), studies examine 
the role of managerial irrationality in corporate 
finance. In general findings suggest that overcon-
fident managers may be detrimental to firm value 
(e.g., Ben-David et al., 2007; Malmendier and Tate, 
2008) and the market reacts negatively to the ap-
pointment of an overconfident CEO (Mazzeo and 
Yilmaz, 2014).However, some studies argue that it 
might be desirable for a firm to hire an overconfi-
dent manager as he can increase firm value (e.g., 
Englmaier, 2004; Gervais et al., 2011;Hirshleifer 
et al., 2012). This study complements the litera-
ture by measuring the biased managerial beliefs 
and examining the determinants of overconfident 
CEOs appointed to the firm.

The results of this paper also contribute to the 
research on product market competition. While 
several studies focus on the effect of competition 
on managerial turnover, this paper focuses on the 
consequences of CEO turnover on competitors by 
examining the repercussions of CEO overconfi-
dence on competitor’s abnormal stock return when 
a turnover takes place within the firm.2

2. RELATED LITERATURE AND 
HYPOTHESES DEVELOPMENT

2.1 Competitor Abnormal Returns

The existing CEO turnover literature provides us a 
context in which to think about the consequences 
of overconfidence on the firm itself during CEO 
turnover. However, further analysis is yet to be 
done on the effect on firm’s rivals although there 
is a continuous interaction between firm and its 
rivals unless the firm is in a monopolistic market. 
The post-turnover actions of the successor CEO 
may affect the firm’s rivals as well as the firm. 
In his study, Katz (1991) demonstrates that when 
contracts are unobservable, agents may act as 
pre-commitment devices. The rationale is that the 
contract distorts the agent’s behavior - he acts as if 
the marginal costs were higher - and the contract 
has indirect strategic effects as other players in 
the market take the change in the agent’s actions 
into account. Miller and Pazgal (2002) contend 
that managers’ types, attitudes toward relative 
performance as aggressive or cooperative, can 
also be used as a strategic commitment device 
that can change firm profits.

Findings of the behavioral corporate finance 
literature are inconclusive about the possible di-
rection of the reaction to overconfident successor 
CEO announcements. Several empirical studies 
show that overconfident CEOs are detrimental to 
firm value as they may engage in activities that 
deviate from maximizing shareholder value such 
as overinvestment and value destroying mergers 
and acquisitions. Consequently, the competitor 
of the firm may benefit from this negative effect 
if the firm with overconfident CEO makes value 
destroying acquisitions and perform poorly in the 
long run (Lang and Stulz, 1992; Laux et al., 1998). 
The competitors in the industry would benefit from 
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the underperforming firm, for example, through 
gains in market shares. Alternatively, the competi-
tor itself may become a target for the firm in the 
future and enjoy possible overestimation of its 
value by firm’s overconfident CEO. We refer to 
this possibility as the positive competitor abnor-
mal returns hypothesis. Under this hypothesis, we 
expect a positive reaction for competitor’s stock 
when an overconfident successor is appointed 
to the CEO post within the firm. On the other 
hand, if the overconfident CEO may hurt firm 
value the competitor of the firm may also be hurt 
from this negative effect (Akhigbe et al., 1997; 
Tawatnuntachai and D’Mello, 2002). One pos-
sible explanation is that the overconfident CEO 
appointed to the firm may convey information to 
the market about the overconfidence of the CEOs 
of rival firms in the industry. If the firm has an 
overconfident CEO, the rivals may as well have 
such executives as their CEOs which in turn may 
hurt competitor performance. We refer to this 
possibility as the negative competitor abnormal 
returns hypothesis. Under this hypothesis, we 
expect a negative reaction for competitor’s stock 
when an overconfident successor is appointed to 
the CEO post within the firm.

An alternative possibility on the effect of 
managerial overconfidence on firm performance 
is suggested by Goel and Thakor (2008). In their 
theory work, the authors develop a model in which 
overconfident manager has a higher probability 
of being promoted to the CEO post under value-
maximizing corporate governance. They argue 
that overconfident manager sometimes makes 
value-destroying investments but a risk averse 
CEO’s overconfidence has a nonmonotonic posi-
tive effect on firm value since it offsets some of 
the manager’s risk aversion. Gervais et al. (2011) 
also argue theoretically that overconfident man-
ager overestimates his ability to reduce risk, thus, 
may make capital budgeting decisions that are in 
better interest of shareholders. A rational, unbiased 
and risk averse manager may forego some risky 
but valuable projects if his compensation is not 

properly adjusted by shareholders. On the other 
hand, overconfident manager thinks his informa-
tion allows him to know the likely outcome of 
risky projects with better precision, therefore, 
he is less reluctant to take risky projects. Also, 
in their empirical work, Hirshleifer et al. (2012) 
use option and press-based overconfidence prox-
ies and show that overconfident CEOs results in 
greater innovative success for given research and 
development expenditures in innovative industries 
since overconfidence increases investment in risky 
projects. The authors measure innovative success 
in terms of the number of patents applied and the 
total citation count of the patents, and classify 
an industry as innovative if the average citation 
count per patent for the industry is greater than the 
median average citations across all industries. Con-
sequently, we may expect the firm benefiting from 
the appointment of an overconfident CEO. In line 
with the previous arguments for both hypotheses, 
the competitor may be hurt by or benefit from the 
positive effect of the overconfident CEO on firm 
performance.3 The competitor may be hurt by an 
overconfident CEO in the firm if overconfident 
CEO improves firm value, thus, hurt the competi-
tor through, for example, gains in market shares. 
Alternatively, an overconfident CEO appointed to 
the firm may imply that the CEOs of rival firms 
are also overconfident, and if overconfident CEOs 
are good for firm performance they may also be 
good for competitors’ performance.

2.2 The Appointment of 
Overconfident CEOs

Baker et al. (2006) argue that in order for the over-
confident manager to have an impact, corporate 
governance is assumed to be limited in its ability to 
constrain him into making rational decisions. This 
could occur if the standard incentive contracts have 
little effect or boards are behaviorally biased or are 
not independent of management. One implication 
of these findings is that as the independence of 
the board of directors decreases, the probability 
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of having an overconfident CEO appointed to the 
office increases. We label this possibility as the 
appointment of overconfident CEOs. One possible 
explanation is that if the board of directors is not 
independent and an overconfident incumbent 
wants another overconfident CEO to succeed 
him, he may influence the board into appointing 
an overconfident CEO.

3. DATA

3.1 Sample Selection

We identify all the CEO changes that take place 
in S&P 500 firms during the time period between 
1996 and 2006.4 We collect the announcement 
dates of each succession through news searches in 
Dow Jones Factiva during the time period. In order 
to analyze the effect of CEO overconfidence on 
turnover abnormal returns, we need to determine 
the overconfidence of both the incoming and the 
outgoing CEO. The option information required 
to calculate the overconfidence proxies of both the 
incoming and outgoing CEOs is obtained from 
Thomson Reuters’ Insider Derivative Transac-
tions. In addition, we supplement the data with 
personal information of the CEOs using Marquis 
Who’s Who, Forbes annual compensation surveys, 
and firms’ official websites. The information on 
the board of directors and institutional sharehold-
ers are from Risk metrics and CDA/Spectrum, 
respectively. The accounting data is from Com-
pustat and the stock price data is from and CRSP.

The competitor information is from Hoover’s. 
We use the Hoover’s website instead of the SIC 
codes, which give a more general list of all the 
available competitors, in order to identify the 
immediate competitor of the firm.5 The Hoover’s 
website provides information on more than 20 
million public and private firms in the United 
States and abroad. For each firm, detailed infor-
mation including its strategies and background, 
sales and employment figures, top management 

as well as its competitors are listed. The competi-
tors list consists of two parts; top competitors and 
all the competitors. The top competitors are the 
three closest rivals in the industry while the full 
list includes all the available rivals. For example, 
for General Motors Corporation the top three 
competitors are Ford motor Company, Chrysler 
LLC, and Toyota Motor Corporation. The full list 
of competitors includes all the car manufacturers 
available in the industry such as BMW AG, Honda 
Motor Company, Volkswagen AG, and Kia Mo-
tors Corporation.

In order to identify the immediate competi-
tor for each firm, first we search through the top 
competitors list and identify the single competitor 
that is publicly traded and also does not have any 
announcements on the succession day. If more 
than one competitor is available, we randomly 
choose one of them. If none is available from 
top competitors, we go to the full list and find 
the next closest competitor in terms of business 
description and size.

We eliminate observations without valid in-
formation on both the incoming and the outgoing 
CEOs’ option grants prior to the day of turnover 
announcement in order to assess CEO overconfi-
dence. We include only the observations with both 
the outgoing CEO’s departure and the successor’s 
appointment announcements are concurrent. This 
allows us to control for both the incoming and the 
outgoing CEO characteristics while examining 
the abnormal returns. When the announcements 
are not made at the same time, in almost all of 
the cases, the departure of the outgoing CEO is 
announced first and no information is available on 
the incoming CEO. Therefore, one cannot control 
for the successor overconfidence.

3.2 Overconfidence Measure

We measure managerial overconfidence of both 
the incoming and the outgoing CEO in terms of 
the moneyness of options granted to the execu-
tive prior to the turnover announcement. When 
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the incoming CEO is an outsider, we consider the 
option data available in the previous firm. Our 
proxy for overconfidence is from Malmendier and 
Tate (2005). Malmendier and Tate (2005) explain 
that a risk-averse CEO should exercise his options 
early if the stock price is sufficiently high as he 
is under-diversified because he cannot trade his 
option grants or hedge the risk by short-selling 
firm stock. In addition, the value of his human 
capital is closely linked to the firm’s performance.

In order to construct the Holder 67 proxy for 
overconfidence, Malmendier and Tate (2005) 
examine the first year all options are at least par-
tially exercisable, year 5. Then, they identify the 
benchmark of 67% for the minimum percentage 
in-the-money at which the CEO should exercise 
his vested options. This benchmark used is from 
Hall and Murphy (2002) who estimate the value 
of non-tradable options to an undiversified and 
risk averse executive. The 67% benchmark cor-
responds to a CEO with a relative risk aversion 
coefficient of 3 and a percentage of wealth in 
company equity equal to 66%. Following Mal-
mendier and Tate (2005), we classify a CEO as 
overconfident, or the dummy variable Holder 67 
equals one, if the CEO persistently (i.e., more than 
twice) exercises options later than suggested by the 
threshold moneyness level of 67%. The rationale 
is that the CEO is overconfident in his ability to 
keep the firm’s stock price rising and profit from 
expected price increases.

3.3 Control Variables

In order to test our hypotheses, we include the rel-
evant control variables from the related literature. 
Studies show that nature of the turnover, the suc-
cessor being an outsider to the firm and corporate 
governance mechanisms may affect firm abnormal 
returns during CEO turnover.6 In our analyses, we 
control for nature of the succession, whether it 
is forced or voluntary when examining turnover 
abnormal returns. We classify a succession as 
forced if it is reported that the CEO is forced or 

fired from the position, or the news implies that he 
was forced, or he is retiring but did not announce 
the departure at least six months in advance. We 
also include whether incoming CEO is an outsider 
to the firm, i.e., with the firm for one year or less 
at the time of the appointment, whether he has 
dual role or holds an MBA degree.7 Furthermore, 
our baseline abnormal returns model includes 
monitoring mechanisms of the competitor; the 
percentage of outsiders on the board of directors 
and the institutional ownership percentage of total 
shares, in particular, in order to control for the 
effect of governance mechanisms on the market 
reaction to the turnover news. Lastly, we include 
CEO age and CEO tenure in the firm, if he is an 
insider of the firm, in our analysis.

We also control for the different announce-
ments made by the firm experiencing the turnover, 
concurrent with the turnover announcement such 
as dividend payments, stock repurchases and 
earnings. We classify news as positive, negative 
or ambiguous depending on the content. For ex-
ample, news about a higher earnings level than 
the target is considered as positive news and the 
Positive News dummy equals one whereas miss-
ing the target is bad news, Negative News dummy 
equals one. Any combination of the positive and 
negative news so that we cannot classify as either 
is considered as ambiguous and the Ambiguous 
dummy equals one. Finally, we control for competi-
tor size, performance as wells as the competition 
in the industry. We use the natural logarithm of the 
book value of assets as the basic measure of com-
petitor size. Competitor performance is measured 
by the industry-adjusted return for the fiscal year 
prior to the year during which the CEO change 
takes place minus the value-weighted 2-digit SIC 
code industry return for the same period. HHI 
(Herfindahl-Hirschman Index) proxies for the 
level of competition in the industry and is equal to 
the summation of the squared percentage market 
shares of all the firms in an industry, which is 
defined by the 2-digit SIC code. The market share 
of each firm is the sales of the firm divided by the 
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total sales in the industry. As the HHI value gets 
lower, showing that the industry concentration is 
lower, the competition gets higher.

3.4 Summary Statistics

Table 1 contains the summary statistics (before 
industry-year adjustments) for the sample of CEO 

successions occurring from 1996 through 2006.
The average successor overconfidence equals 
0.38 whereas it is 0.46 for the outgoing CEO, 
both indicating that we do not have too many 
overconfident managers in the sample. 7% of new 
CEOs are outsiders, and on average, the insiders 
have been with the firm slightly over 14 years. 
The outgoing CEOs, on the other hand, have an 

Table 1. Summary statistics 

Mean Std. Dev. Min. Max. Obs.

Successor CEO

Incoming Holder 67 0.38 0.49 0 1 108

Outsider 0.07 0.26 0 1 108

Dual Role 0.27 0.44 0 1 108

MBA 0.35 0.48 0 1 108

Tenure 14.59 10.68 1 38 108

Age 51.48 5.85 37 68 108

Outgoing CEO

Outgoing Holder 67 0.46 0.50 0 1 108

Dual Role 0.87 0.34 0 1 108

MBA 0.34 0.48 0 1 108

Tenure 22.78 12.29 2 49 108

Age 59.92 6.08 39 71 108

Succession

Forced 0.07 0.26 0 1 108

Firm Announcements

Positive News 0.16 0.13 0 1 108

Negative News 0.02 0.13 0 1 108

Ambiguous 0.03 0.16 0 1 108

Competitor

Pct Outsider 49.87% 35.30% 0.00% 89.01% 108

Institutional 
Ownership

55.96% 27.59% 0.00% 100.00% 108

Assets ($M) 101,375 292,669 53 1,494,037 108

Industry-Adjusted 
Return

0.03 0.19 -0.67 0.81 108

HHI 0.06 0.06 0.01 0.45 108

Incoming and Outgoing Holder 67 are the overconfidence measures of the successor and outgoing CEO, respectively. Outsider is a binary variable and is equal to 1 if 
the successor is from another firm or with the firm for one year or less. Dual Role is equal to 1 if the CEO holds both the chairman and CEO post. MBA is equal to 1 if 
the CEO holds an MBA degree. Tenure is the total number of years the CEO is with the firm. Forced takes the value 1 it is reported that the CEO is forced or fired from 
the position, or the news imply that he was forced, or he is retiring but did not announce the departure at least six months in advance. Positive News, Negative News 
and Ambiguous are dummy variables that are equal to 1 if there are other announcements concurrent with the turnover announcements which are positive, negative or 
ambiguous in content, respectively. Pct Outsider is the percentage of outside directors on the board of directors and Institutional Ownership is the percentage of total 
amount of shares owned by institutions. Size is the total amount of assets in million dollars. Industry-Adjusted Return is the stock return for the fiscal year prior to the 
year during which the CEO change takes place minus the value-weighted 2-digit SIC code industry return for the same period. HHI and is equal to the summation of the 
squared percentage market shares of all the firms in an industry, which is defined by the 2-digit SIC code.



454

Overconfident CEO Appointments
﻿

average tenure of almost 23 years. A substantial 
number of outgoing CEOs, 87% % in contrast to 
27% of the successors, holds dual roles. Further-
more, the average incoming CEO is 51 while the 
outgoing CEO is 60 years old.

Most often the CEO seems to leave voluntarily; 
just 7% of the successions are classified as forced. 
On average, the competitors have 50% of outsiders 
on their boards of directors and56% of institutional 
share ownership. Furthermore, the sample firms’ 
competitors are typically quite large with the mean 
total assets of $101 billion. Besides, the low mean 
HHI of 0.06 implies a competitive environment 
in the industries the firms are operating.

Table 2 presents the pairwise correlation co-
efficients among CEO overconfidence measures 
and control variables. In Panel A, the results for 
overconfidence measures and personal character-
istics are listed while in Panel B, the correlations 
among over confidence measures and succession, 
competitor and competition characteristics are 
listed. Panel A presents that the correlation coef-
ficient between the Incoming and Outgoing Holder 
67 is quite large and statistically significant at 1% 
level. Incoming Holder 67 is negatively correlated 
with successor holding dual role, tenure and being 
an outsider, whereas, the Outgoing Holder 67 is 
negatively correlated with successor tenure.

4. METHODOLOGY AND RESULTS

To examine the effect of CEO overconfidence on 
turnover abnormal stock return of the competitor, 
we use the following regression specification:

CAR
i i i i
= + ′ + ′ +β ε

1 2 3
Holder67 B X B 	

(4)

The cumulative abnormal return CAR for each 
competitor i is calculated using the market model 
where the market is the CRSP value-weighted 
market index. The event day is the day the firm 

announces the turnover news. We calculate the 
cumulative abnormal returns over a two-day 
period, including the day of and the day prior to 
the turnover announcement (-1, 0).8 Holder67 is 
the set of overconfidence measures; the overcon-
fidence of both the incoming and the outgoing 
CEO, and X is the set of additional controls used 
in the regression; CEO, succession, competitor 
and competition characteristics. In the estima-
tions performed, we correct the regression error 
structure for arbitrary heteroskedasticity.

4.1 Competitor Abnormal Returns

Table 3 reports the results of the analysis of the 
relationship between CEO overconfidence and 
abnormal returns of the immediate competitor 
for different specifications. The estimates of the 
regression of the abnormal returns on CEO char-
acteristics are reported in column 1. We extend 
the regression model to include variables related 
to succession, competitor and competition char-
acteristics in columns 2 and 3, respectively. In all 
cases, the coefficients on the Incoming Holder 
67 are positive and statistically significant, sug-
gesting that the market reacts positively when an 
overconfident CEO is appointed to the firm. Since 
overconfidence is public information (Malmendier 
and Tate, 2005), following the findings of Mazzeo 
and Yilmaz (2014), the positive coefficient on 
the Incoming Holder 67indicates that when an 
overconfident manager is announced to be the 
next CEO of the firm, the investors anticipate his 
possible future actions deviating from shareholder 
value maximization and expect a positive effect 
on the competitor of the firm.

The positive sign for the competitor in con-
trast to the negative one for the firm in Mazzeo 
and Yilmaz (2014) implies that in terms of the 
intra-industry information transfers, there exists a 
competitive effect for the immediate competitor. In 
other words, the link between the returns of firms 
releasing information and those of their rivals 
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suggest that while the arrival of an overconfident 
CEO is bad news for the firm, it is good news for 
the competitor. One possible explanation for the 
competitive effect is that the rival would benefit 
from the underperforming firm, for example, it 
may gain market share in the industry. Alterna-
tively, the competitor itself may become a target 

for acquisition by the firm in the future and benefit 
from the possible overestimation of its value by 
the firm’s overconfident CEO.

The coefficient of Incoming Holder 67 equals 
0.019, which indicates that when the overconfi-
dence of the successor increases by 1 standard 
deviation, the abnormal return increases by about 

Table 2. Correlations 

Panel A: CEO Overconfidence and Personal Characteristics

N=108 Incoming 
Holder 

67

Outgoing 
Holder 

67

Incoming 
Dual Role

Incoming 
MBA

Incoming 
Tenure

Incoming 
Age

Outgoing 
Dual Role

Outgoing
MBA

Outgoing 
Tenure

Outgoing 
Age

Incoming Holder 67 1.00

Outgoing Holder 67 0.67*** 1.00

Incoming Dual Role -0.22** -0.09 1.00

Incoming MBA 0.10 0.07 0.08 1.00

Incoming Tenure -0.26*** -0.27*** 0.16 
0.24

0.13 1.00

Incoming Age -0.19 -0.14 0.24** 0.04 0.15 1.00

Outgoing Dual Role 0.02 0.08 0.05 0.05 0.01 0.08 1.00

Outgoing MBA -0.16 -0.03 0.05 0.16 0.02 -0.03 0.05 1.00

Outgoing Tenure -0.03 -0.03 0.22 0.05 0.15 0.06 0.10 -0.11 1.00

Outgoing Age -0.04 -0.05 -0.05 -0.10 0.16 0.11 0.12 -0.13 0.27*** 1.00

Panel B: CEO Overconfidence and Turnover, Competitor and Competition Characteristics

N=108 Incoming 
Holder 

67

Outgoing 
Holder 

67

Incoming 
Outsider

Outgoing 
Forced

Outsider(%) Institutional
Ownership (%)

Assets Industry-Adjusted 
Return

HHI

Incoming 
Outsider

-0.22** -0.12 1.00

Outgoing 
Forced

-0.00 0.03 0.32*** 1.00

Pct Outsider -0.03 -0.11 0.03 -0.07 1.00

Institutional 
Ownership (%)

0.09 -0.06 -0.01 -0.02 0.62*** 1.00

Assets -0.20 -0.22 -0.06 0.09 0.13 -0.11 1.00

Industry- 
Adjusted Return

0.00 0.12 -0.14 -0.13 -0.06 -0.06 -0.03 1.00

HHI 0.21** 0.11 -0.13 -0.12 0.18 0.14 0.14 -0.08 1.00

Incoming and Outgoing Holder 67 are the overconfidence measures of the successor and outgoing CEO, respectively. Dual Role is equal 
to 1 if the CEO holds both the chairman and CEO post. MBA is equal to 1 if the CEO holds an MBA degree. Tenure is the total number 
of years the CEO is with the firm. Outsider is a binary variable and is equal to 1 if the successor is from another firm or with the firm 
for one year or less. Forced takes the value 1 it is reported that the CEO is forced or fired from the position, or the news imply that he 
was forced, or he is retiring but did not announce the departure at least six months in advance. Pct Outsider is the percentage of outside 
directors on the board of directors and Institutional Ownership is the percentage of total amount of shares owned by institutions. Size 
is the total amount of assets in million dollars. Industry-Adjusted Return is the stock return for the fiscal year prior to the year during 
which the CEO change takes place minus the value-weighted 2-digit SIC code industry return for the same period. HHI and is equal to 
the summation of the squared percentage market shares of all the firms in an industry, which is defined by the 2-digit SIC code.*, **, *** 
denote statistical significance at the 10%, 5%, and 1% levels, respectively.
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Table 3. Effect of CEO overconfidence on competitor abnormal returns 

(1) (2) (3)

Incoming Holder 67 0.0135 
(1.54)

0.0166 
(1.85)*

0.0190 
(1.87)*

Outgoing Holder 67 -0.0038 
(-0.50)

-0.0071 
(-0.98)

-0.0085 
(-1.14)

Incoming Age 0.0004 
(0.74)

0.0007 
(1.27)

0.0007 
(1.12)

Outgoing Age -0.0005 
(-1.02)

-0.0006 
(-1.32)

-0.0006 
(-1.34)

Incoming Tenure 0.0001 
(0.29)

0.0001 
(0.21)

0.0008 
(0.19)

Outgoing Tenure -0.0001 
(-0.16)

-0.0002 
(-0.37)

-0.0002 
(-0.44)

Incoming Dual Role 0.0040 
(0.43)

0.0075 
(0.72)

0.0061 
(0.66)

Outgoing Dual Role 0.0023 
(0.24)

0.0005 
(0.06)

0.0008 
(0.09)

Incoming MBA 0.0022 
(0.31)

0.0009 
(0.11)

0.0005 
(0.07)

Outgoing MBA 0.0058 
(0.85)

0.0060 
(0.85)

0.0062 
(0.88)

Incoming Outsider 0.0040 
(0.37)

0.0041 
(0.38)

Outgoing Forced -0.0143 
(-1.42)

-0.0155 
(-1.38)

Industry-Adjusted Competitor Return 0.0341 
(2.02)**

0.0326 
(1.90)*

Positive News 0.0063 
(0.63)

Negative News -0.0026 
(-0.18)

Pct Outsider 0.0010 
(0.08)

Institutional Ownership -0.0151 
(-0.90)

Size 0.0004 
(0.20)

HHI -0.0199 
(-0.40)

Number of Obs. 108 108 108

R-squared 0.0367 0.0832 0.0961

The analysis is for CAR (-1, 0), the cumulative abnormal return for the competitor over the two day period between the day before the announcement of the CEO 
turnover and the announcement day. Incoming and Outgoing Holder 67 are the overconfidence measure of the successor and outgoing CEO, respectively. Tenure is 
the total number of years the CEO is with the firm. Dual Role is equal to 1 if the CEO holds both the chairman and CEO post. MBA is equal to 1 if the CEO holds 
an MBA degree. Outsider is a binary variable and is equal to 1 if the successor is from another firm or with the firm for one year or less. Forced takes the value 1 it is 
reported that the CEO is forced or fired from the position, or the news imply that he was forced, or he is retiring but did not announce the departure at least six months 
in advance. Industry-Adjusted Competitor Return is the competitor stock return for the fiscal year prior to the year during which the CEO change takes place minus 
the value-weighted 2-digit SIC code industry return for the same period. Positive News and Negative News are dummy variables that are equal to 1 if there are other 
announcements concurrent with the turnover announcements which are positive and negative in content, respectively. Pct Outsider is the percentage of outside directors 
on the board of directors and Institutional Ownership is the percentage of total amount of shares owned by institutions. Size is the total amount of assets in million 
dollars. t-statistics are reported in parenthesis. HHI and is equal to the summation of the squared percentage market shares of all the firms in an industry, which is defined 
by the 2-digit SIC code. *, **, *** denote statistical significance at the 10%, 5%, and 1% levels, respectively



457

Overconfident CEO Appointments
﻿

1%. This is an important effect as the average daily 
return on the S&P 500 index and individual firms 
in the index between 1996 and 2006 are around 
-2 and 10 basis points, respectively.9 Overall, 
these findings provide evidence for the positive 
competitor abnormal returns hypothesis.

Similar to the findings of Mazzeo and Yilamz 
(2014), the coefficients show that the Outgo-
ing Holder 67 has no significant effect and it is 
theIncoming Holder 67 that matters.10 Turning to 
the controls other than those for overconfidence, 
we find that the industry-adjusted 1-year stock 
return of the competitor helps predict abnormal 
returns; the better the competitor’s performance, 
the higher the abnormal returns. This implies that 
the competitor with a higher performance during 
the year prior to the CEO change in the firm ben-
efits from the succession event. For example, it 
is possible that during the uncertainties that may 
follow the turnover process, the competitor will 
gain market share.

Overall, our findings show that the overcon-
fidence of the successor CEO is important not 
only for the firm itself but also for its immediate 
competitor. The market is aware of the actions of 
overconfident CEOs and this is reflected in the 
stock prices during CEO successions.

4.2 Determinants of Successor 
Overconfidence

In this section, we examine the driving forces 
that may lead to the appointment of an overcon-
fident successor. We estimate a logit model for 
the binary dependent variable Incoming Holder 
67 that takes a value of 1 if the incoming CEO 
is overconfident and 0 otherwise. The control 
variables are the outgoing CEO, competitor and 
competition characteristics.

Table 4 reports the logit estimates. The results 
of the analysis in column 1 indicate that Outgoing 
Holder 67 has a significant positive effect on the 
probability of having aoverconfident incoming 
CEO. This is consistent with the statistics in Table 

2 which illustrate that Incoming and Outgoing 
Holder 67 are highly correlated. The possibility 
of having an overconfident incoming CEO is 
more pronounced when the firm already has an 
overconfident incumbent. This might be a result 
of the actions of a powerful incumbent who may 
favor an overconfident successor. This provides 
evidence for the appointment of overconfident 
CEOs hypothesis.

We extend the model to include variables 
related to turnover, competitor and competition 
characteristics in columns 2 and 3, respectively. 
After we add the remaining controls, Outgoing 
Holder 67 still significantly predicts a higher 
probability of having an overconfident successor. 
In addition, the coefficient of Outgoing MBA is 
significant; if the outgoing CEO holds an MBA 
degree the likelihood of having an overconfident 
successor decreases. One possible explanation 
for the significant Outgoing MBA coefficient is 
that an MBA degree may correspond to a better 
knowledge and understanding of the value maxi-
mizing actions a CEO should take. In particular, 
if overconfident CEOs may deviate from share-
holder value maximization, the outgoing CEO 
with an MBA degree may even try to avoid an 
overconfident successor.

5. CONCLUSION

Empirical behavioral corporate finance studies on 
the interaction between overconfident CEOs and 
firm policies often conclude that overconfident 
CEOs either hurt or improve firm value. However, 
we do not know much about the determinants of 
having an overconfident successor appointed to 
the firm or how an overconfident is perceived to 
effect the immediate competitor of the firm in 
the market. In this paper, we examine empirically 
whether overconfidence has any impact on com-
petitor abnormal returns when a CEO turnover 
takes place within the firm and the important 
factors that contribute to the appointment of over-
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confident successors. First, we find evidence that 
successor overconfidence has a significant positive 
effect on competitor abnormal returns; when an 
overconfident CEO is appointed to the firm, the 
competitor stock price increases. Next, we exam-
ine the factors that may lead to the appointment 
of an overconfident successor and find that the 
possibility of having an overconfident incoming 
CEO is more pronounced when the firm already 
has an overconfident incumbent, whereas, the 
likelihood decreases if the outgoing CEO holds 
an MBA degree.

Taken as a whole, our findings suggest that 
overconfidence matters not only for the firm but 
also for its competitor. The close competitor of 
the firm seems to benefit from an overconfident 
CEO appointed to the firm as the competitor may 
better perform in the presence of an overconfident 
successor taking actions that could be detrimental 
to firm value, for example, the competitor may 
capture a higher share in the market. Moreover, 
when a firm has an overconfident CEO, it is more 
likely to have another one succeeding him. Also, 
CEO MBA education may prove to be useful in 

Table 4. Logit estimation of having overconfident successors 

(1) (2) (3)

Outgoing Holder 67 3.6126 
(5.54)***

3.8097 
(5.43)***

4.0282 
(5.09)***

Outgoing Age -0.0002 
(-0.01)

0.0002 
(0.01)

-0.0060 
(-0.13)

Outgoing Tenure -0.0197 
(-0.85)

-0.0224 
(-1.00)

-0.0282 
(-1.22)

Outgoing Dual Role -0.1972 
(-0.22)

-0.2039 
(-0.21)

-0.3463 
(-0.29)

Outgoing MBA -1.2459 
(-1.90)*

-1.2782 
(-1.88)*

-1.4468 
(-1.93)*

Outgoing Forced -0.7240 
(-0.87)

-0.9005 
(-1.10)

Industry-Adjusted Competitor Return -1.7491 
(-1.45)

-1.7001 
(-1.39)

Positive News -0.2231 
(-0.21)

Pct Outsider -1.5882 
(-1.40)

Institutional Ownership 2.7259 
(1.91)

Size 0.0082 
(0.05)

HHI 8.4439 
(1.43)

Number of Obs. 108 108 108

Pseudo R-squared 0.3999 0.4118 0.4618

Outgoing Holder 67 is the overconfidence measure of the outgoing CEO. Tenure is the total number of years the CEO is with the firm. Dual Role is equal to 1 if the 
CEO holds both the chairman and CEO post. MBA is equal to 1 if the CEO holds an MBA degree. Forced takes the value 1 it is reported that the CEO is forced or fired 
from the position, or the news imply that he was forced, or he is retiring but did not announce the departure at least six months in advance. Industry-Adjusted Competitor 
Return is the competitor stock return for the fiscal year prior to the year during which the CEO change takes place minus the value-weighted 2-digit SIC code industry 
return for the same period. Positive News is a dummy variable that equals 1 if there are other announcements concurrent with the turnover announcements which are 
positive in content, respectively. Pct Outsider is the percentage of outside directors on the board of directors and Institutional Ownership is the percentage of total amount 
of shares owned by institutions. Size is the total amount of assets in million dollars. t-statistics are reported in parenthesis. HHI and is equal to the summation of the 
squared percentage market shares of all the firms in an industry, which is defined by the 2-digit SIC code. *, **, *** denote statistical significance at the 10%, 5%, and 
1% levels, respectively
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order to decrease the likelihood of having over-
confident successors.

Our results indicate that overconfidence should 
be accounted for in the CEO appointment and 
contracting practices. Furthermore, better examin-
ing the underlying factors that lead to the positive 
effect on the competitor overconfidence would be 
very interesting to look at and may help us better 
understand overconfidence and its consequences.
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KEY TERMS AND DEFINITIONS

CEO Overconfidence: Irrational managerial 
behavior.

Executive Compensation: CEO payment 
and benefits.

Management Turnover: CEO succession.
Product Market Competition: Firm and its 

competitors in the industry.

ENDNOTES

1	 Papers in the literature include, among oth-
ers, Ben-David et al. (2007), Malmendier 
and Tate (2008), Englmaier (2004), Gervais 
et al. (2011), Hirshleifer et al. (2012) and 
Mazzeo and Yilmaz (2014).

2	 One of the main findings is that turnover is 
more likely in more competitive industries 
(e.g., Pfeffer and Salancik (1977); Parrino 
(1997); DeFond and Park (1999); Fee and 
Hadlock (2000))

3	 In our study, the size of the data limits us to 
further divide our observations into industry 
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4	 The start of the sample period is dictated 
by the availability of the option data from 
Thomson Reuter’s Insider Derivative Trans-

actions. We consider the CEO turnovers 
that take place only in S&P 500 firms for 
practical reasons since we hand collect the 
data on announcement dates as well as the 
CEO and succession characteristics.

5	 Our findings do not change if we include 
the two-digit SIC industry codes.

6	 Denis and Denis (1995), Jenter and Kanaan 
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et al. (2004), Adams and Mansi (2009), 
Agrawal and Knoeber (1996), Jenter and 
Lewellen (2010) and Kaplan and Minton 
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7	 Graham et al. (2001) argue that CEOs with 
MBA degrees are more likely to use sophis-
ticated techniques when calculating the cost 
of equity capital. Bertrand and Schoar (2003) 
find a positive relationship between MBA 
graduation and corporate performance; the 
return on assets is higher for MBA graduates, 
however, Gottesman and Morey (2010) find 
that firms managed by CEOs with MBA 
degrees do not perform better.

8	 When the turnover is announced after the 
market is closed, weconsider the next busi-
ness day as day zero.

9	 From CRSP between 1996 and 2006.
10	 As explained in Mazzeo and Yilmaz (2014), 

one possible explanation for having only 
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overconfidence significantly reducing the 
returns, is the age of the outgoing CEOs. On 
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announcement, the market may anticipate 
that the outgoing CEO is going to leave the 
office soon. Consequently, when the succes-
sion news is released, Outgoing Holder 67 
may not have as significant impact on the 
abnormal returns as the Incoming Holder 67.
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