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Foreword

Advances in Electronics, Communication and Computing is a collection of research
articles and critical review articles presented in the International Conference on
“Emerging Trends and Advances in Electrical Engineering and Renewable Energy
—ETAEERE 2016,” organized by the Department of Electrical and Electronics
Engineering (EEE) of Sikkim Manipal Institute of Technology (SMIT), Majhitar,
Sikkim, India during December 17-18, 2016. This was a very unique conference
which combined renewable energy, electronics, computing, communication, Sys-
tems, controls, and automations under one roof. Moreover, it is a matter of honor
for SMIT to learn that Springer was associated with ETAEERE-2016 as a major
publication sponsor for the event. The proceedings of this conference came out with
four different book volume titles under Lecture Notes in Electrical Engineering
(LNEE). This book is a compilation of research work in the interdisciplinary areas
of electronics, communication, and computing. The chapters of this book cover the
different approaches and techniques for specific applications, such as particle swarm
optimization, Otsu’s function and harmony search optimization algorithm,
triple-gate silicon-on-insulator (SOI) MOSFET, micro-Raman and Fourier trans-
form infrared spectroscopy (FTIR) analysis, high-k dielectric gate oxide, spectrum
sensing in cognitive radio, microstrip antenna, ground-penetrating radar (GPR) with
conducting surfaces, and digital image forgery detection.

Eminent speakers like Prof. A Chakrabarti (former Vice Chancellor) of Jadavpur
University, Prof. A Rajaraman of IIT Chennai, Prof. Gyoo-Shee Chae of Baekshok
University, South Korea, Prof. Avinash Konkani of University of Virginia, USA,
Prof. Kamani KK (the global economic advisor of Karnataka), Prof. Manjesh of
Bangalore University, and Dr. Amitanshu Patnaik of DRDO Delhi shared their
knowledge and experience. The conference attended and presented by participants
from institutes like IISc, IITs, NITs, NEHU, BIT, VIT, MIT Manipal, IIEST
Kolkata and abroad deliberated on their research works. Additionally, the paper
presentations were accompanied by six keynote addresses from leading academic
and industry researchers around the globe. The paper presentations took place in
three different tracks with 18 parallel sessions. Through the platform of



vi Foreword

ETAEERE-2016, we got the opportunity to promote the national campaign “Make
In India”.

The review committee has done an excellent job in reviewing the articles and
approving the high-quality research articles to be published in the conference
proceedings by LNEE—Springer. The editors are thankful to all the faculty and
students of these various committees for their dedication in making this a very
successful conference and also to the staff of Springer for making the compilation
possible. We sincerely hope that this volume will inspire researchers.

Rangpo, India Karma Sonam Sherpa
Akas Kumar Bhoi

Mohammed Nasir Ansari

Amit Kumar Singh
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Analysis of Authentication and Key
Agreement (AKA) Protocols in Long-Term
Evolution (LTE) Access Network

Mariya QOuaissa, A. Rhattoy and M. Lahmer

Abstract Mobile communications systems have evolved considerably in recent
years. Fourth generation networks (4G) allow to expand cellular coverage while
improving accessibility to Internet services. Network access security includes
security features that provide the subscriber with secure access to services of the
EPS, and protects particularly against several attacks on the radio link. This area is
the largest and most vulnerable among all EPS security domains since it ensures the
security of the radio link, the weakest link of all mobile telephone networks. In the
LTE architecture, Evolved Packet System Authentication and Key Agreement
(EPS-AKA) procedure is used to realize mutual authentication between the sub-
scriber and the network. However, the current authentication and key agreement
protocol 3GPP LTE-AKA has some issues, including bandwidth consumption,
traffic overload due to control message and vulnerabilities. Several protocols have
been proposed to solve these problems. In this paper, we will analyze and compare
several existing protocols: EPS-AKA, SE-AKA, EC-AKA, and EC-AKA2
according to different factors in order to estimate the performances in terms of
security, cost, and delay of each one of these protocols.

Keywords LTE/SAE - AKA - Network security - Authentication

M. Ouaissa (b))

ISIC, High School of Technology, LMMI Laboratory, ENSAM,
Moulay-Ismail University, Meknes, Morocco

e-mail: mariya.ouaissa@edu.umi.ac.ma

A. Rhattoy - M. Lahmer

Department of Computer Engineering, High School of Technology,
Moulay-Ismail University, Meknes, Morocco

e-mail: rhattoy @gmail.com

M. Lahmer
e-mail: mohammed.lahmer@gmail.com

© Springer Nature Singapore Pte Ltd. 2018 1
A. Kalam et al. (eds.), Advances in Electronics, Communication

and Computing, Lecture Notes in Electrical Engineering 443,
https://doi.org/10.1007/978-981-10-4765-7_1



2 M. Ouaissa et al.

1 Introduction

Mobile communications systems have evolved considerably in recent years. Fourth
generation networks (4G) allow to expand cellular coverage while improving
accessibility to Internet services. The new mobile network system called Evolved
Packet System (EPS) comprises a new access network called LTE (Long-Term
Evolution) and a new core network called Evolved Packet Core (EPC) or System
Architecture Evolution (SAE). All services are offered by a packet domain. The
mobile must first connect and authenticate to the EPS network before being able to
send or receive Internet Protocol (IP) packets [1, 2]. The element that allows
authentication is called Mobility Management Entity (MME), the Home Location
Register/Authentication Center (HLR/AuC) is characterized by Home Subscriber
Service (HSS) in the EPS architecture (Fig. 1). Security in the fourth generation
mobile networks EPS includes security of the radio access network infrastructure,
terminals, and applications running on it. Network access security includes security
features that provide the subscriber with secure access to services of the EPS, and
protects particularly against the attacks on the radio link. One of the most important
security services is authentication, 3GPP LTE-AKA protocol has some problems,
including the consumption of bandwidth, the traffic generated: control and
authentication messages and several vulnerabilities such as disclosure of user
identity, man-in-middle attack, etc. In recent years, many articles have been pub-
lished on the subject of security, focusing mainly on the applicative field. Some
recent works on cellular communications have nevertheless made significant
advances and demonstrated realism of attacks previously reputed theoretical. These
studies identify certain inertness in the consideration of threats. This article is
primarily concerned with these works and presents an overview of the security of
communications in LTE Network. The second section of this article presents first a
brief description of the elements composing the 4G network. These elements are
necessary for understanding the principles underlying the security of mobile net-
works and their vulnerabilities, and then explain the principle steps of Evolved
Packet System Authentication and Key Agreement (EPS-AKA) procedure.
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Fig. 1 LTE network architecture
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Section 3 addresses in one hand the security analysis of AKA protocols of 4G and
presents in the other hand, a comparison of performances between various existing
security protocols in terms of communication overhead and delay, and finally
conclusions are retained for Sect. 4.

2 LTE System Architecture and Security Mechanisms

This section presents an overview of the main elements of LTE network. We
separate this description into two parts: the first is devoted to the infrastructure of
the 4G network and the second to the mechanisms of security and the EPS-AKA
procedure used to realize mutual authentication between the user and the network.

2.1 System Architecture

LTE is also referred to as the Evolved Packet System (EPS). The EPS is divided
between the radio access network Evolved UMTS Terrestrial Radio Access
Network (EUTRAN) and the EPC. In EUTRAN, mobile devices are called User
Equipment (UE). The operation of base stations has been defined from the
Universal Mobile Telecommunications System (UMTS) network architecture. That
is why they bear the same designation than UMTS, Evolved Node B (eNodeB). As
in Fig. 1, each eNodeB connects with the EPC via the S1 interface and can also be
connected to the neighboring base stations by the X2 interface [3, 4].

EPC uses IP as a transport medium. The MME is used to connect users to the
network and to localize them on the LTE network. For this, the MME accesses the
HSS. If the terminal has a valid SIM card, the account of the participant is assigned
to a Serving Gateway (SGW). From there, a connection is established with the
Packet Data Network Gateway (PDN-GW), which assigns an IP address to the
terminal and establishes a connection with the IP network of the operator. The EPC
also includes the Policy and Charging Rules Function (PCRF).

2.2 EPS-AKA Procedure

Before you can transfer or receive IP packets, the mobile must first connect and
authenticate to the EPS network [5]. The element that allows authentication is
called MME. The HLR/AuC is replaced by an HSS in the EPS architecture.
Authentication vectors (AV) are generated by the MME from the HSS, as displayed
in Fig. 2, through the interface S6 (based on DIAMETER) when the MME receives
from the UE the Attach Request or Service Request messages. The MME launches
along with the UE the EPS-AKA.
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Fig. 3 EPS-AKA procedure

Figure 3 shows the progress of the EPS-AKA procedure which is initiated by the
identification of the user through his IMSI or Globally Unique Temporary Identifier
(GUTI) [6].

3 Performance Analysis and Simulations Results

In this section, we analyze and compare the performance of several authentication
protocols: EPS-AKA, Security Enhanced Authentication and Key Agreement
(SE-AKA) [7], Ensured Confidentiality Authentication and Key Agreement
(EC-AKA) [8], and EC-AKAZ2 [9] protocols according to different parameters to
estimate the performance and quality of service (QoS) in terms of security, cost, and
delay of each one of these protocols. According to the survey we can see that in
most existing 4G protocols, a high level of security can have a high processing cost
and great added data rate (additional overhead).
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To evaluate the performance of each protocol, we can consider the following
parameters:

e Security: the security of a protocol is defined as its ability to resist attacks, while
the risk is the probability that an attack could succeed in violating the protocol.

e Overhead: This is the added traffic on transmission interfaces in order to apply
the relevant protocol.

e Computational delays: To calculate this delay, we consider the number and type
of some operations required in each protocol.

3.1 Protocols Security

The security of a protocol is defined as its ability to resist attacks and the risk is the
probability that an attack could succeed in violating the protocol. The more the cost
and efforts to exploit vulnerability are high (increases), the more the probability of
an attack’s success decreases. In order to compare the security protocols’ perfor-
mance, EPS-AKA, SE-AKA, EC-AKA and EC-AKA2, we have compiled in
Table 1, all of these studies are found in the literature.

After modeling the EPS-AKA protocol in High-Level Protocol Specification
Language (HLPSL) in order to be able to verify its security using Automated
Validation of Internet Security Protocols and Applications (AVISPA) [10], the
result indicates that it becomes insecure if the MME-HSS interface is not consid-
ered secure. When roaming, HSS and MME belong to different networks, so we
believe it is open to attack if no closed network is used.

The SE-AKA protocol was analyzed using the authentication test method and it
has been proved to be insecure, but the effort to exploit it exceeds one of the
EPS-AKA. EC-AKA and EC-AKA?2 protocols have been verified using AVISPA

Table 1 Comparison of different protocol security

Vulnerability EPS-AKA | SE-AKA | EC-AKA and
EC-AKA2

Ensure confidentiality of IMSI No Yes Yes

Resistance against replay attack No No No

Resistance against the DoS attack of UE No No Yes

Resistance against the blocking of services by a No No Yes

man-in-the-middle (MITM)

Confidentiality of MME-HSS interface No Yes Yes

Resistance against attacks on the responses of No Yes No

authentication data

Resistance against the DoS attack of HSS No No No

Resistance against the usurpation of identity of No No No

MME
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and transformed to be sure. The more protocol is secure, the lower the vulnerability
it gets. The security level is inversely proportional to the level of vulnerability.
From Table 1, we see that the two versions of EC-AKA protocol are the least
vulnerable, and as such, they are the most secured.

3.2 Communication Overhead

In this section, we calculate the size of the transmitted messages, in order to
estimate their communication overhead with regard to the EPS-AKA and other
AKA protocols. The size of parameters in bit is shown in Table 2. On the basis of
each parameter passed in the message, we can calculate the total number of bits in
all messages during each protocol (where n is the number of authentication
requests) [11].

Number of bits in step 1 = X messages (phase 1 + phase 2)

Number of bits in step 2 = X message (phase 3 * n)

Total number of transmitted bits = ¥ messages (phase 1 + phase 2) + £ message
(phase 3 * n)

Figure 4 illustrates the overhead according to the number of AVs for different
AKA protocols. According to this figure, it can be seen that EPS-AKA protocol
generates the least overhead compared to other protocols.

Table 2 Size of parameters Parameter Size (bits)
IMSI/TMSI/GUTI 128
K/CK/EK/IK/TIK 128
AK 48
Kasme 256
KSIasme 64
XRES/RES 128
AV Variable
RAND/RANDIK/RANDEK/AUTN 128
SQN/XSQN/PSQN/NSQN 48/32
AMF 48
LAI 40
MACiI/XMAC/MACue 64
SN id/IDhss 20
RandUESecCapab 6
UESecCapab 12
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Fig. 4 Communication overhead for different AKA protocols

3.3 Computational Delays

The computation delays of all protocols are evaluated and compared to similar
schemes. Corresponding calculations of the delays are due to calculations made at
each of the following elements: UE, MME, and HSS. According to 3GPP, the
functions 0, f1, f2, f3, f4, and f5 are Hash-based Message Authentication Code—
Secure Hash Algorithm 256 (HMAC-SHA256). For digital signatures, we will
study the overhead associated with Digital Signature Algorithm (DSA). For public
key encryption, we will investigate the use of Rivest, Shamir, Adleman (RSA) and
for symmetric encryption we will use the Advanced Encryption Standard
(AES) algorithm.

The delay of calculation for each of the functions mentioned above is presented
in Table 3. Delay values, available in [12], were obtained by measurements using
Microsoft Visual C++ 2005 SP1 running on a processor Intel Core 21.83GHz
Windows Vista32-bit.

To calculate the delay, we consider the number and type of some operations
required in each protocol. The number and type of operations for each protocol are
described in Table 4 [13].

Figure 5 shows the different protocol delays. From the figure we see that
SE-AKA protocol that uses public key cryptography has a great delay of calculation
followed by EC-AKA hybrid protocol.

Table 3 Computational

Function Delay (us)
delay
HMAC-SHA-256 0.55
DSA-1024 (signature) 450
DSA-1024 (verification) 520
RSA-1024 (encryption) 80
RSA-1024 (decryption) 1460
AES-256 161
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Table 4 Number of Protocol Operation UE |MME |HSS
operations EPS-AKA | HMAC 6 |- 6
Encryption - - -

Decryption - - -
SE-AKA HMAC

Encryption

EC-AKA HMAC

Encryption
(asymmetric)

6 6
1 1
Decryption 1 1 1
6 6
1 1

Decryption - 1 1
(asymmetric)

Encryption 1 2 -
(symmetric)

Decryption 2 1 -
(symmetric)

Fig. 5 Computation delays 5000
4500
4000 ¢
3500 ¢
3000 ¢
2500 ¢

Delay(us)

2000 ¢
1500 ¢
1000 ¢

500

EPS-AKA EC-AKA & EC-AKA2 SE-AKA

4 Conclusion

3GPP propose EPS-AKA for supporting authentication in the next generation
mobile communication system. However, from the security analysis, the present
paper has found divers vulnerabilities in EPS-AKA, several protocols have been
proposed to solve these problems. The analysis that we did between existing AKA
protocols EPS-AKA, SE-AKA, EC-AKA, and EC-AKA2 to estimate their per-
formances in terms of security, cost, and delay showed the importance of each
protocol according to the previous metrics. We conclude that the two versions of
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EC-AKA protocol are the least vulnerable, thus the most secured. EPS-AKA
protocol generates the least overhead compared to other protocols. SE-AKA pro-
tocol that uses public key cryptography has the greatest delay of calculation.
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Impact of M2M Traffic in Random Access
Channel over LTE Networks

Mariyam Quaissa, M. Benmoussa, A. Rhattoy, M. Lahmer
and I. Chana

Abstract Nowadays, humanity is surrounded by many technological devices that
are connected to the Internet (sensors, smart meters, etc.). These devices can transmit
and receive data automatically via interfaces for wireless transmission of data, thus
generating Machine-to-Machine (M2M) traffic. This massive connectivity provides
attractive new services, usually transmitting fragments of small data. This is espe-
cially true for Long-Term Evolution (LTE), which was originally optimized for users
Human-to-Human (H2H). The main problem caused by the introduction of M2M
applications is the congestion that occurs at the access network because of the
tremendous number of devices that attempt to simultaneously access the network.
This article provides M2M communication methods based on the 3GPP standard. In
this paper we consider concurrent access to radio resources in a M2M/H2H coex-
istence scenario based on a dynamic random access algorithm for LTE network. This
work studies the impact of M2M terminals massively and simultaneously attempting
to have a random access to LTE. First, we emphasize the problem of resources
sharing by MTC devices. Then we assess the impact of the introduction of M2M
services on the performance of applications H2H according to throughput metric.
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1 Introduction

Machine-to-Machine (M2M) is a trending concept that allows a huge number of
machines to communicate independently via a network without human interven-
tion. M2M allows the emergence of new services from different application areas
such as transport, health, monitoring, and improving the human life. M2M was
normalized in cellular networks Long-Term Evolution Advanced (LTE-A) by
Machine-Type Communication (MTC) [1], their massive connectivity and ability to
offer new interactive services, also raised significant challenges for managing a
large number of devices, usually transmitting small fragments of data through wide
range of emerging applications for the current cellular technology such as 3rd
Generation Partnership Project (3GPP) LTE, which has been improved for the
Human to Human (H2H) traffic. The community of 3GPP has been interested by
various topics of study related to M2M communication.

LTE is the latest evolution of mobile telephony standards defined by the
3GPP. The network includes two parts: the radio access network Evolved UMTS
Terrestrial Radio Access Network (EUTRAN) and the core network Evolved
Packet Core (EPC). The base network EPC uses all Internet Protocol (IP) (Fig. 1)
[2, 3].

Many challenges will face the operators of current mobile networks during the
introduction of M2M applications for heterogeneous communication scenarios. The
main problem caused by the introduction of these applications is the congestion that
occurs at the access network because of the large number of devices that try to
simultaneously access the network. The remainder of this paper is organized as
follows. Section 2 introduces an overview of MTC in LTE Network. Section 3
explains the LTE random access procedure. Section 4 presents the impact of M2M
in Random Access Channel (RACH) according to different metrics. In Sect. 5 we
compare the throughput and collision probability of H2H and M2M Random
Access. Finally, conclusions are retained for Sect. 6.
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Fig. 1 LTE network architecture
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2 Machine Type Communication in LTE Networks

Machine-Type Communication (MTC) is the communication between machines
without human intervention. This occurred because of the remarkable increase in the
number of devices that require a connection wireless network, giving a large dif-
ference in the ratio of number devices to that of humans. This means that devices will
communicate autonomously, complicating the direct control of devices by humans.
MTC devices can communicate through a wired or wireless network [4, 5]. Existing
cellular networks are supposed to support a wide range of MTC communications.
This is due to their existing architecture and support roaming provided by cellular
networks and next-generation LTE, the most suitable networks for cellular MTC.
However, cellular networks are mainly intended for the Human—Human communi-
cation (H2H), on the other side, the MTC communication has various features such
as the huge number of devices, small data loads and the way traffic (principally
uplink). These previous characteristics of MTC communications can cause an
immense problem of congestion in the radio access of a cellular network.

3 LTE Random Access Procedure

A crucial requirement for any cellular system is the ability for the device to request
the establishment of connection. This is known by the “Random Access
Procedure.” Random access (RA) is made not only during the initial access, but
during the transition from inactive to active state and also after periods of inactivity
in the uplink direction. The random access procedure is made of the following four
steps (Fig. 2) [6, 7]:

Fig. 2 EPS security UE
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e Step 1: “Random access preamble transmission” (Msgl): The first step is based
on the transmission of a random access preamble, allowing the Evolved Node B
(eNodeB) of the cell to estimate the transmission time of the terminal.
Synchronization is necessary as otherwise the device cannot transmit data in the
uplink direction. Therefore, the terminal selects a preamble and outputs it on the
Physical Random Access Channel (PRACH).

e Step 2: “Random access response” (Msg2): In the second step, the eNodeB
sends a synchronization message to adjust the terminal emission timing,
depending on the measurement performed in the first step. In addition to syn-
chronizing the uplink, the eNodeB also allocates resources to the terminal for
use in the third step of the procedure.

e Step 3: “RRC Connection Request (Msg3)” during this third step, the terminal
transmits its identity to the network using the UL-SCH (Uplink Signaling
Channel). The exact content of this signal depends on the state of the terminal,
in particular if the terminal is already known by the network or not.

e Step 4: “RRC Connection Setup (Msg4)” The fourth and final step is based on
the transmission of the network’s contention resolution message to the terminal
on the DL-SCH (Downlink Signaling Channel). This step also resolves any
contention caused by multiple devices trying to access the system using the
same random access resource.

4 Impact of MTC on Random Access Channel

The RACH procedure was proposed long ago. We can find this procedure in the
UMTS cellular technology, as in LTE. The paper [8] of 3GPP explains the
approximation of collision probability of the RACH procedure. From this proba-
bility, the probability of transmission success and the probability of failure can be
deduced. The RACH procedure approached the mechanism “Slotted ALOHA”
because it is carried out within well-defined time slots: If a device tries to access the
network in a slot time not specified for the RACH procedure, it will be prevented.
Therefore, the calculation of the collision probability is similar to that of
Slotted ALOHA mechanism. According to [9], the probability of collision is:

P.=1- exp(%y) (1)

With:

y random access intensity (number of random access test/s/cell)
L Total number of RACH opportunities/s.

In [9], the author presents an analytical model to derive the probability of
collision, the probability of success and the idle probability. In [10] the author
analyzes the mathematical period of the RACH procedure, the probability of
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success, failure, all based on the definition of the collision probability given by
3GPP, also this article summarizes an analysis of average delay.

MTC is characterized by a massive number of MTC devices in a cell. Therefore,
some or all of these MTC terminals may attempt to access the base station
simultaneously using an uncoordinated random access. In order to evaluate the
impact of MTC in RACH, we choose three metrics already defined in 3GPP
standards [11]: the probability of collision, the probability of success, and the
access delay:

e Collision probability: the probability that two or more MTC devices realize a
random access test using exactly the same preamble for the set period of time.

e Success Probability: the probability of successfully completing the RACH
procedure respecting the maximum number of retransmissions.

e Access Delay: the average delay for each RACH procedure between the first
access trial and the end of the RACH procedure for MTC devices that have
successfully accessed the network.

Figure 3 illustrates respectively the collision probability (a) and the success
probability (b) for different number of preamble sequences available according to
the number of competing devices trying to access the same resources.

We observed in the two figures that the increase in MTC devices competing for
access to the same resources in a cell causes an increase of packet collision rate in
Fig. 3a, resulting a decrease in the probability of success (Fig. 3b). The increasing
of the number of preambles translated better performance of the collision proba-
bility and success probability.

Figure 4 represents respectively the throughput (a) and the average delay (b) for
a mobile terminal, according to the number of MTC devices competing for different
numbers of preamble sequences available.

In Fig. 4a, when the number of MTC devices competing in a cell increases, the
throughput increases, but from a certain number of terminals, the throughput
decreases, this is due to the fact that when the number of MTC increases the
collision rate increases as well (Fig. 3a). If the random access fails after a collision,
the MTC terminal must wait for some time before starting a new random access,
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Fig. 3 Random access (RA) collision probability (a) and success probability (b)
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(a) Random Access Throughput (b) Random Access Average Delay
20 6
= Preamble=8
= Preamble=16 5
15 — Preamble=32
s —— Preamble=54 T 41
£ E
=
%" 10 = 3
E a 2; —— Preamble=8
57 ——Preamble=16
| 1 = Preamble=32
0 - 0 . X i = Preamble=54
0 2000 4000 6000 8000 10000 0 2000 4000 6000 8000 10000
MTC Devices MTC Devices

Fig. 4 Random access (RA) throughput (a) and average delay (b)

which introduces a latency of access to the channel and increases the size of the
MTC queue requesting the channel and even causes an increase of the collision rate
and the number of retransmission frames leading to a decrease in throughput.

In Fig. 4b, when the number of MTC devices in a cell increases, the access delay
increases, when increasing the number of MTC rate of collisions increases, if the
random access fails after collision, MTC terminal must wait for some time before
starting a new random access, which introduces a large channel access latency (may
be unacceptable for some real-time MTC) and increases the size of the MTC queue
requesting the channel and causes the increase of the collision rate and the number
of retransmission frames causing increasingly high-latency channel access. It is
noted that increasing the number of preambles reflects the best performance of the
access period.

5 Comparison Between M2M and H2H Traffics

The RACH throughput 7, expressed by the arrival rate of RA attempts y and the
number of RACH opportunities S, is written as follows [12]:

T = y.exp (%y) (2)

The RACH throughputs for H2H and M2M, using Poisson [13] as an arrival
process, are expressed by the following equations:

A
Tvon = Zrou- €Xp <— ﬁ) (3)

2
Tvom = /moM.- €XP <— M2M> (4)

m
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Fig. 5 Comparison of throughput (a) and collision probability (b) for H2H when Ayiopm = 10,100

Therefore, the RACH throughput is given by:

A A
T = Jmon. €Xp (— ﬁ) + ZMoM- €XP (— I\:;M> (5)

In this section, the throughput and collision probability of M2M and H2H
communication are compared for different parameters values. We consider that the
eNB affects 54 preambles for User Equipment (UE), to use H2H traffics can use one
of 5 preambles, whereas M2M traffics can use one of the other 49 preambles.

Figure 5 presents RACH throughput (a) and collision probability (b) for H2H
UEs according to the variation of the arrival rate of RA attempts of H2H (Ayon)
with the arrival rate of RA attempts of M2M UE’s (Ayon) is fixed to 10 and 100.

It is shown in Fig. 5a that we have a better throughput when the arrival rate
Awvaum 18 100 compared to 10. In Fig. 5b it can be seen that we have a high-collision
probability with M2M arrival rate Aypn = 100.

Figure 6a illustrates the variation of the collision rate based on the number of
M2M devices competing in a cell for a number of devices H2H set, the collision
rate increases. As it is shown in this figure, the M2M users experience less number
of RACH procedure in collision with Agoy = 10 compared to 100.

Figure 6b presents the RACH throughput for M2M according to the variation of
RACH arrival rate Aypy With arrival rate Aoy = 10,100. By increasing the arrival
rate Aypm the throughput increases until 19 when Aypy = 80 in the case of arrival
rate Agpoy is 10.
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Fig. 6 Comparison of collision probability (a) and throughput (b) for M2M when A5 = 10,100
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In Fig. 6b, when the number of M2M devices competing in a cell increases for a
fixed number of H2H devices, the throughput increases, but from a given number of
terminals, the throughput decreases, this is due to the fact that, when the number of
M2M increases, the collision rate increases as in Fig. 6a. If the random access fails
after collision M2M devices must wait for a certain period of time before starting a
new random access, which introduces latency access to the additional channel.

6 Conclusion

M2M communications are characterized by high density of the machine by cell
unlike H2H communications. In this article, we considered simultaneous access to
the radio resources in a coexistence scenario M2M/H2H. First, we have formulated
the resource sharing problem by MTC. Then we evaluated the impact of the
introduction of M2M services on the performance of H2H applications in terms of
collision and throughput. We can conclude that the system performance degrades
when the number of M2M devices increases, and these performances depend on the
resource allocation between M2M and H2H.
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Predictive Modeling of Students
Performance Through the Enhanced
Decision Tree

Subitha Sivakumar and Rajalakshmi Selvaraj

Abstract Prognostic of student performance is one of the major issues in many
institutions. The student’s performance is based on many factors such as internal
examinations, grade obtained in university examination, Academic, Extra
Curricular and Co-Curricular activities and also concern with their activities in
learning environment. Student performance prediction is used to model the students
into any one of the four categories as excellent, good, average, and poor perfor-
mance student. The category selection was determined using supervised classifiers.
Academic institution can easily able to identify any academic problems and the
corresponding solutions for their students through this predictive modeling
approach. We have collected real world dataset related to student’s academic per-
formance from leading academic institution in India which consists of details about
the students such as CGPA, Lab performance, History of arrears and so on. We
have applied various supervised classifiers such as DT, SVM, KNN, NB, NN and
Improved DT on student’s academic performance dataset. Besides, the conventional
decision tree is further improved by the use of normalized factor and Association
Function. By comparing the accuracy of these two methods, the best result is
exposed for Improved Decision Tree than all other supervised classifiers in the
literature.
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1 Introduction

Data Mining (DM) indicates to the nontrivial removal of indirect, earlier doubtful,
possibly valuable data in databases. Both infer either filtering through a lot of
material or clever investigating the material to precisely pinpoint where the qualities
dwell. Data mining uses the wide availability of sizeable amounts of data, where
those can be used as beneficial data for research. This provides a way toward
finding canny, fascinating and novel examples, and enlightening reasonable, and
prescient models from extensive volumes of information.

Educational Data Mining (EDM) is a separate research field started to mature a
few years ago and to analysis the related student data from the dataset. EDM will
provide an opportunity to collect, analysis, predict and forecast the student’s per-
formance from the student’s academic performance dataset. It is used to derive new
discoveries and hypotheses about how students learn. EDM is an inderdispilanry
research field that uses the concept from Data Mining, Machine Learning and
Statistics.

Student’s Performance has been measured from their activities since when they
had admitted to the college. Students academic performance datasets are collected
for this study of corresponding student such as CGPA, attendance, lab performance,
assignment work, internal marks, seminar performance, grade level, extracurricular,
co-curricular activities, and so on. Based on these details, predictive modeling of
student is carried out using supervised classifiers such as KNN, NB, NN, SVM, DT
and Improved DT. We have used percentage split method as a test option. A further
section of this paper contains detailed implementation of traditional and improved
decision tree methods. Results reveal that, the proposed improved decision tree
model is more accurate method for student’s performance prediction.

2 Related Works

This section reviews what have been established in the literature about Educational
Data mining, supervised classifiers for predicting student’s performance, Predictive
modeling of Students Performance and the interpretation of the findings are also
covered in this section.

DM are classified according to the kind of knowledge mined from Correlation
Analysis, Association Rule Mining, Classification, Clustering and Prediction.
A detailed description about the applications of DM techniques for mining Student
Retention and Students Academic Performance can be found in [1-4].

In recent years, there has been an increased focus on the role of EDM towards
predicting the academic performance for students. Predicting student performance
has been presented by the authors [5-9] considers Cumulative Grade Point Average
(CGPA), Grade Point Average (GPA), student’s score and grade as a predictive or
dependent parameter and prediction of student’s performance as an independent
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parameter for predictive modeling of student’s performance in particular courses or
subjects.

In [10] the author used supervised classifiers for predicting student performance.
In [11] the authors have proposed a Fuzzy K-Means Cluster approach to predict the
student’s academic performance. Various Data Mining techniques are applied to
predict student academic performance such as tutoring, attitude, academic
improvements [12—14].

In [15] the authors have concentrated on the use of information digging in
educational databases for anticipating scholastic patterns and examples. In [16] the
authors have developed a prediction model for predicting academic performance for
first year students using various data mining techniques. In [17] the author has
applied different supervised learning algorithms such as Decision Tree, K-NN
Classifier, Support Vector Machine, Naive Bayes and neural networks for student’s
performance predictions in a computer science curriculum. In [18] the author has
discussed the several DM procedures like Association Rule Mining, Classification,
prediction, correlation analysis and clustering techniques for discovering knowl-
edge from educational data. In [19] the authors have used student database to derive
the various performance indications towards better prediction of student’s academic
performance.

In [20] the authors have applied various Classification Algorithms to predict the
students into the category of performer or underperformer using machine learning
approaches. A Naive Bayes Classifier to develop a predictive model in education
system which uses the prior and posterior probability [21]. In [22] the author has
discussed about the mining of educational data using classification algorithms to
decrease dropout. In [23, 24] the authors have proposed the method of accurate rule
sets without global optimization and different DM algorithms to classify students
into various categories based on the students’ academic performance.

3 Data Preparation and Discretization

The data set had been collected from leading academic institution in India. The
information contains student basic details, academic details, and other related
information. The value for the attributes such as SSLC MARK, HSC Mark and
CGPA were collected through students profile database.

If the student could not pass all the subjects in the first attempt itself then it is
considered as history of arrears. Other than academic performance the student
active participation in intellectual skills enrichment activities like extra curriculum
and co-Curriculum activities are also considered for the student’s performance
modeling. Time allotted for self study, attendance percentage, Submission of
assignment, Internal mark, Seminar performance, Lab performance, Student par-
ticipation in outside activities, Homework values are collected from the student
database.
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Table 1 Students database-attributes and their values

Attributes Description Values

MARK Cumulative mark {excellent, good, average, poor}
HOA History of arrears {no, average, poor, very poor}
ATTENDANCE Attendance {good, average, low}

SOA Submission of assignment | {good, average, low}

™M Internal mark {good, average, low}

SP Seminar performance {good, average, low}

LP Lab performance {good, average, low}
STUDENTS Class label {excellent, good, average, low}
PERFORMANCE

3.1 Data Discretization

Data discretization is the process of discretizing the attributes by the use of their
values which will speed up the learning process. Student’s database having attri-
butes and their values are shown in Table 1 which are holding all necessary details
for predicting student’s performance.

4 Proposed Methods

Given a collection of records and features the process of classifying each object into
one of the several pre-defined classes based on the value of record attribute is called
as classification which aims to forecast a certain outcome. In classifier learning, will
take place only on historical data and the outcome of learning is called as data mining
model. The performance of model is evaluated by giving some unseen instance as a
test data. The model usually takes any kind of data as an input and provides a
prediction. The forecasting accuracy determines how “good” the generated model is.
KNN, NB, NN, SVM, DT and Improved decision tree are examined and studied.
First we modeled the student’s performance using historical training data and the
performance of unseen record was predicted based on the generated model.

4.1 Traditional Decision Tree

Decision tree can be built from database attributes with the tree and set of rules. The
base of tree structure is used to represent the decision tree structure. It splits the data
set into small subsets meanwhile maintain the association between the subsets.
Decision tree has the root and the leaf nodes. Datasets are mentioned with these
nodes, the leaf denotes the classification, and the top most decision node called as a
root node.
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Split Point Evaluation Measures

Spontaneous to choose a split point which provides finest division and/or separation
among diverse class marks.

Entropy

Entropy is a measure which is used to determine the amount of uncertainty in a
system. If many of the instances having same class labels then a partition has least
point or low order entropy and if there is a mixed class labels among instances then
partion have higher or more disorder entropy.

Step 1

The entropy for set named D are characterized as:

k

o) =3 o() ()

P
where, P(%) = class possibility ¢; in D, K = number of classes.
Step 2

Partitions D into Dy and Dy using split point. The split entropy is defined for each
resulting partition calculated as

n n
H(Dy,Dy) = %H(Dy) + %H(DN)

where n = |D| refers to number of points presented in D. ny = |D| and ny = |Dy|
are the number of points in Dy and Dy,.
When the classes is mixed, then each will have the same probability P(‘B) =1

k7
then the entropy has the highest value, H(D) = log, k.
Step 3
The information gain for a given split point is calculated to ensure that whether the
split point results to reduced over all entropy.
CIElil’l(l)7 Dy7 DN) = H(D) — H(Dy, DN)

In general we can get better split point for higher information gain value.
Thereby, we can choose the split point which gives the highest information gain.
Step 4

Construct decision tree by considering the attribute which has highest information
as a root node and which attribute need to be tested at node N is further determined
by splitting criterion with the help of partition the instances into individual classes.
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Table 2 A.ttn'butes with their A ttribute name Entropy Gain
corresponding entropy and value value
gain values
MARK 1.1783 0.7383
History of arrears (HOA) 0.7440 1.1726
ATTENDANCE 1.4556 0.4610
Submission of assignment 1.5906 0.3260
(SOA)
Internal mark (IM) 1.3746 0.5420
Seminar performance (SP) 1.6249 0.2917
Lab performance (LP) 1.5998 0.3168

Step 5

If all tuples belong to the same class, then the root node attribute is get terminated

and it is considered to dismiss the condition.

Step 6

When a dissimilar class label is there, the tree will further be expanded with the

following node as trait to hi

Step 7

The previous stages will be repeated until the ending condition holds.

gher information gain.
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Fig. 1 Traditional decision tree structure
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Computational Procedure for Traditional Decision Tree

We have the computed the entropy and information gain for all predictive attributes
(MARK) and results are shown in Table 2. This gain value is the main key for
arrange the attributes in their corresponding order. And also it is the dynamic value
which means if the number of records is increased or decreased the gain value of
attribute may be change which reflected on tree structure and the new rules will be
generated.

Gained value showed as descending order, where the root node for the tree is
formed by the attributes having the uppermost gain value are comes with their gain
value order. Step 4, 5, 6, 7 had computed and the tree structure was shown in Fig. 1.

4.2 Improved Decision Tree

Various strategies are available to built decision tree and it is one of the simplest
method so it can be used by wide range of application. Attribute selection is the
main process in decision tree and that may hold many values. Improved decision
tree used to get more effective accuracy results from these attribute values. Because
the improved decision tree can significantly uses Association Function (AF) and
Normalized Factor (NF) to further improve the model generation process (Fig. 2).

“ Select the attribute
] having hugh
information gain
value
Calculate Renya
Entropy and Calculate the new
Information Gain information gain with
the remaning
l Attnibutes
Calculate
Normalization factor
and Association
Function
:
Calculate New
Information Gain

and form the root
node

|

Branch its values

Fig. 2 Data flow procedure for improved decision tree
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Step 1

As a first step split point partitions D into Dy and Dy. Split entropy shows the
weighted entropy for each of the subsequent segments.

k

=2 (p) e ()

n n
H(DvaN) :%H(Dy)+ %H(DN)v

where n = |D| is the number of points in D, and ny = |D| and ny = |Dy| are the
number of points in Dy and Dy,.

The entropy is zero for pure region in which all the sample are belonging to the
same class and for a mixed up positive and negative example every one appears
with equal probability P(%) =1, then the entropy has the highest value,
H(D) = log, k.

Step 2

Compute information gain of each and every attribute with the following formula
Gain(D, Dy, DN) = H(D) — H(Dy, DN)
Ranking individually the split point to find out the split point that gives the
highest information gain.
Step 3

Compute Association Function (AF): Assume A as attribute in Dataset D, C as class
attributes for D. then relation degree function among A, C can calculate by

1 n
D) :;*;p(zl —Xi2|

where, X;; => attribute A in D has ith value. C (category attribute) => sample
number in jth value and n => number of value takes from attributes A.

Step 4
Compute Normalization Factor: Consider m attributes, for all attributes the relation

degree function values are AF(1), AF(2) ... AF(m) individually.

_ A(k)
V(k) A FAQ) LAG) + - Am) as l<k<m
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Step 5

Calculate the new information gain attributes to build Decision Tree (DT)

New gain(D, Dy, Dy) = Gain(D, Dy, Dy) * V (k)

Step 6

Highest Information Gained attribute will form the root node in the tree.

Step 7

For root node, terminating condition done, when all samples are in the same class.
Step 8

Tree is further branched for different class label with higher information gain value.
Step 9

The previous stages will be repeated until the ending condition holds.
Computational Procedure for Improved Decision Tree

Step 1

Entropy calculation for class label

=5 e (3)

i=1

k

Info(D) = H(D) = = > P ( )l°g2 (D)

i=1

(3% 00 2 (3 100 3T (O OLY (2 2
~ 156 22156 156 22156 156 22156 156 22156

=1.9166
Info(D) = H(D) = 1.9166

Entropy calculation for Attribute MARK
n n
H(Dy,Dy) = %H(Dy) + %H(DN)

(Refer Table 1 for values)
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Il’lfOMARK(DY,DN) = HMARK(DY,DN)

3T 30 (2100 2V (= 2100 OV (20100, O

156 37 %8237 )\ 73798237 )\ 737 %8237 )\ 37 %8237

+ﬁ 7ilo L 7ﬁlo ﬁ 7210 E 7210 E
156 108 °%2708 ) \ " 108 %2108 ) \ " 108 22708/ \ 108 27108

G0 ON( 0 OV 6, OV (L5 5
156 11811 11811 11087\ T e

=1.1783
IIlfOMARK(DY7 DN) = HMARK(DY,DN) =1.1783

Step 2
Gain calculation for Attribute MARK

GElil’l(D7 DY7 DN) = H(D) — H(Dy, DN)

Gain(STUDENT PERFORMANCE, MARK) = 1.9166 — 1.1783
Gain(STUDENT PERFORMANCE, MARK) = 0.7383

Step 3

Association Function calculation for Attribute MARK

1 n
D) = ; * Z|Xi1 — Xi2|
i=1

Number of values in MARK attribute = 3, n = 3.
(Refer Table 1 for values)

AFark (D) = ¥ 3 |3 3. 0 37 10 37
MARKAZ) =3 (\37 37| " |37 37| " |37 37| ' |37 37

108|
+<108 108 @_ﬁ @_@ 108_108>
0 _1uf,
(i )
AFyiark (D) = 2.6376

Association function value for all other attributes are displayed in Table 3.
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Table 3 Attributes and their

Attribute name Association function
association function value value

MARK 2.6376

History of arrears (HOA) 34117
ATTENDANCE 2.3334

Submission of assignment 2.2222

(SOA)

Internal mark (IM) 2.2264

Seminar performance (SP) 2.1222

Lab performance (LP) 2.6857

Step 4
Normalization Factor calculation for Attribute MARK

A(k)

VK TA) +AQ)TAB) + - A(m)

A(MARK) + A(HOA) + A(ATTENDANCE) + A(SOA) 4+ A(IM) + A(SP) +A(LP)
= 17.6392

A(MARK)
A(MARK) + A(HOA) + A(ATTENDANCE) + A(SOA) + A(IM) + A(SP) + A(LP)
V(MARK) = 0.1495

V(MARK) =

Normalization Factor value for all other attributes values are displayed in
Table 4.

Step 5
New Gain calculation for Attribute MARK

New gain(D, Dy,DN) = Gain(D7 DY7DN) * V(k)

Table 4 Attributes and their

Attribute name Normalization factor
normalization factor value value

MARK 0.1495

History of arrears (HOA) 0.1934
ATTENDANCE 0.1323

Submission of assignment 0.1260

(SOA)

Internal mark (IM) 0.1262

Seminar performance (SP) 0.1203

Lab performance (LP) 0.1523
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Table 5 Attributes and their

> Attribute name New gain values
new gain value MARK 01104
History of arrears (HOA) 0.2268
ATTENDANCE 0.0610
Submission of assignment (SOA) 0.0411
Internal mark (IM) 0.0684
Seminar performance (SP) 0.0351
Lab performance (LP) 0.0482

New Gain(STUDENT PERFORMANCE, MARK) = 0.7383 x 0.1495
New Gain(STUDENT PERFORMANCE, MARK) = 0.1104

From this calculation method we find out Normalization Factor value for all
other attributes. Those values are displayed in Table 5.

New gain values are assigned with the descending order. Based on descending
ordered new gain value we can calculate root node. Remaining node comes under
with respect their values. Step 4, 5, 6, 7 had computed and the tree structure was
made is shown in Fig. 3.
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Fig. 3 Improved decision tree structure
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5 Result and Discussion

Historical student’s data were collected for predicting the student’s performance.
Most relevant attributes are successfully executing data mining process. The per-
formance of KNN, SVM, DT, NN, NB and Improved DT were evaluated. Each and
Every classifiers were produced the different level of accuracy with their

Table 6 Performance of classifiers with percentage split

Classifiers Class TP rate | FP rate | Precision |Recall | F measure | ROC area
KNN Excellent | 1.000 0.026 0.930 1.000 |0.964 0.993
Good 0.814 0.006 0.972 0.814 |0.886 0.968
Average |0.960 0.030 0.947 0.960 |0.954 0.972
Low 0.973 0.018 0.923 0.973 |0.947 0.991
NB Excellent | 1.000 0.013 0.964 1.000 |0.981 0.993
Good 0.884 0.030 0.884 0.884 |0.884 0.952
Average |0.960 0.015 0.973 0.960 | 0.966 0.979
Low 0.892 0.018 0917 0.892 |0.904 0.976
SVM Excellent | 1.000 0.013 0.964 1.000 |0.981 0.994
Good 0.953 0.006 0.976 0.953 |0.965 0.956
Average |0.973 0.008 0.986 0.973 |0.980 0.983
Low 1.000 1.000 1.000 1.000 | 1.000 1.000
DT Excellent | 1.000 0.039 0.898 1.000 |0.946 0.987
Good 0.907 0.000 1.000 0.907 |0.951 0.982
Average |0.973 0.000 1.000 0.973 ]0.986 0.988
Low 1.000 1.000 1.000 1.000 | 1.000 1.000
Improved DT | Excellent | 1.000 0.013 0.964 1.000 |0.981 0.989
Good 0.977 0.006 0.977 0977 |0.977 0.977
Average |0.973 0.000 1.000 0.973 |0.986 0.975
Low 1.000 0.000 1.000 1.000 | 1.000 1.000

Table 7 Classifiers accuracy

‘ > Classifier Accuracy
with percentage split KNN 9423
NB 94.23
SVM 98.07
DT 97.11
Improved DT 98.56
Table 8 Time taken to build  jcifier Time taken (s)
the model for each classifier
KNN 0
NB 0.01
SVM 0.34
DT 0.03
Improved DT 0.03
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corresponding time taken values. These results were compared to select the best
classification method. The comparison result is shown in Table 6.

Predictive modeling of student’s performance using traditional classifiers as well
as improved DT is represented in this. How well the generated prediction model by
different supervised classifiers can predict a new data is justified by calculating the
accuracy generated by each and every individual classifier by considering the
percentage split as a test method. To examine the generated model performance the
entire dataset has spitted into two training: test set with the ratio of 75:25. Both
conventional classifiers and improved decision tree is applied on training data and
model is generated from historical data and performance of generated model is
tested with how well the model perform for unseen data. The performance evalu-
ation parameters such as TP Rate, FP Rate, Precision, Recall, F Measure and ROC
Area are represented very clearly which contains the information about detection
performance of each classifier (Tables 7, 8 and 9).

Table 9 Actual and predicted value for DT and improved DT

S. No. Actual value Predicted value

Traditional decision tree Improved decision tree
157 Low Low Low
158 Excellent Excellent Excellent
159 Excellent Good Excellent
160 Excellent Excellent Excellent
161 Average Average Average
162 Low Low Low
163 Excellent Excellent Excellent
164 Low Low Low
165 Excellent Excellent Excellent
166 Low Low Low
167 Excellent Excellent Average
168 Excellent Excellent Excellent
169 Excellent Excellent Excellent
170 Average Excellent Average
171 Average Average Average
172 Excellent Excellent Excellent
173 Average Excellent Average
174 Good Good Good
175 Excellent Excellent Average
176 Excellent Excellent Excellent
177 Average Average Average
178 Low Low Low
179 Excellent Excellent Excellent
180 Average Excellent Average
181 Average Excellent Average
182 Good Good Good
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6 Conclusion

Predictive modeling of students academic performance using both traditional
supervised classifiers and improved decision was implemented using the data dri-
ven approach through parameters involved in students’ success is determined and
predicted. The detection performance of different supervised classifiers such as DT,
NB, NN, KNN and Improved DT has been evaluated on student’s academic per-
formance dataset. The examined result verifies the planned Improved Decision Tree
perform better than available classifiers in term of accuracy, sensitivity, specificity
and time taken to build the model than all other classifiers. The proposed model
Identifying low performance in students through generating production rules by
improved decision tree model and filters the important illustrative rules, to direct
students’ low performance, to assist poor and average category students to improve
their academic performance and results. The problem that we faced during the
implementation of the proposed method is the availability of in adequate data and it
will be overcome in future by collecting huge volume of data from different uni-
versities in order to further improve the detection performance of the prediction
model.
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A New Pulse Width Modulation Technique
with Hybrid Carrier Arrangement
for Multilevel Inverter Topology

N. Prabaharan, V. Arun, K. Palanisamy and P. Sanjeevikumar

Abstract This article introduces a new reduced switch multilevel inverter topology
that operates in asymmetric state. The advantage of proposed multilevel inverter is
utilizing the lower device count when compared to traditional configuration. This
paper depicts a hybrid pulse width modulation which includes three different car-
riers and unipolar references. The three different carriers are saw-tooth, triangular,
inverted unipolar sine which is arranged in phase disposition technique. The
effectiveness of proposed hybrid pulse width modulation (HPWM) technique is
tested with a new reduced switch topology using MATLAB/Simulink. The different

parameters are calculated with various modulation indices.
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1 Introduction

Past decades, the multilevel inverter (MLI) concept has been renowned as an
imperative and substantial choice of source in high power application [1].
Utilization of multilevel inverters in high power industries has many advantages
such as producing good quality of waveform with minimum distortions, reducing
passive filter size, lower switching stress and switching losses [2]. A detailed
investigation of MLI, modulation techniques, controls and applications were pre-
sented in [1]. Diode Clamped, Flying Capacitor, and Cascaded H-Bridge multilevel
inverters are the classical types of MLI and which are utilized in high power
application [3]. Increasing the component count is the major concern while the
topology is extended to another level [4]. The multilevel inverter topology is
possible to interface with DVR by replacing the tradition two-level inverter [5].
Nowadays, many topologies are presented with optimum number of switches [2,
6—-10]. Asymmetric type of multilevel inverter produces good quality of waveforms
with low distortion when compared to symmetric type of multilevel inverters [11].
In [12], a topology is used for grid connected PV application. In [13], single DC
source cascade multilevel inverter is employed. Hybrid topologies are very popular
for medium voltage drive application and renewable energy based grid connected
application [14].

This article presents a new MLI topology which operates at asymmetric con-
dition for increasing the output voltage levels and reducing the count of utilizing
switches. Also, the HPWM is implemented to generate the pulses of switches in
proposed MLI. In hybrid pulse width modulation, three different carriers such as
saw-tooth, triangular, unipolar inverted sine and unipolar sine reference are utilized.
The selection of carriers and reference is based on the control freedom degree
principle. The simulation results are taken with hybrid PWM technique at different
modulation indices.

2 Proposed Multilevel Inverter Topology

Generally, cascaded type or reduce switch multilevel inverter requires multiple DC
sources for producing output voltage. The use of multiple DC sources can demand
long cables and the short distance between the sources may lead to voltage
unbalance. So, asymmetric DC source multilevel inverter reduces the utilization of
DC source count when compared to symmetric DC source multilevel inverter. Also,
it requires lesser DC source for large output voltage levels. The new topology
becomes more reliable because the lesser count of DC sources are employed. The
proposed MLI differs from conventional multilevel inverters by utilizing the
reduced count of switches and DC sources. Figure 1 depicts a circuit configuration
of new breed of single phase asymmetrical reduced switch multilevel inverter. The
proposed topology utilizes two DC sources and seven switches for generating seven
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Fig. 1 New type of reduced
switch multilevel inverter

level output voltage. The voltage levels are OVyc, Ve, 2Viae, 3Viae, —Vae, —2Vye, and
—3V4.. The two separate DC sources are connected in cascaded manner with
appropriate switches. This makes the output voltage level in positive polarity.

A one full bridge inverter is associated with it to develop the output voltage level
in both polarities. The generation of +Vj, is possible by switching on S;, S, and S,
S5 switches in full bridge. At that time, the switches S3, S¢ and S; are turned off.
The generation of +2V,, is possible by switching on S,, S; and S, and S5 switches
in full bridge, whereas S|, S¢ and S; are turned off. The generation of +3Vy. is
possible by switching on S, and S5 switches whereas the remaining the switches are
turned off. Similarly, the negative output voltage levels are also generated by
turning on the same switches but the only difference in full bridge inverter switches.
Instead of S, and Ss, the Sg and S; switches are turning on to achieve the required
output voltage. Table 1 depicts the operating switches of proposed MLI topology.
The proposed asymmetric MLI topology utilizes 2" type of DC source. Here, the n
represents the count of DC sources presented in the proposed MLI topology. The
general form of output voltage level is given below

V,=2"""—1, n=1,2... (1)

3 Pulse Width Modulation Technique

From the literature, the single carrier and multi carrier techniques are two major carrier
based modulation techniques [1]. Multicarrier PWM techniques are more popular
nowadays to generate the switching pulses of MLI switches [3, 15]. Multicarrier pulse
width modulation techniques can be categorized into two types such as Level shifting
and phase shifting techniques [16]. In level shifting waveforms, the reference
waveform is sampled continuously with the carrier waveforms which are displaced by
contiguous increments of the waveforms whereas, in the phase shifting techniques the
carriers are shifted “180°/m” [4]. Here, the ‘m’ represents the number of carriers.
Generally, many research papers utilizing the triangular waveforms as carriers. In this
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Table 1 Switching sequence S, S, S, S, Ss Se S,
for proposed seven level g
multilevel inverter

Level
Off |Off |Off |[On On Off |Off |3V,
Off On On On On Off Off 2Vi4e
On On Off On On Off Off Vie
On Off | On Off |Off |Off |Off |0Vg
On On Off |Off |Off |On On Ve
Off |On On Off |Off |On On —2Vge
Off |Off |Off |Off |Off |On On —3Vqe

article, the phase disposition techniques are utilized. It is defined as the each carrier
has same frequency, amplitude and phases. In this arrangement, the dominant har-
monic order is intensed at the carrier frequency. So, the phase disposition carrier
technique has lesser harmonic distortion on line voltages. In this paper, the hybrid
carriers are utilized. Saw-tooth, triangular and unipolar inverted sine carriers are the
three different carriers utilizing in hybrid pulse width modulation techniques. The
chosen of carrier arrangement is based on the control freedom degree principle. Also,
from the principle, the amplitude and frequency of the each carrier can be decided.
The selection of frequency is depends on the application and amplitude of the each
carriers are set to be in one. The reference waveform of the PWM is unipolar sinu-
soidal reference. The unipolar PWM requires half of the carriers when compared to
the bipolar or traditional PWM technique. The selecting of particular reference
waveform is also possible from the control freedom degree principle. From the
principle, the frequency of carrier and reference waveforms, amplitude and phase are
to be selected. Figure 2 shows the hybrid carriers with unipolar sine reference pulse
width modulation waveform with 0.9 modulation index. The range of amplitude and
frequency modulation index can be selected as follows

my =2A,,/(m — 1A, (2)
my = fe/fn 3)
3
s
S
g2
D
]
=
E AT R LN :
=
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Fig. 2 Proposed hybrid pulse width modulation: hybrid carrier and unipolar sine reference
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Here, the m, and m;, represents the amplitude and frequency modulation index
respectively, A,, and f,, represents the amplitude of reference waveform and fre-
quency of reference waveform and the A, and f, represents the amplitude of carrier
waveform and frequency of carrier waveforms.

4 Simulation Results

The proposed reduced switch multilevel inverter for generating seven level output
voltage with two DC sources and seven switches is modeled using
MATLAB/Simulink. The simulation parameters are Vg, = 100 V, resistive load
(R) = 100 Q, resistive and inductive load (RL) = 100 ©Q and 20 mH, carrier fre-
quency (f.) = 2000 Hz and main frequency (f,,) = 50 Hz. Figure 3 shows seven
level output voltage for reduced switch multilevel inverter with unipolar sine ref-
erence and hybrid carriers with 0.9 modulation index at resistive load. Figure 4
shows the FFT plot for proposed multilevel inverter with unipolar sine reference
and hybrid carriers with the modulation index of 0.9 at resistive load. The
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Fig. 3 Output voltage for proposed MLI with hybrid PWM at 0.9 modulation index
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Fig. 4 FFT plot for proposed MLI with hybrid PWM at 0.9 modulation index
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simulation results are taken for different modulation indices with the range of 0.8—1.
The different parameters such as %THD, fundamental RMS voltage, crest factor,
form factor are calculated and tabulated. Table 2 shows that the different parameters
value of proposed simulation results. From that table, it is clearly understood that
the %THD value increases when the modulation index decreases whereas the
fundamental RMS voltage increases. The crest factor value is same for all the range.
The harmonic order is dominant in 27th, 29th, 31st, 33rd, 37th and 39th order.
The proposed topology is tested with RL load and the 