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Foreword

Advances in Electronics, Communication and Computing is a collection of research
articles and critical review articles presented in the International Conference on
“Emerging Trends and Advances in Electrical Engineering and Renewable Energy
—ETAEERE 2016,” organized by the Department of Electrical and Electronics
Engineering (EEE) of Sikkim Manipal Institute of Technology (SMIT), Majhitar,
Sikkim, India during December 17–18, 2016. This was a very unique conference
which combined renewable energy, electronics, computing, communication, sys-
tems, controls, and automations under one roof. Moreover, it is a matter of honor
for SMIT to learn that Springer was associated with ETAEERE-2016 as a major
publication sponsor for the event. The proceedings of this conference came out with
four different book volume titles under Lecture Notes in Electrical Engineering
(LNEE). This book is a compilation of research work in the interdisciplinary areas
of electronics, communication, and computing. The chapters of this book cover the
different approaches and techniques for specific applications, such as particle swarm
optimization, Otsu’s function and harmony search optimization algorithm,
triple-gate silicon-on-insulator (SOI) MOSFET, micro-Raman and Fourier trans-
form infrared spectroscopy (FTIR) analysis, high-k dielectric gate oxide, spectrum
sensing in cognitive radio, microstrip antenna, ground-penetrating radar (GPR) with
conducting surfaces, and digital image forgery detection.

Eminent speakers like Prof. A Chakrabarti (former Vice Chancellor) of Jadavpur
University, Prof. A Rajaraman of IIT Chennai, Prof. Gyoo-Shee Chae of Baekshok
University, South Korea, Prof. Avinash Konkani of University of Virginia, USA,
Prof. Kamani KK (the global economic advisor of Karnataka), Prof. Manjesh of
Bangalore University, and Dr. Amitanshu Patnaik of DRDO Delhi shared their
knowledge and experience. The conference attended and presented by participants
from institutes like IISc, IITs, NITs, NEHU, BIT, VIT, MIT Manipal, IIEST
Kolkata and abroad deliberated on their research works. Additionally, the paper
presentations were accompanied by six keynote addresses from leading academic
and industry researchers around the globe. The paper presentations took place in
three different tracks with 18 parallel sessions. Through the platform of
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ETAEERE-2016, we got the opportunity to promote the national campaign “Make
In India”.

The review committee has done an excellent job in reviewing the articles and
approving the high-quality research articles to be published in the conference
proceedings by LNEE—Springer. The editors are thankful to all the faculty and
students of these various committees for their dedication in making this a very
successful conference and also to the staff of Springer for making the compilation
possible. We sincerely hope that this volume will inspire researchers.

Rangpo, India Karma Sonam Sherpa
Akas Kumar Bhoi

Mohammed Nasir Ansari
Amit Kumar Singh

vi Foreword



Editorial Board

Chief Patron

Prof. (Dr.) Somnath Mishra, Vice Chancellor, Sikkim Manipal University

Patron

Prof. (Dr.) Ashis Sharma, Registrar, SMU
Prof. (Dr.) Amik Garg, Director, SMIT
Prof. (Dr.) Sadasivan Thekkey Veetil, Joint Director, SMIT

Programme Chair

Dr. Rabindranath Bera, SMIT
Dr. Karma Sonam Sherpa, SMIT
Dr. Kalpana Sharma, SMIT
Dr. H.K.D. Sarma, SMIT
Dr. Tejbanta Singh Chingtham, SMIT
Dr. Utpal Deka, Physics, SMIT
Dr. B.B. Pradhan, SMIT
Dr. Samarjeet Borah, Dept. Of CA, SMIT
Dr. Gobinda Chandra Mishra, SMIT
Prof. Om Prakash Singh, SMIT

vii



Special Session Chairs

Dr. Sabyasachi Sen Gupta, IIT Kharagpur
Dr. Samrat Paul, NEHU, Shillong
Dr. Swagatam Das, ISI, Kolkata
Dr. Abhijit Chakrabarti, IIEST, Shibpur
Prof. Kamani K.K, Dept. of Higher Education, Govt. of Karnataka (Global
Economic Adviser)
Dr. G.S. Chae, Baekseok University, South Korea
Prof. Natarajan Gajendran, Editor IJST, President (iSee)
Dr. Manjesh, Dept. of Electronic Science, Bangalore University
Dr. Amitanshu Patnaik, DTRL, DRDO

International Advisory Committee

Dr. Avinash Konkani, AHFP, Clinical Engineer, University of Virginia Health
System, USA
Dr. P. Sanjeevikumar, Dept. of EEE, University of Johannesburg, South Africa
Dr. Ahmed Faheem Zobaa, BU, UK
Dr. Akhtar Kalam, VU, Australia
Dr. David YU, UWM, US
Dr. Atilla Elci, Chairman, Dept. of EEE, Aksaray University, Turkey
Dr. Dmitri Vinnikov, TUT, Estonia
Dr. Hussain Shareef, UKM, Malaysia
Dr. Seshadev Sahoo, Purdue University, US
Dr. Anil Kavala, Sr. Engineer, Samsung Electronics, Seoul, South Korea
Dr. Kamran Morovati, University of New Brunswick, Canada
Dr. Joseph Olorunfemi Ojo, TTU, USA
Dr. Mohamed A. Zohdy, OU, MI
Dr. Murad Al-Shibli, Head, EMET, Abu Dhabi
Dr. Nesimi Ertugrul, UA, Australia
Dr. Omar Abdel-Baqi, UWM, USA
Dr. Richard Blanchard, LBU, UK
Dr. Shashi Paul, DM, UK

National Advisory Committee

Dr. Sabyasachi Sen Gupta, IIT Kharagpur
Prof. Kamani K.K., Dept. of Higher Education, Govt. of Karnataka (Global
Economic Adviser)

viii Editorial Board



Dr. Manjesh, Dept. Of Electronic Science, Bangalore University
Dr. Amitanshu Patnaik, DTRL, DRDO
Dr. Swagatam Das, ISI Kolkata
Dr. Ajoy Kr. Ray, SMIT
Dr. Ajeya Jha, SMIT
Dr. Rabindranath Bera, SMIT
Dr. Karma Sonam Sherpa, SMIT
Dr. Kalpana Sharma, SMIT
Dr. B.B Pradhan, SMIT
Dr. H.K.D Sarma, SMIT
Dr. Debabrata Pradhan, IIT, Kharagpur
Prof. C.J. Thomas, SMIT
Dr. Bidita Khandelwal, SMIMS
Dr. Sangeeta Jha, SMIT
Dr. Vinod Kumar Sayal, SMIT
Dr. Arun Baran Samaddar, Director, NIT Sikkim
Dr. Gobinda Chandra Mishra, SMIT
Dr. V.K. Manhoharr, CEO & MD, TechMaven Private Limited
Dr. Anjan Kumar Ray, NIT Sikkim
Dr. Ashok Kumar Pradhan, IIT Kharagpur
Dr. Bhim Singh, IIT Delhi
Dr. Ganapati Panda, IIT Bhuaneshwar
Dr. Debashish Jena, NITK, India
Dr. N.P. Padhy, IIT Roorkee
Dr. C. Subramani, IIT Roorkee
Dr. Patnaik S.K., Anna University
Dr. G. Uma, Anna University
Dr. Avik Bhattacharya, IIT Roorkee
Dr. Smarajit Ghosh, Thapar University
Dr. Sandeep Chakravorty, Baddi University
Dr. Krishnendu Chakraborty, KGEC
Dr. Urmila Kar, NITTTR, Kolkata
Dr. Abhijit Chakrabarti, IIEST, Shibpur
Er. Kunal Munshi, Managing Partner at Sunrator Technologies LLP
Er. Bikash Rai, Assistant Engineering, Power & Energy Department, Govt. of
Sikkim

Reviewer Committee

Dr. Ahmed Faheem Zobaa, Dept. of ECE, BU, UK
Dr. Avinash Konkani, AHFP, Clinical Engineer, University of Virginia Health
System, USA

Editorial Board ix



Dr. Atilla Elci, Chairman, EEE, Aksaray University, Turkey
Dr. Kamran Morovati, CS,University of New Brunswick, Canada
Dr. Karma Sonam Sherpa, HOD EEE, SMIT
Dr. Chandrashekar Bhuiyan, CE, SMIT
Dr. Seshadev Sahoo, ME, Purdue University, US
Dr. Akhtar Kalam, Leader–Smart Energy Research Unit, VU, Australia
Dr. Richard Blanchard, Renewable Energy, LBU, UK
Dr. Utpal Deka, Physics, SMIT
Dr. Nitai Paitya, ECE, SMIT
Dr. N.K. Bhattacharyya, Chemistry, SMIT
Dr. A. Senthil Kumar, EEE, VEC, Chennai
Dr. Samarjeet Borah, Dept. Of CA, SMIT

Organizing Committee (Sikkim Manipal Institute of Technology)

Overall Incharge
Prof. Karma Sonam Sherpa—Convenor
Prof. Akash Kumar Bhoi—Secretary
Prof. Mohammed Nasir Ansari—Convenor
Prof. Amit Kumar Singh—Convenor

Publicity
Prof. Pradeep Kumar Mallick
Prof. Himangshu Pal

Hall and Stage Arrangements
Prof. Shabbiruddin
Prof. Sandip Kumar Gupta

Caterings and Refreshment
Prof. Sunam Saha
Prof. Roshan Pradhan

Transport
Prof. Arunava Tikader
Prof. Arijit Ghosh

Help Desk and Registration
Prof. Chitrangada Roy
Prof. Dibyadeep Bhattacharya

Sponsorship
Prof. Saikat Chatterjee
Prof. Anirban Sengupta

x Editorial Board



Guest Hospitality
Prof. Moumi Pandit
Prof. Bijay Rai
Prof. Rahul Kumar

Printing
Prof. Pratik Pradhan
Prof. Rajiv Pradhan

Student Organizing Committee ((Sikkim Manipal
Institute of Technology)

Yupphung Keimba Limbu
Kunglho Lepcha
Sagar Pradhan
Avinash Gupta
Avinash Pradhan
Tshering Sangmo Sherpa
Sisir Chettri
Deepika Chettri
Suyog Pradhan
Shristi Shresta
Pankaj Kumar
Biswas Pradhan
Ritika Pradhan
Aruna Chettri
Ashish Lamichaney
Neeta Lamichaney
Ashutosh Mukherjee
Amit kr. Singh
Gyan Shree
Dheeraj Kumar
Raval Parth Pradip
Srihari k.
Saurabh Bhowmik
Madhura Pardhe

Editorial Board xi



Contents

Analysis of Authentication and Key Agreement (AKA) Protocols
in Long-Term Evolution (LTE) Access Network . . . . . . . . . . . . . . . . . . . 1
Mariya Ouaissa, A. Rhattoy and M. Lahmer

Impact of M2M Traffic in Random Access Channel
over LTE Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
Mariyam Ouaissa, M. Benmoussa, A. Rhattoy, M. Lahmer and I. Chana

Predictive Modeling of Students Performance Through
the Enhanced Decision Tree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
Subitha Sivakumar and Rajalakshmi Selvaraj

A New Pulse Width Modulation Technique with Hybrid Carrier
Arrangement for Multilevel Inverter Topology. . . . . . . . . . . . . . . . . . . . . 37
N. Prabaharan, V. Arun, K. Palanisamy and P. Sanjeevikumar

Watershed-Matching Algorithm: A New Pathway for Brain Tumor
Segmentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
S.M. Kamrul Hasan, Yugoshree Sarkar and Mohiudding Ahmad

A Compact Slotted Textile Patch Antenna for Ultra-wide
Band Application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
Nikhil Kumar Singh, Vinod Kumar Singh, Anurag Saxena,
Akash Kumar Bhoi, Amik Garg and K.S. Sherpa

Optimization of Hodgkin–Huxley Conductance-Based Model
Using Particle Swarm Optimization and Firefly Method . . . . . . . . . . . . . 61
Rashmi Deka, Kuntala Boruah and Jiten Ch. Dutta

A Model to Demonstrate the Universality of DNA-NAND Gate . . . . . . . 67
Kuntala Boruah, Rashmi Deka and Jiten Ch. Dutta

xiii



Micro-Raman and FTIR Analysis of Silicon Carbo-Nitride
Thin Films at Different H2 Flow Rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
Dhruva Kumar, Umesh Rizal, Soham Das, Bhabani S. Swain
and Bibhu Prasad Swain

Applying Classification Methods for Spectrum Sensing
in Cognitive Radio Networks: An Empirical Study . . . . . . . . . . . . . . . . . 85
Nayan Basumatary, Nityananda Sarma and Bhabesh Nath

Highly Negative Dispersive, Low Loss Single-Mode Photonic
Crystal Fiber . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
Shahiruddin, Dharmendra K. Singh and Sneha Singh

Triple Gate SOI MOSFET . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
Amit Agarwal, P.C. Pradhan and Bibhu Prasad Swain

Wearable Antennas for Medical Application: A Review . . . . . . . . . . . . . 115
Shreema Manna, Tanushree Bose and Rabindranath Bera

Characterization of Silicon Carbo-Nitride Thin Films . . . . . . . . . . . . . . . 131
Dhruva Kumar and Bibhu Prasad Swain

Improved Normalization Approach for Iris Image Classification
Using SVM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
Mahaboob Shaik

Investigation of Titanium Aluminium Nitride (TiAlN):
A Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
Soham Das and Bibhu Prasad Swain

The Study of GPR with Conducting Surfaces to Determine
the Operating Frequency in Single-Fold Reflection Profiling . . . . . . . . . . 159
Amitansu Pattanaik and Rajat Sharma

Investigation of Titanium Silicon Nitride: A Review . . . . . . . . . . . . . . . . 169
Spandan Guha, Asish Bandyopadhyay, Santanu Das
and Bibhu Prasad Swain

An Efficient MOS Class-E Power Amplifier for Wireless LAN
Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
M. Ananda and A.B. Kalpana

Security in Cloud Computing-Based Mobile Commerce . . . . . . . . . . . . . 191
Ferdousi Khatun and Md. Ruhul Islam

From FET to SET: A Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
Amit Agarwal, P.C. Pradhan and Bibhu Prasad Swain

Important Factors for Designing Assamese Prosody
with Festival Frame Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211
Parismita Sarma and Shikhar Kumar Sarma

xiv Contents



Location Privacy in Wireless Sensor Networks Using Anonymity . . . . . . 221
Shriya Kesharwani and Manisha R. Dhage

A Compact CPW-Fed Defected Ground Microstrip Antenna
for Ku Band Application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231
Rashmi Singh, Vinod Kumar Singh and Puneet Khanna

A Study on Different Normalization Approaches of Word . . . . . . . . . . . 239
N. Chitrapriya, Md. Ruhul Islam, Minakshi Roy and Sujala Pradhan

Duplicate Resource Detection in RDF Datasets Using Hadoop
and MapReduce . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253
Kumar Sharma, Ujjal Marjit and Utpal Biswas

TEECS: A Time-Based Energy Efficient Clustering Scheme
in Wireless Sensor Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 263
Nirnaya Pradhan, Kalpana Sharma, Vikash Kumar Singh
and Nima Donka Tamang

Packet Sniffing and Network Traffic Analysis Using TCP—A New
Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 273
Aishwarya Bhandari, Samala Gautam, Tawal K. Koirala
and Md. Ruhul Islam

Passive Techniques of Digital Image Forgery Detection: Developments
and Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 281
Santoshini Panda and Minati Mishra

m-GeoEduNet: Mobile SDI Model for Education Information
Infrastructure Network. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 291
R.K. Barik, R.K. Lenka, A.B. Samaddar, J. Pattnaik, B. Prakash
and V. Agarwal

Investigation of Structural and Electronic Environments
of Nitrogen-Doped CVD-Grown DLC Films . . . . . . . . . . . . . . . . . . . . . . . 301
Ranjan Kr. Ghadai, Soham Das, Subhash Chandra Mondal
and Bibhu Prasad Swain

A Novel Region Growing Based Method to Remove Pectoral
Muscle from MLO Mammogram Images . . . . . . . . . . . . . . . . . . . . . . . . . 307
Manasi Hazarika and Lipi B. Mahanta

Microstrip Patch Antenna: A Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . 317
Arun Kumar Singh, Rabindranath Bera and Bansibadan Maji

A Comparison Study of Face, Gait and Speech Features
for Age Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 325
Prachi Punyani, Rashmi Gupta and Ashwani Kumar

Contents xv



A Review on MIMO Based V2V Communication . . . . . . . . . . . . . . . . . . 333
Samarendra Nath Sur, Rabindranath Bera and Bansibadan Maji

Energy-Efficient Packet Routing Model for Wireless
Sensor Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 341
Madhu Patil and Chirag Sharma

An ECC-Based Algorithm to Handle Secure Communication
Between Heterogeneous IoT Devices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 351
S. Sasirekha, S. Swamynathan and S. Suganya

Enhanced Pixel Purity Index Algorithm to Find the Index Position
of the Pure Pixels in Hyperspectral Images . . . . . . . . . . . . . . . . . . . . . . . 363
S. Graceline Jasmine and V. Pattabiraman

Assamese Character Recognition Using Zoning Feature . . . . . . . . . . . . . 371
Kalyanbrat Medhi and Sanjib Kr. Kalita

Improving Convergence in iBGP Route Reflectors . . . . . . . . . . . . . . . . . . 381
Shipra Shukla and Mahesh Kumar

Performance Analysis of Various Eigenvalue-Based Spectrum Sensing
Algorithms for Different Types of Primary User Signals . . . . . . . . . . . . . 389
Pankaj Verma and Brahmjit Singh

A Crown-Shaped Microstrip Patch Antenna for Wireless
Communication Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 399
Atanu Nag, Kousik Roy and Debika Chaudhuri

Atrophy Measure of Brain Cortex to Detect Alzheimer’s Disease
from Magnetic Resonance Images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 407
Dulumani Das and Sanjib Kumar Kalita

Study of Effect of High-k Dielectric Gate Oxide on the Performance
of SB-GNRFETs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 415
Bhubon Chandra Mech and Jitendra Kumar

A Simple and Efficient Higher Order Finite Element Scheme
for Helmholtz Waveguides . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 421
Tattwa Darshi Panda, K.V. Nagaraja and V. Kesavulu Naidu

Point Feature Based Recognition of Handwritten
Meetei Mayek Script . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 431
Chandan Jyoti Kumar and Sanjib Kumar Kalita

Design of Circularly Polarized Antenna with Different Iterations
for UWB Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 441
Piyush Sharma, Ashok Yadav and Vinod Kumar Singh

xvi Contents



Weighted Wavelet Tree Sparsity Regularization for Compressed
Sensing Magnetic Resonance Image Reconstruction. . . . . . . . . . . . . . . . . 449
Bhabesh Deka and Sumit Datta

A Score-Level Solution to Speaker Verification Using UBM Pooling
and Adaptive Cohort Selection. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 459
Pranab Das

A Novel Encryption Scheme for Secure SMS Communication . . . . . . . . 467
Aeneaus Malla, Pranab Sahu and Minati Mishra

Reviewing the Performance of an Improved Seven-Level Multilevel
Inverter for Various Pulse Width Modulation Techniques . . . . . . . . . . . 479
K. Aroul, S. Umashankar, K.R. Prabhu and P. Sanjeevikumar

Robust Multi-thresholding in Noisy Grayscale Images Using
Otsu’s Function and Harmony Search Optimization Algorithm . . . . . . . 491
K. Suresh and U. Sakthi

An Approach for Visual Cryptography Scheme on Color Images . . . . . 501
Chinmoy Kar, Suman Kalyan Kar and Sreeparna Banerjee

A Novel Hybrid Approach for Influence Maximization in Online
Social Networks Based on Node Neighborhoods . . . . . . . . . . . . . . . . . . . . 509
Gypsy Nandi, Uzzal Sharma and Anjan Das

Diagnosis of Ground Glass Opacity in HRCT Lung Images
Using High-Intensity Pixels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 521
Punal M. Arabi, Nanditha Krishna, T.P. Prathibha and N. Vamsha Deepa

Coefficient Random Permutation Based Compressed Sensing
for Medical Image Compression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 529
R. Monika, S. Dhanalakshmi and S. Sreejith

A Flexible Scheme to Fault Detection for Electrical Assets Using
Infrared Thermography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 537
Deepak Kumar, Amit Kumar and M.A. Ansari

Design of Double Fork Shaped Patch Radiator for Ultra Wide Band
Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 549
Swarnaprava Sahoo, Mihir N. Mohanty and Laxmi P. Mishra

Subjective Analysis of Multimedia Traffic in Wireless Multimedia
Sensor Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 561
A. Sivagami and S. Malarkkan

Performance Analysis of Collinear Beam-Steering Array Antenna . . . . . 573
Shuchismita Pani, Arun Kumar and Malay Ranjan Tripathy

Contents xvii



E-Mail Spam Filtering: A Review of Techniques and Trends . . . . . . . . . 583
Alexy Bhowmick and Shyamanta M. Hazarika

Stealthy Attacks in MANET to Detect and Counter Measure
by Ant Colony Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 591
Abhishek Ranjan, Rajalakshmi Selvaraj, Venu Madhav Kuthadi
and Tshilidzi Marwala

Inset Fed Circular Microstrip Antenna with Defected Ground . . . . . . . . 605
Nikhil Kumar Singh, Niraj Sharma, Zakir Ali, Vinod Kumar Singh
and Akash Kumar Bhoi

Analysis of Thermal Comfort and Visual Comfort—A Soft Computing
Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 613
Sandhyalaxmi G. Navada, Chandrashekara S. Adiga and Savitha G. Kini

Spoken Dialog System in Bodo Language for Agro Services . . . . . . . . . . 623
Aniruddha Deka and Manoj Kumar Deka

Random-Valued Impulse Denoising Using a Fast l1-Minimization-
Based Image Inpainting Technique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 633
Mayuri Kalita and Bhabesh Deka

Comparative Analysis of DFT–DCT-Spreading Strategies-Based
SC-FDMA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 643
G.B.S.R. Naidu and V. Malleswara Rao

A Review on Spread Spectrum Radar. . . . . . . . . . . . . . . . . . . . . . . . . . . . 653
Nima Donka Tamang, Samarendra Nath Sur, Soumyasree Bera
and Rabindranath Bera

An Empirical Analysis of Three Moments on Sattriya Dance
Single-Hand Gestures Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 665
Mampi Devi and Sarat Saharia

Implementation of Doppler Radar at 24 GHz. . . . . . . . . . . . . . . . . . . . . . 675
Manisha Das, Tarini Singh and Soumyasree Bera

Efficient Use of Location of Unlicensed Users in Improving
the Utilization of Licensed Spectrum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 685
G. Verma and O.P. Sahu

Parking Places Discovery and Reservation Using Vehicular
Ad Hoc Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 695
Alak Roy, Jayati Paul, Ratnadeep Baidya and Mampi Devi

Design of 5.8 GHz Rectenna for Space-Based Solar Power . . . . . . . . . . . 705
Deepak Kumar and Kalpana Chaudhary

xviii Contents



Dynamic 2-D Pattern-Based Passive Communication
in Swarm Agents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 713
V. Navya Deepthi, Chayan Banerjee and Shubhra Saxena

Cloud-Based Cognitive Premise Security System Using
IBM Watson and IBM Internet of Things (IoT). . . . . . . . . . . . . . . . . . . . 723
Shubhradeep Nandi

A MATLAB-Based Simulator for Amorphous Silicon and
Polycrystalline Silicon Thin Film Transistor . . . . . . . . . . . . . . . . . . . . . . . 733
Suman Das, Subham Datta and Somenath Chatterjee

Relay Node Selection Using Analytical Hierarchy Process (AHP)
for Secondary Transmission in Multi-user Cooperative Cognitive
Radio Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 745
Jyoti Sekhar Banerjee, Arpita Chakraborty and Abir Chattopadhyay

Mutual Information-Based Hierarchical Band Selection Approach
for Hyperspectral Images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 755
Sonia Sarmah and Sanjib Kumar Kalita

Petri Net: Design and Analysis of Parallel Task
Scheduling Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 765
Sasmita Parida, Suvendu Chandan Nayak, Piyush Priyadarshi,
Prasant Kumar Pattnaik and Gaurav Ray

Opportunistic Selection of Threshold Using Double Threshold
in Cognitive Radio Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 777
G. Soumya and G. Verma

X-Band Patch Array Antenna . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 785
Nitya Nirmal, Ayushi Agarwal, Arun Kumar Singh, Rabindranath Bera
and Bansibadan Maji

A Compact Pentagonal Textile Microstrip Antenna
for Wide Band Application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 793
Rachana Kushwaha, Vinod Kumar Singh, Nikhil Kumar Singh,
Anurag Saxena and Deepak Sharma

Similarity Measurement of Gene Using Arc Tan Function
in Gene Ontology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 801
K. Vengatesan, S.B. Mahajan, P. Sanjeevikumar, R.M. Kulkarni
and Sana Moin

Contents xix



About the Editors

Prof. Akhtar Kalam has been working at Victoria University, Melbourne, since
1985 and was Deputy Dean of the Faculty of Health, Engineering and Science for
7 years. He is currently the Head of the Engineering Department. He is also the
current Chair of the Academic Board and lectures in the Masters by coursework
program in the Engineering Institute of Technology, Perth, Australia. Further, he
has Distinguished Professorship position at the University of New South Wales,
Sydney, Australia, and five Malaysian universities. He received his B.Sc. and B.Sc.
Engineering degrees from University of Calcutta and the Aligarh Muslim
University, India. He completed his MS and Ph.D. degrees at the University of
Oklahoma, USA, and the University of Bath, UK.

Dr. Swagatam Das is currently serving as Assistant Professor at the Electronics and
Communication Sciences Unit of the Indian Statistical Institute, Kolkata, India. His
research interests include evolutionary computing, pattern recognition, multi-agent
systems, and wireless communication. Dr. Das has published one research mono-
graph, one edited volume, and more than 200 research articles in peer-reviewed
journals and international conferences. He is the founding co-editor-in-chief of
“Swarm and Evolutionary Computation”, an international journal from Elsevier. He
also serves as the associate editor of the IEEE Transactions on Systems, Man, and
Cybernetics: Systems, IEEE Computational Intelligence Magazine, IEEE Access,
Neurocomputing (Elsevier), Engineering Applications of Artificial Intelligence
(Elsevier), and Information Sciences (Elsevier). Dr. Das has 7500+ Google Scholar
citations and an H-index of 44 till date.

xxi



Prof. (Dr.) Kalpana Sharma completed her Bachelor of Engineering (B.E.) from
National Institute of Technology (NIT), Silchar, in 1998 and M.Tech. from the
Department of Computer Science and Technology (CSE), Indian Institute of
Technology Kharagpur (IIT, Kharagpur) and Ph.D. from Sikkim Manipal
University (SMU), Sikkim. She is presently working as Professor and Head of the
Department of Computer Science and Engineering (CSE). She has been actively
participating at institute level and university level research and development (R&D)
activities and has successfully executed the All India Council for Technical
Education (AICTE) funded research project: “Design of an Integrated Security
Scheme of Wireless Sensor Network”. Her research areas include sensor networks,
software engineering, real-time systems and security. She has published a number
of technical papers in national and international journals and conferences. She has
also organized workshops, seminars, and conferences.

xxii About the Editors



Analysis of Authentication and Key
Agreement (AKA) Protocols in Long-Term
Evolution (LTE) Access Network

Mariya Ouaissa, A. Rhattoy and M. Lahmer

Abstract Mobile communications systems have evolved considerably in recent
years. Fourth generation networks (4G) allow to expand cellular coverage while
improving accessibility to Internet services. Network access security includes
security features that provide the subscriber with secure access to services of the
EPS, and protects particularly against several attacks on the radio link. This area is
the largest and most vulnerable among all EPS security domains since it ensures the
security of the radio link, the weakest link of all mobile telephone networks. In the
LTE architecture, Evolved Packet System Authentication and Key Agreement
(EPS-AKA) procedure is used to realize mutual authentication between the sub-
scriber and the network. However, the current authentication and key agreement
protocol 3GPP LTE-AKA has some issues, including bandwidth consumption,
traffic overload due to control message and vulnerabilities. Several protocols have
been proposed to solve these problems. In this paper, we will analyze and compare
several existing protocols: EPS-AKA, SE-AKA, EC-AKA, and EC-AKA2
according to different factors in order to estimate the performances in terms of
security, cost, and delay of each one of these protocols.
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1 Introduction

Mobile communications systems have evolved considerably in recent years. Fourth
generation networks (4G) allow to expand cellular coverage while improving
accessibility to Internet services. The new mobile network system called Evolved
Packet System (EPS) comprises a new access network called LTE (Long-Term
Evolution) and a new core network called Evolved Packet Core (EPC) or System
Architecture Evolution (SAE). All services are offered by a packet domain. The
mobile must first connect and authenticate to the EPS network before being able to
send or receive Internet Protocol (IP) packets [1, 2]. The element that allows
authentication is called Mobility Management Entity (MME), the Home Location
Register/Authentication Center (HLR/AuC) is characterized by Home Subscriber
Service (HSS) in the EPS architecture (Fig. 1). Security in the fourth generation
mobile networks EPS includes security of the radio access network infrastructure,
terminals, and applications running on it. Network access security includes security
features that provide the subscriber with secure access to services of the EPS, and
protects particularly against the attacks on the radio link. One of the most important
security services is authentication, 3GPP LTE-AKA protocol has some problems,
including the consumption of bandwidth, the traffic generated: control and
authentication messages and several vulnerabilities such as disclosure of user
identity, man-in-middle attack, etc. In recent years, many articles have been pub-
lished on the subject of security, focusing mainly on the applicative field. Some
recent works on cellular communications have nevertheless made significant
advances and demonstrated realism of attacks previously reputed theoretical. These
studies identify certain inertness in the consideration of threats. This article is
primarily concerned with these works and presents an overview of the security of
communications in LTE Network. The second section of this article presents first a
brief description of the elements composing the 4G network. These elements are
necessary for understanding the principles underlying the security of mobile net-
works and their vulnerabilities, and then explain the principle steps of Evolved
Packet System Authentication and Key Agreement (EPS-AKA) procedure.

Fig. 1 LTE network architecture
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Section 3 addresses in one hand the security analysis of AKA protocols of 4G and
presents in the other hand, a comparison of performances between various existing
security protocols in terms of communication overhead and delay, and finally
conclusions are retained for Sect. 4.

2 LTE System Architecture and Security Mechanisms

This section presents an overview of the main elements of LTE network. We
separate this description into two parts: the first is devoted to the infrastructure of
the 4G network and the second to the mechanisms of security and the EPS-AKA
procedure used to realize mutual authentication between the user and the network.

2.1 System Architecture

LTE is also referred to as the Evolved Packet System (EPS). The EPS is divided
between the radio access network Evolved UMTS Terrestrial Radio Access
Network (EUTRAN) and the EPC. In EUTRAN, mobile devices are called User
Equipment (UE). The operation of base stations has been defined from the
Universal Mobile Telecommunications System (UMTS) network architecture. That
is why they bear the same designation than UMTS, Evolved Node B (eNodeB). As
in Fig. 1, each eNodeB connects with the EPC via the S1 interface and can also be
connected to the neighboring base stations by the X2 interface [3, 4].

EPC uses IP as a transport medium. The MME is used to connect users to the
network and to localize them on the LTE network. For this, the MME accesses the
HSS. If the terminal has a valid SIM card, the account of the participant is assigned
to a Serving Gateway (SGW). From there, a connection is established with the
Packet Data Network Gateway (PDN-GW), which assigns an IP address to the
terminal and establishes a connection with the IP network of the operator. The EPC
also includes the Policy and Charging Rules Function (PCRF).

2.2 EPS-AKA Procedure

Before you can transfer or receive IP packets, the mobile must first connect and
authenticate to the EPS network [5]. The element that allows authentication is
called MME. The HLR/AuC is replaced by an HSS in the EPS architecture.
Authentication vectors (AV) are generated by the MME from the HSS, as displayed
in Fig. 2, through the interface S6 (based on DIAMETER) when the MME receives
from the UE the Attach Request or Service Request messages. The MME launches
along with the UE the EPS-AKA.

Analysis of Authentication and Key Agreement … 3



Figure 3 shows the progress of the EPS-AKA procedure which is initiated by the
identification of the user through his IMSI or Globally Unique Temporary Identifier
(GUTI) [6].

3 Performance Analysis and Simulations Results

In this section, we analyze and compare the performance of several authentication
protocols: EPS-AKA, Security Enhanced Authentication and Key Agreement
(SE-AKA) [7], Ensured Confidentiality Authentication and Key Agreement
(EC-AKA) [8], and EC-AKA2 [9] protocols according to different parameters to
estimate the performance and quality of service (QoS) in terms of security, cost, and
delay of each one of these protocols. According to the survey we can see that in
most existing 4G protocols, a high level of security can have a high processing cost
and great added data rate (additional overhead).

Fig. 2 EPS security architecture

Fig. 3 EPS-AKA procedure
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To evaluate the performance of each protocol, we can consider the following
parameters:

• Security: the security of a protocol is defined as its ability to resist attacks, while
the risk is the probability that an attack could succeed in violating the protocol.

• Overhead: This is the added traffic on transmission interfaces in order to apply
the relevant protocol.

• Computational delays: To calculate this delay, we consider the number and type
of some operations required in each protocol.

3.1 Protocols Security

The security of a protocol is defined as its ability to resist attacks and the risk is the
probability that an attack could succeed in violating the protocol. The more the cost
and efforts to exploit vulnerability are high (increases), the more the probability of
an attack’s success decreases. In order to compare the security protocols’ perfor-
mance, EPS-AKA, SE-AKA, EC-AKA and EC-AKA2, we have compiled in
Table 1, all of these studies are found in the literature.

After modeling the EPS-AKA protocol in High-Level Protocol Specification
Language (HLPSL) in order to be able to verify its security using Automated
Validation of Internet Security Protocols and Applications (AVISPA) [10], the
result indicates that it becomes insecure if the MME-HSS interface is not consid-
ered secure. When roaming, HSS and MME belong to different networks, so we
believe it is open to attack if no closed network is used.

The SE-AKA protocol was analyzed using the authentication test method and it
has been proved to be insecure, but the effort to exploit it exceeds one of the
EPS-AKA. EC-AKA and EC-AKA2 protocols have been verified using AVISPA

Table 1 Comparison of different protocol security

Vulnerability EPS-AKA SE-AKA EC-AKA and
EC-AKA2

Ensure confidentiality of IMSI No Yes Yes

Resistance against replay attack No No No

Resistance against the DoS attack of UE No No Yes

Resistance against the blocking of services by a
man-in-the-middle (MITM)

No No Yes

Confidentiality of MME-HSS interface No Yes Yes

Resistance against attacks on the responses of
authentication data

No Yes No

Resistance against the DoS attack of HSS No No No

Resistance against the usurpation of identity of
MME

No No No
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and transformed to be sure. The more protocol is secure, the lower the vulnerability
it gets. The security level is inversely proportional to the level of vulnerability.
From Table 1, we see that the two versions of EC-AKA protocol are the least
vulnerable, and as such, they are the most secured.

3.2 Communication Overhead

In this section, we calculate the size of the transmitted messages, in order to
estimate their communication overhead with regard to the EPS-AKA and other
AKA protocols. The size of parameters in bit is shown in Table 2. On the basis of
each parameter passed in the message, we can calculate the total number of bits in
all messages during each protocol (where n is the number of authentication
requests) [11].

Number of bits in step 1 = R messages (phase 1 + phase 2)
Number of bits in step 2 = R message (phase 3 * n)
Total number of transmitted bits = R messages (phase 1 + phase 2) + R message
(phase 3 * n)

Figure 4 illustrates the overhead according to the number of AVs for different
AKA protocols. According to this figure, it can be seen that EPS-AKA protocol
generates the least overhead compared to other protocols.

Table 2 Size of parameters Parameter Size (bits)

IMSI/TMSI/GUTI 128

K/CK/EK/IK/TIK 128

AK 48

KASME 256

KSIASME 64

XRES/RES 128

AV Variable

RAND/RANDIK/RANDEK/AUTN 128

SQN/XSQN/PSQN/NSQN 48/32

AMF 48

LAI 40

MACi/XMAC/MACue 64

SN id/IDhss 20

RandUESecCapab 6

UESecCapab 12
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3.3 Computational Delays

The computation delays of all protocols are evaluated and compared to similar
schemes. Corresponding calculations of the delays are due to calculations made at
each of the following elements: UE, MME, and HSS. According to 3GPP, the
functions f0, f1, f2, f3, f4, and f5 are Hash-based Message Authentication Code—
Secure Hash Algorithm 256 (HMAC-SHA256). For digital signatures, we will
study the overhead associated with Digital Signature Algorithm (DSA). For public
key encryption, we will investigate the use of Rivest, Shamir, Adleman (RSA) and
for symmetric encryption we will use the Advanced Encryption Standard
(AES) algorithm.

The delay of calculation for each of the functions mentioned above is presented
in Table 3. Delay values, available in [12], were obtained by measurements using
Microsoft Visual C++ 2005 SP1 running on a processor Intel Core 21.83GHz
Windows Vista32-bit.

To calculate the delay, we consider the number and type of some operations
required in each protocol. The number and type of operations for each protocol are
described in Table 4 [13].

Figure 5 shows the different protocol delays. From the figure we see that
SE-AKA protocol that uses public key cryptography has a great delay of calculation
followed by EC-AKA hybrid protocol.

Fig. 4 Communication overhead for different AKA protocols

Table 3 Computational
delay

Function Delay (ls)

HMAC-SHA-256 0.55

DSA-1024 (signature) 450

DSA-1024 (verification) 520

RSA-1024 (encryption) 80

RSA-1024 (decryption) 1460

AES-256 161
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4 Conclusion

3GPP propose EPS-AKA for supporting authentication in the next generation
mobile communication system. However, from the security analysis, the present
paper has found divers vulnerabilities in EPS-AKA, several protocols have been
proposed to solve these problems. The analysis that we did between existing AKA
protocols EPS-AKA, SE-AKA, EC-AKA, and EC-AKA2 to estimate their per-
formances in terms of security, cost, and delay showed the importance of each
protocol according to the previous metrics. We conclude that the two versions of

Table 4 Number of
operations

Protocol Operation UE MME HSS

EPS-AKA HMAC 6 – 6

Encryption – – –

Decryption – – –

SE-AKA HMAC 6 – 6

Encryption 1 2 1

Decryption 1 1 1

EC-AKA HMAC 6 – 6

Encryption
(asymmetric)

1 1 1

Decryption
(asymmetric)

– 1 1

Encryption
(symmetric)

1 2 –

Decryption
(symmetric)

2 1 –

Fig. 5 Computation delays
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EC-AKA protocol are the least vulnerable, thus the most secured. EPS-AKA
protocol generates the least overhead compared to other protocols. SE-AKA pro-
tocol that uses public key cryptography has the greatest delay of calculation.
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Impact of M2M Traffic in Random Access
Channel over LTE Networks

Mariyam Ouaissa, M. Benmoussa, A. Rhattoy, M. Lahmer
and I. Chana

Abstract Nowadays, humanity is surrounded by many technological devices that
are connected to the Internet (sensors, smart meters, etc.). These devices can transmit
and receive data automatically via interfaces for wireless transmission of data, thus
generating Machine-to-Machine (M2M) traffic. This massive connectivity provides
attractive new services, usually transmitting fragments of small data. This is espe-
cially true for Long-Term Evolution (LTE), which was originally optimized for users
Human-to-Human (H2H). The main problem caused by the introduction of M2M
applications is the congestion that occurs at the access network because of the
tremendous number of devices that attempt to simultaneously access the network.
This article provides M2M communication methods based on the 3GPP standard. In
this paper we consider concurrent access to radio resources in a M2M/H2H coex-
istence scenario based on a dynamic random access algorithm for LTE network. This
work studies the impact of M2M terminals massively and simultaneously attempting
to have a random access to LTE. First, we emphasize the problem of resources
sharing by MTC devices. Then we assess the impact of the introduction of M2M
services on the performance of applications H2H according to throughput metric.
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1 Introduction

Machine-to-Machine (M2M) is a trending concept that allows a huge number of
machines to communicate independently via a network without human interven-
tion. M2M allows the emergence of new services from different application areas
such as transport, health, monitoring, and improving the human life. M2M was
normalized in cellular networks Long-Term Evolution Advanced (LTE-A) by
Machine-Type Communication (MTC) [1], their massive connectivity and ability to
offer new interactive services, also raised significant challenges for managing a
large number of devices, usually transmitting small fragments of data through wide
range of emerging applications for the current cellular technology such as 3rd
Generation Partnership Project (3GPP) LTE, which has been improved for the
Human to Human (H2H) traffic. The community of 3GPP has been interested by
various topics of study related to M2M communication.

LTE is the latest evolution of mobile telephony standards defined by the
3GPP. The network includes two parts: the radio access network Evolved UMTS
Terrestrial Radio Access Network (EUTRAN) and the core network Evolved
Packet Core (EPC). The base network EPC uses all Internet Protocol (IP) (Fig. 1)
[2, 3].

Many challenges will face the operators of current mobile networks during the
introduction of M2M applications for heterogeneous communication scenarios. The
main problem caused by the introduction of these applications is the congestion that
occurs at the access network because of the large number of devices that try to
simultaneously access the network. The remainder of this paper is organized as
follows. Section 2 introduces an overview of MTC in LTE Network. Section 3
explains the LTE random access procedure. Section 4 presents the impact of M2M
in Random Access Channel (RACH) according to different metrics. In Sect. 5 we
compare the throughput and collision probability of H2H and M2M Random
Access. Finally, conclusions are retained for Sect. 6.

Fig. 1 LTE network architecture
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2 Machine Type Communication in LTE Networks

Machine-Type Communication (MTC) is the communication between machines
without human intervention. This occurred because of the remarkable increase in the
number of devices that require a connection wireless network, giving a large dif-
ference in the ratio of number devices to that of humans. This means that devices will
communicate autonomously, complicating the direct control of devices by humans.
MTC devices can communicate through a wired or wireless network [4, 5]. Existing
cellular networks are supposed to support a wide range of MTC communications.
This is due to their existing architecture and support roaming provided by cellular
networks and next-generation LTE, the most suitable networks for cellular MTC.
However, cellular networks are mainly intended for the Human–Human communi-
cation (H2H), on the other side, the MTC communication has various features such
as the huge number of devices, small data loads and the way traffic (principally
uplink). These previous characteristics of MTC communications can cause an
immense problem of congestion in the radio access of a cellular network.

3 LTE Random Access Procedure

A crucial requirement for any cellular system is the ability for the device to request
the establishment of connection. This is known by the “Random Access
Procedure.” Random access (RA) is made not only during the initial access, but
during the transition from inactive to active state and also after periods of inactivity
in the uplink direction. The random access procedure is made of the following four
steps (Fig. 2) [6, 7]:

Fig. 2 EPS security
architecture
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• Step 1: “Random access preamble transmission” (Msg1): The first step is based
on the transmission of a random access preamble, allowing the Evolved Node B
(eNodeB) of the cell to estimate the transmission time of the terminal.
Synchronization is necessary as otherwise the device cannot transmit data in the
uplink direction. Therefore, the terminal selects a preamble and outputs it on the
Physical Random Access Channel (PRACH).

• Step 2: “Random access response” (Msg2): In the second step, the eNodeB
sends a synchronization message to adjust the terminal emission timing,
depending on the measurement performed in the first step. In addition to syn-
chronizing the uplink, the eNodeB also allocates resources to the terminal for
use in the third step of the procedure.

• Step 3: “RRC Connection Request (Msg3)” during this third step, the terminal
transmits its identity to the network using the UL-SCH (Uplink Signaling
Channel). The exact content of this signal depends on the state of the terminal,
in particular if the terminal is already known by the network or not.

• Step 4: “RRC Connection Setup (Msg4)” The fourth and final step is based on
the transmission of the network’s contention resolution message to the terminal
on the DL-SCH (Downlink Signaling Channel). This step also resolves any
contention caused by multiple devices trying to access the system using the
same random access resource.

4 Impact of MTC on Random Access Channel

The RACH procedure was proposed long ago. We can find this procedure in the
UMTS cellular technology, as in LTE. The paper [8] of 3GPP explains the
approximation of collision probability of the RACH procedure. From this proba-
bility, the probability of transmission success and the probability of failure can be
deduced. The RACH procedure approached the mechanism “Slotted ALOHA”
because it is carried out within well-defined time slots: If a device tries to access the
network in a slot time not specified for the RACH procedure, it will be prevented.
Therefore, the calculation of the collision probability is similar to that of
Slotted ALOHA mechanism. According to [9], the probability of collision is:

Pc ¼ 1� exp
�c
L

� �
ð1Þ

With:

c random access intensity (number of random access test/s/cell)
L Total number of RACH opportunities/s.

In [9], the author presents an analytical model to derive the probability of
collision, the probability of success and the idle probability. In [10] the author
analyzes the mathematical period of the RACH procedure, the probability of
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success, failure, all based on the definition of the collision probability given by
3GPP, also this article summarizes an analysis of average delay.

MTC is characterized by a massive number of MTC devices in a cell. Therefore,
some or all of these MTC terminals may attempt to access the base station
simultaneously using an uncoordinated random access. In order to evaluate the
impact of MTC in RACH, we choose three metrics already defined in 3GPP
standards [11]: the probability of collision, the probability of success, and the
access delay:

• Collision probability: the probability that two or more MTC devices realize a
random access test using exactly the same preamble for the set period of time.

• Success Probability: the probability of successfully completing the RACH
procedure respecting the maximum number of retransmissions.

• Access Delay: the average delay for each RACH procedure between the first
access trial and the end of the RACH procedure for MTC devices that have
successfully accessed the network.

Figure 3 illustrates respectively the collision probability (a) and the success
probability (b) for different number of preamble sequences available according to
the number of competing devices trying to access the same resources.

We observed in the two figures that the increase in MTC devices competing for
access to the same resources in a cell causes an increase of packet collision rate in
Fig. 3a, resulting a decrease in the probability of success (Fig. 3b). The increasing
of the number of preambles translated better performance of the collision proba-
bility and success probability.

Figure 4 represents respectively the throughput (a) and the average delay (b) for
a mobile terminal, according to the number of MTC devices competing for different
numbers of preamble sequences available.

In Fig. 4a, when the number of MTC devices competing in a cell increases, the
throughput increases, but from a certain number of terminals, the throughput
decreases, this is due to the fact that when the number of MTC increases the
collision rate increases as well (Fig. 3a). If the random access fails after a collision,
the MTC terminal must wait for some time before starting a new random access,

Fig. 3 Random access (RA) collision probability (a) and success probability (b)
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which introduces a latency of access to the channel and increases the size of the
MTC queue requesting the channel and even causes an increase of the collision rate
and the number of retransmission frames leading to a decrease in throughput.

In Fig. 4b, when the number of MTC devices in a cell increases, the access delay
increases, when increasing the number of MTC rate of collisions increases, if the
random access fails after collision, MTC terminal must wait for some time before
starting a new random access, which introduces a large channel access latency (may
be unacceptable for some real-time MTC) and increases the size of the MTC queue
requesting the channel and causes the increase of the collision rate and the number
of retransmission frames causing increasingly high-latency channel access. It is
noted that increasing the number of preambles reflects the best performance of the
access period.

5 Comparison Between M2M and H2H Traffics

The RACH throughput T, expressed by the arrival rate of RA attempts c and the
number of RACH opportunities S, is written as follows [12]:

T ¼ c: exp
�c
S

� �
: ð2Þ

The RACH throughputs for H2H and M2M, using Poisson [13] as an arrival
process, are expressed by the following equations:

TH2H ¼ kH2H: exp � kH2H
N � mð Þ

� �
ð3Þ

TM2M ¼ kM2M: exp � kM2M

m

� �
ð4Þ

Fig. 4 Random access (RA) throughput (a) and average delay (b)
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Therefore, the RACH throughput is given by:

T ¼ kH2H: exp � kH2H
N � mð Þ

� �
þ kM2M: exp � kM2M

m

� �
: ð5Þ

In this section, the throughput and collision probability of M2M and H2H
communication are compared for different parameters values. We consider that the
eNB affects 54 preambles for User Equipment (UE), to use H2H traffics can use one
of 5 preambles, whereas M2M traffics can use one of the other 49 preambles.

Figure 5 presents RACH throughput (a) and collision probability (b) for H2H
UEs according to the variation of the arrival rate of RA attempts of H2H (kH2H)
with the arrival rate of RA attempts of M2M UE’s (kM2M) is fixed to 10 and 100.

It is shown in Fig. 5a that we have a better throughput when the arrival rate
kM2M is 100 compared to 10. In Fig. 5b it can be seen that we have a high-collision
probability with M2M arrival rate kM2M = 100.

Figure 6a illustrates the variation of the collision rate based on the number of
M2M devices competing in a cell for a number of devices H2H set, the collision
rate increases. As it is shown in this figure, the M2M users experience less number
of RACH procedure in collision with kH2H = 10 compared to 100.

Figure 6b presents the RACH throughput for M2M according to the variation of
RACH arrival rate kM2M with arrival rate kH2H = 10,100. By increasing the arrival
rate kM2M the throughput increases until 19 when kM2M = 80 in the case of arrival
rate kH2H is 10.

Fig. 5 Comparison of throughput (a) and collision probability (b) for H2H when kM2M = 10,100

Fig. 6 Comparison of collision probability (a) and throughput (b) for M2M when kH2H = 10,100
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In Fig. 6b, when the number of M2M devices competing in a cell increases for a
fixed number of H2H devices, the throughput increases, but from a given number of
terminals, the throughput decreases, this is due to the fact that, when the number of
M2M increases, the collision rate increases as in Fig. 6a. If the random access fails
after collision M2M devices must wait for a certain period of time before starting a
new random access, which introduces latency access to the additional channel.

6 Conclusion

M2M communications are characterized by high density of the machine by cell
unlike H2H communications. In this article, we considered simultaneous access to
the radio resources in a coexistence scenario M2M/H2H. First, we have formulated
the resource sharing problem by MTC. Then we evaluated the impact of the
introduction of M2M services on the performance of H2H applications in terms of
collision and throughput. We can conclude that the system performance degrades
when the number of M2M devices increases, and these performances depend on the
resource allocation between M2M and H2H.
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Predictive Modeling of Students
Performance Through the Enhanced
Decision Tree

Subitha Sivakumar and Rajalakshmi Selvaraj

Abstract Prognostic of student performance is one of the major issues in many
institutions. The student’s performance is based on many factors such as internal
examinations, grade obtained in university examination, Academic, Extra
Curricular and Co-Curricular activities and also concern with their activities in
learning environment. Student performance prediction is used to model the students
into any one of the four categories as excellent, good, average, and poor perfor-
mance student. The category selection was determined using supervised classifiers.
Academic institution can easily able to identify any academic problems and the
corresponding solutions for their students through this predictive modeling
approach. We have collected real world dataset related to student’s academic per-
formance from leading academic institution in India which consists of details about
the students such as CGPA, Lab performance, History of arrears and so on. We
have applied various supervised classifiers such as DT, SVM, KNN, NB, NN and
Improved DT on student’s academic performance dataset. Besides, the conventional
decision tree is further improved by the use of normalized factor and Association
Function. By comparing the accuracy of these two methods, the best result is
exposed for Improved Decision Tree than all other supervised classifiers in the
literature.
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1 Introduction

Data Mining (DM) indicates to the nontrivial removal of indirect, earlier doubtful,
possibly valuable data in databases. Both infer either filtering through a lot of
material or clever investigating the material to precisely pinpoint where the qualities
dwell. Data mining uses the wide availability of sizeable amounts of data, where
those can be used as beneficial data for research. This provides a way toward
finding canny, fascinating and novel examples, and enlightening reasonable, and
prescient models from extensive volumes of information.

Educational Data Mining (EDM) is a separate research field started to mature a
few years ago and to analysis the related student data from the dataset. EDM will
provide an opportunity to collect, analysis, predict and forecast the student’s per-
formance from the student’s academic performance dataset. It is used to derive new
discoveries and hypotheses about how students learn. EDM is an inderdispilanry
research field that uses the concept from Data Mining, Machine Learning and
Statistics.

Student’s Performance has been measured from their activities since when they
had admitted to the college. Students academic performance datasets are collected
for this study of corresponding student such as CGPA, attendance, lab performance,
assignment work, internal marks, seminar performance, grade level, extracurricular,
co-curricular activities, and so on. Based on these details, predictive modeling of
student is carried out using supervised classifiers such as KNN, NB, NN, SVM, DT
and Improved DT. We have used percentage split method as a test option. A further
section of this paper contains detailed implementation of traditional and improved
decision tree methods. Results reveal that, the proposed improved decision tree
model is more accurate method for student’s performance prediction.

2 Related Works

This section reviews what have been established in the literature about Educational
Data mining, supervised classifiers for predicting student’s performance, Predictive
modeling of Students Performance and the interpretation of the findings are also
covered in this section.

DM are classified according to the kind of knowledge mined from Correlation
Analysis, Association Rule Mining, Classification, Clustering and Prediction.
A detailed description about the applications of DM techniques for mining Student
Retention and Students Academic Performance can be found in [1–4].

In recent years, there has been an increased focus on the role of EDM towards
predicting the academic performance for students. Predicting student performance
has been presented by the authors [5–9] considers Cumulative Grade Point Average
(CGPA), Grade Point Average (GPA), student’s score and grade as a predictive or
dependent parameter and prediction of student’s performance as an independent
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parameter for predictive modeling of student’s performance in particular courses or
subjects.

In [10] the author used supervised classifiers for predicting student performance.
In [11] the authors have proposed a Fuzzy K-Means Cluster approach to predict the
student’s academic performance. Various Data Mining techniques are applied to
predict student academic performance such as tutoring, attitude, academic
improvements [12–14].

In [15] the authors have concentrated on the use of information digging in
educational databases for anticipating scholastic patterns and examples. In [16] the
authors have developed a prediction model for predicting academic performance for
first year students using various data mining techniques. In [17] the author has
applied different supervised learning algorithms such as Decision Tree, K-NN
Classifier, Support Vector Machine, Naïve Bayes and neural networks for student’s
performance predictions in a computer science curriculum. In [18] the author has
discussed the several DM procedures like Association Rule Mining, Classification,
prediction, correlation analysis and clustering techniques for discovering knowl-
edge from educational data. In [19] the authors have used student database to derive
the various performance indications towards better prediction of student’s academic
performance.

In [20] the authors have applied various Classification Algorithms to predict the
students into the category of performer or underperformer using machine learning
approaches. A Naïve Bayes Classifier to develop a predictive model in education
system which uses the prior and posterior probability [21]. In [22] the author has
discussed about the mining of educational data using classification algorithms to
decrease dropout. In [23, 24] the authors have proposed the method of accurate rule
sets without global optimization and different DM algorithms to classify students
into various categories based on the students’ academic performance.

3 Data Preparation and Discretization

The data set had been collected from leading academic institution in India. The
information contains student basic details, academic details, and other related
information. The value for the attributes such as SSLC MARK, HSC Mark and
CGPA were collected through students profile database.

If the student could not pass all the subjects in the first attempt itself then it is
considered as history of arrears. Other than academic performance the student
active participation in intellectual skills enrichment activities like extra curriculum
and co-Curriculum activities are also considered for the student’s performance
modeling. Time allotted for self study, attendance percentage, Submission of
assignment, Internal mark, Seminar performance, Lab performance, Student par-
ticipation in outside activities, Homework values are collected from the student
database.
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3.1 Data Discretization

Data discretization is the process of discretizing the attributes by the use of their
values which will speed up the learning process. Student’s database having attri-
butes and their values are shown in Table 1 which are holding all necessary details
for predicting student’s performance.

4 Proposed Methods

Given a collection of records and features the process of classifying each object into
one of the several pre-defined classes based on the value of record attribute is called
as classification which aims to forecast a certain outcome. In classifier learning, will
take place only on historical data and the outcome of learning is called as data mining
model. The performance of model is evaluated by giving some unseen instance as a
test data. The model usually takes any kind of data as an input and provides a
prediction. The forecasting accuracy determines how “good” the generated model is.

KNN, NB, NN, SVM, DT and Improved decision tree are examined and studied.
First we modeled the student’s performance using historical training data and the
performance of unseen record was predicted based on the generated model.

4.1 Traditional Decision Tree

Decision tree can be built from database attributes with the tree and set of rules. The
base of tree structure is used to represent the decision tree structure. It splits the data
set into small subsets meanwhile maintain the association between the subsets.
Decision tree has the root and the leaf nodes. Datasets are mentioned with these
nodes, the leaf denotes the classification, and the top most decision node called as a
root node.

Table 1 Students database-attributes and their values

Attributes Description Values

MARK Cumulative mark {excellent, good, average, poor}

HOA History of arrears {no, average, poor, very poor}

ATTENDANCE Attendance {good, average, low}

SOA Submission of assignment {good, average, low}

IM Internal mark {good, average, low}

SP Seminar performance {good, average, low}

LP Lab performance {good, average, low}

STUDENTS
PERFORMANCE

Class label {excellent, good, average, low}
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Split Point Evaluation Measures

Spontaneous to choose a split point which provides finest division and/or separation
among diverse class marks.

Entropy

Entropy is a measure which is used to determine the amount of uncertainty in a
system. If many of the instances having same class labels then a partition has least
point or low order entropy and if there is a mixed class labels among instances then
partion have higher or more disorder entropy.

Step 1

The entropy for set named D are characterized as:

H Dð Þ ¼ �
Xk
i¼1

P
ci
D

� �
log2 P

ci
D

� �

where, P ci
D

� � ¼ class possibility ci in D, K = number of classes.

Step 2

Partitions D into DY and DN using split point. The split entropy is defined for each
resulting partition calculated as

H DY ;DNð Þ ¼ nY
n
H DYð Þþ nN

n
HðDNÞ

where n ¼ Dj j refers to number of points presented in D. nY ¼ Dj j and nN ¼ DNj j
are the number of points in DY and DN.

When the classes is mixed, then each will have the same probability P ci
D

� � ¼ 1
k,

then the entropy has the highest value, H Dð Þ ¼ log2 k.

Step 3

The information gain for a given split point is calculated to ensure that whether the
split point results to reduced over all entropy.

Gain D;DY ;DNð Þ ¼ H Dð Þ � HðDY ;DNÞ

In general we can get better split point for higher information gain value.
Thereby, we can choose the split point which gives the highest information gain.

Step 4

Construct decision tree by considering the attribute which has highest information
as a root node and which attribute need to be tested at node N is further determined
by splitting criterion with the help of partition the instances into individual classes.
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Step 5

If all tuples belong to the same class, then the root node attribute is get terminated
and it is considered to dismiss the condition.

Step 6

When a dissimilar class label is there, the tree will further be expanded with the
following node as trait to higher information gain.

Step 7

The previous stages will be repeated until the ending condition holds.

Table 2 Attributes with their
corresponding entropy and
gain values

Attribute name Entropy
value

Gain
value

MARK 1.1783 0.7383

History of arrears (HOA) 0.7440 1.1726

ATTENDANCE 1.4556 0.4610

Submission of assignment
(SOA)

1.5906 0.3260

Internal mark (IM) 1.3746 0.5420

Seminar performance (SP) 1.6249 0.2917

Lab performance (LP) 1.5998 0.3168

Fig. 1 Traditional decision tree structure
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Computational Procedure for Traditional Decision Tree

We have the computed the entropy and information gain for all predictive attributes
(MARK) and results are shown in Table 2. This gain value is the main key for
arrange the attributes in their corresponding order. And also it is the dynamic value
which means if the number of records is increased or decreased the gain value of
attribute may be change which reflected on tree structure and the new rules will be
generated.

Gained value showed as descending order, where the root node for the tree is
formed by the attributes having the uppermost gain value are comes with their gain
value order. Step 4, 5, 6, 7 had computed and the tree structure was shown in Fig. 1.

4.2 Improved Decision Tree

Various strategies are available to built decision tree and it is one of the simplest
method so it can be used by wide range of application. Attribute selection is the
main process in decision tree and that may hold many values. Improved decision
tree used to get more effective accuracy results from these attribute values. Because
the improved decision tree can significantly uses Association Function (AF) and
Normalized Factor (NF) to further improve the model generation process (Fig. 2).

Fig. 2 Data flow procedure for improved decision tree
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Step 1

As a first step split point partitions D into DY and DN. Split entropy shows the
weighted entropy for each of the subsequent segments.

H Dð Þ ¼ �
Xk
i¼1

P
ci
D

� �
log2 P

ci
D

� �

H DY ;DNð Þ ¼ nY
n
H DYð Þþ nN

n
H DNð Þ;

where n ¼ Dj j is the number of points in D, and nY ¼ Dj j and nN ¼ DNj j are the
number of points in DY and DN.

The entropy is zero for pure region in which all the sample are belonging to the
same class and for a mixed up positive and negative example every one appears
with equal probability P ci

D

� � ¼ 1
k, then the entropy has the highest value,

H Dð Þ ¼ log2 k:

Step 2

Compute information gain of each and every attribute with the following formula

Gain D;DY ;DNð Þ ¼ H Dð Þ � HðDY ;DNÞ

Ranking individually the split point to find out the split point that gives the
highest information gain.

Step 3

Compute Association Function (AF): Assume A as attribute in Dataset D, C as class
attributes for D. then relation degree function among A, C can calculate by

AF Dð Þ ¼ 1
n
�
Xn
i¼1

Xi1 � Xi2j j

where, Xij => attribute A in D has ith value. C (category attribute) => sample
number in jth value and n => number of value takes from attributes A.

Step 4

Compute Normalization Factor: Consider m attributes, for all attributes the relation
degree function values are AF(1), AF(2) … AF(m) individually.

V kð Þ ¼ AðkÞ
A 1ð ÞþA 2ð ÞþA 3ð Þþ � � �AðmÞ as 1\k�m
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Step 5

Calculate the new information gain attributes to build Decision Tree (DT)

New gain D;DY ;DNð Þ ¼ Gain D;DY ;DNð Þ � VðkÞ

Step 6

Highest Information Gained attribute will form the root node in the tree.

Step 7

For root node, terminating condition done, when all samples are in the same class.

Step 8

Tree is further branched for different class label with higher information gain value.

Step 9

The previous stages will be repeated until the ending condition holds.

Computational Procedure for Improved Decision Tree

Step 1

Entropy calculation for class label

H Dð Þ ¼ �
Xk
i¼1

P
ci
D

� �
log2 P

ci
D

� �

Info Dð Þ ¼ H Dð Þ ¼ �
Xk
i¼1

P
ci
D

� �
log2 P

ci
D

� �

¼ � 34
156

log2
34
156

� �
þ � 37

156
log2

37
156

� �
þ � 61

156
log2

61
156

� �
þ � 24

156
log2

24
156

� �

¼ 1:9166

Info Dð Þ ¼ H Dð Þ ¼ 1:9166

Entropy calculation for Attribute MARK

H DY ;DNð Þ ¼ nY
n
H DYð Þþ nN

n
HðDNÞ

(Refer Table 1 for values)
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InfoMARK DY ;DNð Þ ¼ HMARK DY ;DNð Þ

¼ 37
156

� 34
37

log2
34
37

� �
� 3
37

log2
3
37

� �
� 0
37

log2
0
37

� �
� 0
37

log2
0
37

� �� �

þ 108
156

� 0
108

log2
0
108

� �
� 34
108

log2
34
108

� �
� 55
108

log2
55
108

� �
� 19
108

log2
19
108

� �� �

þ 11
156

� 0
11

log2
0
11

� �
� 0
11

log2
0
11

� �
� 6
11

log2
6
11

� �
� 5
11

log2
5
11

� �� �

¼ 1:1783

InfoMARK DY ;DNð Þ ¼ HMARK DY ;DNð Þ ¼ 1:1783

Step 2

Gain calculation for Attribute MARK

Gain D;DY ;DNð Þ ¼ H Dð Þ � HðDY ;DNÞ

Gain STUDENT PERFORMANCE, MARKð Þ ¼ 1:9166� 1:1783

Gain STUDENT PERFORMANCE, MARKð Þ ¼ 0:7383

Step 3

Association Function calculation for Attribute MARK

AF Dð Þ ¼ 1
n
�
Xn
i¼1

Xi1 � Xi2j j

Number of values in MARK attribute = 3, n = 3.
(Refer Table 1 for values)

AFMARK Dð Þ ¼ 1
3

34
37

� 3
37

����
����þ 3

37
� 34
37

����
����þ 0

37
� 37
37

����
����þ 0

37
� 37
37

����
����

� �	

þ 0
108

� 108
108

����
����þ 34

108
� 74
108

����
����þ 55

108
� 53
108

����
����þ 19

108
� 89
108

����
����

� �

þ 0
11

� 11
11

����
����þ 0

11
� 11
11

����
����þ 6

11
� 5
11

����
����þ 5

11
� 6
11

����
����

� �


AFMARK Dð Þ ¼ 2:6376

Association function value for all other attributes are displayed in Table 3.
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Step 4

Normalization Factor calculation for Attribute MARK

V kð Þ ¼ AðkÞ
A 1ð ÞþA 2ð ÞþA 3ð Þþ � � �AðmÞ

A MARKð ÞþA HOAð ÞþA ATTENDANCEð ÞþA SOAð ÞþA IMð ÞþA SPð ÞþAðLPÞ
¼ 17:6392

V MARKð Þ ¼ AðMARKÞ
A MARKð ÞþA HOAð ÞþA ATTENDANCEð ÞþA SOAð ÞþA IMð ÞþA SPð ÞþAðLPÞ

V MARKð Þ ¼ 0:1495

Normalization Factor value for all other attributes values are displayed in
Table 4.

Step 5

New Gain calculation for Attribute MARK

New gain D;DY ;DNð Þ ¼ Gain D;DY ;DNð Þ � VðkÞ

Table 3 Attributes and their
association function value

Attribute name Association function
value

MARK 2.6376

History of arrears (HOA) 3.4117

ATTENDANCE 2.3334

Submission of assignment
(SOA)

2.2222

Internal mark (IM) 2.2264

Seminar performance (SP) 2.1222

Lab performance (LP) 2.6857

Table 4 Attributes and their
normalization factor value

Attribute name Normalization factor
value

MARK 0.1495

History of arrears (HOA) 0.1934

ATTENDANCE 0.1323

Submission of assignment
(SOA)

0.1260

Internal mark (IM) 0.1262

Seminar performance (SP) 0.1203

Lab performance (LP) 0.1523
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New Gain STUDENT PERFORMANCE, MARKð Þ ¼ 0:7383 � 0:1495

New Gain STUDENT PERFORMANCE, MARKð Þ ¼ 0:1104

From this calculation method we find out Normalization Factor value for all
other attributes. Those values are displayed in Table 5.

New gain values are assigned with the descending order. Based on descending
ordered new gain value we can calculate root node. Remaining node comes under
with respect their values. Step 4, 5, 6, 7 had computed and the tree structure was
made is shown in Fig. 3.

Table 5 Attributes and their
new gain value

Attribute name New gain values

MARK 0.1104

History of arrears (HOA) 0.2268

ATTENDANCE 0.0610

Submission of assignment (SOA) 0.0411

Internal mark (IM) 0.0684

Seminar performance (SP) 0.0351

Lab performance (LP) 0.0482

Fig. 3 Improved decision tree structure

32 S. Sivakumar and R. Selvaraj



5 Result and Discussion

Historical student’s data were collected for predicting the student’s performance.
Most relevant attributes are successfully executing data mining process. The per-
formance of KNN, SVM, DT, NN, NB and Improved DT were evaluated. Each and
Every classifiers were produced the different level of accuracy with their

Table 6 Performance of classifiers with percentage split

Classifiers Class TP rate FP rate Precision Recall F measure ROC area

KNN Excellent 1.000 0.026 0.930 1.000 0.964 0.993

Good 0.814 0.006 0.972 0.814 0.886 0.968

Average 0.960 0.030 0.947 0.960 0.954 0.972

Low 0.973 0.018 0.923 0.973 0.947 0.991

NB Excellent 1.000 0.013 0.964 1.000 0.981 0.993

Good 0.884 0.030 0.884 0.884 0.884 0.952

Average 0.960 0.015 0.973 0.960 0.966 0.979

Low 0.892 0.018 0.917 0.892 0.904 0.976

SVM Excellent 1.000 0.013 0.964 1.000 0.981 0.994

Good 0.953 0.006 0.976 0.953 0.965 0.956

Average 0.973 0.008 0.986 0.973 0.980 0.983

Low 1.000 1.000 1.000 1.000 1.000 1.000

DT Excellent 1.000 0.039 0.898 1.000 0.946 0.987

Good 0.907 0.000 1.000 0.907 0.951 0.982

Average 0.973 0.000 1.000 0.973 0.986 0.988

Low 1.000 1.000 1.000 1.000 1.000 1.000

Improved DT Excellent 1.000 0.013 0.964 1.000 0.981 0.989

Good 0.977 0.006 0.977 0.977 0.977 0.977

Average 0.973 0.000 1.000 0.973 0.986 0.975

Low 1.000 0.000 1.000 1.000 1.000 1.000

Table 7 Classifiers accuracy
with percentage split

Classifier Accuracy

KNN 94.23

NB 94.23

SVM 98.07

DT 97.11

Improved DT 98.56

Table 8 Time taken to build
the model for each classifier

Classifier Time taken (s)

KNN 0

NB 0.01

SVM 0.34

DT 0.03

Improved DT 0.03
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corresponding time taken values. These results were compared to select the best
classification method. The comparison result is shown in Table 6.

Predictive modeling of student’s performance using traditional classifiers as well
as improved DT is represented in this. How well the generated prediction model by
different supervised classifiers can predict a new data is justified by calculating the
accuracy generated by each and every individual classifier by considering the
percentage split as a test method. To examine the generated model performance the
entire dataset has spitted into two training: test set with the ratio of 75:25. Both
conventional classifiers and improved decision tree is applied on training data and
model is generated from historical data and performance of generated model is
tested with how well the model perform for unseen data. The performance evalu-
ation parameters such as TP Rate, FP Rate, Precision, Recall, F Measure and ROC
Area are represented very clearly which contains the information about detection
performance of each classifier (Tables 7, 8 and 9).

Table 9 Actual and predicted value for DT and improved DT

S. No. Actual value Predicted value

Traditional decision tree Improved decision tree

157 Low Low Low

158 Excellent Excellent Excellent

159 Excellent Good Excellent
160 Excellent Excellent Excellent

161 Average Average Average

162 Low Low Low

163 Excellent Excellent Excellent

164 Low Low Low

165 Excellent Excellent Excellent

166 Low Low Low

167 Excellent Excellent Average
168 Excellent Excellent Excellent

169 Excellent Excellent Excellent

170 Average Excellent Average
171 Average Average Average

172 Excellent Excellent Excellent

173 Average Excellent Average
174 Good Good Good

175 Excellent Excellent Average
176 Excellent Excellent Excellent

177 Average Average Average

178 Low Low Low

179 Excellent Excellent Excellent

180 Average Excellent Average
181 Average Excellent Average
182 Good Good Good
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6 Conclusion

Predictive modeling of students academic performance using both traditional
supervised classifiers and improved decision was implemented using the data dri-
ven approach through parameters involved in students’ success is determined and
predicted. The detection performance of different supervised classifiers such as DT,
NB, NN, KNN and Improved DT has been evaluated on student’s academic per-
formance dataset. The examined result verifies the planned Improved Decision Tree
perform better than available classifiers in term of accuracy, sensitivity, specificity
and time taken to build the model than all other classifiers. The proposed model
Identifying low performance in students through generating production rules by
improved decision tree model and filters the important illustrative rules, to direct
students’ low performance, to assist poor and average category students to improve
their academic performance and results. The problem that we faced during the
implementation of the proposed method is the availability of in adequate data and it
will be overcome in future by collecting huge volume of data from different uni-
versities in order to further improve the detection performance of the prediction
model.
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A New Pulse Width Modulation Technique
with Hybrid Carrier Arrangement
for Multilevel Inverter Topology

N. Prabaharan, V. Arun, K. Palanisamy and P. Sanjeevikumar

Abstract This article introduces a new reduced switch multilevel inverter topology
that operates in asymmetric state. The advantage of proposed multilevel inverter is
utilizing the lower device count when compared to traditional configuration. This
paper depicts a hybrid pulse width modulation which includes three different car-
riers and unipolar references. The three different carriers are saw-tooth, triangular,
inverted unipolar sine which is arranged in phase disposition technique. The
effectiveness of proposed hybrid pulse width modulation (HPWM) technique is
tested with a new reduced switch topology using MATLAB/Simulink. The different
parameters are calculated with various modulation indices.
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1 Introduction

Past decades, the multilevel inverter (MLI) concept has been renowned as an
imperative and substantial choice of source in high power application [1].
Utilization of multilevel inverters in high power industries has many advantages
such as producing good quality of waveform with minimum distortions, reducing
passive filter size, lower switching stress and switching losses [2]. A detailed
investigation of MLI, modulation techniques, controls and applications were pre-
sented in [1]. Diode Clamped, Flying Capacitor, and Cascaded H-Bridge multilevel
inverters are the classical types of MLI and which are utilized in high power
application [3]. Increasing the component count is the major concern while the
topology is extended to another level [4]. The multilevel inverter topology is
possible to interface with DVR by replacing the tradition two-level inverter [5].
Nowadays, many topologies are presented with optimum number of switches [2,
6–10]. Asymmetric type of multilevel inverter produces good quality of waveforms
with low distortion when compared to symmetric type of multilevel inverters [11].
In [12], a topology is used for grid connected PV application. In [13], single DC
source cascade multilevel inverter is employed. Hybrid topologies are very popular
for medium voltage drive application and renewable energy based grid connected
application [14].

This article presents a new MLI topology which operates at asymmetric con-
dition for increasing the output voltage levels and reducing the count of utilizing
switches. Also, the HPWM is implemented to generate the pulses of switches in
proposed MLI. In hybrid pulse width modulation, three different carriers such as
saw-tooth, triangular, unipolar inverted sine and unipolar sine reference are utilized.
The selection of carriers and reference is based on the control freedom degree
principle. The simulation results are taken with hybrid PWM technique at different
modulation indices.

2 Proposed Multilevel Inverter Topology

Generally, cascaded type or reduce switch multilevel inverter requires multiple DC
sources for producing output voltage. The use of multiple DC sources can demand
long cables and the short distance between the sources may lead to voltage
unbalance. So, asymmetric DC source multilevel inverter reduces the utilization of
DC source count when compared to symmetric DC source multilevel inverter. Also,
it requires lesser DC source for large output voltage levels. The new topology
becomes more reliable because the lesser count of DC sources are employed. The
proposed MLI differs from conventional multilevel inverters by utilizing the
reduced count of switches and DC sources. Figure 1 depicts a circuit configuration
of new breed of single phase asymmetrical reduced switch multilevel inverter. The
proposed topology utilizes two DC sources and seven switches for generating seven
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level output voltage. The voltage levels are 0Vdc, Vdc, 2Vdc, 3Vdc, −Vdc, −2Vdc, and
−3Vdc. The two separate DC sources are connected in cascaded manner with
appropriate switches. This makes the output voltage level in positive polarity.

A one full bridge inverter is associated with it to develop the output voltage level
in both polarities. The generation of +Vdc is possible by switching on S1, S2 and S4,
S5 switches in full bridge. At that time, the switches S3, S6 and S7 are turned off.
The generation of +2Vdc is possible by switching on S2, S3 and S4 and S5 switches
in full bridge, whereas S1, S6 and S7 are turned off. The generation of +3Vdc is
possible by switching on S4 and S5 switches whereas the remaining the switches are
turned off. Similarly, the negative output voltage levels are also generated by
turning on the same switches but the only difference in full bridge inverter switches.
Instead of S4 and S5, the S6 and S7 switches are turning on to achieve the required
output voltage. Table 1 depicts the operating switches of proposed MLI topology.
The proposed asymmetric MLI topology utilizes 2n type of DC source. Here, the n
represents the count of DC sources presented in the proposed MLI topology. The
general form of output voltage level is given below

Vn ¼ 2nþ 1 � 1; n ¼ 1; 2. . . ð1Þ

3 Pulse Width Modulation Technique

From the literature, the single carrier andmulti carrier techniques are twomajor carrier
based modulation techniques [1]. Multicarrier PWM techniques are more popular
nowadays to generate the switching pulses ofMLI switches [3, 15].Multicarrier pulse
width modulation techniques can be categorized into two types such as Level shifting
and phase shifting techniques [16]. In level shifting waveforms, the reference
waveform is sampled continuouslywith the carrier waveformswhich are displaced by
contiguous increments of the waveformswhereas, in the phase shifting techniques the
carriers are shifted “180°/m” [4]. Here, the ‘m’ represents the number of carriers.
Generally, many research papers utilizing the triangular waveforms as carriers. In this

Vdc

2Vdc S1

S2

LOAD

S3 S5

S4 S6

S7

Fig. 1 New type of reduced
switch multilevel inverter
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article, the phase disposition techniques are utilized. It is defined as the each carrier
has same frequency, amplitude and phases. In this arrangement, the dominant har-
monic order is intensed at the carrier frequency. So, the phase disposition carrier
technique has lesser harmonic distortion on line voltages. In this paper, the hybrid
carriers are utilized. Saw-tooth, triangular and unipolar inverted sine carriers are the
three different carriers utilizing in hybrid pulse width modulation techniques. The
chosen of carrier arrangement is based on the control freedom degree principle. Also,
from the principle, the amplitude and frequency of the each carrier can be decided.
The selection of frequency is depends on the application and amplitude of the each
carriers are set to be in one. The reference waveform of the PWM is unipolar sinu-
soidal reference. The unipolar PWM requires half of the carriers when compared to
the bipolar or traditional PWM technique. The selecting of particular reference
waveform is also possible from the control freedom degree principle. From the
principle, the frequency of carrier and reference waveforms, amplitude and phase are
to be selected. Figure 2 shows the hybrid carriers with unipolar sine reference pulse
width modulation waveform with 0.9 modulation index. The range of amplitude and
frequency modulation index can be selected as follows

ma ¼ 2Am=ðm� 1ÞAc ð2Þ

mf ¼ fc=fm ð3Þ

Table 1 Switching sequence
for proposed seven level
multilevel inverter

S1 S2 S3 S4 S5 S6 S7 Level

Off Off Off On On Off Off 3Vdc

Off On On On On Off Off 2Vdc

On On Off On On Off Off Vdc

On Off On Off Off Off Off 0Vdc

On On Off Off Off On On −Vdc

Off On On Off Off On On −2Vdc

Off Off Off Off Off On On −3Vdc
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Fig. 2 Proposed hybrid pulse width modulation: hybrid carrier and unipolar sine reference
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Here, the ma and mf represents the amplitude and frequency modulation index
respectively, Am and fm represents the amplitude of reference waveform and fre-
quency of reference waveform and the Ac and fc represents the amplitude of carrier
waveform and frequency of carrier waveforms.

4 Simulation Results

The proposed reduced switch multilevel inverter for generating seven level output
voltage with two DC sources and seven switches is modeled using
MATLAB/Simulink. The simulation parameters are Vdc = 100 V, resistive load
(R) = 100 Ω, resistive and inductive load (RL) = 100 Ω and 20 mH, carrier fre-
quency (fc) = 2000 Hz and main frequency (fm) = 50 Hz. Figure 3 shows seven
level output voltage for reduced switch multilevel inverter with unipolar sine ref-
erence and hybrid carriers with 0.9 modulation index at resistive load. Figure 4
shows the FFT plot for proposed multilevel inverter with unipolar sine reference
and hybrid carriers with the modulation index of 0.9 at resistive load. The
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Fig. 3 Output voltage for proposed MLI with hybrid PWM at 0.9 modulation index
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Fig. 4 FFT plot for proposed MLI with hybrid PWM at 0.9 modulation index
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simulation results are taken for different modulation indices with the range of 0.8–1.
The different parameters such as %THD, fundamental RMS voltage, crest factor,
form factor are calculated and tabulated. Table 2 shows that the different parameters
value of proposed simulation results. From that table, it is clearly understood that
the %THD value increases when the modulation index decreases whereas the
fundamental RMS voltage increases. The crest factor value is same for all the range.
The harmonic order is dominant in 27th, 29th, 31st, 33rd, 37th and 39th order.
The proposed topology is tested with RL load and the waveforms are shown in

Table 2 Simulated results
for different parameters with
different modulation index

ma Sinusoidal PWM with hybrid PD carriers

%THD VRMS Crest factor Form factor

1 17 217.7 1.4143 4615.22

0.95 19.73 209.5 1.4143 8218.90

0.9 21.59 200.6 1.4142 72468.48

0.85 22.94 189.9 1.4139 79257.09

0.8 24.48 179.9 1.4140 10984.07
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Fig. 5 Output voltage and current waveform for RL load
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Fig. 6 FFT plot for output current waveform with RL load
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Figs. 5 and 6. The output voltage and current waveform for RL load is shown in
Fig. 5. The FFT plot for current waveform with RL load is shown in Fig. 6.

5 Conclusions

A new reduced switch MLI topology has been introduced in asymmetric state. The
proposed topology needs lower count of DC sources and switches for generating
the seven-level output when compared to the traditional CHBMLI. A new HPWM
technique has been utilized to generate the switching pulses. The selection of
carriers and reference in pulse width modulation is based on the control freedom
degree principle. The unipolar sine reference acts as a reference waveform and the
combination of saw-tooth, triangular, and unipolar inverter sine carriers has been
utilized as carrier waveforms. The proposed multilevel inverter output voltage
generates lower %THD based on the hybrid pulse width modulation. Different
parameters has been calculated and tabulated.
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Watershed-Matching Algorithm: A New
Pathway for Brain Tumor Segmentation

S.M. Kamrul Hasan, Yugoshree Sarkar and Mohiudding Ahmad

Abstract Brain tumor detection through Magnetic Resonance Imaging (MRI) is a
very challenging task even in today’s modern medical image processing research.
To form images of the soft tissue of the human body, surgeons use MRI analysis.
They segment the images manually by partitioning into two distinct regions which
is erroneous and at the same time, may be time-consuming. So, it is a must be better
the MRI images segmentation. This paper outlines a new finding to detect brain
tumor for better accuracy than earlier techniques. We segment the tumor area from
the MR image and then to find the area of the segmented region, we use another
algorithm to match the segmented part with the input image. In addition, the paper
concludes with the status checking of the tumor and provides a necessary diagnosis
of brain tumor. Lastly, we compare our proposed model with other techniques and
get a far better result.
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1 Introduction

Brain tumor, which is one of the most quotidian neurological brain complications,
creates a devastating effect on many lives. It is an uncontrolled mass of tissues
found in different parts of the brain like pituitary gland, skull, neurons etc.
According to Bangladesh Cancer Organizations and Resources (BCOR), about
122,700 people are newly diagnosed with cancer per year around Bangladesh with
91,300 people dying from cancer. Of the cancer patients approximately, 18.3% are
diagnosed with the malignant type brain tumor. It can be the cause of most difficult
cancers to treat. So, it is important to detect tumor accurately. Though past
researchers have prepared their research, still now it is a vast research field because
of the variation of the data of MRI. Brain tumors normally stay in the posterior
cranial fossa so; it is difficult to detect it manually by the help of Biopsy. Automatic
segmentation of MR images is the only process that partitions an MR image into its
constituent regions and identifies ROI (regions of interest). Brain tumors show its
symptoms by using two factors: tumor location and tumor volume. The accurate
and automated segmentation can reduce the mortality rate and improve the diag-
nosis. Tumors have high-density blood vessels and so they are highly vascularized
tissues. Hence, MRI can only better perform of variation between the viable and
non-viable tumor than the CT scanning. It provides the detailed information about
the brain tumor anatomy that will allow effective diagnosis of the disease. It also
shows the cross sectional view of both horizontal and vertical planes of the brain.

2 Literature Review

Accurate segmentation is the key step in medical image. Different researchers have
proposed different segmentation techniques. To understand the efficacy of these
techniques, these are classified into two categories named: supervised and unsuper-
vised techniques. Authors in [1] use discreteMarkov Random Field (MRF) algorithm
for the brain tumor segmentation. Here, the parameter estimation and computing
probability for this method is very difficult. Authors in [2] use the Morphological
Filtering Technique. But due to having no complexity in the system, it is not perfect
segmentation algorithm. Author in [3] uses level set methods as they handle complex
geometries very easily. Ironically, they are user-dependent being adjusted several
parameters. Apart from that, they need a large number of iterations [4].

This paper presents a completely new finding named WM (Watershed-Matching)
to detect tumors. We use a traditional watershed segmentation algorithm for brain
tumor segmentation and then use SIFT (Scale-Invariant Feature Transform) algo-
rithm to match the segmented region with the original image and thus, we calculate
the area of the tumor region from the matching part by projection and get the better
result than any algorithm used earlier.
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3 Proposed Methodology

Our proposed method is a new algorithm shown in Fig. 1. We divide our model
into three modules: image acquisition, preprocessing, and segmentation.

3.1 Image Database

Before starting our work, we collect brain tumor image database to compare our
model. These brain images can be obtained from MRI scan and we present these in
a 2D matrix having the pixels. We collect our database from two different sources.
We collect 100 T1-weighted brain tumor images of 14 patients along with truth
images from Montreal Neurological Institute (MNI BITE) database [5]. All the
images were is MINC format. We convert the MINC to MHA format. We collect
another 100 MR images from 5 patients (age: 25 ± 6 years, height: 168 ± 4.4, and
weight: 59 ± 9 male). The second database was prepared by ourselves. Then, we
scale all the collected images in MATLAB with 256 * 256 dimensions.

Fig. 1 Block diagram of the overall method (from left to right). The overall process of the
watershed segmentation and the SIFT algorithm is depicted here in the block diagram, flow chart
of segmentation process using watershed algorithm
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3.2 Preprocessing Stage

Preprocessing is the stage where noise is removed and any minute details are
ameliorated. To procure segmentation without any noise, this module is a must. Our
preprocessing module includes noise reduction from the image using a trilateral
filter and artifacts removal that include the patient’s name, age, dimension of the
scanned image and other information. This refinement will revamp the overall
image quality.

4 Watershed Segmentation Algorithm (WSA)

Image segmentation is a technique of extracting the most important characteristics
to comprehend the information more easily. In our proposed method, we use
Watershed Segmentation Algorithm (WSA) is based on mathematical morpho-
logical process. It is used to find the watershed lines in an image for separating the
distinct regions in touching objects. To understand the watershed algorithm, we can
think of a gray-scale image I, where two objects are touching each other. In
watershed transform, this image can be regarded as a topological surface, where the
value of I(x, y) corresponds to heights [6].

5 Scale Invariant Feature Transform Method (SIFT)

Scale Invariant Features Transform (SIFT) algorithm normally transforms an image
into a collection of local feature vectors. Here, we use segmented tumor region with
the original image and to do this we have to find the keypoints to find the matching.
We put down the steps in Fig. 1 that we have performed for matching. We have
introduced the overall steps of SIFT algorithm to create a new era in the image
segmentation accuracy-check process [7]. We implement a 16 � 16 array and use
an 8 bins histogram for computing the keypoints orientation.

6 Results and Discussions

In method 1, we pass the input image through two steps of filtering and then apply
watershed segmentation algorithm (WSA). Here, we use the trilateral filter and
filtering the improvement factors. We can see from Fig. 2 that, the tumor region is
segmented from the earlier over-segmented watershed contour. We apply this
transform to get the similar objectives out of the background. As we see from the
gradient image, the region with less change in gray has lower gradient and gradient
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is higher in the neighbor boundary than the inside region. That’s why a gradient
structural element (size of 3 * 3) is used as the reference image. Then, we apply a
morphological operation that includes opening and closing operation to get back the
original one. In the dilation operation, an original image is eroded first and then
dilated. If the gradient image can fulfill the requirement of different shape, then
opening operation is performed as a union formation and in this way, the whole
image when goes through the filters then the main image can be retained and the
noise is eliminated. In the same way, closing operation is performed where the main
image is first dilated. After this opening-closing operation, the original image is
rendered and thus we get the segmented region as in the fourth row.

We analyze our algorithm for 3D MR images. We construct 3D image using 3D
slicer and we apply watershed algorithm. The input image is loaded in the software,
then we can see the directional images in three different window. The volume
model is built with the pre-chosen color. The first model is corpus callosum labeled
color: green. The second model is frontal lobe white matter right labeled 17
(threshold 17:17), color: green. The third model is frontal lobe white matter left
labeled 17 (threshold 17:17), color: green. Then, we create a surface volume using
voxel maker. We can change different parameters like relief, color, luminosity etc.
as per our need [8, 9].

In the medical diagnosis field, these tools have wide application for better
visualization of segmented image. Two-dimensional images can’t detect the dis-
tinction of volume in the tumors system and cannot provide objective data that 3D
slicer can do [10].

Fig. 2 Experimental result of watershed segmentation (see from left to right and top to bottom)
input MR T1 image, artifacts removal, noise reduction and edge smoothing by trilateral filtering,
de-noise image by a bilateral filter and reduction of impulse noise by median filtering, watershed
transform in RGB color, gradient watershed transform, white part refers to tumor segmentation,
blue contouring refers to tumor area detection using WSA
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So, we conclude that our algorithm works well in 3D images also. As we see
from Fig. 3 that the tumor exists in the Ventricles of the brain which is shown green
color in the image.

6.1 Shift Results

As from our 2D and 3D data, we can segment tumor perfectly and so, to find the
tumor area, we apply SIFT algorithm. We can see from Fig. 4 that, the input and
output MR image that we use for watershed transform, are also used for SIFT
algorithm. According to the algorithm, we find the possible keypoints between
input and output and then we discard the unreliable keypoints. For our experiments,
we used T1-magnitude images. To create a training set of SIFT keypoints, first we
find the features that carry the most relevant information. Then we extract the
keypoints to detect the tumor region. From Fig. 4, we can behold that the tumor
region, which is our outcome has the keypoints with high-density cluster
(green/blue “+” sign). Lastly, the tumor is detected by the selection and matching of
the extracted keypoints.

6.2 Tumor Area Calculation

From the last part of Fig. 4, the tumor area is calculated as our following ways in
(1)–(3):

Image ¼
X255

l¼0

X255

w¼0

½xð0;whitepixelsÞþ xð1; blackpixelsÞ� ð1Þ

Fig. 3 Experimental result of watershed segmentation (from left to right). All slices with the
tumor in 3D, watershed result of brain tumor image (red slice only)
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White pixels count; W ¼
X255

l¼0

X255

w¼0

½xð0;whitepixelsÞ� ð2Þ

Tumor size ¼ ½ðWÞ� � 0:264 mm2 ð3Þ

where

1 Pixel ¼ 0:264 mm ð4Þ

The tumor area is calculated to check the status of the tumor. As in our case, the
area calculated was 269. So, it was in the initial stage. If the detected white pixels
� 500 then it will be in critical stage. We compare our final result with the truth
image and calculate the accuracy.

7 Conclusion

The brain tumor is treatable if it has been identified in the earliest stages of the
disease. We proposed and implemented an innovative method for the brain tumor
detection and segmentation in this paper. Our main contribution consisted of
modeling improved watershed algorithm with three steps of de-noising filtering and
designing scale-invariant feature transform algorithm where the optimized features
were selected. Traditional over segmentation problem could be minimized by our
improved algorithm. As the MR images are highly affected by noise and artifacts.
We preprocessed the images using artifacts removal, median filter and trilateral
filter for improving the segmentation quality. Due to this improved combination,
our proposed method is far better than any single or other combination algorithms.
To check the accuracy of our algorithm, we compared the result with the truth
images and acquired 98.5% accuracy. Here, we also introduced status checking of
the tumor. We calculated the area of the tumor and then set a decision rule to decide
whether it is in a critical or initial stage. This status checking made our system more

Fig. 4 Experimental result of SIFT segmentation (see from left to right) finding features of input
MR brain tumor image, finding keypoints; the density of green signs and also the blue signs on the
tumor area indicate the tumor region, keypoints are localized and then finding matching and lastly
find 89 matches between the input and the output image and thus confirms the tumor area from the
binary image
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robust. Our framework can be used in the general application. In future, we would
use it not only for brain tumor segmentation but also for other applications like the
bone tumor, lung tumor, or other segmentation purposes. We will reduce the
number of manual interactions. This will help the physicians to prosecute the
further treatment process in advance to treat tumor patients.

Acknowledgements Higher Education Quality Enhancement Project (HEQEP), UGC,
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A Compact Slotted Textile Patch Antenna
for Ultra-wide Band Application

Nikhil Kumar Singh, Vinod Kumar Singh, Anurag Saxena,
Akash Kumar Bhoi, Amik Garg and K.S. Sherpa

Abstract In this article a compact slotted textile patch antenna for Ultra-wideband
applications with enhanced bandwidth is presented. The optimized antenna is
intended on textile substrate with dielectric constant of 1.7. The compact size of
antenna is 50 � 50 � 1 mm. This presented rectangular-shaped antenna that has
been simulated using CST tool. The presented antenna resonates at frequency
3.98 GHz with the reflection coefficient of −34.12. It covers a bandwidth of
6.27 GHz extending from 2.86 to 9.13 GHz. It has maximum directivity of
2.969 dBi.

Keywords Partial ground � Ultra-wide band � Wireless application
Textile patch � CST tool
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1 Introduction

Currently, the fast improvement of modern communication systems is necessary
for transportable devices for some important features which includes easy
designing, lightweight, small in size, compatible with microwave, millimeter wave
integrated circuits, less production cost, and easy fabrication of microstrip
antennas. The microstrip antenna has abundant useful properties which include
tiny size, lowcost of the fabrication, lightweight, ease of setting up but the main
limitations of printed antennas remain their narrow bandwidth features which limit
the range of frequency over which the antenna can work efficiently. Microstrip
antenna comprises three most important parts which is substrate, patch, and
ground. A dielectric substrate is sandwiched between radiating patch and ground
plane. The conducting patch is located on the dielectric substrate which is used as
radiating element. On other side of dielectric substrate there is conducting layer
used as ground part [1–6]. Microstrip antenna plays major role in wireless
communication system. Microstrip antennas are used in high-performance air-
crafts, radar, missiles, and other spacecraft. It has many advantages such as its
lightweight, simple structure, ease of addition, and less cost. Microstrip antenna
requires very less space for installation as these are simple and small in size. The
only space these require is the space for the feed line which is placed behind the
ground plane. Microstrip antennas are low profile, simple, conformable to planar
and nonplanar surfaces, inexpensive to manufacture using modern printed circuit
technology [7–14].

There are a variety of methods for enhancing the bandwidth of textile
microstrip antenna such as expand the substrate thickness, utilizing low dielectric
material, using numerous feeding techniques and impedance matching. But the
bandwidth and the thickness of the antenna are both conflicting properties, that is,
enhancement of bandwidth increases the size and thickness of presented antenna
[15–22].

2 Antenna Design Configuration

The offered antenna works for three resonant frequencies which are shown in
Fig. 1. If there is more than one resonant part available with each operating at its
own resonant frequency, then the overlapping of multiple resonance leads to
broadband applications. The basis of the proposed antenna was an annular ring with
outer patch radius 14 mm and inner patch radius of 10 mm. Then rectangular shape
was obtained by cutting a rectangular shape slot from the circular patch and finally
the proposed design was obtained by cutting a circle in rectangle and the parameters
of presented antenna is shown in Table 1.
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3 Optimization of Proposed Microstrip Antenna

The CST software has been used to design and optimize the results produced by the
rectangular-shaped antenna. In the beginning circular patch was used to achieve the
desired bandwidth, then the circular patch was modified to rectangular-shaped patch
and at last the proposed shaped patch was achieved to optimize the results. Figure 2

Table 1 Dimensions of anticipated textile antenna

Design parameters Value

Relative permittivity (er) 1.70

Loss tangent (tan d) 0.025

Substrate thickness (h) 1.0 mm

Outer circle patch radius (R1) 14 mm

Inner circle patch radius (R2) 10 mm

Inner circle slot radius (R3) 4 mm

Square patch dimension 5 � 5 mm

Microstrip feed line (L � W) 2 � 15

Substrate dimension (Ls � Ws) 50 � 50

Partial ground plane (Lg � Wg) 50 � 10

Fig. 1 Configuration of the proposed pentagonal textile microstrip antenna
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shows the geometry of antenna1, antenna2, and antenna3. The return loss for
antenna1, antenna2, and antenna3 has been denoted by blue, orange, and gray
colored curves, respectively, in Fig. 3.

4 Radiation Pattern

Figure 4 depicts simulated 2D radiation pattern of proposed microstrip antenna at
3.98 GHz which describes the main lobe direction = 168° and angular width
(3 dB) = 73.3° and main lobe magnitude = 3 dBi at u = 90. Also it gives the main

Fig. 2 Geometry of the proposed antennas a Antenna 1 b Antenna 2 c proposed Antenna 3
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Fig. 3 Simulated return loss versus frequency for the proposed textile microstrip Antenna 1,
Antenna 2, and Antenna 3
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lobe direction = 180° and main lobe magnitude = 2.7 dBi at u = 0°. Figure 5
shows simulated 3D radiation pattern of proposed microstrip antenna at 3.98 GHz
which gives good radiation efficiency of about −1.798 dB and directivity of
2.969 dBi.

Fig. 4 Simulated 2D radiation pattern of proposed textile microstrip antenna at 2.98 GHz
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5 Conclusions

A slotted textile patch antenna with circle in its center is estimated for Ultra-Wide
Band application. The overall dimension (50 � 50 � 1 mm) of presented antenna
is very compact, thus suitable for installation on heavy satellites. The results are
obtained by using CST software. The antenna has maximum directivity of about
2.97 dBi. The antenna has stable radiation pattern over the entire 6.27 GHz
bandwidth that extends from 2.86 to 9.13 GHz, thus the presented antenna is
appropriate for Ultra-wide Band application.
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Optimization of Hodgkin–Huxley
Conductance-Based Model Using Particle
Swarm Optimization and Firefly Method

Rashmi Deka, Kuntala Boruah and Jiten Ch. Dutta

Abstract Hodgkin–Huxley have developed a neuron model describing the bio-
physical nature of a neuron in 1952. The model describes the ionic exchange taking
place in the neuron mathematically. In this paper, the values of the parameters of
the H-H model are optimized. Particle swarm optimization (PSO) and Firefly
algorithm (FA) methods are used here and both the methods are compared for
optimal solution. These methods are metaheurestic methods and they follow the
nature’s law of flocking in PSO and flashing pattern in FA. The optimized
parameters are found keeping in reference the signals generated directly from the
nonlinear equations given by Hodgkin–Huxley. Estimation of parameters has its
own importance in biomedical field for determination of relation between
parameters.

Keywords Hodgkin–Huxley � Particle swarm optimization (PSO)
Firefly algorithm (FA) � Conductance � Membrane potential

1 Introduction

Hodgkin–Huxley have developed a neuron model describing the biophysical nature
of a neuron [1–3]. It describes the ionic flow inside and outside the cell mathe-
matically. This followed the development of many neuron models but H-H model
has its own significance. In this paper, the parameters related to this model are taken
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into consideration for optimization purpose using PSO and FA [4–7]. Both the
methods are compared and the method which yields result closer to H-H model
efficiently is observed. Optimization of neuron model and its signals has been done
earlier using stimulated annealing, Genetic algorithm [8–10] for application in
neurology. But these advanced algorithms were found to be more efficient. Action
potential is a signal which transfers information from brain to the body and vice
versa. It is produced from the ionic flow of potassium, sodium, and leakage ions
present in the cell. Flow of ions is dependent on the gates opening and closing for
sodium and potassium ions. The equations given below (1) and (2) are the
parameters related to neuron signal. gNa, gK, and gl are the conductances related to
sodium, potassium, and leakage ions. m and h are the gates for activation and
inactivation of sodium ions. n is the number of gates opening for potassium ions.
The parameters gNa, gK, ENa, EK are optimized in this paper with PSO and firefly
method. Both the methods are compared and their efficiency is observed. Total
current is represented by I and it is divided into ionic current and capacitance
membrane. V is the membrane potential.

I ¼ CM
dV
dt

+ Iion ð1Þ

I ¼ Cmembrane
dV
dt

þ �gKn
4ðV � VKÞþ �gNam

3hðV � VNaÞþ �glðV � VlÞ: ð2Þ

2 Materials and Method

Estimation of the parameter is done in MATLAB using PSO and FA algorithm.
Dr. Eberhart and Dr. Kennedy have developed the particle swarm optimization

method. It follows the principle of bird flocking. It repeatedly searches for optimum
solution regularly. The particle optimizer searches for a best solution and another
optimizer searches for the best solution. Then the PSO searches for the global
optimum solution. PSO do not use the principle of mutation and crossover. PSO
yields better results and in a cheaper way.

Firefly algorithm follows the principle of fireflies flashing behavior. It searches
for the brighter ones and when it cannot search for the brighter ones, it moves
randomly. The brightness decreases with distance. The brightness is dependent on
objective function. The population is divided into subgroups and the subgroups
search for the optimum solution simultaneously. FA subdivides into group auto-
matically which is an advantage for large population. The best solution is then
evaluated from the groups combined.

These two optimization methods are used for estimation of parameters in
conductance-based model in H-H model.
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3 Results and Discussions

Figures 1 and 2 show the estimation of sodium conductance using FA and PSO
keeping the H-H signal as reference signal. It has been observed that FA generates
results faster than PSO. Moreover, the value generated by FA is more optimized
and closer to H-H value. Figures 3 and 4 depict the potassium conductance esti-
mation using FA and PSO. Table 1 shows the estimated values and the values given
by H-H is shown for comparison.

Fig. 1 Optimization of
sodium conductance using
PSO

Fig. 2 Parameter estimation
of potassium conductance
using PSO
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Fig. 3 Estimation of sodium
conductance using FA

Fig. 4 Potassium
conductance optimization
using FA
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4 Conclusion

Parameters related to action potential are optimized using Firefly and PSO algo-
rithm. It has been seen that firefly method is more efficient. It takes lesser time in
evaluation of the optimized value. Moreover, the value estimated by firefly method
is closer to the value given by H-H model. Estimation of parameters is significant in
biomedical field since it helps to find the relationship between the parameters.
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Table 1 Estimated values and the values given by H-H model

Parameters related to neuron
signals

Values given by H-H
model

Estimated by
PSO

Estimated by
FA

gNa 120 180 150

gK 36 22 30

gl 0.3 0.2 0.3

ENa −115 −111 −114

EK 12 11 12

El −10.613 −10 −10.6

I 0.1 0.1 0.09
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A Model to Demonstrate the Universality
of DNA-NAND Gate

Kuntala Boruah, Rashmi Deka and Jiten Ch. Dutta

Abstract A model is proposed to demonstrate the universality of DNA-NAND
gate at molecular level. NAND gate is one of the universal logic gates as any other
gates can be obtained from it alone. A theoretical proof of principle simulation is
presented in this paper to derive other basic logic gates with the help of
DNA-NAND gate. Well established DNA operations are used as tools during the
entire simulation.

Keywords DNA � DNA computing � NAND gate � Universal gate

1 Introduction

Deoxyribonucleic acid (DNA) computing is a newly evolved nonconventional
computational paradigm which uses the information processing capability of DNA.
The first implementation experiment was performed by Adleman in 1994 [1]. He
successfully presented a molecular approach to solve an instance of 7-noded
Travelling salesman’s problem (TSP). In the following years, tides of ideas and
models were proposed to solve several computational problems. Initially tremen-
dous efforts were put into solving NP-Class problems but with time several other
branches and sub-branches of research emerged. Area of simulating biochemical
Boolean circuits and logic gates was stated after the publication of Ogihara and Ray
in 1997. They demonstrated an AND-OR circuit with run time proportional to size
of the circuit [2]. Since then numbers of models have been proposed to develop a
robust, efficient, scalable, and reusable circuits using different biochemical prop-
erties as computational tools [3–12].
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In this paper the authors have proposed a simulation process to recreate and
verify the universality of DNA-NAND gate at molecular scale. Emphasis is given to
reduce the number of biochemical operations involved in the simulation process.

2 DNA-NAND Gate Design

During the gate design process eight unique DNA strands of length 6 nucleotides
each has been preassigned to the input variables depending on its associated values,
i.e., for X = 0, X = 1, Y = 0, and Y = 1 different sequences have been assigned
(shown in Table 1). While designing gates, all the rows of the corresponding truth
table are scanned and examined sequentially. Depending on the output value, the
gate strand is designed. When a row has output =‘1’ or ‘True’, the corresponding
DNA sequences associated with the input variables present in that row is ligated
one after another in linear fashion. Whereas when output value is ‘0’, the ligation
process is skipped for that particular row and continues scanning the next row until
the end of the table is reached.

In case of NAND gate (shown in Table 2) the first, second, and third rows have
output value ‘1’, therefore while designing the DNA-NAND gate, the associated
nucleotide sequences corresponding to each variable values are tailored together for
three rows excluding the fourth row which has output ‘0’.

The designed DNA-NAND with 30 ! 50 orientation obtained by the gate design
strategy is shown below.

3′-GCTATTGACTTAGCTATTGTAACATCTGACGACTTA-5′
Input design is an important part of the simulation process. During the simu-

lation process single-stranded DNA sequence is designed as inputs which are
equivalent to digital input values. For a two-variable truth table there are four digital
input combinations, i.e., (0,0), (0,1), (1,0), and (1,1). DNA strand is designed in
such a way that apart from reproducing the digital inputs it also helps in final
readout of outputs. The input strand consists of two parts; digital information part
and self-complementary sequences at its two ends. The digital information part is

Table 1 Preassigned sequence

X 30 ! 50 �X
50 ! 30

Y 30 ! 50 �Y
50 ! 30

1 TCTGAC AGACTG 1 GTAACA CATTGT

0 GCTATT CGATAA 0 GACTTA CTGAAT

Table 2 NAND gate truth
table with inputs X and Y

X Y Output

0 0 1

0 1 1

1 0 1

1 1 0
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encoded by ligating the complements of associated variable sequences. The
self-complementary sequences are represented by ‘S’ and ‘�s’ and are assigned with
unique self-complementary DNA sequences of 6 nucleotides each. The input
strands have the tendency to self-hybridize to obtain hairpin formation.
A fluorophore and a quencher attached in its two 5′ and 3′ ends of input strand due
to which they can act as molecular beacon (MB) (shown in Fig. 1). The DNA MB
equilibrated between ON and OFF conformation depending on the presence or
absence of target molecular sequence in the gate strand. Table 3 shows the designed
input sequence equivalent to the digital inputs.

During the execution steps, the gate strand and the input strands are allowed to
anneal. The loop part of the input strand undergoes hybridization with the gate
strand on finding its target sequence and hence opens up. Because of the confor-
mational change fluorescence donor and fluorescence acceptor separate and restore
the fluorescence emission. Therefore, the successful hybridization can be detected
by emission of fluorescence and the output is readout as ‘1’ or ‘True’. In other case
when the hybridization is unsuccessful, the input beacon does not open up and
hence there is no event of transformation of darkness to brightness and in such case
the output is read as ‘0’ or ‘False’. In Sect. 3 of this paper the above-mentioned
technique is used for evaluation of NAND gate and reading out the output.

3 Universality of DNA-NAND Gate

3.1 Realization of AND Gate with DNA-NAND Gate

AND gate can be derived from NOT of NAND gate as shown in Fig. 2. There are
two NAND gates integrated in such a fashion that the output of first gate acts as
input to the second gate. The digital property of AND gate can be reproduced at

Fig. 1 Input strand

Table 3 DNA input strands Inputs Derived Input

0,0 5′ S-CGATAACTGAAT-S 3′

0,1 5′ S-CGATAA CATTGT-S 3′

1,0 5′ S-AGACTG CTGAAT-S 3′

1,1 5′ S-AGACTG CATTGT-S 3′
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molecular level with the help of DNA-NAND gate shown in Figs. 3, 4, 5, 6 and 7.
The input strand and the gate strands are allowed to undergo hybridization and the
output obtained at g1 again acts as an input to the g2. Depending on four input
combinations the four cases are shown as Case 1, Case 2, Case 3, and Case 4.

Fig. 2 AND gate from NAND

Fig. 3 Reaction at Gate 1

Fig. 4 Reaction at Gate 2

Fig. 5 Simulation of NAND gate as AND gate for input (0,1)
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Case 1: When X = 0 and Y = 0, i.e., inputs are (0,0), the equivalent DNA input
sequence obtained is 5′-S-CGATAA GACTTA-S-3′ (shown in Table 3).

Gate 1: The input strands and the gate strand are complementary, hence they
successfully hybridize producing the output of g1 as ‘TRUE’ or ‘1’. Inputs to g2 are
obtained from output of g1.

Reaction at gate 1(g1):
Gate 2: Since the output of g1 is ‘1’, therefore the input to g2 is also ‘1’. While
translating digital input to DNA input ‘1’ is considered as (1,1). From Table 3, the
DNA equivalent of (1,1) is 5′-S-AGACTGGTAACA-S-3′ strand.

The reaction at g2 is shown in Fig. 4.
In gate 2 simulation no segment of gate strand and input strand are complemen-

tary, hence no hybridization occurs. Due to none emission, the output is evaluated as
0 or ‘false’. Therefore, it can be summed up by saying that whenever the input is (0,0),
then the final output is ‘0’ which is in agreement with digital AND gate.

Fig. 6 Simulation of NAND gate as AND gate for input (1,0)

Fig. 7 NAND as AND gate for input (1,1)
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Similarly, simulation and validation processes are carried out for all the digital
input cases, i.e., Case 1: (0,1), Case 2: (1,0), and Case 3: (1,1). Table 4 shows the
summary of simulation process and the output of digital AND gate (Figs. 5, 6 and 7).

3.2 NAND to OR Gate

In digital electronics NAND gate can be used to obtain the functionality of OR gates.
In this model author shows a simulation process at molecular level to reflect the
derivability of OR functionality with the help of DNA-NAND gate. Figure 8 shows
the digital circuit to obtain OR gate and Figs. 9, 10, 11 and 12 show the molecular
simulation. Gate 1 and gate 2 are separately simulated on the basis of the inputs as
shown in Case 1, Case 2, Case 3, and Case 4. The output from g1 to g2 acts as input to
g3. Table 5 shows the comparison of simulation output to the digital OR gate output.

3.3 NAND Gate as NOT Gate

Whenever the two inputs of NAND gate are joined together to a same input value,
then it acts as NOT gate (shown in Fig. 13). Though it is digitally well established
but in molecular level this theoretical validation is shown in Figs. 14 and 15.

Table 4 Digital and
simulated output (AND)

X Y Gate 2 output X and Y

0 0 Hairpin, dark 0

0 1 Hairpin, dark 0

1 0 Hairpin, dark 0

1 1 No hairpin, bright 1

Fig. 8 OR gate obtained
from NAND gate
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Fig. 9 Simulation of NAND gate as OR gate for input (0,0)

Fig. 10 Simulation of NAND gate as OR gate for input (0,1)

Fig. 11 Simulation of NAND gate as OR gate for input (1,0)
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There are two cases; case 1 and case 2. In case 1, both the inputs are ‘0’or ‘false’,
therefore the DNA equivalent input strand is 5′ S-CGATAACTGAAT-S 3′
(Table 3). Since the gate strand and the input strand are complementary, hence
hybridizes and results in fluorescence signal. Table 6 shows the comparison of
simulation output to the digital NOT gate output.

Case 1: Similarly, Case 2 shows the simulation process of input 1. Since the gate
strand and the input strand do not hybridize the output is read as 0.

Fig. 12 Simulation of NAND gate as OR gate for input (1,1)

Table 5 Digital and
simulation model output of
OR gate

X Y Gate 3 output X OR Y

0 0 Hairpin, dark 0

0 1 No hairpin, bright 1

1 0 No hairpin, bright 1

1 1 hairpin, bright 1

Fig. 13 NAND gate as NOT
gate

Fig. 14 Simulation of NAND gate as NOT gate for input 0
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Case 2: See Fig. 15 and Table 6.

4 Conclusion

In this paper, a theoretical model has been proposed to design and simulate a
two-input DNA-NAND gate at molecular level and to theoretically verify the
universality of the proposed gate by conceptual simulation of OR, AND, and NOT
gate. Series of inputs are provided in the form of DNA MB probe such that the loop
carries the information equivalent to digital input values. The simulation process is
based on sequence specificity of hybridization reaction between input MB and gate
strands. It is concluded that the proposed molecular gate is universal and retains the
digital property but involves substantial amount of human intervention which
affects the efficiency of the model. In coming future works it must be carried out to
overcome the limitation and increase the degree of automation.

Acknowledgements The authors would like to acknowledge the Tezpur University for providing
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Micro-Raman and FTIR Analysis
of Silicon Carbo-Nitride Thin Films
at Different H2 Flow Rate

Dhruva Kumar, Umesh Rizal, Soham Das, Bhabani S. Swain
and Bibhu Prasad Swain

Abstract Silicon carbo-nitride thin films were deposited on Si (100) substrate by
thermal chemical vapour deposition using C2H2 and Si powder precursors. The thin
films were characterized by scanning electron microscope (SEM), Fourier transform
infrared spectroscopy and Raman spectroscopy. The FTIR spectra reveals the
presence of vibration signature of various bonds at 512, 1135, 1688, 2444, 3032,
3550 cm−1 which correspond to Si–N, SiC–N, C–N, Si–H, C–H and N–H,
respectively, in the SiCN thin films. Raman spectra reveal the presence of three
prominent stoke shifts at 617, 1141 and 1648 cm−1 corresponding to Si–H, SiC–N
and C–C respectively. The vibrational signature of SiC–N shifted from 1126 to
1050 cm−1 with increase in H2 flow rate indicates formation of nanosized cluster in
deposited thin film.
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1 Introduction

The silicon carbo-nitride (SiCxNy) films have caught the attention of researchers
across the world due its excellent physical, chemical and mechanical properties
making it a promising material to be used for number of operations like thermal
protective coatings, wear resistive coating, production of electronic devices,
high-temperature semiconductors, electromechanical sensors for harsh environ-
ments, anode materials for lithium-ion batteries. [1–6]. Moreover, its optical band
gap tunes between 1.1 and 5.5 eV concerning carbon and nitrogen alloying.
Therefore, the selecting application mainly depends on chemical network of dis-
tributed sp2 and sp3 bonds carbon atoms and surrounding nitrogen and silicon in
the SiCN.

To great extent the quality of thin film depends on the deposition techniques,
CVD is one of the most popular methods to prepare silicon carbonitride films in
which the deposition conditions determine the phase and chemical composition of
the films. [7]. Raman spectroscopy is used for structural analysis of crystalline and
amorphous films. Raman analysis has shown that Si–N, Si–Si, Si–H, Si–C–N bonds
were found in the films. Hydrogen is diatomic light gas which can diffuse through
any material during the synthesis process, so H2 dilution plays an important role in
transformation from amorphous to microcrystalline and polycrystalline silicon
carbonitride as it prevents polymerization reactions. The effects of hydrogen dilu-
tion have been also studied and reported [8]. The present paper talk over the Raman
studies of SiCN thin films deposited at different H2 flow rates. The change in H2

flow rate results in change of phase and bonds of the deposited film which are key
components in determining the physical, mechanical and microstructural behaviour
of the films. A correlation and illustration of the Raman spectral observations has
been concluded.

2 Experimental Details

SiCN thin films were synthesized by using SiC and SiN powder as source and N2

and H2 mixture as precursor gases in a thermal CVD reactor. H2 flow rate was
varied between 80 and 120 sccm with N2 flow rate fixed at 120 sccm. Mixture of
SiC and SiN powder were taken and placed at the hot zone which is in the middle of
horizontal furnace. Si (100) substrate was cleaned by standard RCA cleaning
procedure and was placed at downstream to the ceramic boat. Residual gases were
removed by pumping the reactor to subatmospheric pressure. Nitrogen was flown
into the reactor for 2 h in order to remove other residual gases. The processing
temperature of the experiment was 1300 °C. The heating rate of the furnace was
5 °C/min. The duration of deposition was fixed at 3 h. After completion of depo-
sition, furnace was cooled down gradually at the rate of 3 C/min. The
microstructures were observed by Field Emission Scanning Electron Microscopy
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(FESEM) (Model: JEOL-JEM-3000F). The chemical network was analyzed by
Raman and FTIR. Horiba Jobin Yvon was used at room temperature for charac-
terizing the Raman spectrum in the range of 150–1850 cm−1 using the 488 nm line
of an Ar+ laser as an excitation source. Perkin Elmer spectrometer (Model:
Spectrum 2) was used for collecting FTIR spectra which was operating in trans-
mission mode between 450 and 3000 cm−1 having a resolution of 1 cm−1.

3 Results and Discussion

3.1 Microstructure and Morphology

See Fig. 1

3.2 Raman Analysis

Figure 2 shows the broad Raman spectra of SiCN film deposited at 80 and
120 sccm H2 flow rate. Gaussian curve fitting of the Raman bands was performed.
Raman spectra reveal the presence of three prominent stoke shifts. The signature
appearing at 520 cm−1orresponds to Si–Si network The signature observed at
620 cm−1 corresponding to Si–Hn rocking which is due to (TO + TA) vibration of
Si–Si network, moreover it also represents the amount of bonding H2 present in the
SiCN films. The vibrational signature appeared at 1150 cm−1 corresponding to
SiCN asymmetric stretching. The signature from 1625 to 1675 cm−1 assign for

Fig. 1 SEM figures of silicon carbo-nitride thin films deposited at H2 = 80 sccm and
H2 = 120 sccm flow rate respectively
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C=C–Si and C=C–N bonds [7]. The shift of vibrational signature of SiC–N from
1126 to 1050 cm−1 with increase in H2 flow rate indicates formation of nanosized
cluster deposited in thin film. The signature appearing at 810, 880, 940,1000,
1065 cm−1 are from Si–C stretching, Si–H2 rocking, Si–N asymmetric stretching
[7], SiC–H3 wagging, SiC–N stretching and NH2 stretching respectively.

Figure 3 shows the deconvolution of Raman spectra of SiCN thin films at the
range of 300–650 cm−1 with different of H2 flow rates. The vibration signatures of
Si–Si network and Si-N are generally found in the region 300–650 cm−1 [7]. Hence
we have deconvoluted the region into three individual Gaussian peaks for the 80
and 120 sccm H2 flow rate SiCN thin films. The Raman signature of Si–N is found
out in the range from 489.14 to 494.5 for increased of H2 flow rate from 80 to
120 sccm. The Raman signature for crystalline Si increased monotonically from
505.95 to 520.6 cm−1 for increasing of H2 flow rate from 80 to 120 sccm. The
Raman signature for Si–Si bond appeared from 606.91 to 623.7 cm−1 from 80 to
120 sccm H2 flow rate respectively [9]. It is observed that, with increase in H2 flow
rate the peaks shifted towards right hand side which represents the growth of
crystallinity in the thin film.
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Fig. 2 Raman spectra of
SiCN thin films with 80 and
120 sccm H2 flow rates
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Figure 4 shows the deconvolution of Raman spectra of SiCN thin films at the
range of 700–1275 cm−1 with different H2 flow rates. The vibration signatures of
Si–H2, Si–N and SiC–N signatures are generally found in the region
700–1275 cm−1 [7]. Hence we have deconvoluted the region into three individual
Gaussian peaks for the 80 and 120 sccm H2 flow rate SiCN thin films. The Raman
signature of Si-H2 is found out in the range from 916.7 to 967.4 for increased of H2

flow rate from 80 to 120 sccm. The Raman signature of SiC–H3 appeared from
875.95 to 1049.9 cm−1 from 80 to 120 sccm H2 flow rate respectively. [7]. The
Raman signature for SiC–N increased monotonically from 1131.3 to 1150.8 cm−1

for increasing H2 flow rate from 80 to 120 sccm. [7]
Figure 5 shows the deconvolution of Raman spectra of SiCN thin films at the

range of 1250–1750 cm−1 with different H2 flow rates. The vibration signatures of
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DLC, C=N and GLC signatures are generally found in the region 1250–1750 cm−1

[7]. Hence we have deconvoluted the region into three individual Gaussian peaks
for the 80 and 120 sccm H2 flow rate SiCN thin films. The Raman signature of
DLC is found out in the range from 1398 to 1403 for increased of H2 flow rate from
80 to 120 sccm. The Raman signature of C=N increased monotonically from
1547.3 to 1553.5 cm−1 for increasing of H2 flow rate from 80 to 120 sccm. The
Raman signature for GLC was observed from 1647.2 to 1650.1 cm−1 from 80 to
120 sccm H2 flow rate respectively. [7]. The absence of C�N represents good
interatomic linking which will result in good mechanical properties [10].

4 FTIR Analysis

Figure 6 shows the absorption FTIR spectra of SiCN film deposited at 80 sccm H2

flow rate. Study of effect of the deposition conditions on the film’s composition is
generally performed by FTIR spectroscopy measurements. A large band at about
512 cm−1 was observed associated to the Si–N stretching mode. The vibration
signature of N–Si–H, Si–N–H and Si–N–Si–N was found at 468.45, 505.52 and
532.2 cm−1 respectively. [11]. Vibration signature of SiC–N was revealed at
1135 cm−1. A shoulder is clearly observed at about 1688 cm−1 which can be due to
the C–N stretching mode. Si–H bond can be observed at 2440 cm−1. The stretching
modes of C–H and N–H can be observed at 3015 and 3547 cm−1 respectively [12].
Important information like stress, degree of disorder present in the film can be
derived from deviation in peak position and full width half maxima (fwhm) values.
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Fig. 6 FTIR spectra of SiCN
thin films grown at 80 sccm
H2 flow rate
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5 Conclusion

Figure 2 shows the broad SiCN thin film has been successfully prepared via thermal
chemical vapour deposition technique. H2 flow rate strongly influenced the mor-
phology of SiCN. However, higher H2 flow rate produces larger SiCN grain in the
thin films. The chemical network study confirmed formation of nanostructure
material.
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Applying Classification Methods
for Spectrum Sensing in Cognitive Radio
Networks: An Empirical Study

Nayan Basumatary, Nityananda Sarma and Bhabesh Nath

Abstract Spectrum sensing is the paramount aspect of cognitive radio network
where a secondary user is able to utilize the idle channels of the licensed spectrum
band in an opportunistic manner without interfering the primary (license) users. The
channel (band) is considered to be idle (free) when primary signal is absent. The
channel accessibility (free) and non-accessibility (occupied) can be modeled as a
classification problem where classification techniques can determine the status of
the channel. In this work supervised learning techniques is employed for classifi-
cation on the real-time spectrum sensing data collected in test bed. The power and
signal-to-noise ratio (SNR) levels measured at the independent CR device in our
test bed are treated as the features. The classifiers construct its learning model and
give a channel decision to be free or occupied for unlabelled test instances. The
different classification technique’s performances are evaluated in terms of average
training time, classification time, and F1 measure. Our empirical study clearly
reveals that supervised learning gives a high classification accuracy by detecting
low-amplitude signal in a noisy environment.

Keywords Cognitive radio � Spectrum sensing � Primary user detection
Supervised learning techniques

N. Basumatary (&) � N. Sarma � B. Nath
Department of Computer Science and Engineering, Tezpur University,
Napam, Assam, India
e-mail: nayanb@tezu.ernet.in

N. Sarma
e-mail: nsarma@tezu.ernet.in

B. Nath
e-mail: bnath@tezu.ernet.in

© Springer Nature Singapore Pte Ltd. 2018
A. Kalam et al. (eds.), Advances in Electronics, Communication
and Computing, Lecture Notes in Electrical Engineering 443,
https://doi.org/10.1007/978-981-10-4765-7_10

85



1 Introduction

Cognitive Radio (CR) is the emerging technology in the domain of new age wireless
communication. It can dynamically change its transmission parameters based on
changes in environmental factors [1]. In cognitive radio network a secondary or
unlicensed user can sense the licensed channels for any opportunity to transmit, which
results to efficiently utilize the available channel of primary licensed users. For per-
forming this spectrum access in an opportunistic manner the CR devices need to sense
the radio spectrum licensed to primary users. So, efficient spectrum sensing is very
important for opportunistic spectrum access. In Cognitive Radio [2, 3] the spectrum
sensing is carried out in a co-operative and independent manner. In co-operative
sensing all the CR devices co-operate with each other to take a collective decision
which results into get high sensing reliability. While, in case of independent sensing
each CR device performs the sensing individually and make its own sensing decision
to use unoccupied spectrum portion. Here, in this work analysis of the prominent
supervised learning techniques [4–6] was done for noncooperating spectrum sensing
framework to decide the presence or absence of primary user in a channel.

In low SNR environment (fading channels) where there is high noise level and
regardless of the fact that there is a signal present (low amplitude) it cannot be dis-
tinguished. This work exploits the signal power and the SNR feature to take a decision
in such condition. The conventional energy detection method may cause misdetection
of the signal as it fails in a low SNR environment. The motivation of using supervised
learning [7] is that in supervised learning the classifier learns from some objects which
are having some class marks and when unknown object’s class is to be predicted this
class marks are assigned to unknown objects based on learning done previously which
actually gives high detection accuracy. Here all supervised learning models are built
not only based on just the power received of the signal, but also the SNR feature so that
even if there is a low power signal in a highly noisy environment the classifier can still
give a decision to detect the signal with a priori knowledge.

Contribution:

1. The customized dataset was created by capturing both the power and SNR
features in USRP-based test bed for performing the classification task.

2. The SNR or the Signal-to-Noise ratio value used for classification for detection
of signal in low SNR environment which is not explored in literature. The
classifier decision is based on SNR parameter value which helps in detection of
low amplitude signal.

3. Due to high prediction accuracy analysis was carried out using known super-
vised learning techniques such as the SVM (Linear, Poly, and RBF kernels),
Logistic regression, K-Nearest Neighbor, Gaussian Naives Bayes, and Decision
Trees.

4. The performance of the classification techniques was evaluated in terms of
training time, classification delay, and F1 measure.
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The remaining sections of the paper are as follows. In Sect. 2 the system model
and the assumptions are presented. Then the supervised learning techniques in a
noncooperative framework are discussed in Sect. 3. Section 4 describes the
experimental test bed setup to amass the sensing data and prepare the data set. The
numerical results and plots are given in Sect. 5. Finally, Sect. 6 gives the conclu-
sion and future work to be done.

2 Framework Model and Presumptions

Here, a homogeneous Cognitive Radio network is assumed which consist of both
the Primary and Secondary Network which is formed by ‘N’ number of primary
users denoted as {PU1, PU2…PUN}. The primary users have a set of channels
C = {1…L} that are used for its transmission. The channel occupancy states are
assumed to be independent and any channel can be used by the primary user. The
secondary network consist of a set of ‘K’ users called secondary users (SU) denoted
by {SU1, SU2…SUK} are also present in the CR network which are sensing these
primary channels to access the channels in an opportunistic way. These users are
equipped with some learning techniques to detect whether the channels are free and
then to access these primary channels for its own transmission. In this secondary
network each user independently searches for a spectrum opportunity. Also, it was
assumed that each secondary user can sense only one channel at a time and they do
not co-operate with each other. Both the primary and the secondary network are
assumed to be synchronized with a global clock, and transmission is done in a
time-slotted manner.

The spectrum sensing in Cognitive Radio essentially decides between two states
of the channel whether there is signal present or absent. The features extracted from
the samples received of the signal can be analyzed to decide between two
hypotheses:

H0 : x ið Þ ¼ n ið Þ Signal is absent:ð Þ
H1 : x ið Þ ¼ s ið Þþ n ið Þ Signal is present:ð Þ

The received samples of the signal represented by x(i), the primary user signal s
(i) and the noise n(i), where i denotes the ith sample. The signal transmission and
the signal received are done in a continuous way. In this paper the signal is treated
as discrete since the receiver or the sensor takes discrete samples of the signal.

Here, in case of indoor environment the primary transmission is in Line-of-sight
propagation (LOS) between the transmitter antenna and the receiver antenna, hence
the probability density function of the fast varying amplitude of the received
instantaneous signal can be described by Rician distribution. The environmental
noise is assumed to be AWGN (Additive white Gaussian Noise). The average path
loss PL (d) for a transmitter and receiver with separation distance d is
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PL dð Þ ¼ PL d0ð Þþ 10n log d=d0ð Þ;

where ‘n’ is path loss component and indicates the rate at which path loss increases
with distance d, with close in reference distance d0.

In a Machine Learning framework the features extracted from the signal can be
used for the feature vector and then build the model for both the training and testing
phases of different classifiers. The performance of the classifier can then be sepa-
rated in two hypotheses:

H0 ¼ Incorrect Signal Classification:

H1 ¼ Correct Signal Classification:

3 Supervised Learning for Spectrum Sensing

Here, some of known supervised learning techniques are applied for noncooperative
spectrum sensing data in cognitive radio network. As known that CR devices have
cognition capability to learn from the environment, supervised learning can be an
effective way to extract information from the signals present or absent in the
environment at the physical level and utilize this cognizance to make some decision
in the upper hierarchy levels. The Support Vector machines (SVM), Logistic
Regression (LR), K-nearest Neighbor (KNN), Decision Trees are the main classi-
fiers used in a Nonco-operating Spectrum Sensing environment in CR Networks to
detect the presence of the Primary User signal based on features of the collected
data. Here, the two features power and SNR value forms an object y(l) and which is
labeled with the corresponding channel availability CAi.

In case of Supervised learning there are two phases, training and testing where
the goal is to construct a classifier to map the samples received by the secondary
users to that of the labeled samples.

1. Training: Let the training object is of the form y(l) = (Pi,SNRi,CAi) where Pi

denotes the power value, SNRi is the Signal to Noise Ratio and CAi is corre-
sponding labeled channel availability status in different time slots Ti. In the
training phase this objects are fed to the classifier to build its model.

2. Testing: After the classifier is trained it is then ready to classify the test object of
the form y(l) = (Pi,SNRi) and then give the corresponding class label based on
its model.

Therefore, to implement supervised learning in a Non Co-operating sensing
environment, the classifier should be informed about the channel status information
for some object values for the purpose of training.
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4 Experimental Setup

In a cognitive radio network (CRN) in which SU can access free channel/band
when unutilized by Primary users (PU). The CR devices in the network are the
secondary users who are sensing the primary channels in a noncooperative manner
and making its own individual decision. The secondary users are equipped with a
classification framework. The sensing data obtained by the secondary users are fed
to the classification framework which helps the secondary user to determine whe-
ther the channel is free or not. The experimental setup for real time dataset gen-
eration is implemented with the help of GNU Radio and USRP devices [8–11]. In
the setup, three PC designated as PC1, PC2 and PC3 connected with USRP1 with a
RFX2400 daughter board by a USB cable.PC1 acts the transmitter and PC2 and
PC3 are the receiver/sensing nodes (Fig. 1).

In GNU Radio the existing sample python scripts usrp_spectrum_sense.py and
benchmark_tx.py was modified as sensing.py and transmission.py for sensing and
transmission respectively.

Other program parameters in the transmission.py script are

The Sampling rate 1 Mega Samples
Modulation used GMSK
Sub Channel Bandwidth 6.25 kHz
So, the no of fft bins collected in a particular Channel 160 (1MS/6.25e3)

The receiver which is tuned to the center frequency of the channel can sweep
only 8 MHz channel Bandwidth due to the USRP1 daughter board constraint. Out
of the total 160 bins 75% is taken and 25% is discarded from both the lower and
upper cut frequency (12.5% each) of the channel. The program senses the power
level from bin 20 to bin 140.

Fig. 1 Block diagram of the experimental setup
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The sensing data was captured with the power and SNR features with active
transmission and another with no transmission. All the sensing data are labeled as
“Free” and “Occupied” class with respect to the known occupied and free channels
respectively.

5 Numerical Results and Discussion

For carrying out the analysis the machine learning tool in python scikit learn [11]
was used for performing the classification of the sensing data. Different Supervised
Classification Algorithms that were used are Support Vector Machines with dif-
ferent kernels like Linear, Polynomial and RBF kernel, K-Nearest Neighbor
(KNN), Logistic Regression (LR), Gaussian Naïve Baye’s (GNB) and Decision
Trees (DT).

The total of samples collected from the test bed experiments was 600 after
preprocessing. Cross validation random split into train and test subsets. Some
percentage of the data is considered for training the classifier and the rest for testing
purpose in an offline mode.

Table 1 shows the comparison of the average training time taken by different
classifiers. The training time measured is high in case of SVM classifier with radial
basis function (RBF) with the increase in percentage of the training samples. The
Logistic Regression classifier also takes more time compared with the others.

Table 2 shows the comparison of the average classification time taken by the
supervised classifiers, where the SVM classifier with radial basis function

Table 1 Average training duration of the supervised classifiers (seconds)

Training
samples
(%)

SVM
(linear)

SVM
(RBF)

SVM
(polynomial-degree
3)

KNN LR Gaussia
naïve
bayes

Decision
trees

50 0.001 0.004 0.001 0.001 0.001 0.001 0.001

60 0.001 0.005 0.001 0.001 0.001 0.001 0.001

70 0.001 0.006 0.001 0.001 0.001 0.001 0.001

80 0.001 0.008 0.001 0.001 0.003 0.001 0.001

Table 2 Average classification duration of the supervised classifiers (seconds)

Test
samples
(%)

SVM
(linear)

SVM
(RBF)

SVM
(polynomial-
degree 3)

KNN LR Gaussia
naïve
bayes

Decision
trees

20 0.001 0.001 0.001 0.001 0.001 0.001 0.001

30 0.001 0.001 0.001 0.001 0.003 0.001 0.001

40 0.001 0.002 0.001 0.001 0.002 0.001 0.001

50 0.001 0.002 0.001 0.001 0.001 0.001 0.001
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(RBF) relatively takes more classification time than the other two kernel function.
With the increase in percentage of the test samples the RBF classification time also
increases than the others. It shows the comparison of the average classification time
taken by the rest of the classifiers taken into consideration. The Logistic Regression
classifier takes more time among others which are more or less having the same
average time.

Figure 2 show performance of all classifiers used based on average F1 measure
versus on the different percentage of test samples used for the classification. From
the plot it is very clear that for all the different percentage of test samples used the
SVM with polynomial kernel and decision tree performs very well than the rest of
the classifiers which gives a higher primary user detection rate. The results also
reveal that with the increase of percentage of the test samples the other SVM kernel
functions along with KNN classifier performs well.

6 Conclusion and Future Work

In this work emphasis was on detection of primary user signal in a low SNR
environment. An analysis was conducted using supervised learning techniques in a
Noncooperating sensing manner based on real-time sensing data. The classifiers
were trained in an offline manner to build its model and then decision for signal
present or absent was done with different percentages of test samples. Compared to
all the classifiers the SVM classifier with Polynomial and Decision Tree classifiers
outperforms other techniques. The performance of all the classifiers was analyzed in
terms of high detection rate like training duration and classification delay by using
real-time dataset. The other classifiers may perform well with more number of
samples in the dataset which may increase the sensing time of the secondary users.

Fig. 2 Performance of classifiers with different number of testing samples and average F1
measure
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But in a CR network if the sensing time is less to give a near-optimal detection rate
of the primary user signal which is an additional advantage for secondary user
communication (transmission time).

Future work could be to apply these learning techniques for cooperative spec-
trum sensing in cognitive radio network. This work is offline training and testing. If
this can be extended to be implemented in an online fashion in real time it will be
beneficial in a dynamic Cognitive Radio Network.
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Highly Negative Dispersive, Low Loss
Single-Mode Photonic Crystal Fiber

Shahiruddin, Dharmendra K. Singh and Sneha Singh

Abstract In this paper a new five-layer circular air holes photonic crystal fiber
(PCF) having low dispersion and confinement loss is analyzed. A full-vector
finite-element method approach is used. Due to proper selection of air-fill fraction,
it has been made possible to obtain the two required properties of PCF for wide
range of wavelengths, that is, low (nearly zero and high negative) dispersion and
ultralow confinement loss of the order of 10−7 dB/km. It has been found that the
proposed fiber is single mode. The confinement loss and dispersion is demonstrated
for wavelength range which are 1–2 µm. Thus highly negative dispersion of PCFs
useful for application in optical communication links as dispersion compensating
fibers.

Keywords Confinement loss � Dispersion � Finite-element method
Photonic crystal fiber � Single-mode fiber � Single-polarization single-mode
(SPSM) fibers

1 Introduction

Photonic crystal fibers (PCFs) are used as an alternative fiber technology. PCF is a
new category of fiber optics that contains an arrangement of roughly wavelength-
sized holes organized along the fiber optics immensely extends the possibilities of
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optical fiber technology. The cladding was formed by using photonic crystal around
the core. To achieve better waveguide in PCF the light is confined inside the core
compared to traditional fiber optics. Single-polarization single-mode (SPSM) fibers
were planned by using an elliptical core or using absorbent substance along the core.
The bandwidth is around 180 nm is reported under single polarization [1], which
may not be enough for several applications.

An extremely large refractive index variation is required between to make this
class of fiber. The ability to carrying the information in optical communication
system played an important role by dispersion. The PCF provide the liberty to
controlled and tailored dispersion values. In a PCF with an infinite air hole in the
cladding, propagation is theoretically lossless. However, in the fabricated fibers due
to finite number of air holes the guided modes are leaky. As yet various types of
low-dispersion PCF with low confinement loss have been proposed [2–4]. The
negative dispersion of −203 ps/(km nm) of Ge-doped core PCF is reported [2]. The
main drawback of such kind of PCF is fabrication difficulties due to doped core. At
1.55 lm the projected value of dispersion is −491.5 ps/(km nm) and confinement
loss is 0.035 dB/km [3]. A PCF design is reported using an equiangular spiral form,
which covers 1.36 to 1.675 lm, with negative dispersion of −393 ps/(km nm) [4].
The main impediment of such structure which is not realizable using established
fabrication method.

In this work explore to investigate the potential of circular lattice PCF to provide
a new technique for flexible organize of dispersion and confinement loss charac-
teristics of PCF. An elaborated discussion has also been reported about influence
circular rings and air fill fraction on dispersion and confinement loss.

2 Design Methodology of Single-Mode PCF

A five-ring single-mode PCF structure is shown in Fig. 1. The proposed PCF
design is based on the circular structure. The whole span of fiber stand-in as
cladding arranged with air holes across the core. The core refractive index is higher
compared to cladding refractive index in this type of PCF. The designed fiber has
five rings in cladding with solid core. The refractive index of pure silica is 1.45
chosen as a wafer and the air hole refractive index is 1. The spacing between nearest
air holes from center to center is representing as pitch (K) is taken as 2.3 µm. The
designed PCF have five rings with the different parameters d (diameter) and con-
stant K (pitch). The values of this parameter in the design are given in Table 1.
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3 Mode Field Pattern of Proposed PCF

The field intensity distribution is shown in Fig. 2a–d of the single mode PCF where
light is confined in core.

4 Simulation Results and Discussion

The boundary condition of PCF, perfectly matched, finite-element method has been
used to look into the modal properties. The boundary condition is chosen effectively
to framework leakage-free fiber and no reflection at the cladding portion.
Dispersion represents a phenomena related to the velocity of electromagnetic wave
depends on the wavelength.

Chromatic dispersion restricts the data transmission rates due to light pulses is
spread and also affects the length of fiber links. The dispersion (D) represents as
second derivative of the real part of neff, with respect to the wavelength (k) is shown
in Eq. 1:

(a)  Proposed PCF with central air-hole arrangement,
diameter of innermost ring d1=1.4μm, d2=3.68μm,

d3=2.08μm, d4=4.6μm and pitch, Λ=2.3μm

(b) Detail of the core region

Fig. 1 Five-layer proposed structure of different diameter air holes PCF

Table 1 Design parameter of proposed structure

Design parameter Magnitude (lm) Applicable for

d1 1.4 First ring

d2 3.68 Second ring

d3 2.08 Third ring

d4 4.6 Fourth and fifth ring

K 2.3 Adjacent holes spacing from center to center
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D ¼ � k
C
d2Re ½neff �

dk2
; ð1Þ

where k is the wavelength, c is the velocity of light in vacuum, and Re [neff ] is the
real part of neff [5–10].

The leakage losses or confinement losses associated with the PCFs depend on
pattern of structure. Available options are wide effectively single-mode operation
wavelength range [11] and non-polarization-degenerate effectively single-mode
operation [12, 13]. The imaginary part of neff as in Eq. 2 is required to calculate
confinement loss [14, 15]:

(a) Parameter Λ=2.3μm, d1 /Λ=0.61,
d2/Λ=1.3, d3/Λ=0.9, d4 /Λ=2

(b) Parameter Λ=2.3μm, d1 /Λ=0.56,
d2/Λ=1.51, d3/Λ=0.9, d4 /Λ=2

(c) Parameter Λ=2.3μm, d1 /Λ=0.56,
d2/Λ=1.51, d3/Λ=0.9, d4 /Λ=1.91

 Parameter Λ=2.3μm, d1 /Λ=0.56,
d2/Λ=1.55, d3/Λ=0.46, d4 /Λ=1.91

(d) 

Fig. 2 Field intensity distribution of the single-mode PCF at 1.55 lm
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Conf: Loss ¼ ð20� 106Þ
ln ð10Þ K0Im ½neff �; ð2Þ

where K0 = 2p/k is the wave number in free space, and Im½neff � is the imaginary
part of the refractive index.

In this work, a PCF design has been proposed with low confinement losses and
ultralow chromatic dispersion at a wavelength 1–2 lm. PCF performance has been
analyzed at wavelength of 1.55 lm for single-polarization window. The effect of
PCF parameters on dispersion and confinement loss are computed and presented for
different air filling fractions and ring diameters.

The refractive index of proposed PCF for different air fill fractions has been
shown in Fig. 3. It has been observed from Fig. 3 the outline of the refractive index
will change at change in air fill fraction. The figure comprises refractive index
versus wavelength curve of PCF, with four different air holes diameter and constant
pitch magnitude and it has been observed that refractive index decreases with
enhance in wavelength.

Case 1 In this case following air fill fraction has been usedwith constant pitch value of
K = 2.3 lm: d1/K = 0.61, d2/K = 1.3, d3/K = 0.9, d4/K = 2. Its impact has
been analyzed on dispersion and confinement loss. Figures 4 and 5 represent
the dispersion and confinement losses for wavelength from 1 to 2 lm. At
1.55 lm, dispersion is approximately−900 ps/(km nm) and confinement loss
is approximately −1.35 � 10−7 dB/km.

Case 2 The air fill fraction of the third and fourth layer is same as in Case 1 with d3/
K = 0.9, d4/K = 2. The air fill fraction of first and second layer is

Fig. 3 Graph of refractive
index versus wavelength at
change in diameter of air
holes of proposed PCF
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d1/K = 0.56, d2/K = 1.51 to minimize the dispersion and confinement loss.
Figure 6 shows the negative chromatic dispersion variation with wavelength
range 1–2 lm. The approximate value of dispersion at 1.55 lm is −1100 ps/
(km nm). Figure 7 shows the value of confinement loss is
−1.35 � 10−7 dB/km at 1.55 lm which is the same as we get in Case 1.

Case 3 The air fill fraction of all the layers are same except the fourth layer which
is d4/K = 1.91 (outermost layer). From Fig. 8, at 1.55 lm dispersion is
1000 ps/(km nm) and from Fig. 9 confinement loss is approximately
−1.35 � 10−7 dB/km. The dispersion value is too high but the confine-
ment loss is same as in Case 1 and Case 2.

Fig. 4 Chromatic dispersion
of SPSM PCF with
wavelength for K = 2.3 lm,
d1/K = 0.61, d2/K = 1.3,
d3/K = 0.9, d4/K = 2

Fig. 5 Confinement loss of
SPSM PCF with wavelength
for K = 2.3 lm, d1/K = 0.61,
d2/K = 1.3, d3/K = 0.9,
d4/K = 2
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Case 4 The air fill fraction values of the layers are as follows: d1/K = 0.56,
d2/K = 1.55, d3/K = 0.46, d4/K = 1.91. In Figs. 10 and 11 at 1.55 µm, we
analyzed chromatic dispersion value of −1000 ps/(km-nm) and confine-
ment loss is 1.35 � 10−7 dB/km.

After analyzing the Case 1–4, the projected design in Case 2 has been used. The
negative chromatic dispersion played a vital role in PCF application. It has been used
in dispersion compensation, optical communication systems, and linear/nonlinear

Fig. 6 Chromatic dispersion
with wavelength for
K = 2.3 lm, d1/K = 0.56,
d2/K = 1.51, d3/K = 0.9, d4/
K = 2

Fig. 7 Confinement loss
with wavelength for
K = 2.3 lm, d1/K = 0.56,
d2/K = 1.51, d3/K = 0.9,
d4/K = 2
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Fig. 8 Chromatic dispersion
with wavelength for
K = 2.3 lm, d1/K = 0.56,
d2/K = 1.51, d3/K = 0.9, d4/
K = 1.91

Fig. 9 Confinement loss
with wavelength for
K = 2.3 lm, d1/K = 0.56,
d2/K = 1.51, d3/K = 0.9,
d4/K = 1.91

Fig. 10 Chromatic
dispersion with wavelength
for K = 2.3 lm, d1/K = 0.56,
d2/K = 1.55, d3/K = 0.46,
d4/K = 1.91
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optics. Low or negative dispersion and confinement loss in PCFs can be obtained for
a broad range of wavelengths.

5 Conclusion

In this work, a noble design of PCF having negative chromatic dispersion and low
confinement loss in all optical bands are presented. It has been found that the
SPSM PCF can be optimized for 1.55 lm wavelength by selecting proper design
parameters. Proposed design offers negative dispersion over a wide range of
wavelengths. It has been used as dispersion compensating fibers due to highly
negative dispersion values are achieved. It has been also shown that the confine-
ment loss sharply falls down to a very low magnitude. Looking toward the near
future, fabrication of proposed PCF is believed to be enabled with better feasibility
and efficiency.
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Triple Gate SOI MOSFET

Amit Agarwal, P.C. Pradhan and Bibhu Prasad Swain

Abstract Metal-Oxide-Semiconductor Field-Effect Transistor (MOSFET) had
been one of the best devices designed for integrated circuits over the decades. Due
to continuous downscaling of the transistor the short-channel effects comes into
play and further scaling becomes difficult. So, Multi-gate devices have been pro-
posed so as to reduce these effects. Analytical modeling of Tri-gate MOSFET by
solving Poisson’s equation and necessary boundary condition is proposed in this
paper. Surface potential for Tri-gate SOI MOSFET has been obtained and the
effects of the device parameters like oxide thickness, different oxide material,
channel length, gate voltage and drain voltage are plotted using MATLAB
simulator.

Keywords Silicon on insulator � Short-channel effects � Tri-gate MOSFET

1 Introduction

MOSFET have delivered high performance for the reduction of cost in chips used
for communication system and high-end processors [1, 2]. Scaling down [3, 4] of
the MOSFET is reaching its physical limits due to short-channel effects (SCEs) [5]
such as hot carrier effects [6, 7], gate oxide tunneling, subthreshold swing [8, 9],
gate-induced drain lowering, drain-induced barrier lowering [10], voltage threshold
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shift [11]. Different structures previously have been implemented like double gate
MOSFET so as to reduce short-channel effects. But this device is not able to reduce
these effects. In triple gate MOSFET [12, 13] there are three gates and this channel
is controlled by three sides so as to better control the electrostatic potential in the
channel and reduce the short-channel effects.

2 Triple Gate SOI MOSFET

Figure 1 shows the schematic of Tri-gate MOSFET [14, 15] and from the structure
we can see that there are three gates along the sides of the channels. Figures 2 and 3
show the front gate and two side gate of the transistor. Due to presence of more than
one gate there is better electrostatic potential control over the channel and performs
better transportation of the electron through the channel [16, 17]. Due to this better
control the short-channel effects such as gate oxide tunneling, hot carrier effects,
drain induced barrier lowering, gate induced drain lowering, voltage threshold shift,
subthreshold swing can be minimized.

2.1 Analytical Modeling

In semiconductor body the potential distribution [18, 19] Wðx; yÞ is given by
Poisson’s equation as

d2Wðx; yÞ
dx2

þ d2Wðx; yÞ
dy2

¼ qNA

�si
0� x� L and 0� y� tsi; ð1Þ

Fig. 1 Schematic of Tri-gate
SOI MOSFET [12]
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where NA; �si; tsi denotes the acceptor doping concentration, permittivity of silicon
and silicon film thickness. L is device channel length.

For Triple gate SOI MOSFET structure [20] the electrostatic potential W can be
obtained by sum of Waðx; yÞ and Wsðy; zÞ, where Wa andWs are the potential dis-
tribution of the asymmetric and the symmetric DG MOSFET respectively and
considering the boundary conditions [21] we obtain:

Wðx; 0Þ ¼ Wf ðxÞ;Wðx; tsiÞ ¼ WbðxÞ ð2Þ

dWðx; tsiÞ
dy

¼ �ox
�si

WSub �WsðxÞ
tb

ð3Þ

Fig. 2 Schematic of front
gate of Tri-gate MOSFET
[12]

Fig. 3 Schematic of side
gates of Tri-gate of MOSFET
[12]
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Wa;sðx; yÞ ¼ 1
sinh L

ka;s

ðVbi þVd � Aa;sÞ sinh x
ka;s

ðVbi � Aa;sÞ sinh L� x
ka;s

þAa;s sinh
L
ka;s

� �
;

ð4Þ

where

Aa ¼ � 2Csi coxtbUgs þ �oxUSub � qNAtsitb
� �þ 2�2oxUgstox � qNAtsi

2cox csi tf þ tb
� �þ �ox

� � ð5Þ

ka ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2�2sitbtsi þ �sit2si
2cox�si tf þ tb

� �þ �ox

s
ð6Þ

As ¼ Ugs � qNA
�sitoxW þ �ox W � zð Þz

2�ox�si
ð7Þ

ks ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�sitoxW
2�ox

r
� 1
2
Wz � 1

2
z2 ð8Þ

With the factor R ¼ W
W þ tsi

is used to obtain the sum of two potential distributions

W x; y; zð Þ ¼ mWa x; yð Þþ Wsðx; zÞ
m

: ð9Þ

3 Results and Discussion

Figures 4, 5, 6, 7, 8, 9, 10, 11 and 12 show the surface potential along the channel
for Tri-gate SOI MOSFETs. For Tri-gate SOI MOSFET device we set
NA = 1016 cm−3 and ND = 1020 cm−3 and dimensions of tf = 1 nm, tb = 100 nm,
tSi = 5 nm, W = 5 nm and L = 10 nm.

Figure 4 shows that surface potential varying with channel length of a triple gate
MOSFET. The surface potential curve, as shown in, is parabolic in nature. With the
increase of channel length from 1 nm the surface potential decreases and with the
increase of channel length above 5 nm the surface potential again starts increasing.
Also as the thickness of the back gate is varied from 6 to 10 nm the surface
potential starts increasing from around 0.1 to 0.45 V and deviation is about 75% of
the lower value of surface potential. From this figure we can also analyse that
surface potential when back gate thickness is 6 nm, the curve flattens than that of
10 nm. Figure 5 shows that surface potential varied with channel length from 1 to
10 nm of Tri-gate MOSFET with different widths of the channel. With the increase
of channel length from 1 to 10 nm, the surface potential starts decreasing and when
the channel length is above 5 nm the surface potential increases which depicts a

106 A. Agarwal et al.



0 2 4 6 8 10
0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

Channel Length (nm)------->

Su
rf

ac
e 

Po
te

nt
ia

l (
V)

---
---

>

 Surface Potential Vs Channel Length with different back gate
 thickness in Triple Gate MOSFET

tb=10 nm
tb=9 nm
tb=8 nm
tb=7 nm
tb=6 nm

Fig. 4 Surface potential
versus channel length with
different back gate thickness
in triple gate MOSFET

0 2 4 6 8 10 12
1.6

1.8

2

2.2

2.4

2.6

2.8

3

Channel Length (nm)------->

Su
rf

ac
e 

Po
te

nt
ia

l (
V)

---
---

>

Surface Potential Vs Channel Length with different
Width in Triple Gate MOSFET        

W=1 nm 

W=2 nm

W=3 nm
W=4 nm

W=5 nm

Fig. 5 Surface potential
versus channel length with
different widths in triple gate
MOSFET

Triple Gate SOI MOSFET 107



0 2 4 6 8 10
-0.1

0

0.1

0.2

0.3

0.4

Channel Length (nm)------->

Su
rf

ac
e 

Po
te

nt
ia

l (
V)

---
---

>

Surface Potential Vs Channel Length with different
 Vgs in Triple Gate MOSFET       

Vgs= -0.4 V
Vgs= -0.3 V
Vgs= -0.2 V
Vgs= 0 V
Vgs= 0.2 V
Vgs= 0.3 V
Vgs= 0.4 V

Fig. 6 Surface potential
versus channel length with
different gates to source
voltage in triple gate
MOSFET

0 2 4 6 8 10
0.4

0.405

0.41

0.415

0.42

0.425

0.43

0.435

0.44

Channel Length (nm)------->

Su
rf

ac
e 

Po
te

nt
ia

l (
V)

---
---

>

Surface Potential Vs Channel Length with different
Vds in Triple Gate MOSFET         

Vds= -0.3 V
Vds= -0.2 V
Vds= -0.1 V
Vds= 0 V
Vds= 0.1 V
Vds= 0.2 V
Vds= 0.3 V

Fig. 7 Surface potential
versus channel length with
different drains to source
voltage in triple gate
MOSFET

108 A. Agarwal et al.



0 2 4 6 8 10
-2.5

-2

-1.5

-1

-0.5

0

0.5

Channel Length (nm)------->

Su
rf

ac
e 

Po
te

nt
ia

l (
V)

---
---

>

 Surface Potential Vs Channel Length with different thickness 
of tsi in Triple Gate MOSFET

tsi= 10 nm
tsi= 9 nm
tsi= 8 nm
tsi= 7 nm
tsi= 6 nm
tsi= 5nm
tsi= 4nm

Fig. 8 Surface potential
versus channel length with
different thickness of tsi in
triple gate MOSFET

0 2 4 6 8 10
0.35

0.4

0.45

0.5

0.55

0.6

0.65

0.7

0.75

0.8

Channel Length (nm)------->

Su
rf

ac
e 

Po
te

nt
ia

l (
V)

---
---

>

 Surface Potential Vs Channel Length with different gate oxide
 thickness in Triple Gate MOSFET

tox=10 nm
tox=9 nm
tox=8 nm
tox=7 nm
tox=6 nm
tox=5 nm
tox=4 nm

Fig. 9 Surface potential
versus channel length with
different gate oxide
thicknesses in triple gate
MOSFET

Triple Gate SOI MOSFET 109



0 2 4 6 8 10
0.34

0.36

0.38

0.4

0.42

0.44

0.46

Channel Length (nm)------->

Su
rf

ac
e 

Po
te

nt
ia

l (
V)

---
---

>

 Surface Potential Vs Channel Length with different front gate
 thickness in Triple Gate MOSFET

tf=10 nm
tf=9 nm
tf=8 nm
tf=7 nm
tf=6 nm
tf=5 nm
tf=4 nm
tf=3 nm
tf=2 nm
tf=1 nm

Fig. 10 Surface potential
versus channel length with
different front gate thickness
in triple gate MOSFET

0 2 4 6 8 10
0.35

0.4

0.45

0.5

0.55

0.6

0.65

0.7

0.75

Channel Length (nm)------->

Su
rf

ac
e 

Po
te

nt
ia

l (
V)

---
---

>

Surface Potential Vs Channel Length with different
 gate oxide material in Triple Gate MOSFET        

eox=3.9
eox=7
eox=9

Fig. 11 Surface potential
versus channel length with
different gate oxide material
in triple gate MOSFET

110 A. Agarwal et al.



parabolic curve. In this figure, we observe that, for a width of 5 nm along the
channel length of 1–10 nm has less surface potential and more steeper as compared
to channel width of 1 nm. This change is about 35% of the lower value of surface
potential.

Figure 6 shows that surface potential varying with channel length of a triple gate
MOSFET. In this case gate to source voltage is varied from −0.4 to +0.4 V. The
increasing of +ve gate to source voltage indicates parabolic nature where the surface
potential initially decreased and increased after the channel length of 5 nm.
However, for the negative gate to source voltage the surface potential is negative
and minimum with an independent of applied voltage. Figure 7 shows that surface
potential varied with channel length varies 1 to 10 nm of a Tri-gate MOSFET with
different drain to source voltages. In the present modeling the drain to source
voltage varied from −0.3 V to +0.3 V. The potential distribution curve of a Tri-gate
MOSFET shows parabolic nature and shows minimum value for 5 nm channel
length. The minimum variation of surface potential, i.e. 1.5 is for −0.3 V while
maximum potential changes, i.e. about 8% for +0.3 V drain to source.

Figure 8 shows that surface potential varied with channel length varies 1–10 nm
of a Tri-gate MOSFET with different thicknesses of the film. As we increase the
thickness of the film from 4 to 10 nm, the surface potential starts decreasing from
0.5 to about −2.2 V. When the thickness of the film is 4 nm and the channel length
is varied from 1 to 10 nm, the surface first starts decreasing from 0.5 V and then
nearly about 5 nm channel length the surface potential starts increasing from about
0.2 V till 0.5 V. But when the thickness of the film is about 10 nm, the surface
potential is almost flattened as compared to film of 4 nm thickness, along the
channel length which is varied from 1 to 10 nm. Figure 9 shows that surface
potential varying with channel length of triple gate MOSFET. From the figure, we
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can see that surface potential starts decreasing from 0.75 to 0.65 V when the
channel length is varied from 1 to 5 nm and again when the channel length is
increased from 5 to 10 nm the surface potential starts increasing from 0.65 to
0.75 V. In this figure we also observe that with the increase of the thickness of the
oxide from 4 to 10 nm the surface potential starts decreasing from 0.75 to 0.45 V,
which deviates by 40% of lower value of surface potential.

Figure 10 shows that surface potential varying with channel length of a triple
gate MOSFET. From the figure, we can analyse that with the increases of channel
length from 1 to 5 nm the surface potential starts decreasing from 0.44 to 0.37 V
and when the channel length is further increased from 5 to 10 nm the surface
potential starts increasing from 0.37 to 0.44 V. This curve is parabolic in nature.
Also when front gate thickness is varied from 1 to 10 nm, the surface potential
starts decreasing from 0.44 to 0.40 V. Figure 11 shows that the surface potential
varied with channel length varies 1–10 nm of a Tri-gate MOSFET with different
oxide materials such as silicon dioxide, aluminium oxide. Figure shows a parabolic
curve in nature, as the channel length is varied from 1 to 5 nm, the surface potential
starts decreasing from 0.75 to about 0.61 V and again when the channel length is
varied from 5 to 10 nm, the surface potential starts increasing from 0.61 to 0.75 V.
In this paper, we have used a silicon dioxide material which has a permittivity of
3.9 and shows higher surface potential, i.e. 0.75 V as compared to aluminium oxide
material which is having a higher permittivity, i.e. 9 with surface potential of
0.45 V. This shows a deviation of about 40% in surface potential.

Figure 12 shows that surface potential varied with channel length varies 1–
10 nm of a Tri-gate MOSFET with different oxide materials such as SiN, CdS,
GaN, SiC, ZnO, Si, GaAs, Ge. From the figure, we can see that when we use
different films with different permittivities then we obtain different surface poten-
tials. For SiN film which is having less permittivity has surface potential of 0.05 V
which is lower than that of Ge film with 0.60 V surface potential. As we increase
the permittivity of the material, i.e. SiN, CdS, GaN, SiC, ZnO, Si, GaAs and Ge, the
surface potential starts increasing from 0.05 to 0.60 V. Also as we vary the channel
length from 1 to 5 nm for Ge, the surface potential starts decreasing from 0.6 to
0.45 V and when the channel length is varied from 5 to 10 nm, the surface potential
starts increasing from 0.45 to 0.60 V. But for SiN, when channel length is varied
from 1 to 10 nm the surface potential curve almost flattens for the entire span with a
value of 0.05 V.

4 Conclusion

In this paper we have done analytical modeling for Tri-gate SOI MOSFET and
plotted the graphs between surface potential and channel length from 1 to 10 nm
using MATLAB. We have investigated that the Tri-gate MOSFET below 10 nm is
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showing better performance than previously existing MOSFET and reduces
short-channel effects. We have also analysed that with the change in the different
parameters of the MOSFET like drain to source voltage, thickness of the film,
thickness of the oxide, gate to source voltage, permittivity of oxide the surface
potential also changes. Due to these changes in surface potential, short-channel
effects can be reduced by setting the proper physical parameter of the MOSFET.
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Wearable Antennas for Medical
Application: A Review

Shreema Manna, Tanushree Bose and Rabindranath Bera

Abstract Wearable devices for monitoring different biological signals are now
gaining huge interest now a day. Use of textile material as substrate material for
antenna design is growing rapidly. In order to reduce the effect of human body the
performance of antenna several different antenna structures have been proposed.
This article reveals research on different designs and development of wearable
antennas for biomedical application at different frequency bands.

Keywords Wearable antenna � ISM band � Microstrip antenna
Textile antenna � Radiation pattern

1 Introduction

Wearable electronic devices for monitoring and telemetering of biological signals
now a day have become an integral part of everyday human life. Technology for
developing wearable antenna is emerging day by day. One key requirement for
wearable devices is small size. Also reliability and flexibility to operate in all
environments are other major issues of wearable devices. These devices must be
inexpensive, robust and low maintenance required. Antenna is the main constituent
of wearable devices. Many researches are going on the development of wearable
antenna of miniaturized size, which is having less weight and at the same time
conformal to devices and body shape. In this review, primary focus is on how
wearable antennas are developed for monitoring biological signals. The performance
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characteristics, advantages, disadvantages of those antennas are discussed. The
transmitter of wearable device must be compact and have minimum power con-
sumption. Also signal transmission must be optimized on human figure. Design of
an antenna which can satisfy all these measures is very much difficult. These
antennas must produce an omnidirectional radiation shape in order to provide
transmission in all direction regardless of the location of the receiver and orientation
of the antenna.

2 Review of Wearable Antenna

In 2003 author of [1] have presented smart cloth made of fabric material. The
substrate of the antenna is made of low cost fleece fabric. The radiating element and
ground plane is made up of knitted copper. The length and width of the antenna is
56 and 51 mm respectively. Dielectric constant of the material at 2.45 GHz is 1.04.
The ground plane dimensions are 76 mm � 71 mm. Substrate thickness is 3 mm.
The antenna is flexible to operate in different frequency bands.

In 2004 authors of [2] have presented a circularly polarized textile antenna for
wearable applications. The proposed antenna Fig. 1 uses single inset microstrip
feed line. Circular polarization is achieved through truncated corners and single slit
in patch. Polymide spacer of 6 mm thickness is used as substrate material. Its
permittivity is 1.15 at 2.4 GHz. Nickel plated woven textile is used for patch and
the ground plane. Nickel has high resistance in contradiction of oxidation as well as
corrosion. The antenna structure including the patch and the ground plane were
mounted to the spacer fabric by means of textile based on ammonia. The SMA jack
was electrically connected to two-component glue which is conductive.

In 2005, authors of [3] presented a study on the design, simulation and evalu-
ation of wearable antennas. The antenna operates with a centre frequency of
868 MHz. Substrate material used here is glass epoxy having relative permittivity
4.8, thickness 1.6 mm. The conducting element used is cooper. The ground plane
limits the backward wave towards the wearer. In 2006, authors of [4] have

Fig. 1 Textile antenna
having circular polarization
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presented small low cost printed antenna operating at frequency less than 1 GHz.
The proposed antenna is tested to operate at 430 MHz. It is co planner waveguide
fed to provide uni-planner solution. Proposed antenna, shown in Fig. 2 provides
near omnidirectional pattern with 5% band width. The proposed structure is shown
in Fig. 2. The overall size of the antenna is 4.5″ � 3″. The total length of the slot
given is 29″, width is 6 mm and gap between adjacent slots is 3 mm. Material used
for antenna is 1.6 mm thick FR4.

In the year 2006 [5] author Sanz-Izquierdo et al. presented wearable button
antenna (Figs. 3 and 4) for WLAN application. The antenna operates at 2.4 and
5 GHz with omni-directional radiation pattern.

Fig. 2 Meander line slot with short circuit

Fig. 3 Textile layer small size button antenna with (left)

Wearable Antennas for Medical Application: A Review 117



Table 1 depicts the different dimensions of proposed small size wearable button
antenna.

In the year 2007 [6] author Kim et al. presented embedded UHF RFID tag
antenna. The antenna has been designed using flexible thread or textile material.
T matching method is used for the impedance matching between tag antenna and
RFID chip. The size of the proposed antenna is about 120 � 9 mm.

In 2009 author of [7] presented flexible wearable antennas operating between
100 MHz and 1 GHz. Three antenna designs are considered here spiral (Fig. 5),
bowtie (Fig. 6), and broadband wire dipole. The broadband wire dipole can cover
the frequencies, from 100 to 250 MHz. This element consists of a wire dipole with
lumped loads placed in each arm to produce a broadband antenna. The spiral and
bowtie both are capable of covering the band from 250 to 800 MHz. Scaled ver-
sions of the spiral and bowtie can cover higher bands as required. These antennas
were designed using finite difference time domain (FDTD) tool.

Fig. 4 Microstrip feed small
size dual band button antenna

Table 1 Dimensions of
wearable button antenna

Parameters of the proposed antenna Values

Disc diameter, Dd 17

Top disc diameter, Dt 15.4

Base diameter, Bd 11

Cylinder outer diameter, Do 7

Centered via diameter, Vd 1.6

Track button height, Th 5.6

Gap between disc and button, G 1.5
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In authors of [8] have presented coplanar waveguide fed ultra-wideband antenna.
In the proposed structure ultra-thin liquid crystal polymer of thickness 0.05 mm is
used as substrate (relative permittivity 2.9). The dimension of the proposed antenna
is 6 � 16 � 0.068 mm3 and it is one of the lightest UWB antennas. The proposed

Fig. 5 Conducting thread
spiral

Fig. 6 Copper coated fabric
bow tie antenna
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antenna was tested in five different bending angles 20°, 30°, 40°, 45°, 60°.
Simulation result shows that −10 dB bandwidth spans from less than 3.1 to
10.6 GHz and hence covers whole UWB frequency band for any bending positions.

In [9] authors have proposed smart cloths. Antenna is designed using textile
material. The proposed antenna is a circular patch of radius 26.3 mm (shown in
Fig. 7) with a rectangular ground plane. Substrate material used here is indigo
jeans. Permittivity is calculated by experimental method and the value is 1.67 and
loss tangent 0.03. Thickness of the substrate used here is 2.84 mm. The proposed
antenna resonates at frequency of 2.45 GHz.

Lee et al. of [10] presented electrically coupled LC (ELC) resonator resonating at
2.45 GHz. The designed antenna used two layered substrate (FR4, with relative
permittivity 4.4). These substrates have thickness of 1.6 and 0.8 mm respectively.
The area of the patch is 27.8 mm2. The resonant frequency achieved here is
2.45 GHz. The designed antenna has been tested on a body model of size
200 � 200 � 50 mm3. The body model is having electrical properties like: per-
mittivity of 52.7, conductivity 1.95 S/m and loss tangent 0.27. The SAR value of
the designed antenna when placed on flat body model is obtained as 0.005 W/kg.
Joshi et al. of [11] presented polyester substrate based microstrip patch antenna
using inter digital capacitor and rectangular stub for wireless body area network
applications. The antenna is fabricated using copper tape and polyester substrate.
The designed antenna resonates at 2.45 GHz with bandwidth 40 MHz and gain of
5 dBi. The dimension of the rectangular patch is 30 mm � 4 mm, substrate
thickness 3.14 mm, permittivity of 1.39 and loss tangent 0.01. The proposed
antenna has been simulated using IE3D.

Sabban of [12] in his paper presented compact dual polarized microstrip antenna
with high gain (0–2 dBi) at 434 MHz. The proposed antenna has dimension of
5 � 5 � 0.05 cm3. Authors of [13] have presented CPW fed rectangular monopole
patch antenna for wearable applications operating at 2.45 GHz (ISM band). The
ground plane and patch of the antenna is made up of graphene and carbon

Fig. 7 Circular patch
antenna
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nanotubes. The substrate material used is poly-dimethysiloxane having dielectric
constant 2.65, loss tangent 0.02 (substrate thickness 2 mm). The simulation result is
compared with a reference antenna made of copper. The comparison result shows
18% bandwidth improvement in the proposed design. Since graphene is one of the
top conductive materials, the proposed antenna can be used to study the effect of
improvement in the ground structure.

In 2014, [14] authors Lim et al. presented their paper Wearable Textile Substrate
Patch Antenna. Size of antenna is 12″ � 9″ and antenna impedance is 50 Ω. Here
textile material having low dielectric constant is used for designing the antenna. The
proposed antenna is grounded on microstrip technology, which is a type of elec-
trical transmission line used to transmit microwave frequency signals. It consists of
three layers, ground plane, substrate and patch. They are fabricated on printed
circuit board. Here the patch is rectangular having thickness 0.1 mm. Dimension of
ground plane is 120 � 120 mm2 and thickness is 0.5 mm. Copper is used for patch
and ground plane. The performance of antenna with different textile substrate (e.g.
wash cotton, curtain cotton, polyester and poly-cotton) has been examined.
Simulation result shows that at resonant frequency is 2.4 GHz, the return losses of
these antennas are around −30 to −40 dB. Reducing the patch dimension increases
resonant frequency which can be compensated by inserting sorting pin between top
of the patch and ground plane.

Mondol et al. [15] in their paper presented wearable button antenna (Fig. 8)
operating in WLAN frequency band (5.25–5.80 GHz). Here substrate material used
is transparent acrylic fiber sheet and copper sheet is used as conducting material.
A frequency selective surface is used, which is split ring shaped slot, to enhance the
gain of the proposed antenna.

Fig. 8 3D view of the button
antenna
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The proposed antenna consists of triangular microstrip patch antenna.
In 2015, authors of [16] Hammoodi et al. have presented dual band square slot

antenna, shown in Fig. 9. The antenna operates at ISM and WiMAX frequency
band i.e. 2.4 and 3.5 GHz respectively. The gain of antenna is around 2.5 dB at
both frequency bands. Vinyl substrate material issued here with relative permittivity
of 2.5 and thickness angle of 0.47 mm. A square slot is removed from the ground
plane and stub of length 14 mm and width 0.6 mm are introduced. Dimension of
the antenna is 50 mm2.

Performance of the antenna under bending condition has also been analyzed in
both the bands. Gain achieved here is around 2.4–2.9 dB. This shows that the
antenna is good in ISM and WiAX band. The antenna parameters are listed in
Table 2.

In [17] authors have proposed two different miniaturized wearable microstrip
antennas operating at 2.4–2.48 GHz. Using stacked triangular guiding patches and
slotting of the patches author have achieved 60% size reduction with respect to the
original volume. The proposed antennas have dimension of 39 � 39 � 2.1 mm3.
Two substrate materials are used here Taconic CER-10 (dielectric constant 10.1)
and FR4 (dielectric constant 4.4), which causes desired shift in the resonating

Fig. 9 The dual band square slot antenna with stub

Table 2 Proposed antenna
parameters

Parameter Value (mm) Parameter Value (mm)

L 50 Lfeed 34

Lslot 31 Wfeed 13

S 8 Wstub 0.6

Lstub 14
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frequency. Simulations are carried out in HFSS platform. Results show a return loss
of −16.69 and −15.53 dB for the designed antennas respectively. Vatankhah et al.
of [18] proposed in their report a compact antenna which is capacitively fed using
inverted L shape feed for wearable wireless sensors. The antenna operates at 2.4–
6.4 GHz band. The total size of the sensor and the elevated antenna is 35 mm
22 mm � 9 mm. The proposed antenna is designed using FR4 substrate with full
ground plane at the bottom and microstrip feed line at the top. A large via is created
in the middle to connect the feed line with SMA connector for antenna parameter
measurement. Jiang of [19] presented co-designed filtering antenna which is cir-
cularly polarized. The proposed antenna composed of patch radiator and bandpass
filter. The patch in this case functions as both the radiator and last stage resonator of
the filter. The filtering circuit not only provides frequency discrimination but also
performances as impedance matching circuit. Figures 10 and 11 depicts the pro-
posed antenna. The antenna operates in the frequency range of 3.77–4.26 GHz. The
proposed antenna is designed as a square patch truncated at corners on the top and
planner strip line microwave circuit at the bottom. As the antenna operates in close
vicinity to human body, the strip line shape isolates the band pass resonators from
the loading effect of human tissue.

Fig. 10 3D view of the
co-designed CP filtering
antenna using SOLRs with a
strip line feed (tilted view)

Fig. 11 Antenna structure
(the side view)
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Jose and Kappan of [20] in their paper presented UWB wearable textile antenna
with coplanar waveguide feed shown in Fig. 12. Coplanar feed is used to provide
the antenna a uniplanar structure.

The antenna operates in the band of 3.1–10.6 GHz. The antenna is made-up on
jeans substrate having relative permittivity 1.9. Conductive patch is designed using
copper. Artificial magnetic conductor (AMC) is used at the back side of the antenna
to give high gain over the entire range of operation. It provides high gain and
reflection of the back lobes of back lobes. It acts as high impedance ground surface.

Velan et al. of [21] presented in their report a dual band fractal monopole
antenna. The patch antenna is combined with electromagnetic band gap arrange-
ment. The prototype antenna covers the GSM band of 1800 MHz and ISM band of
2.45 GHz. The EBG substrate creates a barrier for radiation into human body, also
reduces the effect of frequency shifting due to human body.

Figure 13 represents the proposed fractal design of the monopole antenna. Here
also the antenna is fabricated on jeans substrate having dielectric constant 1.7 and
loss tangent 0.085. The antenna is backed with a EBG substrate of 150 � 150 mm2

dimension. For the whole frequency band the EBG substrate acts as band reject
filter. The result is also analyzed under bending condition of the proposed antenna.
SAR of the prototype is measured using three layer model of human body.
The SAR value at 1.8 GHz with EBG is 0.024 and without EBG is 5.77 W/kg. At
2.45 GHz, the corresponding SAR values are 0.016 and 6.62 W/kg. Using EBG
structure a significant reduction in SAR has been obtained in both the bands.

Fig. 12 The proposed UWB
antenna
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Agarwal et al. of [22] have presented wearable antenna which is backed by
artificial magnetic conductor operating in 2.4 GHz ISM band. The permittivity of
latex substrate has been characterized to realize a flexible planar Yagi–Uda antenna
printed on it using a large area screen printing process. The 0° reflection phase of
single-layered and double layered (AMC and D-AMC) surfaces are proposed to
minimize the maximum specific absorption rate (SAR) level at 2.4-GHz frequency
band.

Jiang et al. of [23] presented in their paper a compact circularly polarized
antenna using truncated anisotropic meta surface. In the proposed antenna structure
loop monopole is at the top and a metallic sheet backed by meta surface layer is at
the bottom. These two are detached by a foam spacer. The proposed antenna
operates at ISM band of 2.45 GHz. Polydimethylsiloxane and silver nanowire
clusters are used for building the antenna, which are tremendously flexible.

3 Conclusion

A brief review of wearable antenna is presented. Several different aspects have to be
taken into account when designing wearable antenna. Several different materials
can be taken into account. Wearable antennas have great future mainly due to the
rapid development of wireless communication technologies. Table 3 lists the study
on wearable antenna, their performance and different materials used as substrate.

Fig. 13 Prototype fractal
monopole antenna
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Characterization of Silicon Carbo-Nitride
Thin Films

Dhruva Kumar and Bibhu Prasad Swain

Abstract This review paper intends to through a light on different characterization
techniques used for silicon carbonitride (SiCN). During the recent years, the
interest in silicon carbo-nitride developed remarkably. The structural and chemical
network of SiCN thin films are characterized by XRD, Raman and FTIR charac-
terization respectively. Nanoindentation is used for analysing mechanical properties
of thin film.

Keywords SiCN � XRD � XPS � FTIR � Raman � Nanoindentation

1 Introduction

Design and synthesis of new materials having exceptional electrical, mechanical or
corrosion resistance properties is a big challenge for materials scientists across
world. The production of the designed material possessing these qualities is far
greater challenge. The excellent properties of silicon carbo-nitride (SiCN) make
them a very desirable material to be used in various industrial applications. SiCN
coating can be used as wear resisting coatings material, super abrasives tools to be
used in precision grinding due to its extra ordinary high hardness. High thermal
conductivity of SiCN makes it a promising material to be used as heat sinks
material. Its property to withstand high temperature makes it a suitable for sensor
material to be used in high temperature environment. SiCN is anticipated to behave
like a semiconductor of varying band gap which depends on its atomic arrangement
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and composition, or in the production of nanotubes [1–6]. The above applications
can be fulfilled by selective mechanical properties such as hardness, coefficient of
friction, young modulus and suitable adhesion with coating elements.

2 Characterization of Silicon Carbon Nitride Thin Films

This section reviews the different characterisation processes used for silicon carbon
nitride thin films.

2.1 X-Ray Diffraction (XRD)

Information like phase identification of a crystalline material, physical property and
chemical composition of materials and the films can be obtained by structural
analysis of material, thus making it a very important parameter. Observation of
scattering radiation from sample is used to form the basis of this technique. XRD
and Raman spectroscopy are used for structural analysis of materials. The basis of
whole process is elastic scattering of X-rays from the electron clouds for each atom
in the system (Fig. 1).

Fainer et al. investigated composite of SiCxNy and graphite (SiCN-graphite) at a
temperature of 1000 °C for 1 h in argon and found strong diffraction peak at
2h = 26°, indicating a lattice of typical graphite [8]. Chen et al. investigated matrix
of amorphous SiCxNy and nanocomposites of carbon nanoclusters by decomposing
polymeric precursors with thermally induced phase separation and with the help
of XRD analysis they concluded that ratio of starting material does not have any
effect and the nanocomposites were amorphous [9]. Wang et al. investigated
polysilazane-synthesized amorphous SiCxNy ceramics at different temperatures

Fig. 1 Typical X-ray diffractograms of SiCN [7]
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between 900 and 1400 °C and observed no diffraction peaks in XRD patterns of all
materials implying that the ceramics were amorphous for the tested range of tem-
perature [10]. Mera et al. investigated carbon-rich SiCxNy ceramics at different
temperatures. They observed that upto 1500 °C, the ceramic S2 found out to be
amorphous but as soon as temperature was increased, some fragment of a-Si3N4

converted into crystalline SiC and its composition comprised of a-Si3N4, a-C, and
a- and b-SiC. At 1700 °C b-SiC was separated [11].

2.2 Raman Spectroscopy

Raman spectroscopy technique is used for studying rotational, molecular vibration
of a system. The process is based on inelastically scattered light, or Raman scat-
tering of monochromatic light, generally from a laser in the visible, close to infrared
or ultraviolet range (Fig. 2).

Chen et al. studied SiCxNy by thermally decomposing commercially available
polysilazane and observed D peak at *1350 cm−1 and a G peak at *1600 cm−1

and because of presence of amorphous carbon, several minor peaks were also
observed such as a D″ peak at 1500 cm−1 and a D′ peak at 1620 cm−1 [12]. Prasad
et al. reported thermal decomposition of SiCxNy and observed G band in the range
of 2500–2800 cm−1 at 1700 °C [13]. Chen et al. studied amorphous SiCxNy and
found peaks at 1600 and 1356 cm−1 corresponding to the G and D band of
graphite [9]. Bhattacharyya et al. investigated nanocomposite SiCxNy and studied
Raman spectroscopy of film deposited at 500 °C and found G peak at 1522 cm−1

and D disorder peak at 1390 cm−1 [14]. Mera et al. investigated carbon-rich SiCxNy

ceramics and found D and D′ bands at 1350 and 1620 cm−1 and G band at
*1582 cm−1 [11]. Kaspar et al. studied carbon-rich polymer-derived SiCxNy. They
observed D band at 1350 cm−1 and G band at 1590 cm−1 and G′ and D′ band at
2680 and 2920 cm−1, respectively [15].

Fig. 2 Typical Raman
spectrum of SiCN

Characterization of Silicon Carbo-Nitride Thin Films 133



2.3 Fourier Transforms Infrared Spectroscopy (FTIR)

Bonds or a group of bonds always vibrate at characteristic frequencies which form
the basic principle of FTIR. Molecule absorbs infrared energy characteristics to
their frequencies when exposed to infrared rays (Fig. 3).

Fainer et al. investigated PECVD deposited films of SiCxNy and observed
vibrations of the Si–C at 800 cm−1, Si–N at 950 cm−1, and Si–O–Si 1030 cm−1

bonds. Furthermore, they observed vibrations of the bond Si–H at *2200 cm−1

and Si–CH3 at *1250 cm−1 [16]. Gao et al. reported nanostructure evaluation of
carbon-rich SiCxNy and SiBCN polymer-derived ceramics and they found Si–N
stretching vibration at 970 cm−1, Si–C stretching at 812 cm−1, C=N vibration at
1720 cm−1 and C–N at 1253 and 1188 cm−1 [17]. Demin et al. applied a new
method of the plasma chemical vapour deposition for the synthesis of SiCN films
on a substrate of stainless steel and instrumental alloys using hexamethyldisilazane
vapours. The vibrational modes of Si–C and Si–N were observed at 750 cm−1 and
960 cm−1, respectively, peaks observed in the region of 1600–3400 cm−1 referred
to the vibration modes of the carbon containing HMDS fragments: C–H, C–C
(1400–1600) cm−1; Csp2–H, Csp3–H (2890–3000) cm−1. The band at 2100 cm−1

corresponded to the vibrations of Si–H bonds [18].

2.4 X-Ray Photoelectron Spectroscopy (XPS)

X-ray photoelectron spectroscopy (XPS) measures the elemental composition,
electronic state, empirical formula and chemical state of the elements that exist
within a material. When a material is exposed by a beam of X-rays, XPS spectra is
obtained with the help of the kinetic energy and number of electrons that escape
from the top 0 to 10 nm of the material (Fig. 4).

Fig. 3 FTIR transmission
spectrum of SiCN [7]
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Fainer et al. investigated plasma chemical decomposed SiCxNy films and found
that at 373 K, Si–Si, Si–C–N, and Si–O chemical bonds were obtained corre-
sponding to the energies bonds of 98.7, 101.2, and 102.8 eV. They also found N–Si
bond at 397.9 eV, N–C bond at 400.2 eV [20]. Bulou et al. studied PECVD syn-
thesized amorphous SiCxNy thin films and observed Si(2p) was decomposed into
two components centred at 101.3 and 101.8 eV and C(1s) also has two components
assigned to C(1s)\Si bonds (283 eV) and C(1s)\C/H at (284.5 eV) [21]. Bulou et al.
investigated MPACVD-deposited amorphous SiCxNy thin films using N2, Ar, CH4

and vaporised HMDSN gases and found major part of N atoms is bonded to Si and
observed C–Si bonds at 283 eV, C–C and/or C–H bonds 284.5–284.7 eV,
respectively [22]. Rumyantsev et al. investigated energy dispersive spectroscopy
(EDS) deposited SiCxNy thin films and analysed XPS spectra of C1s, N1s and Si2p.
Si2p XPS spectrum is deconvolved into three components Si–O bond at 102.8 eV
energy, Si–N–C at 101.1 eV and Si–Si bond at 98.8 eV, N1s spectrum at 397.5 eV
energy corresponds to N–Si bond, 399.9 eV energy to N–C (sp2) bond and the
C1s spectrum at 281.9, 283.7 and 284.6 eV, which correspond to C–Si and C–C
bonds [23].

2.5 Nanoindentation

The nanoindentation is used for computing the hardness, and the elastic modulus of
the material. Generally Berkovich indenter, i.e. three-sided pyramid diamond is
used. The principal of nanoindentation lies in bringing a very small tip to the
material surface producing an imprint (Fig. 5).

Fig. 4 N(1s) is appeared at 398 eV, C(1s) is appeared at 284 eV, Si(2p) is appeared at 101 eV
[19]
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Jedrzejowski et al investigated mechanical properties of PECVD deposited
SiCxNy films by using SiH4, CH4, N2, Ar gas mixtures at a temperature of 400 °C.
The SiCN thin films exhibits a hardness >30 GPa, Young’s modulus >190 GPa,
elastic rebound of 85% and a compressive stress of approximately 1 GPa [25].
Bhattacharyya et al. investigated magnetron sputtering deposited SiCxNy coatings
on silicon (100) by using DC and AC radio frequency current. The hardness of the
SiCxNy thin films was 16 GPa for both Si substrates and 304 SS, respectively, for
DC magnetron sputtering. However films deposited in RF mode showed higher
hardness of 22–25 and 240–250 GPa modulus on Si and SS substrates [26]. Chen
et al. studied the mechanical properties of SiCxNy materials prepared by microwave
PECVD and electron cyclotron resonance PCVD. They found the hardness and the
effective modulus of the SiCN crystals and amorphous SiCxNy as 30 and
321.7 GPa, and 22 and 164.4 GPa, respectively [27]. Saha et al. fabricated SiCxNy

having iron dispersed in it and found that it resisted oxidation up to 500 °C and had
a hardness of 5–7 GPa [28]. Leo et al. investigated the influence of process
parameters like temperature and pressure and found that the hardest SiCxNy

ceramics having hardness as 23 GPa were achieved when pure CERASET™ is
thermally set at a temperature of 240 °C, cross linked at 2,000 psi (13.8 MPa) and
pyrolyzed at 1,200 °C [29].

3 Conclusion

The results of various characterizations show the property of SiCN to withstand
high temperature, it retained its amorphous property upto 1500 °C but with increase
in temperature it converted into crystalline. Its oxidation resistance was also

Fig. 5 A typical load depth
curve corresponding to the
indentation showing the
highest hardness of 22 GPa
for SiCxNy thin films [24]
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validated by results. Thermal stability and enhanced mechanical properties was also
reported. The hardness and the effective modulus of the SiCN crystals and amor-
phous SiCxNy was found to be 30 and 321.7 GPa, and 22 and 164.4 GPa
respectively.
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Improved Normalization Approach
for Iris Image Classification Using SVM

Mahaboob Shaik

Abstract With the rapid improvement of information technology, security and
authentication of individuals has become a greater significance. Iris recognition is
one of the best solutions in providing unique authentication for individuals based on
their IRIS structure. Iris normalization meant to extract the iris region and represent
it in spatial domain, Daughman’s rubber sheet model is so far a standard and
efficient method of implementing this process. In this paper, a low complex, simpler
and improved version of rubber sheet model is proposed. The main aim of this
method is to minimize the complex computations that were involved in the con-
ventional rubber sheet model and to provide an equivalent performing approach
with very less computations. Classification performance is evaluated with CASIA
and IIT Delhi IRIS databases using SVM classifier.

Keywords IRIS � Normalization � Rubber sheet model

1 Introduction

In present scenario, keeping the data secured and authenticated is most difficult and
very important to any organization or individual. Most of the researchers are
focusing and developing different new applications on biometrics. Among all the
biometrics iris recognition is playing vital and unique role. This works according to
the visual features of a person like furrows, freckles, corona, and rings. Due to the
high variation of randomness in the above-mentioned features, recognition of iris is
considered as highly problematic approach [1].
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This organ is externally visible; it has unique quality of epigenetic pattern which
stables throughout the adult life. This versatile character makes very attractive to
use this as an identifying individual biometric application. By using different image
processing techniques, the unique iris pattern can be extracted from a digitalized
eye image, one can encode them into a biometric template and can be stored in
database.

A working model for automated iris recognition system with generic information
formulated, which was a successful system [2]. Other most of the popular recog-
nition models were also proposed [3–7]. The Daughman’s system was tested under
several studies, the result rate always lead to zero failure rate. By dong experiments
on millions of irises, Daughman’s system always gives perfect identification of
individuals. By doing experiment on 520 iris images Wildes et al. who established
the prototype system also gave flawless performance reports. By taking the database
of 6000 eye images another researcher Lim et al. proposed a model by having
recognition of 98.4%.

The main objective of this paper is to present low complexity based IRIS nor-
malization method to minimize the complex computations that were involved in the
conventional rubber sheet model and to provide an equivalent performing approach
with very less computations. Here, we use Log Gabor filters for extracting the
features from normalized images. Feature extraction of this IRIS images was
implemented using Log Gabor filters. A performance comparison is presented with
CASIA [8] and IIT Delhi [9] IRIS databases using SVM classifier.

The proposed model follows as, Sect. 1 gives a brief introduction about the
physical dimensions and the importance of IRIS recognition system continuing with
Sect. 2 which clear depicts the implementation of Daugman’s rubber sheet model.
Section 3 explains neatly about the proposed approach of minimizing the com-
plexity involved in the Daugman’s model, Sect. 4 presents the performance analysis
of the proposed approach along with other classifiers and databases.

2 Rubber Sheet Model (Daugman’s)

Here, Daughman’s integro-differential operator is used to locate the coordinates of
iris boundary. First,

• rmin is the possible minimum,
• rmax is maximum radius.

And the k = iris searching parameter. For the nonideal database of WVU, 50%
of the image size will be set for rmax, and 33% of rmin will be set for rmax. Using k,
the operator will locate the change in maximum pixel intensity value (J) in the
image which lies in the allocated radius with a circular integral of (x0, y0), the
original image blurred by a Gaussian kernel (G) with the given radius r (Fig. 1).
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In this model, the remap can be done by each point within the iris region by
taking a pair of polar coordinates. This model will be accountable or responsible for
imaging distance, pupil dilation, and nonconcentric pupil misplacement.

3 Proposed Iris Recognition System

The proposed approach involves the following steps; (a) Iris Segmentation
(b) Normalization of Iris (c) Feature Extraction (d) Classification.

3.1 Iris Segmentation

In iris recognition system, segmentation is the basic step. Here from captured eye
image we will isolate the iris region. Canny method locates edges by searching
maxima of the gradient in iris image. The gradient is calculated by using derivative
of Gaussian filter. Here two thresholds are used to detect the weak and strong edges.
This approach is tougher to detect the true weak edges.

3.2 Iris Normalization

The proposed improved normalization approach involves in partitioning the circular
region obtained through Daugman’s Model. The approach divides the 360° circular

Fig. 1 a Input iris. b Iris localization. c Normalized image
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region into a trapezoidal portion as shown in Fig 2. This approach mainly considers
the mapping area between 202.5° and 337.5° in the circular region. This region
when segmented looks like a trapezoid as shown in Fig. 3c.

The proposed approach is as follows:

• Step 1: considering lower half iris, i.e., lower half circle: Starting from angle 180
to 360 (Lower circular portion).

• Step 2: Consider only 75% of the lower half circle, eliminating 25%, i.e., 22.5%
from left and 22.5% from right, means from left 180 to 202.5 = 22.5%, and
from right, i.e., from 360 − 22.5 = 337.5, i.e., 22.5% deducted from right.

• Step 3: Now get the shape of trapezoid, and convert that trapezoid to rectangle
by removing the triangular shapes from both the sides of Trapezoid.

• Step 4: Finally get a small rectangular normalized iris image for which the
features are calculated.

3.3 Feature Extraction

In feature extraction, the fundamental information in iris pattern will generate a
binary template which is used for classification and recognition. Iris feature set is
generated by combing or grouping the pattern of iris with 1D Log Gabor filter [10].
This will be represented in mathematical terms as

Gðf Þ ¼ exp
� log f

fo

� �2

2 log r
fo

� �
0
B@

1
CA; ð3Þ

where f0 = center frequency and r = bandwidth of the filter.

1800 3600

1800 -22.250=202.50 3600 -22.250=337.50

Eye Lid Area Mapping Iris region

Fig. 2 Mapping area for the
proposed approach

(a) (b) (c)

Fig. 3 a Cropped region from Fig. 2. b After removal of upper part. c Trapezoidal portion
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3.4 SVM Classifier

Support vector machine is a wide-ranging classification tool which is used in many
successful applications and here, it is used as classification tool.

4 Performance Analysis

The performance evaluation of this method is validated with CASIA Iris Image
Database Version 1 [8]. In which for the experiment, 20 users of each three images
are considered for training and two for testing, similarly the IIT Delhi database in

Fig. 4 a Input image. b Extraction of half circular region. c Conversion into trapezoidal region.
d Extraction of iris in rectangular form

Improved Normalization Approach for Iris Image … 143



which 20 users three images of each are considered for training and the two for
testing. Feature vector of each image was generated using the concept explained in
Sect. 3. When classified with conventional rubber sheet model, the proposed
approach shows an improvement of 7% decrement in processing time with almost
same recognition rate (Figs. 4, 5 and 6).

Fig. 5 Classification rate analysis for proposed normalization approach using SVM

Fig. 6 Average processing time for normalization
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For the evaluation, two parameters are considered first the classification rate and
second average processing time for normalization. In the earlier analysis, it was
found that classification is decreased from 89–86% with the proposed approach
which is not a significant loss as per our knowledge. However, the average pro-
cessing is decreased by 30% using on 70% of the CPU processing time, this is a
significant improvement.

5 Conclusion

A new improved method of iris normalization is proposed in this method and the
performance is validated in terms of classification rate and average processing time
by evaluating with different datasets of iris images. The experimental findings prove
that the proposed approach is consuming 70% of the processing when compared
against the conventional rubber sheet model which makes it significant for further
research analysis. The future scope lies in analyzing this approach with multiclass
classifiers.
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Investigation of Titanium Aluminium
Nitride (TiAlN): A Review

Soham Das and Bibhu Prasad Swain

Abstract Titanium aluminium nitride (TiAlN) thin films are now commonly used
as protective layer in various fields as these films have high thermal stability and
sound corrosion resistance. Due to high hardness and wear resistance at elevated
temperature, it is one of the most important thin film coating material for cutting
tools. Various deposition methods such as physical vapour deposition (PVD),
chemical vapour deposition (CVD), sputtering technique, etc., are used by many
researchers to synthesize TiAlN coatings. To analyse morphological, structural, and
mechanical characteristics, various tests such as SEM, AFM, xrd, Raman, and
nanoindentation have been carried out by many researchers. This paper basically
summarizes the properties of TiAlN monolayer, nanolayer, and multilayer thin
films.

Keywords Titanium aluminium nitride � PVD � Microstructure
Mechanical properties

1 Introduction

For past few decades, nitride coatings have been emerged as one of the hardest and
high temperature-resistant material in mechanical and industrial components [1]. In
the recent years, it has also been emerged as one of the very suitable material for
medical implants [2]. Among a wide variety of materials used in various fields,
titanium nitride (TiN) suited the most for most of the requirements, but this material
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is subjected to oxidation at high temperature. To overcome this problem, aluminium
is mixed into the TiN network to form TiAlN coatings which in the last few years
have shown improvement in the quality of films [3]. One of the most important
properties which TiAlN possesses is its resistance to oxidation at high temperature
up to 700–800 °C, which in case of titanium nitride with NaCl structure, undergoes
oxidation at around 500 °C.

1.1 Titanium Aluminium Nitride

Nowadays, single-layer and multilayer TiAlN coatings are intensively investigated
due to its sound mechanical and tribological properties which make this a suitable
coated material for cutting hard materials with good degree in accuracy. TiAlN is a
face-centred cubic (fcc) crystal system commonly used as cutting tool, forming
tools, semiconductor devices, etc. The main advantage of TiAlN films is high
adhesion strength and thick layer of Al2O3 film which prevents oxygen diffusion in
the coated film [4].

2 Morphology of TiAlN

2.1 Atomic Force Microscopy (AFM)

Khlifi et al. deposited and characterized different layers of TiN and TiAlN coatings
on steel substrate via magnetron sputtering system. Characterization through AFM
led the researchers to conclude better surface finish of nanolayer coatings than
single-layer nitride coating [5] (Fig. 1).

Fig. 1 Surface roughness of a sample obtained from AFM [5]
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Dani et al. investigated the structure of TiAlN coatings prepared by magnetron
sputtering method over silicon plate using a compound Ti0.5Al0.5N target at varying
N2 pressure, bias voltage. AFM analysis revealed improved coating morphology
with increasing voltage. Also it indicates coatings with pore-free surfaces with no
micro-cracks [6]. Park et al. successfully replaced conventional TaN heater in inkjet
printers by TiAlN film, over a Si (100) wafer at 400 °C in the presence of TiN and
AlN as targets. 3D AFM studies revealed the highest RMS surface roughness at
mid-level power density followed by highest power density. Later surface mor-
phology found to be decreased slightly which further validated the mechanism of
variation of grain size [7]. Buranawong et al. observed steep change in AlTi3N
grain size (bigger triangle shape) over Si wafers with a slight change of current from
600 to 700 mA. Surface roughness for the deposited samples at different current
sources was found to be 9.0, 11.0, and 17.4 nm [8]. Huang et al. investigated the
after-effect of surface morphology on the properties of TiAlN films prepared over
TiC material. Analysis of results revealed parent material and coating roughness
within 10–62 nm. Further they also found substrate inhomogeneity and preferred
nucleation growth as responsible parameter for coating surface roughness [9].
Chawla et al. deposited Ti–Al–Cr based coatings INCOLOY under reactive
nitrogen atmosphere. AFM surface morphology (2D and 3D) results revealed
TiAl-based coating with lower roughness value than Al–Cr based coatings. Also the
grain size provided by AFM analysis reported a lesser particle size (10 nm) for
TiAlN as compared to (25 nm) for AlCrN coating [10].

2.2 Scanning Electron Microscopy (SEM)

Sui et al. fabricated TiAlN, TiAlN-Si-based single-layer and multilayer coating
using sputtering method. A change in the morphology of the deposited film from
columnar to nanocrystal was observed by diffusing silicon elements. Multilayered
structure of Ti–Al–Si based films also came up with reduced spalling problem [11]
(Fig. 2).

Fig. 2 Morphology of TiN and TiAlN [12]
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Zouina et al. investigated the mechanical and chemical behaviour of TiAlN films
in presence of NaCl (3.5 wt%). Microstructure has been studied using SEM
micrographs, where coating thickness was found to have columnar structure with an
estimated thickness of 1.2 lm. Also the coating was found to be quite dense,
uniform and homogeneous [13]. Dani et al. investigated sputtering coated TiAlN
films at different N2 pressure and bias voltage. SEM images reveal coating thick-
ness up to 5 lm, and the deposition rates up to 115.5 nm/min also coatings were
observed with compact and pore-free surface [6]. Pei et al. investigated the stability
of Ti2AlN at pressure of 5 GPa and at different temperatures of 700–1600 °C by
using SEM with EDS technology. For 1400 °C and 5 GPa, Ti2AlN was found to be
very stable with good quality microstructure. Further investigation also indicated
direct decomposition of Ti2AlN into TiN and TiAl at 5 GPa and 1500 °C [14].
Girleanu et al. examined Ti1−xAlxN films on steel substrate for different aluminium
compositions using radiofrequency magnetron reactive process. TEM along with
FEA results indicated small grain size of TiN films, while elongated fibres were
observed for TiAlN at 0.86% wt of Al., they also observed destruction of coating
with further addition of aluminium [15]. Chawla et al. investigated the influence of
varying Al content on the characteristics of Ti1−xAlxN coating prepared over glass
by sputtering technique. Structural analysis showed reduction in grain size with
increasing aluminium content which was also found to be responsible for reduced
RMS value of deposited thin film [16]. Lie et al. deposited microcrystalline dia-
mond (MCD), nanocrystalline diamond (NCD), diamond-like carbon, and TiAlN
layer over carbide product. FESEM results indicated coatings with good uniformity,
where NCD was found to exhibit very small grain size as compared to MCD. Al2O3

particles up to a size of 1.5 lm were observed in TiAlN coating [17]. Zhang et al.
proposed a new method for improved mechanical properties of cam body by
depositing TiAlN thin layer over it using ion sputtering deposition technique. SEM
images revealed clear interface and compacted film. The effect of substrate bias
voltage over deposition was also demonstrated, where high substrate voltage was
found responsible for damage of thin films [18]. Yan et al. synthesized TiAlN/TiB2

multilayers with various modulation ratio on Al2O3 (111) substrate using ion beam
assistant deposition. Images obtained through SEM and TEM clearly indicated the
existence of TiAlN crystalline phase embedded over TiB2 amorphous structure.
They observed light and dark coloured TiAlN and TiB2 layers with equal width
which led them to the conclusion that the thickness ratio of deposited films have
same modulation ratio [19].
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3 Structure of TiAlN

3.1 X-ray Diffraction (XRD)

Xudong Sui et al. fabricated TiAlN and TiAlSiN using magnetron sputtering
method. They observed a change from columnar growth to nanocrystal growth with
the addition of Si element. Xrd images revealed the diffraction peaks of TiAlN in
corresponding (111), (200), and (220) crystal planes. With addition of silicon
element in TiAlN, the diffraction peaks were found to be stretched with reduced
peak intensity. Later they found that TiAlN coating possesses hexagonal structure
and TiAlSiN possesses mixed cubic and hexagonal structure [11] (Fig. 3).

Presence of aluminium in TiN enhances the solar radiation absorption capability
of deposited thin film over stainless steel substrate, where the deposited TiAlN
coating was found to contain small amount of crystalline phase with fine grained
structure by Feng et al. [21]. Zirconium (Zr) plays very vital role regarding the
improvement in crystallographic structure of TiAlN since the addition of Zr in
TiAlN changes the columnar structure of film into compact isometric structure,
which further enhances the texture coefficient of Zr/TiAlN approximately up to one
[22]. Dejun et al. analysed and reported that addition of elemental aluminium in
TiN improves hardness of TiAlN since the replacement of some Ti grains with
Aluminium grains creates lattice distortion with increased grain extremities and
dislocations. Also they reported that further addition of elemental silicon (Si) in
TiAlN refines the grain structure with further improved hardness and wear resis-
tance since the presence of Si3N4 along with TiAlSiN converted to wearable SiO2

phase at elevated temperature when deposited through cathode arc ion plating
process [23]. Peng et al. reported the presence of different diffraction peaks at

Fig. 3 XRD patterns of TiAlN, CrAlN coatings [20]

Investigation of Titanium Aluminium Nitride (TiAlN): A Review 151



−36.7° (111), −42.8° (200), −61.8° (220), −74.1° (311) for TiAlN, −37.8°
(111) for AlN and 70.6° (103) for a-Ti phases when deposited TiAlN films on
Ti6Al4V alloy deposited through magnetron sputtering technique [24]. Rousseau
et al. found higher machining capability of PVD and CVD coated TiAlN thin films
over High speed steel substrate due to higher N2 bombardment during deposition,
which further leads to proper substrate diffussion.Through XRD authors found the
major peaks at (111) and (200) regarding TiN and TiAlN, respectively [25].
Substrate bias (Vb) plays a very important role in the deposition of titanium alu-
minium nitride based films when synthesized through magnetron sputtering in
existing Ar/N2 mixture, reported by Huang et al. They found that for both the
coatings initially with increase in Vb, the diffraction peak from (111) shifted to a
dominant (200) peak but with further increase in Vb they observed reversal of peak
to (111) with small intensity and poor crystallinity. Further they explained that
peaks at (200) possess lowest surface energy and appear relatively at lower stress
level (low Vb), whereas peaks at (111) possess highest surface energy and appear
relatively at higher stress level (high Vb) [26]. Wang et al. analysed the oxidation
behaviour of TiAlN/SiN coatings on borosilicate glass deposited through mag-
netron sputtering method. Xrd images revealed successful deposition of TiAlN with
corresponding diffraction peaks at 37.1° with (111) crystalline planes with
columnar crystal structure but for SiN no, such peaks were observed and due to
higher film density of SiN it was found that after oxidation at higher temperature
SiN shows better oxidation resistance than TiAlN [27]. Pinot et al. compared the
properties of TiAlN coatings prepared through sputtering using titanium aluminium
targets with previously deposited TiAlN deposited films from mosaic (M) target
comprises of titanium and aluminium material. Films deposited with higher Al
content showed cubic xrd fingerprints, where the existences of different crystal
lattice were concluded regarding sintered Al mixed films. With both the targets,
they found decrement in mechanical properties with increasing friction damage due
to growth competition between hcp and fcc crystal structure [28]. Twu et al.
investigated the effect of titanium-based, chromium-based, and Ti-A based nitride
films on cyclic load resisting behaviour for aluminium and medium carbon steel.
Study revealed coating phases at (111), (200) and (220) peaks and CrN peaks were
observed at (111) and (200) peaks with fcc structure [29]. Generally, the diffraction
peak intensities of TiAlN coated films are found to be at (111) or (200) crystalline
plane reported by Shang et al. [30]. Kumar et al. examined the microstructure of
TiAlN/AlCrN coatings deposited on carbide material using vapour deposition
technique. During analysis, TiN (111) plane found to have the dominant orientation
with B1-NaCl crystal structure. TiN, AlN, and CrN exhibited polycrystalline
structure with mixed orientations. Since the diffraction peaks were found to be
unbroaden, they concluded the coatings to be nanocrystalline. Later, they also
revealed a strain free coating due to no peak shift. The average crystallite size (Dp)
was found to be 0.94 and the crystallite sizes of TiN, AlN, and CrN were calculated
as 44.14, 35.65, and 17.98, respectively [31]. Zhan et al. reported successful
deposition of TiAlON/TiAlN/TiAl with fcc crystal structure over HSS substrate
through ion plating process. With variation in O2 partial pressure they found that
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the surface phase structure of above stated thin films are same, whereas the peak
intensity of Al and Ti were found to enhance partially by enhancing O2 pressure.
Due to low oxygen content at coating surface, authors found it very difficult to
explain the reasons regarding the existence of Ti and Al oxide on the thin film [32].
Sprute et al. demonstrated the influence of PVD-based TiAlN multilayer and
monolayer coatings on SiC grinding, diamond grinding papers regarding their
initial and final residual stress. Test results revealed TiAlN diffraction peaks at
(220) with fcc-NaCl structure. Further, substrates with TiAlN multilayer coatings
found to exhibit higher residual stress than the substrate with monolayer coatings
[33]. Generally, it has been found that the hardness of TiAlN coating is maximum
when the deposited coating exhibits smaller grain size with fcc crystal structure
[34]. Deng et al. examined the influence of niobium and carbon ion on the hardness
of TiAlN layers prepared through arc ion plating process. Test results indicated
increased diffraction intensity ratio with Nb and C ion addition from where small
change in structure also found. Authors also found NbN and TiC binary phase
formation with reduced lattice parameters [35]. Aluminium and vanadium has a
vice versa effect on TiN coatings deposited by magnetron reactive sputtering on M2
high speed steel reported by wang et al. they found reduction in lattice constant of
TiN coatings with Al addition whereas the lattice constant increased with vanadium
addition. Test results also indicated an improvement in columnar structure of TiN,
TiAlN, TiAlVN with the addition of Al and V. Lastly some traces of ɛ (Fe3N–Fe2N)
phase were also observed due to presence of Fe in the deposited coatings [36].

4 Compositional and Electronic Structure

4.1 X-ray Photoelectron Spectroscopy (XPS)

Yi et al. deposited multilayer TiAlN coating over Titanium aluminium vanadium
based substrate. From XPS analysis, it was found that Ti 2p peak exhibited high
binding energy correspond to 2p3/2 and 2p1/2 electrons whereas for TiN films, the
peaks were found to be situated at 454.6 and 461.2 eV, respectively [24] (Fig. 4).

Ananthakumar et al. successfully deposited TiN/TiAlN multilayers of 2 mm
thickness. Spectroscopy study revealed coexistence of all elements associated with
the coating. It was also found that Ti 2p peak exhibits binding energy more than
400 eV at different orbitals [37]. Barshilia et al. used (DC) sputtering system to
synthesize TiAlN coatings over drill bits in presence of N2 + Ar plasma. Authors
evaluated the performance of coated drill bit in presence and absence of coolant.
From XPS analysis, they observed Ti peaks relatively at higher binding energy.
Also a good bonding structure was observed within the coating [38]. Wosińska
et al. investigated the microstructural and mechanical properties of PVD-coated (Ti,
Al,Si)N film over ceramics substrate. Several tests such as SEM, XPS, and
nanoindentation were carried out to investigate the coating properties. For
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mechanical properties, a comparison was carried out between uncoated substrate
and gradient (Ti,Al,Si)N coated substrate. For 2.6 µm thickness on the substrate,
the microhardness of (Ti,Al,Si)N coating (microhardness: 2650 HV and roughness:
0.18 µm) was found to be higher than uncoated substrate (microhardness: 1980 HV
and roughness: 0.07 µm) in every aspect [39]. Rizzo et al. reported the xps results
of single-layer, intermixed multilayer, and nano-multilayer TiAlN/TiN film
deposited through reactive magnetron sputtering system. Results indicated the
presence of three different components namely TiON, TiAlN, and TiN compounds,
and N2 surface absorbates in the range of 397–400 eV binding energy in N1S
region. They also reported the presence of equal amount of Ti and Al percentage for
the samples due to same deposition parameters. For multilayer and nanolayer films,
low titanium and high aluminium content were also observed [40]. Gao et al.
investigated the bonding status of titanium through xps while depositing TiAlN/
Al2O3 multilayer coatings using magnetron sputtering method. Test results indi-
cated the presence of stoichiometric TiN and TiOx peaks at binding energy of 453.8
and 457.8 eV in Ti2p3/2 orbitals, where the attachment of Ti with oxygen was
found to be more tan nitrogen probably due to higher affinity [41].

4.2 Raman Spectroscopy

Ananthakumar et al. successfully deposited TiN/TiAlN multilayers of 2 lm
thicknesses using reactive DC magnetron sputtering method. Result revealed that

Fig. 4 XPS image of TiAl for different BE’s [24]
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coatings exhibited peaks at 209 and 318 cm−1 for different vibrational mode.
Vibration of metal atoms during deposition was found to be the responsible factor
for the spectrum in the frequency range of 200–300 cm−1 [37] (Fig. 5).

Subramanian et al. compared the properties of Ti–N, Ti–O–N, and Ti–Al–N
regarding surface roughness, corrosion in simulated body fluid and cytotoxicity for
biomedical applications. Raman spectra for all the coatings were found to within of
100–1100 cm−1. For TiN films, vibration of big size Ti ions and smaller N2 ions
was responsible for scattering in acoustic range and optic range. Also the results
witnessed the presence of anatase structure at 200, 398, and 641 cm−1 in the case of
TiON coatings [42]. Feiler et al. doped Si and B with TiAlN for the improvement of
TiAlN coatings by cathodic arc evaporation technique. Both anatase and rutile
phase titania were detected through Raman spectroscopy, when oxidized TiAlN
films for 60 min and 900 °C. But in later stage when oxidized for 300 min rutile
phase found to be the dominant factor over anatase phase. In case of Ti–Al–B–N
and Ti–Al–Si–N films, same conditions had been observed with a slight shifting of
peaks of Raman spectra [43]. Subramanian et al. deposited 1 lm TiAlN on MS
substrates with equal titanium and aluminium content. Through RAMAN spectra,
the characteristics peaks at 312.5, 675, and 1187.5 cm−1 at different optical modes
of TiAlN were observed [44].

Fig. 5 Raman spectra of TiAlN films [44]
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5 Conclusion

Above literature clearly indicates the importance of TiAlN thin film coatings in
various fields (manufacturing, medical) as these coating provides high hardness,
wear resistance at elevated temperature with enhanced service life along with the
parent material. In most of the cases, these films have been found to exhibit fcc
columnar crystal structure where the diffraction peaks were generally observed at
(111) and (200). The average nanohardness value of TiAlN films has been found as
30–35 GPa with higher modulus of elasticity and low friction coefficient.
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The Study of GPR with Conducting
Surfaces to Determine the Operating
Frequency in Single-Fold Reflection
Profiling

Amitansu Pattanaik and Rajat Sharma

Abstract Mapping of different soil surfaces is possible by the means of ground
penetrating radar (GPR). To optimise the interpretation of such radar surveys car-
ried out at various sites, we turned our attention to the accuracy of GPR on different
geophysical surfaces. The properties of soil significantly influence the GPR per-
formance, modifying, in particular, the propagation velocity, skin depth, phase
constant and attenuation. Thus, setting the parameters for a GPR survey is not easy.
Also, it is difficult to decide the right operating frequency for GPR operations. In
order to get a higher penetration depth, the user will have to compromise with the
resolution of the GPR or vice versa. Here, we try to estimate an appropriate
operating frequency for GPR survey, if the properties of the soil are known.

Keywords Ground penetrating radar � GPR � Single-fold reflection profiling
Propagation velocity � Skin depth

1 Introduction

The ground penetrating radar is becoming increasingly successful in geophysics,
civil engineering, archaeological investigation, defence, etc. It is a tool that is used
to access information about subsurface properties. GPR techniques are potentially
powerful, non-destructive techniques for the measurement of surface features. It
helps the measurement of surface dielectric constant, water content, target thick-
ness, depth, etc. GPR can also be used against dangerous geological hazards. It is
because events like subsurface faulting, contamination of groundwater (man-made
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or natural) or underground cavities can easily be studied by a GPR. It can also
characterise subsurface contaminations produced by hazardous materials. Also,
GPR is a very helpful tool for landslide studies and predictions [1–3]. The success
of a GPR survey is influenced by the data collection parameters. It controls the
properties of the electromagnetic wave propagated in the ground and the recol-
lection of the reflected wave at the surface. Another factor that influences the
success of a GPR survey is the properties of the deposits, through which the wave is
propagated. Chemical or physical properties of the subsurface deposits like com-
paction, water content, and presence of conducting materials, such as soluble salts,
clays and metals can influence the properties of the electromagnetic and design
parameters of the GPR [4–14].

In this paper, estimation of phase velocity and skin depth has been done using
the wave number equations when the GPR is operated under different frequencies.
At those frequencies, designing parameters will be measured and an appropriate
operating frequency is estimated for GPR applications. Resolution is an important
factor, thus high frequencies are used.

2 Theoretical Background

Theory of a GPR is explained by the Maxwell’s equations. Full solution for the
electromagnetic waves is moderately used in GPR processing. The approximation
of low loss conditions is broke and in order to make more accurate results, the full
solution for the wavenumber equation should be used. It is used to estimate the
phase velocity and the skin depth. GPR is most efficient when the losses associated
with conduction current are minimal and the displacement current dominates [15].

But first, terms a and b should be defined. They are called attenuation and phase
constant, respectively [16]. They are given by Eqs. (1) and (2), respectively:

a ¼ x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
le
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ r2

e2x2

� �s
� 1

( )vuut ð1Þ

And;

b ¼ x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
le
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ r2

e2x2

� �s
þ 1

( )vuut ; ð2Þ

where x is called the angular frequency (it is equal to 2Pf, f is frequency).
Electrical conductivity (S/m) is represented by r, and e is called the dielectric
permittivity. Dielectric permittivity can be expressed as e0er, where e0 is called the
dielectric permittivity of free space (8.854 � 10−12 F/m). er is the dimensionless
quantity, called the relative dielectric permittivity. Similarly, µ is the magnetic
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permeability and expressed as µ0µr, where µ0 is called the magnetic permeability of
free space (4P � 10−7 H/m). µr is the dimensionless quantity, called the relative
magnetic permeability. Most near surface materials µr is almost one [17], we will
assume that to be the case for this paper.

The complete expressions of skin depth and phase velocity are given by Eqs. (3)
and (4), respectively [18].

d ¼ 1

x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
le
2
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e2x2

� �q
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And:

v ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
le
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ r2

e2x2

� �q
þ 1

n or ð4Þ

The loss tangent is given by Eq. (5):

tan h ¼ r
ex

ð5Þ

Loss tangent is the tangent of the loss angle. For GPR, the conduction current is
very small because under low loss conditions the loss tangent �1. Similarly under
the quasi-static case, the loss tangent �1 and the displacement current is very
small. When the system is operating between the quasi-static and low loss condi-
tion, it is operating in the transition band [18].

When there is no loss of energy from the electric field across the material, then
the material is called a perfect dielectric material. They can be gaseous, liquid or
solid materials. Since there are no propagation losses, thus there is no consideration
of attenuation. A material in which electrical hysteresis losses are present is called
an imperfect dielectric material. In the situation of ground penetrating radar, these
losses are linked with conductivity effects [19]. Table 1 provides the electrical
conductivity and the relative dielectric permittivity of few clay samples [20].
Electrical conductivity increases with the increase in water content of the sample.

3 Variations

At first, we plot the variation of propagation velocity and relative dielectric per-
mittivity with varying frequencies (Fig. 1). In GPR surveys, the propagation
velocity is an important factor in the determination of depth of the target,
wavenumber, refractive index, two-way transit time, etc. Thus, it determines the
speed at which the survey is conducted.
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Then, the skin depth is compared with relative dielectric permittivity for the same
frequencies (Fig. 2). The depth to which a GPR can operate is of real importance. If
the target is deeper than the range of GPR, then it has no practical application.

And then the loss tangent is varied with relative dielectric permittivity for the
same frequencies (Fig. 3). Loss tangent is proportional to the dielectric loss. It
signifies that the electromagnetic energy is converted to heat energy because the
materials are lossy.

Table 1 Relative dielectric constant and electrical conductivity of clay sample

Material Water
content (%
by volume)

Clay content
(% by weight)

Main
minerals

Electrical
conductivity
r (µS/cm)

Relative
dielectric
permittivity er

Kaolinitic
clay

23 20 Kaolinite
chloride

40 11

30 60 12.5

36 100 15

Eddy clay 32 14 CaCO3

quartz
140 19

36 240 22

38 560 26

Houston
black clay

38 15.1 CaCO3

quartz
700 33

43 640 35

46 1400 38

Beaumont
clay

46 16.2 Quartz
muscovite

1840 42

48 1950 45

50 1800 47

Fig. 1 Propagation velocity/relative dielectric permittivity
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Fig. 2 Skin depth/relative dielectric permittivity

Fig. 3 Loss tangent/relative dielectric permittivity
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4 Designing Survey

Single-fold reflection profiling is one of the most common methods of GPR sur-
veying. In this method of profiling, the system is moved along a survey line to plot
reflection versus positions. A fixed antenna system is mostly used for this method of
profiling. In order to get a higher penetration depth, the user will have to com-
promise with the resolution of the GPR or vice versa. There will be no practical
application if the GPR is able to have a good resolution but unable to detect the
target. Range resolution is defined as the half power point of the normalised sine
function [21, 22]. It is the ability of radar to resolve between two closely spaced
targets. The variation of range resolution with relative dielectric permittivity is
given in Fig. 4.

The sampling interval, i.e. the time interval between points on a record wave-
form is controlled by the Nyquist sampling concept. According to the Nyquist
sampling concept, the sampling interval in the record cannot be higher than half the
period of the highest frequency signal. The maximum sampling interval for dif-
ferent operating frequencies is given in Fig. 5.

The operating frequency influences the spacing. It is also influenced by dielectric
properties of the surface. Nyquist sampling interval is the limit for spacing.
Variation of station spacing with dielectric materials operating under different
frequencies is given in Fig. 6.

Fig. 4 Range resolution/relative dielectric permittivity
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Fig. 5 Maximum sampling interval/frequency

Fig. 6 Station spacing/relative dielectric permittivity
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5 Summary/Conclusion

For a low loss medium, propagation velocity is independent of the operating fre-
quency but for conducting mediums, it is important to include conductivity and
dielectric permittivity information in GPR processing. With increasing conductiv-
ity, the variation of velocity from low loss condition increases.

Figure 2 suggests that skin depth is independent of the operating frequency
(overlapping plots). But there is a healthy change in skin depth with increasing
dielectric permittivity and conductivity. In general practice, the actual depth of the
target should not be greater than 50% of the maximum range. In our study, the
maximum skin depth was around 4.5 m. Thus, the maximum the GPR can detect
will be around 2 m. GPR hardly have any practical application with dielectric >33
and conductivity >700 µS/m. In Fig. 3, the loss tangent almost becomes constant at
higher frequencies.

Thus, a frequency range above 200 MHz is good for GPR survey. But there are
situations in which GPR cannot be used. Thus, some common sense and a logical
thought process are needed to conduct high-quality GPR survey. It is better to
define a generic target type before selecting the operating frequency.
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Investigation of Titanium Silicon Nitride:
A Review

Spandan Guha, Asish Bandyopadhyay, Santanu Das
and Bibhu Prasad Swain

Abstract Nano-tribological studies are required to develop in-depth understanding
on interfacial phenomena of different materials that are used in different industrial
(e.g. aerospace industry, coatings, tool hardening electronics devices etc.) appli-
cations. In a recent year, tribological studies on transition metals increase because
of their promising mechanical properties, hardness, oxidation resistant and wear
resistant characteristics. Titanium silicon nitride is considered to be one of the most
prominent materials among all the transition metals. Silicon provides excellent
resistance to oxidation and titanium guarantees hard coatings. So, combination of
two can be developed a useful coating material which can provide wear resistance
even at elevated temperature.

Keywords Titanium silicon nitride � CVD � PVD � Microstructure
Mechanical properties
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1 Introduction

In past decades, thin films are increasingly used for various industrial, scientific and
technological applications. Interests in transition metals have grown considerably
because of its resilience, high wear resistant, high strength and high toughness [1–
3]. Titanium as a transition metal is considered being one of the hardest, wear
resistant and decorative coating materials [1–4]. Among a wide variety of transition
metal nitride available in industries, titanium nitride (TiN) is the most common and
important material as titanium- and nitrogen-based metal nitride possesses very
good commercial interest because of their extreme hardness, wear resistant, cor-
rosion resistant, thermal and electrical properties which fit well with most of the
industrial requirements. Besides those advantages, binary metal also shows some of
the disadvantages like poor oxidation at elevated temperature, intrinsic brittleness,
etc. Those disadvantages restrict binary metal from specific technological appli-
cations [1]. This problem has been sorted out by mixing silicon or aluminium into
the TiN group of materials to form new family of ternary nitride (e.g. TiSiN,
TiAlN), in which for past few years much more progress has shown a remarkable
development in the quality of such films [1, 5–7].

1.1 Titanium Silicon Nitride

Advances of ternary films nitride have been made in the last decade because of their
growing demand in industrial applications. Ternary metal nitride (e.g. TiSiN,
TiAlN, etc.) possesses properties like low coefficient of friction, high hardness,
moderate wear resistant, corrosion protection and significant melting point, etc., as
compared to binary-based coatings. Nowadays most of the cutting tools are coated
with TiN binary nitride coating to improve tool’s performance. But TiN became
oxidized at elevated temperature. Sputtered TiN also associated with two major
drawbacks as the microelectronics device size started to shrink it subjected to poor
step coverage and columnar polycrystalline microstructure. Deposition of silicon
into it indicates clear improvement of mechanical properties in terms of hardness
and abrasion resistance as well as it possesses excellent abrasion resistance. Silicon
nitride is also considered as one of the best metal nitride material because of its
thermal, mechanical and chemical properties but still it cannot be used in some
applications because of lack of toughness and reliability. Toughness, density and
reliability of silicon nitride can be enhanced by the addition of TiN into it. All over
titanium silicon nitride as a ternary nitride films provides better performance
compared to binary metal nitride [8–13].
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2 Morphology of TiSiN

2.1 Atomic Force Microscopy (AFM)

Yokota et al. [14] used ion beam assisted deposition technique to deposit TiN on
silicon wafer. Deposition chamber consisted of electron cyclotron resonance ion
source to ionize nitrogen. Irregular surface roughness of 4 nm was observed in the
AFM micrograph of a single TiN sample. It was found that surface roughness
increases when N-ion beam current decreases and it became round in shape with
increasing substrate temperature (Fig. 1).

AFM analysis of the sample prepared by Lemus and Drew [15] suggests that the
roughness (Ra) of polished titanium (Ti) surfaces (53.4 nm) is slightly less than
silicon nitride (Si3N4) (63.4 nm) but for unpolished Si3N4 and Ti, the value of
roughness is 584 and 1140 nm, respectively.

Shen et al. [16] measured roughness of their samples by atomic force micro-
scopy (AFM). They found that addition of Si into TiN causes grain size develop-
ment and reduce roughness of surface.

Yokota et al. [17] deposited TiN films on Si wafers by using PVD (ion beam
assisted deposition) technique. Electron cyclotron resonance is (ECR) used to
ionize nitrogen gas in high neutral ratio of nitrogen ion to titanium. Deposition was
carried out in N2 gas flow rate and temperature was maintained at 800 °C. Nitrogen
ion particle also used to bombard the TiN film surface. AFM technique used to
investigate surface morphology of the films. The probe of AFM scanned the surface
area of 10 � 10 µm2 at a rate of 5 Hz/line. They found that bombardment causes
breakage of chemical bonds between Ti and N and increased ion current causes
variation in deposited TiN.

Fig. 1 AFM image on the
surface of the TN-10-rTiN
films [15]
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2.2 Scanning Electron Microscopy (SEM)

Bellosi et al. [3] studied microstructure development of Si3N4–TiN composites
related with sintering process. They used three different grades of Si3N4 and TiN
powders for sintering process. In first case, silicon nitride powder with sintering
aids (3 wt% Al2O3 and 8 wt% Y2O3) homogenized for 48 h in water and then dried
in other case 20–40 vol% was added and homogenized in isobutyl alcohol. Three
different densification methods were used for sintering, e.g. hot pressing (HP) in
high temperature and pressure at 1800 °C and 30 MPa, respectively, pressure less
sintering (PS) in N2 atmosphere at 1850 °C for 60 min, gas pressure sintering
within 1800–1850 °C for cycle A and B respectively for 60 min. They also found
from microstructural analysis by scanning electron microscopy that in first case TiN
powder of grain sizes 0.2–7 µm were found where as in second case particle size of
TiN reduces up to 0.2–3 µm without having any large particles.

Yasutomi et al. [18] tried to get reaction bonded net shaped electroconductive
Si3N4–TiN in this experimental work. They used Si and TiN powders with for the
production of TiN and Si3N4. At first, they suspended powder mixture into
methanol (50 vol%) for a period of 24 h with Si3N4 balls. They varied composition
of Si/TiN ratio to control TiN in nitride body within 20–70 vol%. Then mixture was
dried in room temperature followed by kneading with polyethylene-based ther-
moplastic resin binder. Then mixture was crushed under 0.5 mm. Then it was
dewaxed in argon filled furnace. At last, it passed through the N2 gas atmosphere at
1350 °C. From SEM analysis, they found that nitride body became more porous as
the TiN content increases.

Three different PVD techniques (rf and dc magnetron sputtering, reactive
evaporation and ion assistant deposition) were used by Grigorov et al. [19] to
deposit titanium nitride films on crystalline (100) silicon of 20 Ω cm substrate.
They performed this experiment under crystallization temperature (850–900 °C).
Two distinct titanium layer of 60 mm thickness was deposited on silicon substrate
in N2 atmosphere. They specified the layer prepared in presence of Ar ion bom-
bardment as Bo and without Ar ion bombardment as B+. From SEM, they found
that a columnar growth of Bo layer occupied 25–30% of layer’s volume and
fine-grained structure of B+ layers with a grain size of 150 nm.

Herrmann et al. [20] in order to find out the dependence of densification beha-
viour on TiN content and its grain size; they prepared samples of Si3N4 (LC 12S,
HCST), TiN of various grade or Ti powders to investigate the influence of carbon
content in densification. They also used Y2O3 powders as sintering additives and
prepared two series of samples. First group of materials contained Y2O3 (5 wt%) and
Al2O3 (2 wt%) powder as additives. TiN grade C, Ti(C,N)-30/70 or Ti(C,N)-50/50
is also used as dispersoid after preparing it in isopropanolic solution in a attrition
mill. Second group of materials is prepared under the constant ratio of Si3N4 to
sintering additives (Y2O3, Al2O3:Si3N4). In two steps of preparation, first they mixed
Si3N4 and sintered the additives in attrition mill and in second step they dried it. Ball
mill was used to mix TiN powders. Additives were also baked for 8 h at 280 °C in
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air and up to 500 °C in Ar gas atmosphere for TiN–Si3N4 and TiN–Si(C, N) com-
posites, respectively. They confirmed from SEM analysis that TiN contributes in
densification as the grain sizes change during sintering.

Gogotsi et al. [8], in order to find the effect of TiN addition on creep behaviour
of hot pressed doped silicon nitride, used mixture of hot pressed silicon nitride and
TiN as a sample for study. Uniform distribution of TiN particles was obtained after
ball milling of Si3N4 along with oxide additives and TiN powder. They measured
creep of samples in air within the range of 1100–1340 °C and they could not find
any crack in the specimen’s surface tested below 1250 °C by SEM analysis.

Chemical stability of TiN on different conditions of silicon nitride was inves-
tigated by Huang et al. [9]. The effect of TiN on mechanical properties and
microstructure of Si3N4 also scrutinizes in this work. To prepare the sample for
experiment, they mixed silicon nitride powder with yttria and alumina in a poly-
urethane bottle. Highly pure silicon nitride balls were mixed with ethanol for
periods of 22 h in this bottle. They milled TiN powders of 5 µm size in this mixture
with the help of a PE balls in presence of ethanol with a charge to ball ratio of 1:8.
After analysed by SEM micrographs, they could not find any interfacial reaction
between TiN and Si3N4 and up to 1800 °C interfacial regions between TiN and
Si3N4 remain intact (Fig. 2).

Huang et al. [10] investigated the mechanical properties, microstructure, mor-
phology and fracture behaviour of hot pressed silicon nitride mixed with two dif-
ferent sizes of TiN particles. They prepared their samples as in [9]. Only exception
is that they used high purity alumina balls instead of silicon nitride balls and
maintained the ratio of ball, charge and vehicle at 6:1:5. Then they hot pressed the
sample at 1800, 1850 and 1900 °C. SEM micrographs reveal intactness between the
interfaces of TiN and Si3N4 even at very high temperature. This proved chemical
stability of TiN in Si3N4 at 1850 °C. They also found that width of propagation
crack increases with decreasing TiN content.

Metal organic chemical vapour deposition technique is used to grow titanium
silicon nitride films. In this work, Smith and Custer [11] maintained temperature
between 300 and 450 °C and in this temperature tetrakis titanium, ammonia and
silane combined together to form films of average compositions near the tie line of
TiN–Si3N4. They used thermally oxidized bared wafers of Si to deposit the films.

Fig. 2 SEM photograph of microstructure [24]
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After analysing the deposited films by SEM, they found that the density of
deposited films reduces up to 25% compared to bulk TiN.

In order to compare the R-curve behaviour of Si3N4-40 wt% TiN with mono-
lithic Si3N4 Choi et al. [21] used indentation strength method. They used Si3N4,
TiN, Al2O3, Y2O3 powders as starting materials. For monolithic Si3N4, they mixed
97 wt% Si3N4, 2 wt% Y2O3, 1 wt% Al2O3 powders and for Si3N4–TiN composites
they mixed powders with ratio of 57 wt% Si3N4, 40 wt% TiN, 2 wt% Al2O3. Then
they used chemical routing to prepare the sample. Thin film of gold and moisture
free silicon oil deposited on the indentation surface to reduce the moisture-assisted
sub critical crack growth. SEM analysis reflects on crack deflection around TiN
grains which is bridging by Si3N4 grains.

With an objective to improve wear resistance properties of TiN coatings
Diserens et al. [13] deposited Titanium silicon nitride films by PVD (reactive
unbalanced magnetron sputtering) process. To allow independent regulation of each
source, they equipped PVD reactor with titanium and silicon as targets.
Cross-sectional morphology of the sample was investigated by SEM analysis. They
found that addition of Si into Ti causes transforming of columnar structure into
finely grained structure.

Min et al. [22] used metal organic atomic layer deposition technique at 180 °C to
grown titanium silicon nitride films. They maintained Si content 18% and Si
deposition thickness 0.22 nm/cycles during silane supply. Silane was supplied
separately in different pulses (e.g. titanium, ammonia, etc.) within the pressure
range of 0.27–13.3 Pa. SEM micrograph of TiSiN films found the step coverage of
MOALD even for 0.3 µm films with very less negative slope.

High speed steel is used as a substrate material to deposit TiSiN films by Park
et al. [23] with an objective to find the effect of silicon addition on mechanical and
microstructural properties of TiN in presence of gaseous mixture (e.g. SiCl4, TiCl4,
H2, N2 and Ar, etc.). During deposition pressure, temperature and rf power were
maintained at 1 Torr, 500 °C and 60 W, respectively and deposition time 120 min.
By varying the evaporation pressure, they controlled the inlet gas ratio of TiCl4/
SiCl4 while inlet gas ratio of N2/H2/Ar was maintained at 15/40/45. SEM micro-
graphs of undoped TiN film show the presence of columnar grains from substrate to
surface whereas for Ti–S–N films a fine microstructure with destruction of
columnar grains appeared.

Lemus and Drew [15] studied the different directions of diffusion bonding Ti foil
interlayer during joining of Si3N4. They used Si3N4-rod ceralloy-147 31 N and
commercially pure Ti foil as starting materials. The combination of Si3N4/Ti
foil/Si3N4 was hot pressed for different holding times at temperature ranging in
between 1200 and 1500 °C. Si3N4 which is used in hot pressing is b-Si3N4 con-
tained of Y2O3 and Al2O3 as additives. From SEM analysis, they could not find any
bonding between Ti and Si3N4 up to 1400 °C.

Blugan et al. [24] investigated the effect Ti addition on fracture toughness,
strength and wear properties of commercial Si3N4. In this work, they varied the TiN
wt% (10, 20, and 30) to study the effect on fracture toughness. Alumina (Al2O3)
and yttria (Y2O3) were used as a doping material to dope Si3N4 and Si3N4–TiN
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composite materials. They investigated the microstructure of plasma etched spec-
imen by SEM process. They observed that the average grain size of b-Si3N4

increases with increased TiN content up to 20 wt%. But average grain size of TiN
maximum for 10 wt% of TiN was observed. They also found that Si3N4 can retain
their sub micrometre grain size with addition of TiN.

Lee and Lim [25] used ion arc plating technique to deposit TiN films on silicon
wafer at 450 °C. Before deposition, they sputtered the surface of substrate using Ar
ion at −700 V bias voltages for duration of 10 min. Base and working pressure was
maintained at 1 � 10−5 and 3 � 10−3 Torr, respectively. Time of deposition was
20 min. Arc and sputter current was 50 and 1 A, respectively. They also maintained
ratio of N2 gas to Ar gas at 0.3. Produced particles from laser ablation are collected
on carbon tape to investigate by SEM process. They observed from FESEM and
TEM that size of the particles for first 5 laser shots was within the range of 70–
90 nm. Size of particle increases up to 50–100 nm as the laser shots increase. Si
substrate was completely exposed by TiN layer after 25–30 laser shots. Silicon
particle completely appeared from 30 to 50 laser shots.

Commercially available TiN powders and amorphous silicon nitride (a-Si3N4) of
1.7–8.1 mol% had been sintered at 6.5 GPa to prepare dense nano composite. In
this experiment, Blab et al. [26] maintained temperature at 1300 °C during high
pressure sintering. They also processed the powders in dry N2 gas because of their
high affinity in oxygen. SEM images of the samples reveal the presence of various
clusters of pores inside thick matrix at 1300 °C and it decreases with increasing
content of Si3N4. But there is a presence of cluster pores sporadically with maxi-
mum silicon nitride content of 8.1 mol%.

3 Structure of TiSiN

3.1 X-ray Diffraction (XRD)

Bellosi et al. [3] sintered Si3N4–TiN composites to study microstructural devel-
opment of it. They used three different grades of Si3N4 powder (e.g. LC 12, Starck,
FRG) and TiN powder (grade C, Starck, FRG). Three different densification
techniques are used by them for sintering. From XRD analysis, they came to know
that hot pressing sintering and gas pressure sintering produce very dense structure
but pressure less sintering produces porous structure. They also find out a complete
conversion of a to b Si3N4 in HP samples only.

Yasutomi et al. [18] mixed TiN and Si powder to produce net-shaped reaction
bonded Si3N4–TiN. They carried out different steps to produce Si3N4–TiN. They
found out from X-ray diffractometry that the reaction between metallic Si and
nitrogen formed TiN, a and b-Si3N4 in nitride bodies.

Grigorov et al. [19] tried to prevent the silicon diffusion in TiN films of columnar
[Bo] and fine-grained structure [B+]. They deposited the titanium nitride films on
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silicon substrate by different methodologies. Presence of d-TiN, a-TiN in Bo layers
and d-TiN, TiN in B+ layers they found different phase of titanium nitride (TiN) from
XRD analysis. Crystalline sizes of Bo layers for pronounced TiN (200) and peaks Ti
(011) are 25 and 20 nm, respectively, also they were found from it.

Huang et al. [9] investigated the chemical stability of TiN in Si3N4 matrix in
different temperature and gaseous environment conditions. They also studied the
effect of titanium nitride (TiN) on mechanical properties and microstructure of
silicon nitride (Si3N4). From XRD analysis, they find that a phase of Si3N4 con-
verted into b phase at the temperature of 1800 °C but some a-Si3N4 returns back
when temperature decreased to 1750 °C.

Huang et al. [10] could not find any phases except Si3N4 and TiN from XRD
profile of monolithic Si3N4 and 20 vol% TiN-containing Si3N4 composites up to a
temperature of 1900 °C.

Diserens et al. [13] deposited TiSiN films with the help of PVD techniques in
quest to improve wear resistance properties of TiN by adding Si into it. PVD reactor
equipped with titanium and silicon targets to adjust the Ti:Si ratio in the gas phase.
XRD analysis shows that the columnar structure (111) transforms into dense finely
grained structure when Si was added to TiN coatings. Park et al. [23] found from
XRD analysis that the orientation of undoped TiN film is very strong (200) whereas
TiSiN films has some mixed orientation of (111), (220) and (311). Intensity of peak
(200) will decrease with increasing gas mixture.

Vaz et al. [27] to investigate and characterize the properties of (Ti,Si)N systems,
(Ti,Si)N films deposited on high speed steel and silicon wafers substrate by r.f.
reactive magnetron sputtering technique. They carried out deposition in Ar and N2

gas atmosphere. All the substrates were sputter etched in pure argon gas atmosphere
for 15 min in 200 W r.f. powers. The base pressure of deposition chamber was 10−4

Pa later raised to 4 � 10−1 Pa during deposition. XRD patterns of the film reveal
that both the structures were indexed to cubic structure.

Yokota et al. [14] deposited TiN on alcohol, acetone and solvent naphtha rinsed
silicon wafer by ion beam assisted deposition technique. To ionize N, they used an
electron cyclotron ion source. Deposition pressure and ratio of N ion beam current
to N2 flow rate were maintained at 10−2 Pa and 16.5 mA/20 sccm, respectively.
From XRD analysis, strongest and weakest peaks are found at (200) and (111),
(220) lattice planes, respectively, for cubic TiN films. They also came to know that
cubic TiN increased significantly with increasing temperature when it diffracted
from (200) lattice plane.

At the interface of Si3N4/Ti foil/Si3N4 specimen Lemus and Drew [15] found the
presence of Ti5S3, TiSi and TiN from XRD analysis. The interface of polished
samples was grown thicker parabolically as compared to those samples considered
as ground sample.
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Shen et al. [16] used reactive unbalanced dc magnetron sputtering technique to
grow Ti1−x−ySixNy film on unheated Si (100) substrate. They carried out their
deposition in presence of Ar and N2 gas mixture. Si substrates were ultrasonically
cleaned and dried in acetone–methanol mixture and N2 gas, respectively, before
entered into the deposition chamber. The base pressure and working pressure set at
2 � 10−6 Torr and 2 mTorr, respectively. To get homogeneous composition and
thickness, they rotated the substrate at a speed of 35 rpm during deposition. They
used XRD to determine crystallographic structure of the film. From XRD h-2h scan,
they observed a single peak for TiN at (111) and this peak broadened with
increasing Si content. They found average grain size of pure TiN 50 nm by using
XRD peaks and Scherrer equation.

Blugan et al. [24] investigated the crystalline phase of their polished samples
with XRD process with CuKa1 radiation. XRD confirmed presence of bSi3N4 and
TiN as main crystalline phase as there are no Ti-based crystalline phase has been
detected.

Blab et al. [26] prepared dense nanocomposite of TiN and 1.7–8.1 mol% silicon
nitride by sintering process. They maintained pressure and temperature during
sintering at 6.5 GPa and 1300 °C, respectively. After investigating the crystalline
structure of samples by XRD, they found that TiN was present as a crystalline form
in all specimens. They also observed significant reduction in lattice parameter of
titanium nitride.

4 Compositional and Electronic Structure

4.1 X-ray Photoelectron Spectroscopy (XPS)

Diserens et al. [13] tested chemical nature of their samples by XPS technique and
presence of silicon, titanium and nitrogen they found in it. Even they also dis-
covered that partial pressure of nitrogen plays the high influential role for nitridation
of silicon. They also came to know that, as the partial pressure of nitrogen is
increasing it causes changes in chemical state of silicon.

Park et al. [23] were performed XPS operation to verify the behaviour of Si on
TiSiN films consist of 7% Si. They found that peak binding energy of Si 2p and Ti
2p were at 455.6 and 101.8 eV, respectively.

Shen et al. [16] produced Ti1−x−ySixNy thin films on unheated Si (100) substrate
by PVD (reactive unbalanced dc magnetron sputtering) method in presence of Ar–
N2 gas mixture. The electron bonding configuration of film was characterized by
XPS technique. They observed opposite trend between Si and Ti concentration
growth with current. Concentration of Si increased with increasing current up to 2
A whereas Ti concentration decreased.
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5 Mechanical Properties

5.1 Nano Indentation

Shen et al. [16] used nanoindentation to measure hardness of their samples. They
observed significant growth in hardness for TiN films with Si addition. Initial
hardness of TiN found 18.8 GPa and it increases up to 32.8 GPa with increasing Si
concentration.

6 Conclusion

Some of the nitride-based ternary thin films (e.g. TiSiN, TiAlN, TiMoN) have huge
industrial application because of their properties like significant hardness, less
coefficient of friction, good wear resistant, corrosion protection and significantly
high melting point, etc., as compared to binary-based nitride coatings. The hardness
of TiSiN film was found to be 32.8 GPa [16] when deposited by reactive unbal-
anced dc magnetron sputtering technique in presence of Ar–N2 gas mixture.
From AFM analysis, minimum surface roughness (Ra) of titanium silicon nitride
thin film deposited by ion beam assisted deposition technique was found to be 4 nm
[17]. Young modulus of dense nano composite of titanium nitride and silicon
nitride increased with decreasing temperature [26].
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An Efficient MOS Class-E Power
Amplifier for Wireless LAN Applications

M. Ananda and A.B. Kalpana

Abstract In the present scenario, use of wireless communication devices is
increasing drastically for communication. Because of huge wireless communica-
tion, there are chances for loss of signal strength. Power amplifier helps in
increasing the strength of week RF signal of transmitter of wireless communication.
There is a demand for high quality, low cost and low power consumption power
amplifier for wireless devices. This project proposes a design of an efficient MOS
Class-E power amplifier at low power consumption either by reducing the input DC
power level or by scaling the MOS device using 180 nm technology for wireless
applications such as Bluetooth and Wi-Fi application.

Keywords RF � Class-E � Power amplifier (PA) � PAE � BFC

1 Introduction

The power amplifier is used at the transmitter chain in transceiver of communi-
cation system and helps in increasing the strength of weak RF signal before
applying to antenna. The signal to PA comes from the processor and is used for
message broadcasting, the power amplifier consumes large amount of power in
transmitter chain and hence is called as power hungry block.

Power amplifier mainly consists of three blocks [1]: the input matching network,
amplifying circuit and the output matching network. From the block diagram of
power amplifier shown in Fig. 1, the input matching makes use of inductance
L connected between drain of MOS and supply and is called drain inductance which
is varied according to resonance frequency of 2.4 GHz. If matching is perfect then
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power should not be reflected back to the input side transmitted from the source.
The output matching is responsible for output power of the circuit. A LC tank
circuit with a series–parallel connection of inductor and capacitor together is used
for output matching network. The LC tank circuit is used for tuning the output part
of the circuit to operate at the frequency of 2.4 GHz. The value of the matching
elements depends on the size of the transistor used for amplification.

2 Design Methodology

Some of the topologies of the proposed MOS Class-E power amplifier design are:

2.1 Basic Configuration of MOS Class-E Power Amplifier

Class-E power amplifier is designed by choosing the appropriate value of inductor
L and capacitor C for the matching network. For Class-E design, biasing of tran-
sistor is important and is achieved such that, before current starts flowing through
the Transistor, voltage goes to zero. It means there is no overlap between voltage
and current. To do this, we are using higher order reactance and hence we use very
large value of inductor and capacitor.

As depicted in Fig. 2, the following points are to be studied:

• Large Inductor (BFC), L1: It helps in constant current flow through transistor.
BFL acts as current source and advantage of using BFT is it biases the output to
Vdd.

• Large Capacitor (BFC), C1: Use of BFC avoids Dc current flowing through the
load RL.

• LC Resonant Circuit: At resonance, LC circuit has high impedance. So some
current flows through the load and remaining current is bypassed.

Fig. 1 Block diagram of power amplifier
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• Load Resistance R: The value of load is 50 X. Since antenna is pure resistor
which has 50 X. We can change this value by using impedance matching on
what power we have to deliver.

• Advantages of using BFC and BFL:

1. The transistor output capacitance can be absorbed into the tank circuit.
2. These help in filtering which reduce the frequency on out of band.

3 Design Procedure

3.1 Calculation of Aspect Ratio (W/L) of nMOS

The standard values used for 180 nm technology are threshold voltage (Vth) is of
0.7 V and gate-to-source voltage (Vgs) of MOSFET is in the range of 5–7% of Vdd.

If we take Vdd = 1.8 V then the minimum and maximum value of Vgs is as
follows:

Vgs (min) = 5% of Vdd = 0.09 V and Vgs (max) = 7% of Vdd = 0.126 V. Therefore
Vgs value will be in between 0.09 and 0.126 V.

For design purpose length (L) of MOSFET is fixed to 180 nm and width (W) of
MOSFET is going to variable.

The drain current equation for nMOS, which is in saturation region, is given by:

ID ¼ 1=2 ln CoxðW=LÞ Vgs � Vth
� �2 ð1Þ

Maximum output power is calculated as:

PoutðmaxÞ ¼ 0:577V2
dd=R ð2Þ

Fig. 2 Class-E power
amplifier basic configuration
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Output power is given by

Pout ¼ Vdd IDC ð3Þ

IDC = Pout/Vdd = 17.78 mA.
But Cox = 8.840 fF/(µm)2 and for nMOS µm = 8 * 10−3.
Now by substituting all above values in Eq. (1), we getW = 276.42 µm which is

approximately equal to W = 360 µm.
And W/L = 360 µm/180 µm which is depicted in Fig. 3.

3.2 Calculation of LC Values for Output Matching Network

We know that f = 2.4 GHz, Vdd = 1.8 V and Pout = 32 MW.
Therefore, x = 2pf = 15.08 MHz

L2 ¼ pV2
dd

2xPout

p2 � 4
p2 þ 4

ð4Þ

x ¼ 1p
L2C2

ð5Þ

p
L2C2 ¼ 1

x
ð6Þ

Then

C1 ¼ Pout

pxVdd
ð7Þ

Fig. 3 NMOS aspect ratio
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The load resistor RL is 50 X which matches the antenna impendence. The
proposed output matching network is depicted in Fig. 4.

3.3 Calculation for Input Matching Circuit

For a design of perfect input matching, an inductor is connected between drain and
supply. The inductance L1 value at drain of MOS is varied in accordance with tuned
resonance frequency of 2.4 GHz. The reactance is larger than ten times the reac-
tance of C1 (Fig. 5)

XL1 [ 10XC1

Therefore,

2xL1 ¼ 10=2xC1

If C1 = 29 pF, then L1 = 4.9 nH.

Fig. 4 Output matching
network of the proposed
design

Fig. 5 Input matching
network of proposed design
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4 Proposed Design of MOS Class-E Power Amplifier

The proposed design of MOS Class-E power amplifier is depicted in Fig. 6.

5 Simulation Results and Performance Analysis

The test setup is shown in Fig. 7, and simulated using 180 nm RF CMOS process
and results are validated on Cadence IC 613 [2].

The transient response of designed MOS Class-E power amplifier is shown in
Fig. 8. The gain can be calculated as Gain = Vout/Vin = 1 V/1 mV = 20 dB
(Fig. 9).

Fig. 6 Proposed Class-E power amplifier

Fig. 7 Test setup of MOS Class-E power amplifier
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Fig. 8 Transient response of the MOS Class-E PA

Fig. 9 Gain versus frequency of MOS Class-E PA
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From Fig. 10, the output power is calculated is,
Pout = 10 log 10 (31.399 MW) = 14.96 dBm, which is approximately equal to

15 dBm (Table 1).

Fig. 10 Output power waveform of MOS Class-E PA

Table 1 Comparison summary

Year 2007 2009 2010 2012 2014 2015–16

References [3] [4] [5] [6] [7] This work

Process technology (nm) 180 180 180 180 180 180

Supply voltage (V) 1.8 1.8 3.3 1.8 1.8 1.8

Frequency (GHz) 1.9 2.4 1.8 2.4 2.4 2.4

Output power (dBm) 2 20 3 20 5.8 15

Efficiency (%) 40 62 31 44.6 55 66.11
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6 Conclusion

This paper is designed for efficient power amplifier to get output power of 15 dBm
(32 MW) and efficiency of about 70% from input sine wave of amplitude 1 mV, at
frequency of 2.4 GHz. But obtained result of output power is 14.96 dBm
(31.39 MW) and efficiency is about 66.11% and possible applications of the paper
is in short distance communication like Bluetooth and Wi-Fi.
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Security in Cloud Computing-Based
Mobile Commerce

Ferdousi Khatun and Md. Ruhul Islam

Abstract Cloud computing is a burgeoning technology shift impact in gall
industries. Due to rapid development in Internet and wireless technology, electronic
business transaction has exploded around the world. In brief Mobile commerce or
M-commerce means accessing the Internet for business transaction using handheld
devices. Cloud integrated mobile application provides the functions for building
and consuming the future of M-commerce applications. Nowa ays explosive growth
has been taken place in M-commerce due to drastic use of handheld devices like
mobile, smartphone, tablet, etc., as it provides user mobility, portability. But some
important challenge faced by M-commerce is security, limited storage and pro-
cessing power, complex device configuration, low network band width, etc. By
incorporating cloud computing in mobile commerce will give lots of advantage for
business industry as well as the user with lower cost and high benefits, security,
flexibility, scalability, mobility, and efficiency.

Keywords M-commerce � Cloud computing � Mobile cloud computing

1 Introduction

In current era of globalization various handheld devices (smart phones, tablet PC,
iPAD, etc.) becoming an essential part of human being as it provides the easy and
efficient way of communication and anytime, anywhere, anyhow accessibility [1,
2]. Few years ago mobile devices was only used for phone calls, massaging of text
and pictures. But various services are available due to advances of wireless tech-
nology. Mobile devices or handheld devices like smartphones, tablets, etc., are easy
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to carry rather than PC or Laptop and available at reasonable price, thus mobile
device users are increasing daily. The handheld mobile devices are still facing some
issues regarding limited storage and bandwidth, less battery life, mobility, security,
etc. M-commerce need high attention in security-related issues as it deals with
online transaction where various user information are shared through Internet.
Mobile Cloud computing (MCC) is combined technology which integrates mobile
computing, wireless network and cloud computing technology, has become one of
the latest industry buzz. The most important and most common MCC application is
M-commerce or Mobile commerce which means accessing the Internet for business
transaction using handheld devices. More and more business applications and
research organization share trying for cloud implementation to get business benefits
as it provides dynamic computing capacity and completely centralize approach,
Cloud computing enables M-commerce organizations to rent required infrastructure
rather than purchase hardware and software which decreases the overall cost of the
system, this is beneficial for large-scale M-commerce outlets. The M-commerce
applications can be categorized into some sections like shopping, finance, enter-
tainment, e-auction, education, advertising, etc. [1]. But some important challenges
faced by M-commerce application are security, limited storage and processing
power, complex device configuration, low network bandwidth, etc. Cloud inte-
grated M-commerce solves the issues as Cloud computing provides high security,
larger storage space, fast computation, pay per use policy and most importantly
on-demand services [3].

2 The Cloud Computing and Cloud Delivery Services

The Cloud computing is a mesh networking which values virtualization to permit
computing application and data to be flexibly supplied from a pool of hardware
resources. It provide various service model such as Communication as a service
(CaaS), Platform as a service (PaaS), Software as a service (SaaS), Monitoring as a
service (MaaS), Infrastructure as a service (IaaS), Security as a Service [4–6].

CaaS is responsible for management of H/W and S/W required for delivering
VOIP Services, IM and video conferencing. It is fully integrated enterprise class
unified communication and has facility like real time presence, soft phones, unified
messaging, mobility, etc.

PaaS presents infrastructure upon which program developers can construct new
application or continue already present application without having to buy a new
server. PaaS multiplied the number of user by evolving, sustaining, and establishing
www application.

SaaS is the most widely used, renowned and adds flavor of cloud computing. It
can be characterized as a program where the applications are hosted by service
provider and it is accessible to clients through Internet. The cloud applications in
SaaS are accessed via an interface such as web browser as per requirement and pay
for use policy. These services model provide the security to the clients as per
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service-level agreement. The addition of visibility and control within SaaS appli-
cations with Aperture gives a full end-to-end security solution. These solutions are
provided without changing any additional hardware, software, or network [7]. IaaS
presents infrastructure of hardware for data centee and program assets over the
Internet. Clients have direct access to CPU processing, various hardware, virtual
servers, network, Internet connectivity, and the storage devices in IaaS. Client of
IaaS are able to install and use the OS, software, on their virtual machine [4]. MaaS
is cloud service model under anything as a service (XaaS). The MaaS framework
deploys the monitoring capability for other services and application within cloud. It
offers real time 24/7 monitoring to protect important information over the Internet.
Various internal and external threats are protected by MaaS [8].

The most important cloud business model is Security as a Service upon which
most of the service provider incorporate their security services within a collabo-
rative infrastructure based on agreement. Authentication, intrusion detection,
security event management, anti malware/spyware, confidentiality, etc., are offered
by security as a service model.

3 Mobile Cloud Computing

Mobile cloud computing (MCC) is an infrastructure that combines wireless tech-
nology, mobile computing and Cloud computing [9]. In MCC the storage and
processing of data is happen outside the handheld device, i.e., in the cloud. MCC is
not only bringing mobile computing and its various application and services to
mobile users but also extending it to mobile subscribers [3]. The very essential
component and heart of MCC is Cloud computing, mobile devices, and wireless
technology. MCC has many application areas like Mobile commerce
(M-commerce), Mobile ticketing, Mobile Learning, e-auction, Mobile entertain-
ment, Mobile Healthcare, Mobile Gaming, Mobile banking, and many other areas
(Fig. 1).

4 Mobile Commerce

Mobile commerce or M-commerce is accessing the Internet for business transaction
that is to purchase and sale of product, goods, and to access services using handheld
devices [9]. It includes online banking, online buying of goods and services, online
bill payment, online ticketing, information transfer and other online transaction
related to business. Basically, if you pay for it on your phone, you are participating
in Mobile Commerce. Nowadays most of the users spend more time on mobile
phone rather than computer, laptop as it provides wireless connectivity, easy to
carry, anytime, anywhere, anyhow accessibility, thus a consumer preferably sear-
ches for services and products using mobile phones. So, mobile users are increasing
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daily. M-commerce application normally needs mobility such as mobile billing,
mobile ticketing, mobile transaction and payment, etc., to achieve some task.
Though M-commerce applications is developing still some issues exist regarding
security, limited storage and processing power, complex device configuration, low
network bandwidth, etc. [11]. The advances in wireless technology solves the
problem regarding low network bandwidth as the 3G and 4G gives high-speed data
transfer through wireless network [11, 12]. Among various M-commerce applica-
tion online shopping, mobile ticketing, online banking are mostly used by user [10].
The big companies like Amazon, E-bay, Paytm, etc., are handling huge customer
online transaction daily. Companies are processing huge data and customer infor-
mation like user ID, password of online transaction need high security. The cloud
computing, an extension of distributed system that provide huge storage, high
security, fast computation, resource sharing, and on-demand services, solves the
security related issues.

5 Mobile Commerce Security Issue and Solution

As mobile commerce application uses hand held devices (mobile phone, PDA,
tablet PC, smart phone or a custom terminal) to access useful information and made
online transactions for buying and selling of services or goods, each and every
information has to be kept secured because the handheld devices are connected
through cloud, and communicated via wireless network (Fig. 2).

Fig. 1 Typical mobile cloud computing architecture [10]
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The M-commerce application required mainly (i) transaction security, i.e., is to
protect the transaction parties and their valuable data through an adequate level of
security, (ii) Infrastructure security that aims to protect wireless network infras-
tructure from various attack and (iii) Information security to protect customer’s
important and sensitive information from unauthorized access [13, 14]. By incor-
porating cloud computing in M-Commerce applications provide lots of benefit to
business industries in the sense of security because a set of control based tech-
nologies and polices are included in Cloud computing to obey the regulatory
compliance rules and secure data applications, information, and infrastructure
related with Cloud computing use.

Fig. 2 Cloud security architecture [15]

Security in Cloud Computing-Based Mobile Commerce 195



5.1 Threat Protection

Mobile devices are itself vulnerable to threat. Protection from malware is a common
concern for network security [16]. One of the simple ways to protect the mobile
devices is installing anti-malware software that detects and deletes the malware and
keeps the device malware free. But mobile device has limited storage and installing
and running security software will reduce the processing power and time con-
suming. By connecting through cloud and using the anti-malware software from
cloud save the loss regarding performance of the device.

5.2 Encryption Options

Information authenticity, confidentiality, integrity is guaranteed by many existing
technology. Various types of encryption techniques have been widely used in
several security frameworks for MCC [16]. Encryption technique is one of the best
mechanisms to protect valuable, sensitive customer’s data and information (Fig. 3).

Fig. 3 A typical wireless PKI architecture [17]

196 F. Khatun and Md. Ruhul Islam



5.3 Access Control

One of the important issues is access control to M-commerce systems where all
users registered with their personal profile and they have appropriate access right
according to their needs. Cloud access control provides proper and reliable
authentication, authorization to the user. Thus M-commerce applications are
securely accessed.

5.4 Availability and Non Repudiation

M-commerce application is securely executed through cloud by creating a security
layer in the cloud. These security layers provide all the security-related services that
are threat detection and prevention, create a secure communication channel, user
identification and to provide safe, secure storage space to M-commerce user.
Availability stands for services should be available all time, that is, an authorised
user can reliably access his/her personal information to process his/her transaction.
As mobile network unavailability is serious problem unlike wired network, it can be
solved by integrating M-commerce to cloud as it provide anytime, anyhow, any-
where availability. On-repudiation is an assurance where after any user made
transaction a user cannot deny on it. To meet these security issues normally a digital
signature is used with M-commerce transaction such that after making any trans-
action a user cannot deny later.

6 Conclusion

Cloud computing is an emerging technology through which computing resources,
computing application and data are flexibly supplied from a pool of hardware
resources over the network, i.e., delivering any and all technology—ranges from
CPU processing, storage, computing infrastructure, services, and application,
hardware and software resources as a pay per use or on-demand service, i.e.,
whenever and wherever they required it. Rapid development in mobile technology,
wireless technology increases the use of handheld devices. The development in the
field of mobile cloud computing generates various opportunities for the business.
One of the most common applications of mobile cloud computing is M-commerce.
The cloud integrated mobile commerce will give lots of advantage for business
industry as well as the user with lower cost high security in case of transaction,
information, and infrastructure related to mobile device and wireless network.
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From FET to SET: A Review

Amit Agarwal, P.C. Pradhan and Bibhu Prasad Swain

Abstract Scaling has played an important role in reducing the size of the transistor
so as to govern the Moore’s law, but we cannot always simply scale down the size
of the transistor without some deterioration in the performance of the transistor.
These effects are termed as short-channel effects such as drain-induced barrier
lowering, threshold voltage shift, leakage current, gate-induced drain lowering, hot
carrier effect, etc. In this paper, we have reviewed different gated structures such as
single gate, double gate, triple gate and gate all around which will control the
electrostatic potential in the channel and reduce these short-channel effects.
A molecular transistor, i.e., single electron transistor (SET) is also reviewed in this
paper; SET shows better performance and reduced short-channel effects. In this
molecular structure, either coulomb blockade or tunneling takes place, due to which
it has better control over the flow of the electron.

Keywords Multi-gate MOSFET � Single electron transistor
Short-channel effects

1 Introduction

Metal-oxide-semiconductor field-effect transistor (MOSFET) has been delivering
high performance for past decades in ultra-large-scale integration (ULSI) technol-
ogy [1]. As to govern Moore’s, MOSFET has been scaled down, but scaling of the
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MOSFET is at its physical limits [2, 3]. Beyond this limits, if MOSFET is scaled
down, then the performance of the device deteriorates. Due to these limits, there is
high deterioration in the performance of the devices, these effects are termed as
short-channel effects [4–6]. Some of these short-channel effects (SCE) are hot
carrier effects, gate oxide tunneling, subthreshold swing, gate-induced drain leak-
age, threshold voltage roll-off, drain-induced barrier lowering, and voltage thresh-
old shift [7, 8].

Short channel effect caused due to charge sharing will further lower the source
channel barrier height andhence a higher threshold voltage roll-off. Degradation of
subthreshold causes a high OFF-state current. Due to high drain voltage, high
electric field is generated; which leads to reduction of the barrier height for carriers
at the edge of source, this effect is termed as DIBL. When voltage drop between
drain and source increases, it lowers the barrier of channel to source junction, as the
barrier is reduced between channel and source, electron can easily pass through the
barrier and transfer to channel area. Due to this, there is lowering of threshold
voltage and control over the channel is lowered.

So, different types of structured devices have been detailed in this paper, i.e.,
multi-gate and molecular structure. In multi-gate structure, more than one gate are
used, i.e., for a single-gate MOSFET there is only one gate, double-gate MOSFET
has two gates on two sides of the channel, triple-gate MOSFET has three gates at
three sides of the channel and in case of gate-all-around MOSFET, the entire
channel is surrounded by gate. Due to these multi-gates, the electrostatic potential
in the channel can be controlled and these short-channel effects can be reduced.
Molecular structured transistor, i.e., single electron transistor has also been
reviewed, in which a channel is replaced by a molecular structure creating a
quantum dot [9]. This structure has a unique feature of coulomb blockade and
tunneling. When the electron does not have enough energy to cross the barrier, then
the device is in coulomb blockade state and no conduction takes place, but when the
electron has gained some energy then, this electron can easily tunnel through the
barrier and conduction takes place in the device. In this device there is better
control, no leakage current, and the short-channel effects are reduced.

2 Short-Channel Effects

As we scale down the size (in nm) of the transistor, the size (in nm) of the channel,
drain, and source are equal. Due to this, the performance of the transistor degrades.
These effects are termed as short-channel effects. Following are some of the
short-channel effects [10].

2.1 Mobility Degradation

Mobility degradation can be described by lateral and vertical field effect. In short
channels, when there is increase in lateral field, these high fields affect the channel
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mobility and therefore it becomes field dependent and velocity saturation occurs,
due to which current saturation occurs. For short channels, when vertical electric
field increases, near at the surface, carriers scattering takes place. Due to this, there
is reduction in the surface mobility.

2.2 Subthreshold Swing

As channel length is reduced, threshold voltage decreases and subthreshold swing
increases. As channel length decreases, lateral fields end up with more charge into
the channel; this charge steals the charge which would have been terminated by
voltage from the gate. Due to this stealing the channel-source barrier is reduced, this
barrier is the one which controls electron conduction from source to drain [11].

2.3 Threshold Voltage Variation with Channel Length

As channel is decreased below 100 nm, there is decrease in threshold voltage, as
charge in depletion region is also accompanied by charges of source and drain. Due
to this, gate needs less charge to inject in this region and as a result, threshold
voltage decreases, this effect is referred as charge sharing effect [5]. Since
drain-to-source current is proportional to (VGS − VT), so with the decrease of
threshold voltage, drain-to-source current starts increasing. When gate-to-source
applied voltage is zero, MOSFET is in cutoff mode, as threshold voltage is small
negative, there is small leakage current [12].

2.4 Drain-Induced Barrier Lowering (DIBL)

With the increase of drain voltage, depletion region of the drain region increases,
which interacts with channel-source junction and potential barrier is reduced. This
effect is known as drain-induced barrier lowering (DIBL). When the junction barrier
gets reduced, there is very simple injection of electrons into the channel, due to this
there is no drain current control by the gate voltage [13].

2.5 Drain Punch Through

When a very high drain voltage is applied as compared to source voltage, drain
depletion region will be extended to source, which causes a very high current to
flow despite zero gate voltage applied. This effect is known as drain punch through.
As channel length is decreased, punch through voltage decreases quickly [14].
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2.6 Hot Carrier Effect

As dimension of transistor is very small, electric fields increases. Due to this, hot
carrier effects appear for very small channel length. When the electric field
increases in reverse bias drain junction, this can lead to carrier multiplication and
impact ionization. This carrier generated may add up with the substrate current, it
may also progress to source, which will lower the barrier and electron injection can
take place easily [15]. These high energy electrons may also tunnel through the
barrier into the oxide; these electrons get trapped into the oxide, which changes I–
V characteristics and threshold voltage of the device.

2.7 Impact Ionization

During a very high longitudinal field, an electron gets very high velocity due to
which there is generation of electron–hole pairs by impact ionization, this impact on
atoms and ionizing them. Many of electrons get attracted by drain and hole enter
substrate which forms parasitic substrate current. Due to this, there is base region
developed between drain and source, where source acts as emitter and hole acts as
collector, which is same as in npn transistor [16]. As this hole is collected by source,
there is voltage drop of 0.6 V in the substrate material which is created by this hole
current and reverse-biased source substrate p–n junction will start conduction. There
is injection of electron from source to substrate, analogous to emitter to base. These
electrons gain enough energy and move toward drain, creating an electron pair. The
device may be permanently damaged, if the generated electrons due to high fields
may escape the field of the drain and travel to substrate, and affects other devices.

3 Single- and Double-Gate MOSFET

Single-gate SOI MOSFETs as shown in Fig. 1a consist of a source, drain, one gate,
channel, and an oxide which separate gate and the channel. These are on top layer
of the buried oxide, i.e., silicon on insulator. These SOI devices have shown lower
parasitic capacitances with higher packing density [17]. This device is having single
gate to control the electrostatic potential on the channel. This devices exhibit
short-channel effects when the dimension is below 100 nm. So, the structure is
modified with two gates on two sides (one front gate and one back gate) and the
channel lies between these two gates and is termed as double-gate SOI MOSFET as
shown in Fig. 1b. Due to use of two gates, the electrostatic potential in the channel
can be controlled in better way compared to single-gated structure and therefore
some reduction of short-channel effects [18]. But as we further decrease the size of
the transistor, then this device again starts to exhibit short-channel effects.
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4 FinFET

FinFET allows further scaling of channel length, it may surpass SOI MOSFET. The
unique characteristic of finFET is that its gate straddles a thin fin shaped body,
formed on three sides of the channels, along the top and on the vertical sidewall
surfaces of the fin [19–21]. With the use of three gates which surrounds the channel
exhibit brilliant electrostatic control. The width of the fin should be approximately
half of the channel length and minimum width dimension of the fin, is as per
lithography. Because of the vertical nature of finFET, it provides larger device
width per wafer area, due to which finFETs can be densely packed. In FinFET one
of the challenges is to fabricate uniform narrow fins. As the fins are narrow, high
access resistance is created thereby reducing the ON current. Implementation of
high strain into fins, so as to boost ON current is another challenging issue.

5 Triple-Gate MOSFET

Triple-gate MOSFET is a thin film, with three gates on the three sides of the
channel. A thick buried oxide layer is placed on top of the substrate. On the buried
oxide layer, source, gate, channel, and drain are located. Due to this, there is
isolation between channel and substrate. As there are three gates, these gates have
control over the channel and reduce the short-channel effects [22] (Figs. 2 and 3).

Fig. 1 Schematic view of single-gate SOI MOSFET [36] (a) and double-gate SOI MOSFET [36]
(b)
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6 Pi-Gate MOSFET

The Pi-gate SOI MOSFET have the capabilities to replace the existing devices, as it
exhibits better control over short-channel effects (SCEs) and leads to reduction in
gate leakage currents, which reduces power dissipation and as the geometry of the
Pi-gate MOSFET is in between triple and quadruple gate SOI MOSFET [23].
In Pi-gate MOSFET, the gate is grown into a buried oxide, and enhancing elec-
trostatic potential control in the channel and protecting it from the electric field
lines which are originating from the drain [24]. The Pi-gate SOI MOSFET can be
easily manufactured as compared to double-gate or a gate-all-around structure
(Figs. 4 and 5).

Fig. 2 Schematic of
triple-gate SOI MOSFET [36]

Fig. 3 Schematic of FinFET
[21]

Fig. 4 Schematic of Pi-gate
[21]
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7 Omega MOSFET

Omega-FET is another good candidate for field-effect transistor and exhibits better
scaling down characteristics, where a gate is almost wrapped around the body [25].
As gate all around (GAA) offers the better gate control it faces complexity in
fabrication process and other difficulties. Omega-FET is almost similar to GAA
with respect to electrical performance, but it uses a manufacturing process similar to
FinFET. Omega gate MOSFETs posses the best scaling down characteristics, but it
suffers from severe corner effects and difficulty in processing due to poly silicon
gate residue under the bottom corners of the body. Gate-all-around MOSFET has
best scaling down characteristics but the steps for processing are difficult [26].

8 Gate-All-Around MOSFET

As the transistor size is decreased below a 15 nm, the above multi-gated devices fail
to reduce the short-channel effects, so an alternative approach is to use a
gate-all-around (GAA) device (square or cylindrical). In these GAA devices, channel
is totally surrounded with gate; either its square or cylindrical in shape [27–30].

So GAA is best device configuration to control electrostatic potential for a
narrow channel length transistor and minimize leakage current of the device when
device is in off-state condition and makes the device to operate with less dissipation.
Several GAA geometries are possible either in horizontal or vertical configuration
[31]. Benefit of GAA structure for a transistor is not only to allow transistor to be
scaled down, but it also helps to achieve a high packing density due to enhanced
current drive [32].

The two different shapes in GAA are cylindrical and square-shaped gate. In
square-shaped GAA, the gate and the channel are square in shape, but in case of
cylindrical structure, the gate and the channel are cylindrical in shape. Among these
GAA structures, square GAA exhibits high current driving capability than that of
cylindrical GAA. So, square GAA is a one of the most promising structure pre-
sently available to continue scaling down, due to greater control over the electro-
static potential in the channel and reduces the short-channel effects.

Fig. 5 Schematic of Omega
Gate [21]
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In spite of such advantages of square GAA, it exhibits a very unattractive trait,
i.e., corner effect. Electrostatic blend of two adjacent gates on the corners of GAA
leads to this corner effects. This corner effect degrades the performance of the
device by increasing off-state leakage current. By rounding of the corner regions,
this effect can be reduced. Rounding of the corner is fragile process.

Another method to reduce this corner effects is to implement cylindrical GAA,
since the shape is cylindrical, so there are no corners, due to which such effects will
not exist. Scaling down transistor dimension has been one of the chief factors for
improvement in the cost and IC performance, and has shown a rapid growth in the
semiconductor industry. But still GAA devices exhibit short-channel effects
(Figs. 6 and 7).

9 Molecular Technology—SET Gate MOSFET

Molecular structure based transistor presently is one of the most eligible technology
to replace GAA MOSFET and govern Moore’s law. One of the molecular tran-
sistors is single electron transistor. SET consists of source, drain, gate, and island.
SET uses two tunnel diodes as shown in Fig. 8. In case of MOSFET there was
quantum wire as channel, but in case of SET, there is quantum dot as an island
(Island is a quantum dot). Island is sandwiched between source and drain and

Fig. 6 Schematic of Pi-gate
[21]

Fig. 7 Schematic of Omega
Gate [21]
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controlled by a gate. There are two phenomena taking place in the SET: coulomb
blockade and tunneling.

Coulomb blockade, i.e., when potential of a electron is less than the barrier, then
SET is in coulomb blockade state, i.e., there is no transfer of electron from source to
drain, but when electron acquires enough energy then tunneling phenomenon takes
place, and electron gets transferred from source to drain [9, 33, 34]. In SET,
electron conduction takes place one by one and gate voltage only changes the
potential of the island for better controlling for the tunneling. It also exhibits both
negative and positive transconductance [35].

10 Conclusion

Due to scaling down of transistor below 100 nm, there is deterioration in the
performance of the transistor. These deteriorating parameters are known as
short-channel effects. Some of short-channel effects are hot carrier effects, threshold
voltage roll-off, gate oxide tunneling, subthreshold swing, gate-induced drain
lowering, drain-induced barrier lowering, and voltage threshold shift. In this paper,
we have reviewed single-gate, double-gate, triple-gate, Pi-gate, Omega gate,
gate-all-around MOSFET, and molecular structure based transistor (SET). As we
increase the number of gates, control over the electrostatic potential in the channel
also increases. GAA MOSFET shows better performance over other single, double,
triple, Pi and Omega gate, when channel length is reduced below 15 nm. But still
the short-channel effect is not fully reduced and fabrication process is quite com-
plicated. So, molecular structure based transistor, i.e., SET has shown better
characteristics then GAA MOSFET. Since SET has unique characteristics of cou-
lomb blockade, i.e., when potential of a electron is less than the island barrier, then
SET is in coulomb blockade state, i.e., there is no transfer of electron from source to
drain, but when electron acquires enough energy then tunneling phenomenon takes
place, and electron get transferred from source to drain. SET has better control over
the flow of electron and also reduces the leakage current.

Fig. 8 Schematic of single
electron transistor [9]

From FET to SET: A Review 207



References

1. Bardeen, J., Brattain, W.H.: The transistor, a semi-conductor triode. Phys. Rev. 74, 230–231
(1948)

2. Moore, G.E.: Progress in digital integrated electronics. Electron Devices Meeting 1975,
pp. 11–13 (1975)

3. Baccarani, G., Wordeman, M., Dennard, R.: Generalised scaling theory and its application to
a ¼ micrometer MOSFET design. IEEE Trans. Electron. Devices, pp. 452–462 (1984)

4. Naveh, Y., Likharev, K.K.: Shrinking limits of silicon MOSFETs: numerical study of 10 nm
scale devices. Superlattices Microstruct. 111–123 (2000)

5. Chaudhry, A., Kumar, M.J.: Controlling short-channel effects in deep submicron SOI
MOSFET’s for improved reliability: a review. IEEE Trans. Device Mater. Rel. 99–109 (2004)

6. Packan, P.: Pushing the limits. Science 285 (1999)
7. Garduño, S.I., Cerdeira, A., Estrada, M., Alvarado, J., Kilchystka, V., Flandre, D.:

Contribution of the carrier tunnelling and gate induced drain leakage effects to the gate and
drain currents of fin-shaped field effect transistor. J. Appl. Phys. 1–7 (2011)

8. Liu, Z.H.: Threshold voltage model for deep submicrometer MOSFETs. IEEE Trans. Electron
Devices. 40 (1993)

9. Likharev K.: Single-electron devices and their applications. Proc. IEEE. 87, 606–632 (1999)
10. Yu, B., Wann, C.H.J., Nowak, E.D., Noda, K., Hu, C.: Short channel effect improved by

lateral channel-engineering in deep-submicronmeter MOSFETs. IEEE Trans. Electron
Devices 627–634 (1997)

11. Zhang, Q., Zhao, W.: Low subthreshold swing tunnel transistors. IEEE Trans. Device Lett.
297–300 (2006)

12. Banna, S.R., Chan, P.C.H., Ko, P.K., Nguyen, C.T., Chan, M.: Threshold voltage model for
deep-submicrometer fully depleted SOI MOSFET’s. IEEE Trans. Electron Devices 1949–
1955 (1995)

13. Wolf S.: The Submicron MOSFET, vol. 3 of Silicon Processing for the VLSI Era. Lattice
Press, Sunset Beach (1995)

14. Zhu, J., Martin, R., Chen, J.Y.: Punch through Current for submicrometer MOSFET’s in
CMOS VLSI. IEEE Trans. Electron Devices 145–151 (1988)

15. Fischetti, M.V., Laux, S.E., Crabbe, E.: Understanding hot-electron transport in silicon
devices—is there a shortcut. J. Appl. Phys. 1058–1087 (1995)

16. Ning, T.H., Osburn, C.M., Yu, H.N.: Emission probability of hot electrons from silicon into
silicon dioxide. J. Appl. Phys. 48, 286–290 (1997)

17. Chaudhry, A., Kumar, M.J.: Controlling short-channel effects in deep submicron SOI
MOSFET’s for improved reliability: a review. IEEE Trans. Device Mater. 4, 99–109 (2004)

18. Balestra, F., Cristoloveanu, S., Benachir, M., Brini, J., Elewa, T.: Double-gate
silicon-on-insulator transistor with volume inversion: a new device with greatly enhanced
performance. IEEE Electron Device Lett. 18, 410–412 (1987)

19. Park, T., Choi, S., Lee, D.H., Yoo, J.R., Lee, B.C., Kim, J.Y., Lee, C.G., Chi, K.K., Hong, S.
H., Hyun, S.J., Shin, Y.G., Han, J.N., Chung, U.I., Moon, J.T., Yoon, E., Lee, J.H.:
Fabrication of body-tied FinFETs (Omega MOSFETs) using bulk si wafers. In: Technical
Digest of Symposium on VLSI Tech (2003)

20. Xiong, W.W.: Multigate MOSFET technology. In: Colinge J.P. (ed.) FinFETs and Other
Multi-Gate Transistors. Springer, US, pp. 84–91 (2008)

21. Colinge, J.P.: FinFETs and Other Multi-Gate Transistor. Springer, Berlin (2008)
22. Schwarz, M., Holtij, H., Kloes, A.: MOS: a new physics-based explicit compact model for

lightly doped short-channel triple-gate SOI MOSFETs. IEEE Trans. Electron Devices 59,
349–358 (2012)

23. Park, J.-T., Colinge, J.-P., Diaz, C.H.: Pi-gate SOI MOSFET. IEEE Electron Device Lett. 22,
405-406 (2001)

208 A. Agarwal et al.



24. Daugé, F., Pretet, J., Cristoloveanu, S., Vandooren, A., Mathew, L., Jomaah, J., Nguyen, B.
Y.: Coupling effects and channels separation in FinFETs. Solid State Electron. 48, 535–542
(2004)

25. Jiang, Y., Singh, N., Liow, T.Y., Lim, P.C., Tripathy, S., Lo, G.Q., Chan, D.S.H., Kwong, L.:
Omega-gate p-MOSFET with nanowire like SiGe/Si core/shell channel. IEEE Electron
Device Lett. 30, 392–394 (2009)

26. Barraud, S., Coquand, R., Cassé, M., Koyama, M., Hartmann, J.-M., Maffini-Alvaro, V.,
Comboroure, C., Vizioz, C., Aussenac, F., Faynot, O., Poiroux, T.: Performance of
omega-shaped-gate silicon nanowire MOSFET with diameter down to 8 nm. IEEE Electron
Device Lett. 33, 1526–1528 (2012)

27. Jimenez, D., Saenz, J.J., Iniguez, B., Sune, J., Marsal, L.F., Pallares, J.: Modeling of
nanoscale gate-all-around MOSFETs. IEEE Electron Device Lett. 25, 314–316 (2004)

28. Song, J.Y.: Design optimization of gate-all-around (GAA) MOSFETs. IEEE Trans.
Nanotechnol. 3, 186–191 (2006)

29. Iniguez, B., Fjeldly, T.A., Lazaro, A., Danneville, F., Deen, J.: Compact modelling solutions
for nanoscale double-gate and gate-all-around mosfets. IEEE Trans. Electron Devices 53,
2128–2142 (2006)

30. Smaani, B., Latreche, S., Iniguez, B.: Compact drain-current model for undoped cylindrical
surrounding-gate metal-oxide semiconductor field effect transistors including short channel
effects. J. Appl. Phys. 114, 224507–224512 (2013)

31. Haensch, W., Nowak, E.J., Dennard, R.H., Solomon, P.M., et al.: Silicon CMOS devices
beyond scaling. IBM J. Res. Dev. 50, 339 (2006)

32. Li, C., Zhuang, Y., Han, R.: Cylindrical surrounding-gate MOSFETs with electrically induced
source/drain extension. Microelectron. J. 42, 341–346 (2011)

33. Acharya, M.: Development of room temperature operating single electron transistor using FIB
etching and deposition technology. Michigan Technological University (2009)

34. Mahapatra, S., Ionescu, A.M.: Hybrid CMOS single-electron transistor device and circuit
design. Artech House, pp. 129–165 (2006)

35. Ihn, T.: Semiconductor Nanostructures: Quantum States and Electronic Transport. Oxford
University Press (2009)

36. Mohammadi, H., Abdullah, H., Dee, C.F.: A Review on Modeling the Channel Potential in
Multi-Gate MOSFETs, vol. 43, pp. 861–866. Sains Malaysiana Publications (2014)

From FET to SET: A Review 209



Important Factors for Designing Assamese
Prosody with Festival Frame Work

Parismita Sarma and Shikhar Kumar Sarma

Abstract Prosody is a term related with literature as well as speech technology. It
is one of the primary parts for design of any natural sounding text to speech
synthesis. Prosody is a broad as well as complex way of expressing meaning of a
text segment in terms of pitch means fundamental frequency of utterance, loudness
or intensity, intonation, and rhythm. The term is related to phonology and used to
convey meaning as well as structure or configuration of a speech unit. This paper
discusses about the important issues to design a well-versed prosody with respect to
above-mentioned properties. Though our aim is to design an Assamese prosody in
festival framework, yet we are highlighting the features which must be taken care of
regardless of any specific language.

Keywords Prosody � Pitch � Intensity � Intonation � Festival framework

1 Introduction

Twenty-first century is the age of information technology. Nowadays people want
to engage in more than one tasks at the same time. For example connecting with a
multimedia conference, participating in a conversation users want to work on more
than one device which support basic communication system [1]. Speech is one of
the easy communication media for human to interact with machine. Speech pro-
cessing including speech synthesis draws attention of many researchers to design
new device which may be connected with speech synthesis. We are working to
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design a speech synthesizer for Assamese language. In this paper, we are discussing
an important issue necessary to design a synthesizer. Our respiratory system pro-
duces air pressure and this pressure comes out of lungs with full of energy. It goes
through our articulatory system and produce sound wave, which is called speech.
Speech is an acoustic signal, with a number of components. The whole
speech technology is divided to different subparts. They are such as speech analysis,
speech coding, speech recognition, speech synthesis, etc. Speech conveys infor-
mation which can be analyzed in different levels. These level includes phonetic,
phonological, syntactic, or acoustic [2]. A Text-To-Speech (TTS) system predicts to
speak in natural way. Though it is quite difficult or impossible to predict human
speaking by means of a machine, yet many efforts are going on by researchers all
over the world. Talking calculator is the simplest form of speech synthesizer. The
main problem while designing a speech synthesizer is its speaking quality. Joining
two words with appropriate pronunciation and time gap in between is also chal-
lenging. The problem can be solved with the help of an efficient speech prosody.
Prosody can be said as core of a language synthesis process. We are working on
speech synthesizer for North East Indian language ‘Assamese’. India is rich of total
1652 dialects for native languages and it is a multilingual country [3]. In the
post-period of 1990, Indian speech synthesizer research work began to progress and
generated real-time synthesizer for some of the Indian language [3].

Assamese is an Indo-Aryan language. Assam is a state situated in northeast part
of India. The people belonging to Assam speak in Assamese language. Assamese
language has eight vowel phonemes, 21 consonants, and 15 diphthongs [4]. In this
paper, we are discussing some important points regarding prosody design of
Assamese language in festival framework. Without proper prosody, spoken text
becomes dull and monotonic. Our aim is to dispense proper emotions to the text,
such that when somebody speaks it, meaning and intention of the speaker gets clear.
In Assamese language, it is so important because some sentences with same word
arrangement express different meanings depending upon the tune of the speaker. By
looking at the text only sometimes, a nonnative reader is unable to guess the
meaning of the sentence. Machine takes help of prosody to understand the features
like tone, time duration, and prosodic phrasing. For example, an Assamese sentence
‘ৰাম ঘৰৈল ৈগেছ’ means Ram has gone home, it may carry different meanings
depending upon utterance tune of the speaker. If the sentence is ‘ৰাম ঘৰৈল ৈগেছ?’,
it will mean that Has Ram gone home? For an interrogative sentence depending
upon which word is most stressed, query also becomes different. In some lan-
guages, for example, English position of the verb is enough to indicate the semantic
and intention of the speaker. But in Assamese language it does not happen. Only
the tune is sufficient to differentiate an affirmative and interrogative sentence. So
when designing an Assamese TTS, much attention should be given to design a
proper prosody, then only real meaning will come out of the text the writer wanted
to render exactly.
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2 Design Approach

Prosody designing has a number of sub-phases like phrasing, duration, intonation,
and intensity modeling [5]. There are basically two major approaches for prosody
design in festival. They are rule based and corpus based [6]. We are interested in
corpus-based approach and considered it for our design. In rule-based approach, a
complicated rule set is prepared from natural speech. The rules are not sure to work
in all cases. Corpus based approach can give more natural speech, because corpus is
prepared from real speech units uttered by human. At the time of synthesis the
appropriate units are selected and concatenated that sounds like a human utterance.
In rule based approach voice waveforms are edited and rules are generated from the
analysed waveform for different types of expression. Signal processing has to be
done on the speech wave and this lacks the naturality of the speech. In corpus-based
approach, a huge well-formed corpus is designed. Corpus has to be annotated with
various types of prosodic information. Prosody design in corpus-based approach is
iterative type. Corpus is activated automatically for creation of actual prosodic
model. At first it is applied on test data. After that if necessary, it can be improved
more. Some of the necessary acoustic qualities of utterances for prosody design are
given in Table 1.

Our work is based on festival open source software. Festival is an open source
software used for speech synthesis system. It is used in many institutes, research
organization, and commercial places. Festival has no specific built-in language, but
any new language can be added to festival. It has a number of tools with the help of
which rapid or interactive development is also possible. Festival is incorporated with
many statistical tools, different scripts can be written to build individual models. It is
a general system which supports multilingual TTS. Coding done for festival is in C
or C++. Basic computer language for programming is scheme scripting language. It
is a multi-platform support tool. Both UNIX and Windows can be used for pro-
gramming. A group of modifiable modules are there: e.g., duration, phrasing, LTS,
lexicon, etc. These can be rewritten for a specific language.

Table 1 Acoustic quality with measuring property of utterance

Features Place of articulation Unit Scale

Fundamental
frequency

Vocal folds vibration F0 (Hz) Low, high

Loudness Air pressure in sub glottal part Intensity
(dB)

Loud,
suppress

Length Speech gesture duration (ms) Short, long

Vowel property Vocal tract configuration Formants
(F1, F2…)

Reduced, full
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3 Intonation Design

Intonation can be explained as speech melody. Intonation is related with F0 contour
or fundamental frequency of utterance. In other words it is pitch. The same sentence
may have different pitch contours (may be falling or rising) when they are uttered in
two or three different moods. We discuss about pitch movement when we talk about
fundamental frequency contour. Covering range may rise or fall, which again has
importance during design. Context of every token should be considered when rise
or fall occurs. Two most important things of pitch observation are: prominence
portion and phrasing. Phrasing is chunks of speech.

Intonation model can be divided into two category of works [6]:

1. Accent or tone assignment: Allocation of tone is done on syllable or word level.
Initially which syllable has to accented more is identified and the type also
evaluated.

2. F0 contour generation: When there is accents, F0 contour can be generated.

By assigning accent, we identify the prominent syllabi or words in the sentence. We
can have different types of syllabic intonations, rise, flat, and fall. For an interrogative
sentence, naturally there is gradual rise inF0 contour at end of the sentence. F0 contour
is flat when declarative or affirmative sentences are uttered. Researcher has proved this
property for almost every type of sentence. In general, boundary tones are rising or
falling as at those points intonation occurs. The boundaries are detected by prosodic
phrasing method. In festival, accent is assigned for content words in the stressed
syllables. By default this is done in festival. A decision tree called CART is used for
this purpose. Festival wagon tools [7] should be used if predicted accent is used.

For example one of our wave file is manalisha_a_1.wav. Our festival output is
given below. First column is the ordinal number of the entity, second one is the
token number, third column is for syllable itself and fourth one is the stress assigned
to the token. When last field is 0, it means no stress, 1 means there is stress. E.g.

. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .

. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .
27 id 30; name syl 1; stress 0;
28 id 32; name syl 2; stress 0;
29 id 34; name syl 3; stress 0;
. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .
. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .

3.1 F0 Contour Generation

F0 is said to be fundamental tune. From our experiment, it is seen that for male F0
ranges between 95 to 130 Hz and 135 to 285 Hz for female speaker in normal
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utterance. For female, this value is more according to general property of F0. F0
contour shows higher value at beginning of a sentence, gradually it declines during
utterance. We can rise up or rise down an utterance if we want to. Intonation
conveys dynamic and temporal information to the listener. For a normally uttered
sentence, it is observed that F0 shows almost a flat curve. But for a sentence with
interrogative tune, contour may suddenly rise high up or fall down quickly at end.
Festival has a number of procedures to generate target F0 contour. A function
written in LISP for festival can generate or specify a list of F0 contour target point
for every syllable. We have used Praat tool to study the fundamental frequency F0
for a word or sentence. We are discussing about a Assamese sentence ‘ৰাতুল আিজ
আিহব’, the english meaning is ‘Ratul will come today’ in three different moods
affirmative, interrogative and surprise. Figure 1 shows the male recording with its
F0 contour, which was recorded in a sophisticated well-equipped noise free studio.
In normal mode, the fundamental frequency (F0) is found as 96.324494 Hz in
duration of 0.726961s. From the figure, it is clear that the curve is flat type. All the
figures given below show fundamental frequency (F0) for a sentence but in three
different emotions. For everyone of them, on the x-axis time or duration in seconds
and on y-axis frequency in Hz is plotted.

For the same sentence in interrogative mood, the F0 or fundamental frequency is
111.763313 Hz in 0.969 s duration. The wave with F0 contour is shown in Fig. 2.

On the other hand, in surprise mood, the fundamental frequency or F0 contour is
found as 168.098928 Hz in total 1.211610 s as shown in Fig. 3.

Fig. 1 Pitch or fundamental frequency (F0) of affirmative sentence ‘ৰাতুল আজি আহিব’

Important Factors for Designing Assamese Prosody … 215



Fig. 2 Pitch or fundamental frequency (F0) for interrogative sentence ‘ৰাতুল আজি আহিব?’

Fig. 3 Pitch or fundamental frequency (F0) of exclamatory sentence ‘ৰাতুল আজি আহিব!’
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4 Utterance Segmentation

Utterance segmentation means phoneme, syllable, or words. In festival a set of
related items are used to represent utterance. Items are represented by a relation [8].
There may be more than one relation in an item. Item means it may be a sentence,
word, or phrase. On the other hand, a relation is a list of trees. Each item is capable
of expressing an object like word, syllable, etc. A number of features can contribute
to an item. Features have a name and value, relation associate the items with its
neighboring ones in some meaningful way. The way may be syntax tree, word list,
or syllable structure. In this way, every utterances can be selected. An utterance
should be prominent enough such that it is separable and has detectable syllable
boundary. Another point is within narrow band spectrum fundamental frequency
and formants should be detectable. These are called informative utterance [9].
Below we have shown a relation matrix for a series of token in a sentence,
expressed as a relation.
Relation Token; ()

18 29 1 0 0 0
1 1 0 18 2 0
19 28 2 0 0 0
2 2 0 19 3 1
20 27 3 0 0 0

The above matrix defines a relation for a token. This structure includes spaces
between the words in a sentence as a token. The first number in a row may represent
ordinal number, second is the token number, third number is the position in the
sentence of that word, etc.

5 Duration

It is observed that assignment of proper duration to every lexicon is quite necessary
for proper prosodic pronunciation. Duration is influenced by many factors like near
by units, how many total numbers of speech unit, etc. [9]. This model has
importance because without proper duration, individual speech units may be
overlapped or will be much away. So for proper prosodic pronunciation duration is
an important factor.

In festival, there are number of methods to generate proper duration to individual
units. As our work is restricted to news reading mood, there is no much consid-
eration of tune for the individual sentence. We have assigned a fix duration of
100 ms to every unit in our work. It is the easiest method. Basically when there is a
cause of proper emotional pronunciation then duration with varying values is
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needed. Another easier method can be taken as average duration values assigned to
every phoneme.

e.g., Festival outputs are as follows:

manalisha=wav=manalisha a 1:wav 5:1300
manalisha=wav=manalisha n 1:wav 4:1000
manalisha=wav=manalisha q 1:wav 3:4100

The last figure in each row gives the duration of the whole sentence.
For individual syllable time can be generated. We have used a sophisticated

syllabification program to syllabify the sentences. For the Assamese sentence
‘ৰাতুল আিজ আিহব’, we can get output as shown below. This is not a table but an
output.

0.1100 100 SIL (silence)

0.2200 100 ৰা _beg
0.3300 100 তুল_end
0.4400 100 আ_beg

0.5500 100 িজ_end

0.6600 100 আ_beg

0.7700 100 িহব_end

_beg means that syllable is at beginning of the word and _end means at end of the
word. The first column represents staring time of the syllable. In this example a
fixed duration of 0.11 s is taken. It is added up with each next item.

6 Prosodic Phrasing

Prosodic phrasing identifies pause length between two sentences. Even in the same
sentence, sometimes we can see two types of prosody or tune if there is a punc-
tuation in between. Human can understand the meaning when he or she reads the
text. But for the machine, it is difficult to understand the inherent meaning of the
sentence. In this case, proper and correct prosodic phrasing can help a machine. For
example ইমান ধুনীয়া গাড়ী!, তুিম িকিনবা? It means So much beautiful the car is! you
will purchase? There are two prosodic phrasing in the sentence. If the pause
between the two sentences is not accurate, meaning will be incorrect. Prosodic
phrasing helps in understanding meaning of the whole sentence and work rather
well for proper synthesize. For all these, identifying the boundary of the phrasing is
important. There are two main methods in festival for prosodic phrasing. One is the
by rule and the other is through statistical model.
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6.1 The Rule Method

In festival CART tree is used for rule method. The rules may be handwritten or
trained. First choice in festival is always CART tree [10]. Test is made on every
word, the test is done to determine whether the word is at last of prosodic phrase.
The CART tree returns B or BB. B means Break and BB means Bigger Break,
when there is no need of more pause it is break, so B. On the other hand, BB means
the end of Utterance. This procedure is simple and simply adds break (B) after the
last token if a punctuation like \, or ;. If there is ?, : or . after the last word, BB is
inserted.

6.2 Phrasing by Statistical Model

Statistical approach is used in this model. This model tries to find a likelihood of
break; it may be after every word or after every sentence. According to this rule it
predicts a break if there is another break in close distance. Festival basically sup-
ports that model which takes probability of break based on previous. Its imple-
mentation lies on the model which is based on parts of speech of the concerned
language.

After doing all these observations, we conclude that most important design of
speech prosody is design of a good intonation and duration model. Prosodic
phrasing comes after that only. Whatever it is, every module should be efficient
enough to design a real prosody.

7 Conclusion

This paper is an effort to discuss the important factors when designing a speech
prosody. We have discussed how festival builds different acoustic properties for
utterances with respect to Assamese language. Properties can be identified properly
in digital representation. But the most important thing is, to design an efficient
prosody; we must have a rich speech corpus for that language. As our work is
Assamese prosody design, we went through whatever available Assamese corpuses
are there. Only a few Indian languages have complete annotated corpus. So we had
to work with a system which requires minimal prosodic information to function.
We are hopeful of getting a rich and informatics prosody with the help of
above-discussed factors.
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Location Privacy in Wireless Sensor
Networks Using Anonymity

Shriya Kesharwani and Manisha R. Dhage

Abstract A sensor network comprised of multiple devices with sensing abilities
and communications technologies. Location privacy is crucial in WSN. Information
on the position of the events or location of the sink node can be an initial attention
of the enemy. The location privacy aims to cover the position of the sensor that
senses the data and makes it tough for an attacker to discover back to the node or
location. Location privacy is sorted into two categories, i.e., source node privacy
and sink node privacy. Anonymous communication is a core feature of location
privacy in WSN because it used to hide the identity of critical sensor nodes. The
proposed location privacy schemes provide a solution for node anonymity and
location privacy in WSNs.

Keywords Anonymity � Base station � Location privacy � Source node
Wireless sensor networks

1 Introduction

A sensor network consists of multiple nodes called sensors. A sensor device can
sense and convert the knowledge in the form of data, prepare it, and next forward it
to an aggregation point or a sink for additional practice or analysis. These sensor
nodes are capable of monitor the location, sound, temperature, vibration, etc. The
sensor node is very bound regarding storage space, calculating power, communi-
cation abilities, and battery power [1]. Sensor nodes will be left unattended in most
of the applications until the energy of the battery is completely run down.
Meanwhile, the sensor node senses the target; it will report the information to the
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base station (BS) or sink node, either by single-hop or multi-hop communication.
A sink is much more powerful than a sensor node regarding storage capacity, power
supply, communication capabilities, and computing power.

Privacy in WSN (Fig. 1) is classified into two categories [2]. The first category is
content or data privacy, which typically focuses on data. It provides for data
confidentiality, integrity, freshness, and other privacy issues. The second category
is context or contextual privacy [3]. Location privacy means hiding the location of a
source node (SN) and the sink (base station) of the WSN. Here, location does not
mean the physical location, it refers the identity of the node.

2 Related Work

Simple anonymity scheme (SAS) is an old anonymity scheme in the WSN field [4].
It uses a large number of pseudonyms ID for the identity of the SN. For anonymity,
if a sensor node’s genuine ID is not known to different nodes in the system network,
they cannot pass judgment on it. Thus, it might be anonymous; sensor node ought
to use a pseudonym to identify itself. SN with the BS and pair-wise one-hop
neighbors are private and authenticated.

Misra and Xue [5] introduced two designs: (1) Simple Anonymity
Scheme (SAS) and (2) Cryptographic Anonymity Scheme (CAS). SAS applies a set
of the alias as ID for a node to ensure control of its true identity (ID). Later, nodes in
the network shared their individual pseudonym IDs and used to guarantee that the
transmission is unacknowledged. The CAS uses a cryptographic OWH (One-Way
Hash) function to ensure ID mask.

Ouyang et al. [6] introduced two solutions for ID generation. The first solution is
Hashing-based ID Randomization (HIR) which is a solution for CAS in case a
sensor node is compromised. The SN communicates with a neighbor applying the
hash value (HV) of the neighbor. The second solution is Reverse Hashing Based ID
Randomization (RHIR). SN uses the HV in reverse order to interact in the similar
style as in HIR. When a hash value is used, it will be dropped out.

Fig. 1 Classification of WSN privacy
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Sheu [7] implemented an anonymous path routing (APR) protocol. It protects
the identifications of the sensor nodes and rearranges the encryption of every packet
at each hop. APR has three designs: One-hop anonymous communication,
Anonymous multi-hop path routing, and Anonymous data forwarding.

Fang et al. [8] introduced EAC; An efficient anonymous communication pro-
tocol to provide anonymity in the sensor network. EAC only uses symmetric
cryptography and hashing function. Before deployment of the node, it is preloaded
with some parameters. EAC consists of four system designs: Anonymous data
sending, Anonymous data forwarding, Anonymous broadcast, and Anonymous
acknowledgment.

Abuzneid [3] present a system called FAC system for WSN. Fortified anony-
mous communication protocol is a measured structure that gives the source, and
base station anonymity. It also provides all type of context privacy. FAC utilized a
composite anonymity module where unidentified IDs are utilized instead of the real
one. FAC protocol is delay-aware and energy-aware; to give protection to the BS
against colluding attacks, FAC presented multilayer encryption.

A comparative study is done for the existing systems, and it is shown in Table 1.

3 Proposed System

Focusing on the monitoring and tracking application, the location of the sensor
nodes is crucial. Providing location privacy and maintaining network lifetime are
critical issues in WSNs. The location privacy intends to conceal the spot of the
sensor nodes and makes it challenging for an enemy to locate the place. Notation
used in the framework is shown in Table 2.

Table 1 Comparative analysis

Scheme Security provided Disadvantages

SAS Preserves node
Identity and privacy

Not able to add nodes and low-level SLP

SAS + CAS Low-level security High computation cost and low-level SLP

HIR and
RHIR

Medium-level security
to ID

Cannot handle data lost and does not provide
location privacy

APR Efficient anonymity High computation cost and storage and low-level
BLP

EAC Provide location
privacy

Synchronization

FAC Provide all context
privacy

Complex method, high communication cost

Location Privacy in Wireless Sensor Networks … 223



3.1 Pre-deployment Phase

Before genuine arrangement of the sensor nodes in the range of administration, the
sensor nodes demand to be examined, enough charged, and preloaded with some
parameters. The BS requires knowing the location of every one of the nodes
engaging in the wireless network. Besides, all the sensor nodes must be aware of
their relative positions to the BS and their acquaintances.

Preloaded parameters are:

ANIDi Anonymous node ID

BNIDi Broadcast node ID

AIDi Acknowledgment ID

ai-CH Shared random no.

Ki-CH, KCHi-CHj Shared key

3.2 Setup Phase

A. Cluster Formation:

After the sensor node deployed with the preloaded parameters, each node will
check if there is any node with the high energy power in its range, if yes then it will

Table 2 Notation used in the Framework

Source Representation Explanation

Preloaded IDi ID (identity) of the sensor node i

Preloaded ai Random number shared between the node i and BS

Preloaded bi Broadcasting random number for node i

Preloaded di Acknowledgment random number for node i

Preloaded H1 Hashing function to create anonymous ID

Preloaded H Hashing function for message to create digest

Preloaded Ki-BS Pair-wise key between the node i and BS

Calculated Ki-CH Pair-wise key between the node i and CH

Calculated KCH–CH Pair-wise key between CH

Calculated ANIDi Anonymous node ID for the node i

Calculated BNIDi Broadcast node ID for the node i

Calculated AIDi Acknowledgment ID for node i

Calculated ai-CH Random number shared between the node i and CH

Calculated Di Residual energy for the node i

Calculated Di Data sensed by the node i

Operation || Concatenation operation

Operation ⊕ XOR operation
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connect to that node and select it as a CH; else, the node itself declare as a CH.
After connecting to a CH, all member nodes send their information Mdiscovery to the
head and then CH send the packet to the BS. All cluster heads are either directly
connected to the base station or through the neighbor cluster head. Base station
stores all the information in the routing table.

Mdiscovery ¼ IDi Ki-BSk kai bik kdijjDi ð1Þ

B. Creating Anonymous ID:

The principal intention is to practice anonymous ID instead of real ID for the nodes
during communication. Therefore, one anonymous ID per communication is han-
dled. In this fashion, the intruder cannot locate the node using several messages
holding the true ID. The method begins with creating anonymous node ID for every
sensor node in the network, that is calculated using equation:

ANIDi ¼ H1 ðIDi � aiÞ ð2Þ

The sensor node i can determine broadcast node ID according to the equation:

BNIDi ¼ H1 ðIDi � biÞ ð3Þ

Nodes will calculate the new value with neighbor node according to the
equation:

ai-CH ¼ H1 ðIDi � IDCHÞ ð4Þ

Between the node i and the cluster head; both sensor node and cluster head will
compute a new key, using the equation:

Ki-CH ¼ H1 ðKi-BS � KCH�BSÞ ð5Þ

Two connected neighbor cluster head will determine a new key, using:

KCHi�CHj ¼ H1 ðKi-BS � Kj-BSÞ ð6Þ

Finally, acknowledgment ID for sensor node will be determined using this
equation:

AIDi ¼ H1 IDið Þ ð7Þ

3.3 Communication Phase

While sensing the event and forwarding a message to the sink performed
throughout the transmission phase; several transactions last as far as network
lifetime expires.
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A. Transmission from Sensor to Cluster Head:

When sensor node senses event, it commits to send a report to the cluster head. The
SNi simply perceives itself by its ANIDi, and the sink will identify the origin of the
packet by ANIDi as well. Hence, the ANIDi of the source node needs to be carried
in the information till the sink gets it. The ANID of a node will be refreshed later for
each transportation. The SNi requires selecting CH to transmit the information to it.
Sensor node will create the packet in the format as below:

Mi-CH ¼ ANIDi Ekði-CHÞðAIDi

�
�

�
�ANIDi EKði-BSÞ Dið Þ�

�
�
�HKði-BSÞ ANIDikDið Þ; ð8Þ

where

Di ¼ seq no msg lenk ksensed data ð9Þ

Formerly SNi experiences that the information (Mi-CH) is transferred to the
neighbor that requires settling the current anonymous node IDi plus assign a dif-
ferent ID for the succeeding communication similarly marked in the equation:

ANIDi ¼ H1 ðANIDi � aiÞ ð10Þ

The receiver CH will then reformat the message (M) and again forward to the
next CH or the BS. The base station works on the distributed pair-wise key among
the nodes and the BS, to decrypt the packet and to prepare the ANIDi. ANIDi will
be used to notice the source. At this time, base station can refresh the value of
ANIDi of node i. Only sink node or BS can decrypt the data (Di) applying key
shared between source and BS.

B. Transmission from CH (Cluster Head) to BS (Base Station):

When SNi transfers the packet to the CH, later CH needs to reroute the information
to either BS if it is directly connected or to the neighbor CH. Simultaneous
receiving Mi-CH, CH will tally ANIDi in the routing table. If ANIDi do not match,
the transmission surely is not referred for CH, and the packet will be dropped
instantly. Else, the received message will be decrypted using ki-CH. The packet will
be transmitted to next CH or BS; before the packet (M) is recreated:

MCHi-CHj ¼ ANIDCHi EkðCHi-CHjÞ AIDið�
�

�
�ANIDi EKði-BSÞ Dið Þ�

�
�
�HKði-BSÞ ANIDikDið Þ�

ð11Þ

MCH-BS ¼ ANIDCH EkðCH-BSÞ AIDið�
�

�
�ANIDi EKði-BSÞ Dið Þ�

�
�
�HKði-BSÞ ANIDikDið Þ�

ð12Þ

After sending the message when it delivered to the receiver node, sender node
will update its ANID.
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C. Transmission of Acknowledgment:

As assumed in the communication, the data packet could be missed or corrupted. In
both cases, retransmission of the packet is required. SN changes ANID after every
transmission; hence synchronization is required. The SNs should refresh the
anonymous information only after assuring that the BS receives the message.
Nevertheless, the need for direct contact with the source node and the BS gets little
bit problematic manner. The sink cannot convey an acknowledgment to the origin
node if it is not directly connected and repetitious hops apart. It has to depend on
various acknowledgments on the line connecting the source and the BS. SN
requires to determine the acknowledgment ID according to the equation:

AIDi ¼ H1 ðAIDi � diÞ ð13Þ

The packet will be transferred to the sender with the existing state for ANIDi.
Hence, it will reformat Mi-CH as it seems in the equation:

MCH-i ¼ AIDi Ekði-CHÞðANIDi

�
�

�
�EKði-BSÞ Dið ÞÞ HKði-BSÞ ANIDikDið Þ�

�
�
�padding

ð14Þ

As in the equation; padding in the message is to assure that all the packets have
the identical size; which will prevent size correlation attacks.

D. Transmission through Broadcasting:

Typically, the base station is needed to broadcast few messages for control and
management view. The system requires holding all the messages identical all over
the network; hence the whole packet demands to have the identical measurement.
Each node is preloaded with a number, i.e., broadcast random number by which
anonymous broadcast node ID (BNID) is calculated. The message M sent by the
CH (i.e., Broadcast message) is constructed as shown in the below equation:

M ¼ BNIDi Dik kpadding ð15Þ

4 Performance Evaluation

We run our experiment in network simulator version 3 (ns3) that has shown to
produce realistic results. The ns3 simulator runs deployable C++ or Python code;
here we use C++ code. We installed ns3.20 version on Fedora13. NetAnim is used
to simulate the wireless network. The nodes are positioned by an arbitrary method,
and each sensor node has a fixed broadcast range.
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Attack Simulation:

We have manually declared an attacker node (e.g., node 15, 9, and 6), and it acts as
an attacker station in WSN. It may collect data packet in the network and analyze
the content. As in our simulation (Fig. 2), the attacker receives few packets and tries
to find the relation between the nodes; when it relates the IDs of the nodes, he can
only get the large pool of the anonymous information; and no idea about the
location of the node.

For example (Spoofing Attack/Eavesdropping):
Packet received at Node Id:6 and 9, which is attackers!
Received ANID: 606498310462636032 and 606337781764980736
Then attacker trying to find identity or location of the source/sink node.
Received ANIDs, which are anonymous and no relation between them;
Attacker cannot find the address in the packet!
So, the location of the node is secured.

5 Storage Evaluation

Table 3 relates the computation and storage costs of our proposed scheme with
numerous existing methods. (Remark: Here we do not carry the storage cost of data
or packet decryption or encryption, the operation by the proposed scheme is
equivalent to the existing methods [3, 8].) The capacity of the storage may boost
during the figure of the neighbor gains. The gain in storage is linear and almost
similar to the different schemes. Whenever we suppose that the random numbers,
the keys, the anonymous data, and the hash bit are ‘m’ bits lengthy (in average).

Fig. 2 Simulation example
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The expected bits for some miscellaneous information entirely are two bytes, then
the total storage memory required is: Storage = 7m + 7mMave + 16. Abdel-shakour
and Abuzneid [3] described the storage for other existing scheme SAS, CAS,
HIR APR, EAC, and FAC.

6 Conclusion

The system provides location privacy that includes source node privacy and sink
node privacy. The system model used anonymous ID, which changes for every
transmission hence the identity of the nodes will secure, which leads to enhance-
ment in location privacy. The acknowledgment and retransmission facility enhance
the performance of the system model and maintain synchronization. The proposed
system also provides authentication and data integrity. Clustered architecture and
the two-level heterogeneous environment increase the network lifetime. Future
work in the proposed system is to provide addition and removal of sensor nodes, the
addition of fake messages and multi-level heterogeneity.
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A Compact CPW-Fed Defected Ground
Microstrip Antenna for Ku Band
Application

Rashmi Singh, Vinod Kumar Singh and Puneet Khanna

Abstract A simple, compact, wide band microstrip antenna for Ku band appli-
cation is proposed. The defected ground and CPW feeding is used to achieve
wideband antenna. The presented antenna is designed on FR-4 substrate with
dielectric constant of 4.4. The overall size of antenna is 25 � 23 � 1.6 mm. This
Ku band antenna has been simulated using an Ansoft HFSS, electromagnetic
simulation tool. The designed antenna resonates at three frequencies 11.2, 12.5, and
14.3 GHz with the return loss of −27.2191, −34.2027, and −35.896, respectively. It
covers a bandwidth of 5.9 GHz extending from 10.5 to 16.4 GHz. It has maximum
gain of 1.6 dB. Antenna has stable radiation pattern and group delay.

Keywords Partial ground � Wide band � Ku band � CPW fed

1 Introduction

The frequency range of 12–18 Hz has been chosen as Ku band. Ku band is gen-
erally utilized for satellite communication as Ku band provides broadcasting as well
as two-way communication [1–3]. Other advantages of Ku band are less signal
interference from other communication systems, more reliable, secured connec-
tivity, small antennas, and versatile spectrum.
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Microstrip antenna plays very significant role in wireless communication system.
Microstrip antennas are used in high performance aircrafts, radar, missiles, and
other spacecraft. It has many advantages such as its light weight, simple structure,
ease of integration, and less cost. Microstrip antenna requires very less space for
installation as these are simple and small in size. The only space these require is the
space for the feed line which is placed behind the ground plane. Microstrip antennas
are low profile, simple, conformable to planar, and non-planar surfaces, inexpensive
to manufacture using modern printed circuit technology [4–9]. Microstrip antenna
has gained much importance due to its low profile, simple design, ease of inte-
gration, and ease of fabrication.

The designed antenna is fed using CPW feeding mechanism. CPW feeding
technique has many advantages over other microstrip feeing techniques. Some of
the advantages are low dispersion, low radiation leakage, and the ability to control
the characteristic impedance. CPW feeding mechanism can also be integrated with
active devices. Microstrip antennas can be designed in various shapes and sizes.
However, size of the antenna cannot exceed certain values as these need to be
compact in size so that they can be easily installed on the surfaces of aircrafts,
radars, or satellites. Smaller size reduces the weight of antenna which is a desirable
characteristic for microstrip antenna [10–13]. Microstrip antennas with different
shapes such as double U shaped, E shaped, hexagonal shaped have been reported.
For Ku band application, triangular slots on patch and elliptical slot cut in the
ground plane have been reported [14–16].

In this paper, CPW-fed patch and defected ground plane has been used to
increase bandwidth. The designed antenna covers a bandwidth of around 5.9 GHz
from 10.5 to 16.4 GHz, which covers most of the Ku band.

2 Antenna Design

The presented antenna operates for three resonant frequencies which is shown in
Fig. 1. If there is more than one resonant part available with each operating at its
own resonant frequency then the overlapping of multiple resonance leads to
broadband applications. The basis of the proposed antenna was a rectangular patch
with length Lp2 and width Wp2. Then U shape was obtained by cutting a U-shaped
slot from the rectangular patch and finally the proposed design was obtained to
enhance the operating bandwidth. Ground plane is same for all the three designs
and is made by cutting three small rectangular slots from the main rectangular
ground plane.

The patch has been designed on FR-4 substrate with dielectric constant equal
to 4.4 and height of the substrate is equal to 1.6 mm. The overall size is 25 � 23 �
1.6 mm which is a very compact size and hence suitable for satellite applications.
50 Ω characteristic impedance is achieved on fixing the feed length at 3 mm.
The design parameters of anticipated antenna is shown in Table 1.
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Fig. 1 Configuration of the proposed microstrip antenna

Table 1 Design parameters
of the proposed CPW-fed
shaped monopole antenna

Parameters Lp1 Lp2 Lp3 Lp4 Lg1 Lg2 Lg3
Unit (mm) 8.5 11 5 6 2.5 15 7.5

Parameters Wp1 Wp2 Wg1 Wg2 Wg3 Wg4 Wf

Unit (mm) 4 15 7 4 12.5 2.5 3

3 Optimization of Proposed Microstrip Antenna

The Ansoft HFSS-2010 has been used to design and optimize the results produced
by the antenna. Initially rectangular patch was used to achieve the desired band-
width, then the rectangular patch was modified to U-shaped patch and finally the
proposed shaped patch was obtained to optimize the results. The return loss for
rectangular, U shape, and proposed shape has been denoted by black, red, and blue
colored curves respectively in Fig. 2. It can be clearly seen that there are three
resonant bands at 11.2, 12.5, and 14.3 GHz, respectively.

3.1 Variation of Patch Parameters

Figure 3 shows the results of the proposed antenna with variation of length Lp2. It is
seen that the bandwidth for the return loss less than 10 dB of the antenna remains
almost constant. However, there is mismatch of impedance of radiating patch and
input impedance at frequencies for Lp2 = 10 and 12 mm. Thus Lp2 = 11 mm has
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been chosen as the optimum parameter. The simulated results of the proposed
antenna with Lp3 from 4 to 6 mm have been shown in Fig. 4. It is observed
bandwidth again remains constant, but better return loss has been obtained for the
same resonant frequencies. Feed width was also varied from 2 to 4 mm and it was
found that optimum bandwidth was obtained at Wf = 3 mm with more number of
resonant modes which is shown in Fig. 5.

3.2 Variation of Ground Parameters

Figure 6 shows the simulated results of the proposed antenna with Wg2 from 3 to
5 mm. It is observed that for Wg2 = 4 mm the bandwidth for the return loss less
than 10 dB shifts slightly toward lower frequency band. Hence Wg2 = 4 mm is
chosen as the optimum length of Wg2.

Fig. 2 Simulated return loss
against frequency for the
proposed microstrip antenna,
rectangular antenna, and
U-shaped antenna for the
same ground plane

Fig. 3 Simulated return loss
against frequency for the
microstrip antenna with
various Lp2
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Fig. 4 Simulated return loss
against frequency for
proposed microstrip antenna
with various Lp3

Fig. 5 Simulated return loss
against frequency for
proposed microstrip antenna
with various Wf

Fig. 6 Simulated return loss
against frequency for
proposed microstrip antenna
with various Wg2
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4 Conclusions

A CPW-fed microstrip antenna is proposed for Ku band application. The overall
size (25 � 23 � 1.6 mm) is compacting thus suitable for installation on heavy
satellites. The CPW feeding mechanism manages to minimize the dispersion loses
as well as reduces the radiation leakage. The results are obtained using electro-
magnetic Ansoft HFSS-2010 solver. The antenna has maximum gain of about
1.6 dB. The antenna has stable radiation pattern and almost constant group delay
over the entire 5.9 GHz bandwidth that extends from 10.5 to 16.4 GHz, thus
making the antenna suitable for Ku band application.
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A Study on Different Normalization
Approaches of Word

N. Chitrapriya, Md. Ruhul Islam, Minakshi Roy and Sujala Pradhan

Abstract With the advancing of social media communication, people communi-
cate with each other through SMS (Short Message Service), tweets, and chats
messages. But the texts used in such medium are quite different from the standard
text such as in limitation of character length, misspelling, and some in abbreviated
form also called as Non-Standard Form (NSF) which will not be found on dic-
tionaries. The aim of this paper is to study the different existing approaches used for
normalizing such kind of texts.

Keywords Normalization � Non-standard form � Micro-blog text
SMS � SMS text � Text normalization

1 Introduction

It is becoming a trend nowadays, where people tend to post their lives happening on
social networking sites, gives their opinions or interests, they give rating on
products or even a recent movies released in theaters. Mostly, users’ post were
either written in some abbreviated way like “pliz” instead of “please”, “gud” instead
of “good”, “M” as “I am” etc. Such style of writing a text can be referred to as a
“microtext”. Here, words are either misspelled or can be in some Non-Standard
Form (NSF) which are written intentionally considering a phonetic or while
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empathizing something like a message with texts showing more emotions as
“soooooo bad…”. Moreover, formation microtext could be due to a very limited
number of characters (140 characters for Tweets, and 160 characters for SMS
messages). So, it is difficult to use contextual or grammatical information from
these texts. Non-standard words (NSW) are different from standard words in a
number of important respects. First of all, the way of pronouncing it almost different
from pronouncing a normal word [1].

Text normalization can be defined as the way of converting a text into a distinct
form called as canonical [2]. The traditional way of text normalizations is the
normal spelling checking as its occurrence of error is much higher than any normal
texts. Spelling checking models are basically based on edit distance [3, 4]. There are
many algorithms and tools (like Natural Language Processing, NLP) which can
generate or understand an already well-formed words, but it has been a difficult job
to analyze and applied the same tools for a microtext or SMS text due to its
abbreviated words, misspellings, and noises. So, to retrieve the data from a
microtext or phone text, it is very much essential to normalize. The main purpose of
normalizing a SMS/social media text is for making word more readable for
machines as well as for a human. Once the text has been normalized, it can then use
or ready for any NLP-tools [5].

Normalizing an informal text is important for various languages processing
work. It is helpful in area like information retrieval, summarization, and keyword,
topic, and sentiment and emotion detection. In the next section, we would be
discussing some of the various existing model used for normalizing a microtext or
SMS words. In the next section, we would be discussing some of the various
existing model used for normalizing a microtext or SMS words.

2 SMS (Short Message Service) Text

It is a common method of sending a message through mobile phones. The SMS
language can be considered as a different form of English language with some
inference in grammar and vocabulary. SMS allows for text messages of 160 or 70
characters in length [6]. But the chat style texts contains spelling errors intentionally
or typo errors, sometimes ungrammar, shorten of words or abbreviated forms or
words self-created which are out of vocabulary (OOV) or insertions of emotions.
The main reason could be the limited length of a message character. So we can
categorize a SMS text into three parts as shown in the Table 1.

Table 1 Common trends of SMS text

Spelling Ungrammar Non-standard words

Typo error Substitution of shorter words Use of emotions

Deletion of whitespace between
two words.

Deletion of pronouns
(especially subject)

Abbreviated words

Use of number in words Features from spoken
languages
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2.1 SMS Normalization

Generally, text normalization deals with Non-standard Words (NSWs) which is
used in text-to-speech (TTS) [5]. Normalization a text is an important and yet the
first step for any system of TTS [7]. It deals with tokens which includes digit, some
abbreviations, and symbols while normalization an SMS text needs to deal with
language like “n8” (night) or “clg” (college). Such texts are typically created by
users and are not yet formalized in linguistics. Text message normalization basi-
cally consists of three well-known metaphors of NLP such as spelling correction,
machine translation, and automatic speech recognition [5]. Normalizing system
proposed by Pennell and Liu [8] used the deletion-based of abbreviation from an
informal words. Reference [9] gives various way to find out the problem of SMS
normalization with respect to a NLP or using other existing tools.

(a) Spelling Correction:
SMS text normalization has many common with traditional way of spelling
correction. Conventionally, spelling correction can be subdivided into bran-
ches. It is concerned in identifying errors either a nonword or errors for a real
word. Correcting errors for nonword basically concentrate on creating and
grading a record of feasible spelling corrections for any word not found in a
spelling dictionary. On the other hand, real-word spelling correction or a
context sensitive spelling correction concerned with detecting incorrect oper-
ation of correct words in certain contexts [5].

(b) Machine Translation (MT)
Statistical Machine Translation (SMT) is model which produces translations
based on statistical models. This model requires a lot of serious training data
and they are not available very certainly. Also, it requires lot of work for
creating an annotate corpus which will hide all poorly formed words and
condition, with suitable solution sufficiently [10].

(c) Automatic Speech Recognition (ASR)
This model is used to handle the SMS normalization within the lattice of
weighted phonetic sequences [10]. It is considered by far the best word
sequence is discovered by this system.

3 Different Normalization Approach for SMS Text

Because of the presence of abbreviations, typing mistakes, nongrammatical, pho-
netic or emotion words in the SMS causes difficulties for processing using any
tools. To generate more accepted form (i.e., lexical) of such messages, some
approaches were used to preprocess them before it has been used [10]. Many
extensive works were done on normalizing SMS texts or social text. In this
paper, we have studied some of the approaches used in normalizing SMS text,
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such as phrase-based statistical [11], character-Level machine translation [12],
unsupervised noisy channel model [13] and Character- and Phone-based Machine
Translation Approach [14].

3.1 Phrase-Based Approach

For a better affinity towards the lexical and linguistics equivalent an updated model
phrase-based model was proposed by Aw et al. [11]. The idea is to normalize
numerous words to numerous alignments of words, letting a series of SMS words to
be normalized to a series of words in English. A novel system was proposed by
Kaufmann [15], which can accurately correspond to a message from twitter media
to a syntactically correct sentence of an English language. This approach used the
idea of combining STM software with a preprocessor.

Data Collection and Categorization

All corpuses consist of numerous messages that are composed from two different
sources, one from a SMS chatting group and other chats among students. These text
behaviors are categorized into: (1) Orthographic Variation (which usage
non-standard or abbreviated self-created word) and (2) Grammar Variation (which
deletes articles and subject pronoun).

Normalization Phase

Let us consider e as an English sentence, SMS sentence as s. Let us assume that this
sentence, e can be divided into different phrases with a T segmentation. Considering
that every phrases in e sentence can match with one of the phrase in sentence s [11].

In a phrase-based normalization of SMS, it uses a channel model to calculate the
maximum approximation value for the sum over all phrase segmentations T:

P Sm1
��en1

� � ¼ X
A

P Sm1 ;T jen1
� � ð1Þ

� max
T

PðT jen1Þ � P eSk1; Tj~ek1
� �n o

ð2Þ

So, the model has got three transformations (insertion, deletion, and substitution)

through the normalizations pair eSk
���~eak

� �
, with the mapping probability P eSk

���~ek
� �

.

The mapping probability is estimated via relative frequencies, N eSk
���~ek

� �
as shown

below.
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P eSk
���~ek

� �
¼

N eSk
���~ek

� �
P

eSk N eSk
���~eak

� � ð3Þ

The search criterion is done using a language model (bigram) and considering
Bayes decision rule.

~eN1 ¼ argmax
~eN1

P eN1
� � � P SM1

��eN1
� � ð4Þ

This model for normalization consists of two sub-models; first, P enjen�1ð Þ which
is a word-based language model (LM) and second, P eSk

���~ek
� �

which is a

phrase-based lexical mapping model (channel model).

Training Phase

In a phrase-based model, training is done by first making the SMS sentence col-
lection aligned at the phrase level. In this phase, an assumption is made on the
alignment unit that every SMS word can be linked to a series of adjacent word of
English, which is not possible in the other way round. In the training phase, an EM
(Expectation-Maximization) algorithm is used to find the maximum likelihood.
A search called Viterbi was used to deduce the alignment. It also uses a filtering
process so as to remove manually all the low-frequency noisy alignment pairs.
Bigram language model along with a lexical mapping based on phrases was used to
conduct the training phase. The result after the analysis of the model shows that the
efficacy lies in its capability to validate the mapping as incases like mapping the
words “2” or “to” or “two” or “too” same as in “4” to “for” or “four”. While
analyzing the errors, the results shows that the model lies in inserting a proper
pronoun and including verb or an auxiliary giving meaningful information about
the main verb which provides significant means of understanding the context.

Although, this approach was conducted on English-Chinese translation systems
[16] which produces three translations output sets: (a) normalized messages with
simple dictionary to look-up, (b) raw SMS and (c) normalized messages. The
experiment carried out on this model, shows a good sign on the performing SMS text
normalization. It is found out that using off-the-shell STM system, a very satisfactory
Word-Error-Rate result can be achieved; together with this system with a system
based on an analogy with the speech recognition problem gives a better result.

3.2 Unsupervised Noisy Channel Approach

This approach of text normalization was proposed by Cook and Suzanne [13]. It
uses huge group of SMS text and its corresponding standard forms. The main
objective of using an unsupervised system is that has ability to adapt any new word
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form for normalization of text in any genres it could be in Internet discussion
forums without making a big training corpus. Normalization is also important for
such genres when given the need for applications like question and answering or
translation. Instead of employing general error model to get all new words, rather a
hybrid model was used, where each process of forming a word is modeled directly
in relation to linguistic observations particular to that formation [13]. Also, text
normalization can be done using unified tagging approach based on Conditional
Random field proposed by Zhu et al. [17]. Different types of noises can occur in
SMS words or also in any data on internet. Some of limitations which can be
associated with these types like an unnecessary substitutions or mismatching a
context [18]. A new error model for noisy channel was proposed by Brill and
Robert [19] for correcting the spelling of a text based on generic string, i.e.,
automatically training a system to correct spelling errors.

Data Collection and Categorization

This approach uses data provided by Choudhury et al. [12] which consist of texting
form obtain from a group of text messages. The messages then manually decide
their respective standard form. Words are categorized based on the most frequently
standard form, but in situation of draw, then frequency is to be chosen based on the
choice. Various iterations of categorization were performed in sequence so as to
calculate suitable categories. It has to make sure that all categories were used
constantly. The word formation type can be categorized as Stylistic variation (ex-
hibit non-standard spelling), Subsequent abbreviation (often omitting vowels),
Prefix/suffix/H-clipping (omit just a g or h), syllabic (syll.) letter/digit (single letter
or digit), Phonetic abbreviations (sound), Spelling error, Punctuation, and error
(standard form which are not correct) or last category is unclear (words that did not
fall within any of categories).

No texting forms data matched to multiple standard form words, e.g., “gonna”
instead of “going to”. The way of texting corresponds to only one standard form of
word. And it is also necessary to consider certain text forms that can have properties
of more than one category which could be considered a subsequence abbreviation
or stylistic variation.

Normalization

Consider S to be a sentence consisting standard forms s1s2s3…sn. Let a sequence of
texting, T of form t as t1t2t3…tn and which maybe different from the standard forms.
For a given T, i.e., the texting form, the aim is to calculate its corresponding
standard forms (S).

The text message normalization is model using a noisy channel given by
equation: argmaxS PðSjTÞ can written as argmaxS P T jSð ÞPðSÞ which can further be
extended as
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¼ argmax
S

Y
i
PðtijsiÞ

� �
PðSÞ ð5Þ

¼ argmax
si

X
wf

Pðtijei;wf ÞPðwf ÞPðsiÞ; ð6Þ

where P T jSð Þ is the product of probabilities. An assumption is made considering
that each text form (ti) will depend only on sentence standard form (si) but not on
the context in which it took place. A word model is given by Pðtijei;wf Þ, word
formation prior represented by P wfð Þ and P sið Þ as a language model.

Word Models

Words are modeled considering the formation type like stylistic variation, prefix
clipping, and subsequence abbreviations due to their frequency in the text data.
While g-clippings and h-clippings are moderately used, word model does not
consist of any syllable, digits, or even punctuation directly. Instead, it simply
replaces digits with a phoneme representation. For example, replacing the same
case “to” by a digit “2”. Before applying to the model, any punctuation is to be
removed.

Word Formation Prior

With respect to an unsupervised model, word formation prior represented as P wfð Þ
is calculated using uniform distribution and maximum likelihood estimates (MLEs).
But this method is somewhat supervised due to its requirement in determining only
those frequency which are similar to the word formation types, and not labeled
texting form standard form pairs.

Language Model

A unigram language model for P(si) was considered. Other model of language like
a higher order of n-gram models could be employ simply instead of using a lan-
guage model unigram.

So, this approach was to create multiple text models which will correspond to
any frequently text language generation procedure and an unsupervised method for
parameter estimation. The approach intended to improve word model by associating
with additional linguistic knowledge and also to experiment on n-gram language
models.

3.3 Character-Level Machine Translation Approach

This approach was proposed by Pennell et al. [20] which describes two methods for
extending any abbreviations present as an informal text such as text messages on
mobile, conversations on a chat room, etc. Training of the system is basically done
at the character level which is divided into two phases. First phase method uses a
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character-level MT system to generate feasible assumption for every abbreviation
while the second one uses a Language Model to select premises with according to
the situation and decode it.

Data collection and Annotation

Data was collected from twitter.com especially the status updates. A meta-data of
Twitter’s were used to collect messages sent through SMS only.

e.g., “In moibrthdy party wdhmoi lo Lvngsista.”

A message can give a score based on the word count index, perplexity, OOV count
(out-of-vocabulary), percentages or frequency scores. A sentence will have score
with a weighted average of its position in every list. More weight is given to the
non-duplicate OOV percentage and less weight is given to the OOV frequency
scores. The sentences are arranged in a list based on the final score calculated.
Then, after that a processing step will iterate across the list by checking if any new
words (OOV) were made comparison to a higher ranked sentence. Finally, those
messages were annotated in the order of rank.

Normalization Phase

Normalization is done by using two-phase approach for any SMS text. Generally,
the first phase will work on a character-level system machine translation mainly
means to generate all the possible hypotheses for every abbreviated text. The later
phase performed on a language model which is responsible to choose a hypothesis
in context to the sentence used [20].

The MT system performed many-to-many mapping. The system is trained at
character level where mapping is done between character to character instead of
learning mappings between words and phrases.

For example, the ending “-er” is abbreviated by a single character like in
“brother” as “broda”. All the characters were also mapped to the symbol like “@”
for “at” or used of number in the text as “8” instead of “ate” etc. [20].

The translation system can be represented as

ŵ ¼ argmax pðwjaÞ ð7Þ

¼ argmax p c1 wð Þ; . . .cn wð Þð Þ
� pðc1ðaÞ; . . .; cmðaÞjc1ðwÞ; . . .cnðwÞÞ; ð8Þ

where ci(w) is a character in the English word w, a is for abbreviation, p(c1(w),…cn
(w)) is obtained using a character LM, and p(c1(a),…,cm(a)|c1(w),…cn(w)) is
based on the learned phrase translation table.
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Training Phase

First Phase:
Training is done by picking pairs of words from the data which are already
annotated. The first item in a pair is the actual token that can be or cannot be in an
abbreviation form and second item will be its corresponding English word. All
those tokens which were unable to translate and also those type of words which has
a sound effects like arghh, ahhhhh, zzzzz, uff, eww, etc., were removed. Then from
the remaining data, any punctuations were removed, that excludes emotions which
user often treat as words. To facilitate character-level training, between each
character a space is inserted and for any spaces replaces with an underscore symbol.
At this point, the words are normalized as a single abbreviation without context.

Second-Phase:
The second-phase used a word-level language model to remove uncertainty in
hypotheses when context is available [20]. A traditional noisy channel model was
used for recognizing a speech or for decoding a MT. Determining the Standard
English sentence, W ¼ w1w2w3. . .wn from a given informal sentence given by,
A ¼ a1a2a3. . .an can formally be represented as

bW ¼ argmax PðW jAÞ ð9Þ

¼ argmax P Wð ÞPðAjWÞ
� argmax

Y
Pðwijwi�nþ 1. . .wi�1Þ �

Y
P aijwið Þ; ð10Þ

where the approximation is based on the assumption that each abbreviation depends
only on the corresponding word, and a word is dependent on its previous (n − 1)
words.

bW ¼ argmax logP wijwi�nþ 1. . .wi�1ð Þð þ
X

log P aijwið Þð Þ ð11Þ

The abbreviation score PðaijwiÞ represents the likelihood that abbreviation ai is
derived from word wi, and can be obtained from

PðaijwiÞ / PðwijaiÞ
PðwiÞ ; ð12Þ

where PðwijaiÞ is the Abbreviation Model (AM) from the character-level MT
system, and PðwiÞ is from the character LM used in MT decoding.

In this approach, the result from the translation system is used as a likelihood
score, without dividing by the character-level LM contribution. To train this system,
a cross-validation using the annotations was setup. By removing multi-word
abbreviations and also words which are already in proper form generally increases
accuracy during training phase.
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3.4 Character and Phone-Based Machine
Translation Approach

This approach [14] is the extension of the previous approach, i.e., character-based
machine translation approach by [20], which uses two-stage translation methods to
get advantage of phonetic information by translating NSW (Non-Standard Words)
to feasible pronunciations, which are later translated into some proper words. These
words are then combined with character-based translation module as single
step. This approach gives a better result compared to the previous approach by
Chen and Yang discussed in Sect. 3.3.

Normalization Phase and Training Phase

First, the system A shown in Fig. 1 is the character-based machine translation
model [20]. It is similar to MT (machine translation). For a given sequence of word
this model main objective is to translate a non-standard word into character
sequence.

Formally, a NSW represented by A = a1a2a3…an and the SW (standard word)
represented by S = s1s2s3…sn. Let si and ai be the characters in the words. So,

S ¼ argmax pðSjAÞ ð13Þ

¼ argmax p AjSð Þp Sð Þ ð14Þ

¼ argmax p a1a2a3. . .:anjs1s2s3. . .:snð Þp Ss1s2s3. . .:snð Þ ð15Þ

Non-standard word

MT system B: Non-standard 
word to Phone c Symbols

MT system A: Non-
standard word to 
Standard word

MT system C: Phone c 
Symbols to Standard word

Combina on

New N-best 

Fig. 1 Machine translation approach for normalization [14]
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This p(a1a2a3….an|s1s2s3…sn) and p(s1s2s3…sn) are the MT model and
character-level model. This MT model (a1a2a3…an|s1s2s3…sn) is prepared by using
a corpus containing pair of standard words and a non-standard words. On the other
hand, the model p(s1s2s3…sn) representing character model is prepared by using
dictionary of English language. It eliminates those candidates that are not present in
the dictionary and m N-best candidates.

As, the above one-step translation model uses only the outer concept, i.e., the
character information and due to its inefficiency in modeling the NSW. A new
model in addition to the one-step was used called as the two-stage approach. The
second model known as the two-stage approach uses a phonetic information.
System B of Fig. 1, translates a non-standard into its probable pronunciation, i.e., a
sequence of character and into a phonetic sequence; while the output of this system
acts as the input of system C which will translate the phonetic sequence into a
standard word. Also, to be noted the input of system C might be in dictionary itself
that include the vocabulary words given by maximum confidence value. So, the
two- stage phase gives the result of words in standard form by filtering the system
C hypotheses and then finally kept the N-best candidates. The two systems, i.e., the
one-step and two-step translation methods output when combined can give a better
result in performance as the strength of each system can be used as complementary
information. The output of these two systems will give list of N-best candidates’
word, which requires a heuristic rules to combine the outputs. The candidate list of
single-step module contains candidate with confidence value. All words whose
confidence scores are lower than a predefined threshold were removed from the list.
Then it is merged into a new list along with two-stage system. The first candidate
from the one-step methods is chosen, then the another first candidate from the
two-stage translation result, so on till list is empty and the final list is without
redundant candidates.

4 Conclusion

This paper aims to study some of the existing SMS text normalizations. In Sect. 2,
it briefly discusses what SMS means and why normalizing a text is important.
Further, in Sect. 3, four different models were studied: first was a model proposed
by [11] which states that any normalized SMS messages in English along with a
SMT model with phrases, gives result notably in a precise translation whenever the
output of a system was passed through commercialized systems of Machine
Translation [21, 22]. Second, Cook and Stevenson [13] uses the concept of a model
based on noisy channel and the main objective is to obtain the most possible text
sequence from the observed message which is actually noisy. This approach divides
any non-standard token into various categories. Third model discussed was pro-
posed by Pennell et al. [20], whose basic idea to develop a Machine Translation
system based on character level. This approach is considered to be robust to a new
abbreviation. It is employed by two-phased system. First phase is a character level
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trained MT model; the result is to produce word hypotheses. Second phase is a
tri-gram LM for choosing a hypothesis that fits into the input context. Finally, the
fourth model [14] is the extension of the character-based machine translation that
combined the two systems which acts a complementary source of information for a
better performance. As a future work, we aim to compare and analyze the better
approach or the impact of these models in today’s SMS text normalizing.
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Duplicate Resource Detection in RDF
Datasets Using Hadoop and MapReduce

Kumar Sharma, Ujjal Marjit and Utpal Biswas

Abstract In the Semantic Web community many approaches have been evolved
for generating RDF (Resource Description Framework) resources. However, they
often capture duplicate resources, that are stored without elimination. In conse-
quence, duplicate resources reduce the data quality as well as increase unnecessary
size of the dataset. We propose an approach for detecting duplicate resources in
RDF datasets using Hadoop and MapReduce framework. RDF resources are
compared using similarity metrics defined at resource level, RDF statement level as
well as object level. The performance is evaluated with the evaluation metrics and
the experimental evaluation showed the accuracy, effectiveness, and efficiency of
the proposed approach.

Keywords Duplicate data � Semantic Web � RDF � Hadoop � MapReduce

1 Introduction

Duplication is the most common factor for affecting the data quality. It occupies
more space than needed and ingests more time during accessing. It causes irrelevant
observations, as users often depend on valuable information for drawing some
conclusions and disclosing new insights. Duplicate data reduces the data quality
and brings interoperability-related issues. Prior to retaining the data quality and
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reducing the storage area, it is necessary to detect duplicate information and to
decide whether a given dataset maintains its data quality. Duplicate data detection
[1] in large datasets is a very difficult job. As it requires distinct pairwise com-
parison of the resources in order to compare and determine the amount of duplicity.
For large datasets, it takes more computations and time complexity increases as data
size grows on. In order to determine duplicate information for large datasets in a
very short period of time, we need a system that can perform multiple jobs in
parallel. Only distributed systems have this facility and one such system is Hadoop
and MapReduce framework [2–4].

Given an RDF dataset, the proposed approach splits the dataset into multiple
files based on resource type. Each split files are supplied to the resource comparison
job for comparing individual resources in parallel. This paper is organized as fol-
lows: Sect. 2 presents the related work and Sect. 3 discusses the background
information. Section 4 presents the proposed approach and Sect. 5 shows the
experimental results and finally Sect. 6 concludes the paper.

2 Related Work

Duplicate detection is the process of determining resources having similar identi-
ties. This problem is also known as co-reference resolution, identity uncertainty,
record matching, and instance identification [1]. It has been vastly researched in the
field of relational databases and XMLs [5–8]. In Semantic Web community, this
problem is also known as near-duplicate resource detection [9], entity co-reference
[10], and record linkage [11]. The record linkage matches two records situated at
two different datasets based on certain criteria. This is especially used to establish
relation between multiple RDF datasets. Such type of work is found in [12].

To the best of our knowledge, duplicate resource (RDF resource) detection
problem has not been solved using Hadoop and MapReduce framework. However,
there are few research works in the literature for performing similar kind of tasks.
Near-duplicate detection presented by Ioannou et at. [9] uses similarity metrics for
detecting near-duplicate RDF resources. They detect near-duplicate resources using
similarity metrics at semantic level and apply blocking techniques using Locality
Sensitive Hashing (LSH) to reduce pairwise resource comparison. In [13] the
duplicate resource detection has been performed using similarity estimation where
they detect the resources belonging to multiple data sources and different schemas.
Jin et al. [14] proposes K-Radius sub-graph comparison approach for detecting
duplicate data in RDF. However, these approaches still take huge amount of time to
process large datasets as they perform on a single node environment. Our method is
based on existing RDF dataset, generated by the third-party applications. The
methodology we use is suitable for large size datasets as the resources are compared
in parallel on distributed environment.
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3 Concepts and Background Information

Semantic Web [15] is an emerging technology that provides a common way to
share and reuse data across the web. The most common format to represent data in
the Semantic Web is Resource Description Framework (RDF) [16]. RDF describes
resources in the form of triple structure consisting of Subject (S), Predicate (P), and
Object (O). Each such triple states that the subject and object are in some kind of
relationship joined by the predicate. The subject is a resource identified by a URI,
predicate is the resource’s property which is also identified by a URI and the object
represents the property’s value which can either be a literal or another resource.

Hadoop [4] is an open-source software package designed for computing large
volumes of data in parallel using commodity hardware. Required number of nodes
is connected to form a distributed system and the architecture is based on the
master/slave model. It consists of mainly two components: Hadoop Distributed File
Systems (HDFS) for storing data and MapReduce (MR) for processing stored data.
HDFS and MR are designed to run over commodity hardware.

MapReduce is the heart of Hadoop framework. It is a programming model used
by Hadoop for processing and analyzing data. A MapReduce job is consists of two
main procedures—Map and Reduce.Map takes a set of data as input and converts it
into another set of data as output in the form of key-value pair. It reads data from an
input file line by line and splits line into a set of key-value pairs. Reduce takes
output from a Map task as input and produces another set of data in reduced form.

4 Proposed Approach

We propose a MapReduce-based duplicate resource detection in a Hadoop dis-
tributed environment. Hadoop-based environment scales well to the distributed
nodes to carry out the data processing and computations. The distributed nodes
along with master node perform same kind of job in parallel, where data is also
distributed among them. The architecture is shown in Fig. 1.

The proposed architecture starts with an RDF dataset whose duplicity is to be
computed. Generally, the RDF data can be expressed in various formats. Some of
these formats are RDF/XML, N3, and N-Triples. In this work N-Triples file format
has been used to provide to the Map function as input file. N-Triples is a plain text
serialization data format, which represents RDF data line by line. Each line contains
an RDF statement in the form of <S P O> terminating with a full stop. Since
Hadoop mapper reads the input file line by line, hence data preprocessing stage
converts the input file (RDF dataset) into N-Triples format so that it is acceptable to
the Hadoop mapper. In the following, we describe the process of duplicate resource
detection in detail.
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4.1 Duplicate Resource Detection

The job for performing duplicate data detection begins with an RDF dataset. Here,
we need two MapReduce jobs: one for processing individual clusters and other for
processing RDF resources under each cluster. We call these jobs as Job-A (Map-A,
Reduce-A) and Job-B (Map-B, Reduce-B). RDF resources are grouped based on
their instance type using rdf:type attribute. Individual resources are extracted using
rdf:type attribute. The extracted resources are placed to their respective files named
by the cluster name. Hence, the data in input file will be in a format as follows:
Cluster name followed by an arrow followed by the set of RDF resources in
N-Triples format (enclosed under brackets) followed by new line character (placing
whole cluster along with its data in one line). This makes the key-value combi-
nation of cluster and its data as (Cluster Name!(S!{P O})). This way map
function of the Job-A reads one cluster line by line. The functionMap-A is shown in
the Algorithm 1.

Now, Reduce-A function needs processing individual cluster (cluster name as
key part) and its value as a set of RDF resources in such a way that it can allocate a
new job (Job-B) for processing individual resources and doing pairwise resource
comparison. The Reduce-A dynamically creates an input file for Job-B, which puts a
set of RDF resources (value of Reduce-A) and saves into a file named as cluster
name. Also, we pass parent key name as the cluster name into the configuration
settings of each Job-B so that the Reduce-B can determine the set of RDF data for
querying. The pseudo-code of Reduce-A is shown in Algorithm 2.

Fig. 1 Proposed architecture
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Algorithm 1: Function Map-A

1: function MAP(key, value)
2: variable cluster[] = value.split(“!”);
3: variable mapKey = cluster[0];
4: emit(mapKey, cluster[1]);
5: end function

The Job-B starts with another file (N-Triples format file). The Map-B(Algorithm
3) receives the line of text consisting of <S P O>. Each subject is treated as key and
the combination of <P O> as value. This key-value combination (S!{P O}) is
passed to the Reduce-B where it reduces the map part for common keys. For each
key it accumulates common values—set of <P O> and then for each <P O> it
queries the RDF dataset, which is obtained using parent key (cluster name) supplied
from Reduce-A. Reduce-B (Algorithm 4) queries resources that contain each <P O>
compares current key or resource with all collected resources and computes its
similarity measure. This way the similarity measure is computed for every resource
and the measure is written in the output file along with resource URI. We now
briefly describe how the RDF resource similarity is measured in the following
sub-sections:

5 Comparing RDF Resources

We describe similarity metrics built for RDF data. In the following, we describe the
similarity function for comparing string data, statements and resources.

Algorithm 2: FunctionReduce-A
1: function REDUCE(key, values)
2: variable count = 0;
3: variable clusterData = “”;
4: for each data in values Do
5: clusterData.append(data);
6: end For
7: variable file = createFileWithFileName(key);
8: file.write(clusterData);
9: variable conf = new Configuration();
10: conf.set(“ParentKey”, key);
11: job = createNewJob(conf);
12: job.setInputPath(file.getPath());
13: emit(key, file.getPath());
14: end function
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Algorithm 3: Function Map-B

1: function MAP(key, value, context)
2: variable conf = context.getConfiguration();
3: variable data[] = value.split(“!”);
4: variable mapKey = data[0]; //cluster name
5: variable value = “”;
6: value.append(data[1]);
7: value.append(conf.get(“parentKey”));
8: emit(mapKey, value); //value = RDF resources in N-Triples format
9: end function

String Similarity Measure
String similarity measure uses cosine similarity metric for matching string data. The
similarity between two texts or strings is defined as the cosine angle between vector
representations of the two strings. It is computed as follows:

Sim Str A; Bð Þ ¼ cosðhÞ ¼ A:B= Aj j: Bj j ð1Þ

Here, cosine similarity metric has been used because of its simplicity, efficient to
evaluate, and always gives the value between 0 and 1.

Similarity Measure for RDF Statement
RDF statement measure is a measure of similarity between two RDF statements
considering the similarity pairs of predicate and object. It is defined as follows.

Definition 1 Given two RDF statements S1 and S2 a similarity function sim stmt;
and a similarity threshold thstmt; then S1 and S2 are similar if sim stmt
S1; S2ð Þ[ ¼ thstmt:
For the two RDF statements S1 and S2, the RDF statement similarity measure is

calculated as:

Sim Stmt S1; S2ð Þ ¼ Eq S1P; S2Pð Þ � Sim Obj S1Obj; S2Obj
� �

; ð2Þ

where, Eq is a function, which tells whether two predicates are equal, or not. Two
predicates are said to be equal if they belong to same domain and range as well as
their attribute name is same. Sim_Obj is another similarity function, which deter-
mines the similarity measure between two objects with the help of string similarity
function.

Algorithm 4: Function Reduce-B

1: function REDUCE(key, values)
2: variablekeyValue = “”;
3: for eachvalue in values Do
4: keyValue = value;
5: end for
6: value keyPart[] = keyValue.split(“#parentKey#”)

(continued)
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(continued)

7: variable modelPath = getInputFilePath()+keyPart[1]+ “.rdf”
8: variable masterModel = FileManager.loadModel(modelPath);
9: variable keyResource = masterModel.getResource(key);
10:variable totalRSW = 0;
11: for eachr in masterModelDo
12: If keyResource != rThen
13: totalRSW += ResourceSimilarityWeight(keyResource, r);
14: End If
15: end for
16:variable value = “”;
17: value.append(totalRSW);
18: emit(key, value);
19: end function

Similarity Measure for RDF Resources
RDF resource similarity is calculated using Jaccard similarity measure, which
measures the similarity between two data sets and is defined as the number of
features common to all divided by the total number of features [17].

Definition 2 Given two RDF resources R1 and R2 a similarity function sim res;
and a similarity threshold thres; then these two resources are said to be similar if
sim resðR1; R2Þ[ ¼ thres

Given two RDF resources R1 and R2, the resource similarity measure is calcu-
lated as

Sim ResðR1;R2Þ ¼ R1 \R2j j= R1 [R2j j ð3Þ

where R1 and R2 contains finite sets of RDF statements.

6 Performance Evaluation

The performance is evaluated with the evaluation metrics for ensuring the accuracy,
effectiveness, and efficiency of the proposed approach. Java 1.8 and Jena Semantic
Web framework have been used for processing RDF data. Hadoop 2.7.2 is used for
setting up distributed environment having two distributed nodes on Mac OS X
10.10.2 systems each having 4 GB of RAM and Core i7 processors. RDF datasets
of variant sizes have been executed using both Hadoop and non-Hadoop envi-
ronments. As shown in Fig. 2, non-Hadoop approaches take more time than the
Hadoop-based approaches since they require performing pairwise resource com-
parisons. The processing time reduces while we increase the number of slave nodes
on Hadoop-based environment.
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7 Conclusion

In this paper, we present an approach for detecting duplicate resources in RDF
datasets using Hadoop and MapReduce framework. The presence of duplicate
resources gives an insight about the quality of the dataset in terms of duplicate data
as well as tells about whether a dataset should undergo factorization process in
order to efficiently store it. The duplicate resources help in identifying which parts
of the resources of the dataset contain majority of duplicate information, thereby
helping in eliminating those resources. The result shows the accuracy, effectiveness,
and efficiency of the proposed system as Hadoop performs far better when size of
the input dataset is very large. Because of its ability to process similar jobs in
parallel over a distributed system, the time taken is very less as compared to other
approaches using a single processor.
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TEECS: A Time-Based Energy Efficient
Clustering Scheme in Wireless Sensor
Networks

Nirnaya Pradhan, Kalpana Sharma, Vikash Kumar Singh
and Nima Donka Tamang

Abstract The main challenge of wireless sensor networks (WSNs) is to conserve
energy of sensor nodes and to increase network’s lifetime. The energy efficient
protocol is one of the most focused research issues in WSNs. Network layer routing
protocols are proven to be more energy efficient when it uses clustering schemes. In
this paper, with an objective to prolong the network’s lifetime we have proposed a
timer-based, distributed, energy efficient clustering scheme for wireless sensor
network and we have also presented the implementation details and comparison of
the TEECS protocol with existing LEACH protocol. In the results, we found out
that, the TEECS protocol was more energy efficient than the LEACH protocol.

Keywords WSN � Cluster � LEACH � Timer � RSSI � TEECS � Energy efficiency

1 Introduction

WSNs comprises of self-organizing multiple nodes which are used for monitoring
environmental and physical conditions like sound, fire, pressure, temperature,
humidity, etc. The basic constituents of a node are sensing, data processing,
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communication, and power unit. In most application, the sensor nodes are coupled
with irreplaceable and limited energy source. Since energy plays a vital role in
WSN, we must consider the energy efficient routing protocol to preserve the con-
sumption of energy of each node and hence prolong the network’s lifetime.

Clustering scheme is most effective means to save energy consumption and for
managing enormous sensor nodes in WSN [1]. It minimizes the amount of nodes
participating in the transmission of data to the Base Station (BS) [2].

The sensor nodes are grouped into distinct clusters using clustering process. One
coordinator node is selected from the individual cluster known as a cluster head
(CH). The non-CH sensor nodes inside each cluster act as cluster members (CMs).
The CM senses its environment to collect data and send it to their corresponding
CH. In this entire process, CH acts as a router. CH aggregates the received data and
forwards this data to the BS using single hop communication.

In most CH selection techniques, CHs are selected randomly. In such a tech-
nique, if the communication range to the BS is more and if the selected CH has a
lesser amount of energy, then CH drains its energy more quickly. Also, if the CHs
are not selected properly then intra-cluster communication is not minimal and hence
sensor nodes consume more energy. Therefore, this leads to imbalance energy
utilization among sensor nodes in a network. The architecture of generic WSN is
shown in Fig. 1.

We have proposed a new time-based energy efficient clustering scheme, called
TEECS for a cluster-based WSN. Initially, the node gets deployed in the sensing
regions, and then the Base Station (BS) broadcasts the hello message. After that, all
the non-CH nodes calculate the signal quality from received signal strength indi-
cator (RSSI) of the hello message. The node then calculates the time which is based
on residual energy and the quality of a signal. The rest of the paper is organized as
follows. In Sect. 2, review of the related work is presented. Radio WSN model and
energy model used in this study in Sect. 3. The proposed approach is explained in
Sect. 4. Results and analysis are in Sect. 5 and finally, the conclusion in Sect. 6.

Fig. 1 General sensor
network architecture
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2 Related Work

The first hierarchical cluster based protocol was proposed by Heinzelman et al.
known as LEACH [2]. It uses a clustering process to group the sensor nodes, by
local coordination between sensor nodes. Each sensor nodes makes an autonomous
decision without any centralized control to create clusters.

In LEACH, the CHs are selected by using a random selection process. This
process is carried out by rotating the CH ownership. To be elected as a cluster head
all sensor nodes gates an equal opportunity. This avoids the depletion of an energy
of an individual sensor node.

The working principle of LEACH is categorized into two phases. (i) Setup and
(ii) Steady state phase.

In LEACH, sensor nodes are structured into the cluster in the setup phase. First,
each node calculates the threshold T(i). Then each sensor node i select a random
number from 0 to 1. The node i becomes a CH if the threshold T(i) value is greater
than random number.

TðnÞ ¼
P

1�P rmod1pð Þ if n 2 G

0 Otherwise

(
; ð1Þ

where

n number of nodes
P the desired percentage of CH
r round number, and
G is the set of sensor nodes that has become CH in the last 1/P rounds

In round zero, if the sensor node has become a CH then for the next 1/p rounds a
sensor node cannot become a CH. At the initial stage (round zero) the probability P
of becoming a cluster head is equal for each sensor node. Cluster heads broadcast
its status using CSMA MAC protocol. Among all the received broadcast messages
from the cluster heads, a non-CH nodes select the CH which has greater signal
strength. The non-CH node then tells the recently selected CH about its decision by
sending join message using CSMA MAC. After clusters get formed in a network, a
CH calculates time slot schedule for its members using TDMA technique. This is
done to indicate when a member node should be permitted to transmit its sensed
data. The original data is aggregated by CH after the reception of the sensed data
from its member nodes. This data holds only the meaningful information which is
to be transmitted to the sink node.

In LEACH, sensor nodes transmit their sensed data to its coordinator node and
CH transmits data directly to the BS. In intra-cluster communication, sensor nodes
dissipate their energy slowly, and CH dissipates their energy fast when they are
located far away from the BS. Selecting a CH randomly is the main drawback of
LEACH. A better approach to wisely select a CH is by considering the energy level
of a sensor node and its location information.
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LEACH-C [6] (LEACH Centralized) is application specific protocol proposed
by Heinzelmanet. al. The centralized clustering algorithm is used to improve cluster
formation in WSN. At the start of each round, BS collects energy level and location
information from all sensor nodes deployed to perform the specific task. To collect
location information we require GPS, the main drawback of GPS is it consumes
more energy.

TB-LEACH improves the cluster partition by modifying the CH selection
algorithm of LEACH [8]. In TB-LEACH a random time interval is assigned to each
node. The node which has small time interval expires first and that becomes a
cluster head. The counter is set for each node to maintain a constant number of CH.
The limitation of TB-LEACH is that it assigns random time interval for each node
without checking its remaining energy level and the location information. Due to
this limitation, the selected CHs are not optimal.

EECS (Energy Efficient Clustering Scheme) [11] balances the load among the
CH. It starts with CH selection phase where each sensor node competes for the CH,
based on their residual energy. EECS maintains a uniform distribution of CHs over
the network and decreases intra-cluster communication distance. But, EECS
exchange large number of messages between its neighbors which introduces extra
communication overhead.

3 WSN Model and Assumption

In this model, we assume that all sensor nodes are homogenous and are deployed
randomly in the network field for the execution of the specific task. After
deployment all sensor nodes and base station becomes static. Initially, we assume
that equal amount of energy is provided to all the sensor nodes. Another assumption
is that for intra-cluster communication power level of transmitting sensor node can
be adjusted dynamically. In order to save more energy node’s transceiver can go
into sleep mode.

3.1 Energy Model

For studying the energy consumption analysis the first-order wireless model [2] has
been used. We assume that for each sensor nodes energy depletion is due to
transmission and reception of data. To compute the energy consumption of a
message of size k bit over a distance d is given by the formula in Eq. 2.

ETx dð Þ ¼ eda þ Eelecð Þk; ð2Þ
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where Eelec represent the energy consumed by the electronic circuit, e ε efsf g is the
transmitter amplifier in the free space, and a is the path loss exponent, 2� a� 4.
The consumption of the energy by the receiver for reception of the message is given
by

ERx ¼ kEelec ð3Þ

Therefore, the overall energy consumed by the sensor node while receiving and
forwarding a message over a distance d is given by Eq. 4.

Etot dð Þ ¼ eda þ 2Eelecð Þk ð4Þ

The energy consumption model is shown on Fig. 2.

4 Proposed Approach

In TEECS, sensor network is partitioned into distinct clusters and one coordinator is
selected from each cluster known as Cluster Head. Single-hop communication is
used to communicate between the CH and the sink node. After deployment, sensor
nodes enter into receiving mode by turning its radio ON in order to receive the
message transmitted by the BS. The BS then broadcasts hello message by using
maximum power level. After receiving the hello message sensor nodes compute the
signal quality using RSSI. By doing this each node dynamically sets the appropriate
power level to transfer data with the BS. A novel approach is used in the selection
process of CH, whereas the cluster construction phase is similar to the LEACH.
Detailed description of these two phases is in the following subsections.

Fig. 2 Energy consumption
model
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4.1 Cluster Head Selection

In cluster head selection process, individual timer is computed for each node before
the campaign for CH. Timer for the individual node is calculated by using the
following formula.

timer ið Þ ¼ Em ið Þ � Er ið Þ
Em ið Þ � 1

q
; ð5Þ

where q is the signal quality, Er ið Þ is the remaining energy level and Em ið Þ is the
initial energy level of the sensor node i. A sensor node having more signal quality
and high residual energy expires first since it generates a shorter time interval.
When the timer expires, sensor node i is declared as a CH and it broadcasts
advertisement message. After receiving the advertisement message, receiver cancels
its timer to withdraw CH candidature and hence becomes the non-cluster head for
that round.

4.2 Cluster Formation

For cluster formation, each non-CH nodes will sort the neighbor CH list using RSSI
values. The non-cluster node sends join request to the CH which has maximum
RSSI value.It then computes the required power level to communicate with the CH.
By doing this non-cluster node can conserve the energy while transmitting the data
to the CH (Table 1).

Table 1 Parameter used in
simulation

Sl. No. Parameters Values

1 Routing protocol LEACH, TEECS

2 Network size 50 � 50 m

3 Data packet size 500 bits

4 Initial energy per node 10 J

5 Tx and Rx energy 50 nJ/bit

6 Amplifier energy (efs) 10 pJ/bit/m2

7 Amplifier energy (emp) 0.0013 pJ/bit/m4

8 Control message size 100 bits

9 Simulation time limit 300 s
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Algorithm: Cluster Head selection algorithm
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5 Results and Analysis

We deploy 50 sensor nodes using random uniform distribution into the network of
size 50 � 50 m. For evaluating the performance of TEECS we use Castalia sim-
ulator version 3.2 to simulate TEECS and LEACH.

Figure 3 shows the comparison of energy consumed by TEECS and LEACH.
Here we can see as the time increases the performance of TEECS becomes better,
i.e., it consumes less energy as compared to the LEACH.

Figure 4 shows the initial stage of LEACH and TEECS. Initially, almost equal
amount of energy was consumed by all the nodes but as the simulation time
increases the energy consumption varies between these two schemes.
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Fig. 3 Energy consumed by LEACH and TEECS
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The result of the energy consumed by each node captured at 150 s is shown in
Fig. 5. The nodes which use TEECS consume less energy as compared to LEACH.

The result of the energy consumed by each node captured at 200 s is shown in
Fig. 6. As compared to the result captured at 150 s the TEECS outperforms at
200 s, i.e., it becomes more energy efficient. Therefore from the above analysis, we
can conclude that as the simulation time increases the performance of TEECS
increases.

6 Conclusion

The main challenge in the development of WSN is the conservation of energy of a
sensor node. In this paper, a novel technique is presented towards time-based
energy efficient clustering for WSN called TEECS. It selects a node with more
energy level and lesser distance to the BS. It also distributes the CH uniformly
across the network field while selecting a cluster head. The transmitting power level
is selected dynamically based on the RSSI values. Hence, this process conserves
more energy, i.e., it is more energy efficient. Our work mainly focuses on the cluster
head selection process and setup stage.

If the network field increases then multi-hop communication can be used for
more energy saving. So, we can adopt hierarchical multilayer clustering techniques
to implement multi-hop communication in future works.
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Packet Sniffing and Network Traffic
Analysis Using TCP—A New Approach

Aishwarya Bhandari, Samala Gautam, Tawal K. Koirala
and Md. Ruhul Islam

Abstract Due to the rapid development of Internet the size of computer network
are continue to grow in size. Thus the network traffic are increasing drastically. To
keep the data transfer smooth and faster in the network the monitoring, and man-
agement of network traffic is an important factor in field of computer network. The
data, information are communicated via TCP or UDP Internet protocol between
nodes in the network. These transport layer protocol carry the packet or datagram
from source-to-destination site. The packet analysis or packet sniffing is process of
capturing the packet and analyze the log traffic passes over the network or a part of
network. Packet sniffer is used for wired or wireless network. A tool is developed to
accomplish the monitoring task that removes deficiency of existing tool. The packet
sniffer is used to capture the traffic and analyzed those captured traffic. The report is
generated based on analyzed captured traffic. Various transport layer protocol like
TCP, UDP, etc., can be implemented for analysis and filtering can be done based on
protocol used. A new approach of packet sniffing and network traffic analysis over
TCP connection oriented network using Wireshark software has been discussed in
this paper.
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1 Introduction

In age of computer internet is gaining popularity worldwide. The data communi-
cation take place via TCP, UDP (Transport layer protocol) through packet. TCP is
connection oriented and UDP is connectionless protocol [1]. As the size of com-
puter network increasing day by day, the network traffic also equally increasing. To
monitor the network traffic Packet Sniffer is used to diagnose the network related
problem. Wireshark is a open-source software for network packet analyzer that is
available freely through Internet [2]. It has many application field such as educa-
tion, troubleshoot network, software and communication protocol development,
network packet analysis, etc. [3, 4]. To analyze traffic in the morning, afternoon,
and evening sessions using Wireshark for transport layer protocols (TCP) is used in
this paper. Analysis is done over the different TCP parameters such as throughput,
round Trip Time, Time sequence graph. To find out the cause of varying traffic in
the different time slots.

2 Network Traffic Analysis—A New Approach

Broadcast storm is one of most serious network problem faced by network. The
broadcast storm occurs due to improper network configuration, poor-quality tech-
nology used or by defective network device used in implentation for these reason
the traffic generated in network floods like storm. These storm increases in the
network and try to deactivate the network completely which destroys network
activity. Malware threat is another common infection in network that aims to send a
barrage of e-mail or duplicate the computers on the LAN or over the Internet.
A corrupted computer can slow down the activity of Internet traffic, also the
computer is on bad situation with your ISP. In certain point of time, a single user
can occupy and use so much bandwidth such that other network user affected
extremely with their work. So to find the cause of the problem we analyze the
network traffic using Wireshark and compare the traffic and find out what is the
reason for these problems in a network [6–8] (Fig. 1).

Initialize 
network 
interface

Close 
interface

Process 

Capture Set filter

Exit

Fig. 1 How the data will be
filtered and captured
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3 Proposed Solution Strategy

The above figure shows us how the data is being captured and filtered. First while
installing this software the data NIC will be automatically initialized. While
receiving the packet by NIC it first check the MAC address of the packet with its
own, if the MAC address found as similar it accept the packet otherwise filter the
packet. The set filter in the above figure denotes the types of filter for different
protocols that are through from the NIC. Then after the protocols are captured and
the captured packets will be processed which means only the selected packet will be
shown. Then we can determine which protocols should be filtered and to analyze.
The protocols that are being analyzed are as follows: (Fig. 2).

I. The first analysis is on TCP

• TCP time sequence graph
• TCP Throughput graph
• TCP round trip time graph.

4 Design Strategy for the Solution

The above figure shows the existing network topology of SMIT for academic block
(A, B, C, D, E). The model that is being followed in this network is hierarchical
network model. To minimize the network cost hierarchical model is very helpful as
the appropriate networking parts or devices of each layer can be easily purchase
either online or from market. The specialty of hierarchical design model is its
modularity that enables you to effectively and accurately design network capacity
within each hierarchy layer. Thus, wasted bandwidth within the network can be

Fig. 2 Existing network topology of SMIT for academic blocks (A, B, C, D, E)
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easily reduced. The great advantage of using hierarchical design is that it mitigate
changes in the network environment. SMIT network is interconnected to each other
via switches which uses hierarchical topology. The above figure shows the network
of the academic block where all the systems are given their own IP addresses.

5 Implementation and Result

To capture and analyze the packet the program that has been used is Wireshark. The
main responsibility of sniffer program is to make network interface card on the
machine for entering in promiscuous mode. The NIC within the LAN Ethernet is
configured with a “filter” such that it rejects all traffic that does not belong to it.
As NIC first check the MAC address of every incoming packet, whenever a packet or
frames whose destination MAC address mismatches with its own then such packets
or frames are overlooked by NIC and ignores all such frames. A sniffer turns off the
filter through NIC driver thus sniffer puts the NIC into promiscuous mode. The PCs
and workstations used the NICs in promiscuous mode to analyze network traffic.
Nowadays, it is possible to modify the MAC address on many NICs; so a proper
equipment required to observe all the traffic ongoing in the network and thus be
promiscuous. The packet sniffer has two basic components, packet analyzer, and
packet capture (pcap). The received packet from physical layer, data link layer, IP,
and transport layer are captured through pcap and application layer packets are
analyzed by packet analyzer part. Packet analyzer often interacts with the pcap to
further captures various packets from applications running on the network. Through
the filter packets are rejected or accepted. Continuously the log is maintained for
accepted packets and processes the captured packets.

5.1 TCP-Based Analysis

Out of many Internet protocol TCP is core protocol in IP suite. TCP is connection
oriented protocol which means TCP establishes connection using three way hand-
shake, and also has error and flow control mechanisms. TCP is stream-oriented,
reliable protocol that provide ordered and error check delivery of stream of bytes
between various applications that is running on host which are communicating over
an IP network. TCP uses application such as www, e-mail, remote administration,
file transfer, etc., the graph below shows the TCP broadcast over SMIT network
(Fig. 3).

The above figure shows the flow of TCP. The red bar denotes the flow of TCP in
the graph. The graph is of 1 h, i.e., 3500 s. From this graph, we learn that the TCP
packets are used more from 2500 to 3000 s.
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5.2 TCP Time Sequence Graph

TCP sequence numbers over time is counted and represented by a simple graph,
known as TCP Time Sequence Graph. TCP sent the bytes and these are counted as
TCP sequence numbers. These counted bytes are application bytes that includes
application headers sent from one side to another. The application’s behavior is
identified through these graph (Fig. 4).

Now in the above figure due to fewer amounts of data, the line is diagonal with
low gradient and with some interrupts in between so this indicated that this data
transfer rate is low and there is some problem in the transfer. A diagonal line in time
sequence graph is an indication of a good file transfer, but an interrupt diagonal line
shows a problem in transfer. Fast data transfer is represented by a diagonal line with
a high gradient but low rate of transfer is found by a low gradient diagonal line.

5.3 TCP Throughput Graph

The TCP throughput graph represents the TCP sequence numbers over time.
The TCP sent the bytes that are actually the application’s data and counted over
time. The throughput graph tell us the application throughput in bytes per second
(Fig. 5).

TCP packet broadcast
Total packet broadcast

Packets

Time(s)

Fig. 3 TCP stream
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Fig. 4 TCP time sequence graph
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Fig. 5 TCP throughput graph
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The result shows that the throughput is unstable. The throughput varies between
200,000 and 1,500,000 bytes/s. Such variation occurs due to an unstable file
transfer. A straight line graph means a stable file transfer.

5.4 Roundtrip Time Graph

The TCP Round Trip Time graph represents the round trip between sequence
numbers and the time they were acknowledged. The performance of the connection
can be visible along with other graphs (Fig. 6).

In TCP throughput graph, it is observed that most of the sequence numbers were
acknowledged in a short time till 1,500,000, after that the dots that is far and which
are less shows instability in that portion which will influence the TCP performance.
The result of graph summarizes as the TCP sequence number versus the time taken
to acknowledge the bytes is plotted. The time indicates the time period between a
sent packet and the ACK received against that packet. The instabilities in a graph do
not necessarily mean a problem. This may be a representation of how the appli-
cation works. An example may be, when a packet is sent it take some time to
acknowledge it because either there is a problem, or may be a server is waiting for a
response.

Packet

Time(s) 

Fig. 6 Roundtrip time
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6 Conclusion

In this paper, we discuss about packet analysis and network traffic monitoring over
TCP protocols. We also analyzed the TCP time sequence graph, TCP Throughput
graph, TCP round trip time graph. As TCP before communication always estab-
lishes connection between source and destination through three way handshake and
receiver send acknowledgement to the sender after receiving of every packet, the
connection is said reliable. Packet sniffer is very useful tool for network traffic
analysis, network traffic monitoring, troubleshoot the network and many other
purposes. Sensitive user information such as username, password can be captured
through packet sniffer. Wireshark captured traffic from SMIT network. Packet
sniffing is very useful tool to analyze network traffic over TCP protocol.
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Passive Techniques of Digital Image
Forgery Detection: Developments
and Challenges

Santoshini Panda and Minati Mishra

Abstract Photographs and images play an important role in our lives but, in this
technology era, equipped with powerful, low cost, and easy to use photo editing
tools, people often forge photographs. This practice has posed a question mark on
the trustworthiness of images necessitating separation of original images from the
tampered lot. Because carefully edited and forged images are very hard to be
distinguished from their genuine copies therefore, forgery detection and separation
of the forged images from the innocent and genuine ones has become a challenging
issue for image analysts. Image forgery detection procedures are generally classified
into two broad categories; the active and the passive detection techniques. This
paper presents a state of the art review of different passive forgery detection
techniques those are proposed by different authors over time.

Keywords Copy–move forgery � Cloning � Splicing � Watermark

1 Introduction

Today, photo editing has become a common practice with the availability of free
and easy to use image editing tools. Though, all edited images do not fall into
forged category, some of those do. When forged images are available in huge
numbers, it becomes very much important to detect and classify the genuine and the
forged ones. Image forgery detection and classification can be done using active
and/ or the passive detection methods. The active methods, also known as image
authentication techniques, are generally based on digital signatures or watermarks.
In these techniques, for verification of authenticity of an image, a watermark or a
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digital signature is embedded into an image at the time of capture or immediately
after the image is captured. This is the major drawback of the active authentication
technique first, because it is not possible to embed watermarks/signatures to every
captured image and second, the degradation in image quality that will be caused due
to this embedding may not be acceptable by the users [1]. Passive forgery detection
is an alternative to active authentication which requires no active information for
the purpose of authentication. These techniques detect forgery analyzing the image
statistics in the absence of any watermark/digital signature as well as in the absence
of the original image for comparison.

1.1 Image Manipulation Techniques

Though all image manipulation or image editing procedures do not fall into the
image forgery category, it is certain that all forged images undergo some sort of
manipulation. The corrective manipulation techniques or the image enhancement
techniques such as contrast and brightness adjustments, noise reduction techniques,
etc., may not be included into forgery categories unless otherwise the manipulations
fake some facts or make some changes to the image contents so as to convey some
misleading information to the viewers [2]. According to authors of [1], image
manipulation techniques can be divided into two categories: content preserving and
content altering. Each of these techniques is further divided into different categories
as shown in Fig. 1. Authors of [2] argue that steganography can also be classified as
an image manipulation technique as that alters the image content invisibly. The
subsequent sections of the paper discuss various types of image forgery and dif-
ferent forgery detection techniques.

Fig. 1 Types of image manipulation
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2 Types of Image Forgery

Image forgery is categorized into four types such as, copy–move/cloning, splicing,
retouching and morphing [3]. Copy–move or cloning is a procedure where a part of
an image is copy-pasted into some other area of the image itself. Whereas, splicing
is another method in which parts of two or more images are stitched together to
create the forged image. Retouching is achieved by adjusting color, sharpness,
brightness, noise, contrast, etc. Morphing is a procedure that transfers an image to a
different one through seamless transition between two images [4]. In Fig. 2 shown
are four images out of which the second image is a spliced image obtained from first
image and the fourth is a clone of the third.

3 Techniques of Digital Image Forgery Detection

Basically, the image forgery detection procedures fall into two classes. One is active
detection and another is passive detection. Active detection requires in-built digital
signature and/or watermarking whereas passive detection does not require any of
these two. It works by analyzing the content and statistics of the image [5]. Image
content based detection methods are further divided into the splicing detection and
cloning detection methods. Cloning detection techniques are generally based on
comparisons and matching. This falls into two major classes namely; the exhaustive
search method and the overlapping block matching (OLBM) techniques. The
exhaustive search method necessitates every possible part of an image to be
compared with every other part of the image to detect a match. This gives rise to
high time complexity. Just like the exhaustive search method, simple OLBM
method also detects clones in a forged image, if the image is not subjected to further
post-processing such as intensity variation, noise contamination, compression, etc.
The time complexity of this method is less than the time complexity of the
exhaustive search but, still remain as high as O (b2B2) where, b x b is the block size
and B = (M – b + 1) (N – b + 1), M � N being the size of the image. In addition
to the time complexity, the other dilemma with this method is choosing a right
block size. If larger blocks lead to smaller detection accuracy then smaller
blocks are resulted with high false positive rates. The false positives are

Fig. 2 a, c Original Images. b Spliced image. d Cloned Image
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reduced by measuring the block shift and the search time can be improved using
vectorization and lexicographic sorting. Further reduction in dimension and
improvement in search time is achieved by using DWT and SVD methods. DCT-
and PCA-based methods provides robustness against intensity changes [6]. Coming
to robust detection methods, Luo et al. [7] suggested seven feature-based detection
technique provides robustness against JPEG compression, noise attacks and blur-
ring but fails to detect intensity variant clones. Whereas, the four feature based
intensity invariant detection model for JPEG compressed images (IIDMJPEG)
proposed by Mishra and Adhikary detects intensity variant clones in JPEG com-
pressed images as well as provides robustness against noise attack and blurring [8].
In Fig. 3 is presented a classification structure of various digital image forgery
detection methods.

3.1 Passive Detection: Non-robust Methods

The passive forgery detection techniques have evolved through several phases from
the non-robust methods to highly robust techniques. The non-robust techniques fail
to detect forgery when the forged image is subjected to lossy compression, blurring,
rotation, scaling, noise attacks, etc. On the other hand, the robust methods succeed
in detecting forgeries even if the tampered image is subjected to one or more of
these above-mentioned post-processing operations. This and the following
sub-section present a brief record of the evolution of the passive detection methods.

Fridrich et al. [9] give the idea about two efficient detection methods. First one is
an exhaustive search method where an image and its circularly shifted version are

Fig. 3 Classification of forgery detection techniques
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compared for matched parts. Though this is an effective method, the computational
complexity of this method is very high which makes it impossible for practical use
for large-sized images. The second method suggested by the authors is the auto-
correlation method where the forgery is localized by the peaks corresponding to the
cloned and the original parts in an image. The authors also suggested an overlap-
ping block matching method that involves vectorization and lexicographic sorting.
In this method, a square block of b � b pixels slides through an image one pixel at
a time to give (M − B + 1) (N − B + 1) blocks. These blocks are matched to locate
the clones. The steps of block-based exact match are given in Fig. 4.

Murali et al. [10] in their paper suggested a DCT-based method for detecting
forgery in a JPEG compressed image and a standard deviation based edge detection
method. Zhouchen [11] have proposed a robust method based on double quanti-
zation (DQ) effect and have applied a trained SVM (Support Vector machines) to
take tampering decision. According to the authors, DQ effect shows periodic peaks
and valleys in the histogram of DCT coefficients and hence can be applied for
tampering detection. Singh et al. [12] have used a DCT and SIFT based method for
feature extraction and forgery detection. Zimba and Xingming [13] proposed two
similar algorithms based on PCA and DWT. The method proposed by Popescu [14]
divides an N � N image into K = (N − b + 1)2 overlapping blocks. Each block is
reshaped into b2 long row vectors and inserted into a K � b2 feature matrix. To
improve the time complexity, DWT is applied to the blocks to reduce the size of
feature vector. They also proposed a method [15] based on principal component
analysis and Eigen value decomposition (PCA-EVD) that reduces the dimension of
the feature vectors and improves the computation time.

Mahdian and Saic [16] proposed a blur invariant method that successfully
detects clones even if the cloned regions are blurred and noisy. Junhong [17]
presented an LLE (Locally Linear Embedding)—a nonlinear dimension reduction
technique that detects copy–move forgery as well as fused edges. Roweis et al. [18]
have also used LLE for tamper localization. Kaur [19] has used Local binary pattern
(LBP)—a texture descriptor for feature extraction and have used similarity criterion
and Euclidean distance threshold for detection of clones.

Fig. 4 Forgery detection through block matching
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3.2 Passive Detection: Robust Techniques

Jessica et al. [9] in their paper have suggested a technique robust against JPEG
compression along with the techniques discussed in the above sub-section. This
method is same as that of the exact match with one difference that it considers
quantized DCT coefficients for comparison instead of the pixel representations for
finding similarity.

Muhammad et al. in their paper [20] have proposed a dyadic Wavelet Transform
(DyWT) and DWT-based robust and improved forgery detection model. Wang
et al. [21] have proposed a DWT, DCT, and Eigen vector based method that is
invariant to JPEG compression and additive noise. In this method first DWT and
DCT are applied to the image blocks and then the resulting coefficients are mul-
tiplied to form the Eigen vectors. Block match is calculated measuring the mean and
variance of distances between Eigen values of Eigen vectors for forgery localiza-
tion. Zhang et al. [22] have combined phase correlation with DWT for their
detection model. They have calculated spatial offset between copied and pasted
region to compute the difference between the image and its shifted version. This
method is claimed to reduce time complexity and is robust to jpeg compression. Li
et al. [23] also have suggested a DWT- and SVD-based model where SVD
(Singular Value Decomposition) have been applied to the blocks of the low fre-
quency sub-band then the SV vectors are lexicographically sorted to locate the
clones. This method is robust to JPEG compression up to quality level 70.

PCA-based robust technique proposed by Popescu and Farid [24] efficiently
detects duplicated region with an computational cost in the order of O(NlogN) but
is sensitive to noise or lossy compression. In paper [25], Amtullah et al. have used a
faster and robust to noise speeded up robust feature (SURF)—a rotation and scale
invariant key-point detector and descriptor-based algorithm. To identify the
duplicated regions, the authors of [26] have combined KD-tree with SURF.
A K-dimensional tree or KD-tree is a binary tree with nodes as k-dimensional
points and is common technique in nearest neighborhood search. A KD-tree with
N-nodes needs Olog2N search operations. Prerna et al. [27] also used KD-tree with
SHIFT and RANSAC (Random Sample Consensus) algorithms. RANSAC algo-
rithm has been used to find out the unreliable key points. This technique is robust to
additive noise and JPEG compression. There are many more publications [28, 29]
on KD-tree based methods but all are not included here. Authors of [30, 31] have
detected clones based on SIFT algorithm where they have extracted the SIFT
descriptors and then matched those to identify the forgery. The SIFT (scale
invariant features transform) algorithm works in four steps such as, the scale space
extrema (SSE) detection, the key-point localization, orientation assignment and
key-point description. This method is claimed to be robust against noise attack,
JPEG compression, rotation, and scaling.

Luo et al. [7] in their paper introduced a seven feature-based method that is
robust against noise, blur attacks, and lossy compression. Muhammad et al. [32]
have used multi-scale segmentation and denoising-based efficient technique for
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clone detection. This method is claimed to be robust against noise and blurring
attacks. In the paper hybrid copy–move forgery detection technique using regional
similarity indices [33], the authors developed a forgery detection using local fractal
dimension for image segmentation and estimating SSIM (Structural Similarity
Index Measure) between each block pair in each segmented region to localize the
forged regions. Bayram et al. [34] have suggested a FMT (Fourier-Mellin trans-
form) based robust to noise, blur, rotation, scaling, and JPEG compression method.
They have used counting bloom filters (CBF) instead of lexicographic sorting for
computation time improvement. Solario et al. [35] have suggested a
one-dimensional descriptor invariant to reflection and rotation based on log polar
co-ordinates. In this method, the pixels of overlapping blocks are represented in log
polar co-ordinates and summed along the angle to obtain the descriptor.

3.3 Comparison of Different Forgery Detection Methods

A comparison of various important forgery detection techniques evolved from time
to time is given in the Table 1.

Table 1 Comparison of different forgery detection techniques

Method used Paper
serial

Advantages Disadvantages

Seven feature
based robust
algo

[7] Robust to blurring, noise, lossy
compression

Not tested for rotation and
scaling

Four feature
based
IIDMJPEG

[8] Robust to blurring, noise, lossy
compression. Can detect
intensity variant clones

Not tested for rotation and
scaling

Exhaustive
Search and
Autocorrelation

[9] Detects cloned images without
post-processing

Time complexity. Cannot
detect if changes is subjected
to post-processing operations

DCT [10] Detect forgery in JPEG
compressed image

Fails in case of rotation,
scaling

DCT and DQ [11] Fast, robust against JPEG
compression and various
forgery methods, fine grained
detection

Not tested for rotation,
scaling, intensity change

DCT and SIFT [12] Reduced time complexity,
robust against rotation, scaling
and noise

Not tested for rotation

DWT, PCA,
EVD

[13] Reduced feature dimension.
Better accuracy

Fails in case of rotation,
scaling and heavy
compression

(continued)
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4 Summary and Conclusion

Even after a lot of research has been carried out during the last decades, passive
forgery detection still continues to be an open research area. Because copy–move
forgery or cloning is a technique commonly used by manipulators to forge digital
images so, copy–move forgery detection techniques form one of the most important
classes of passive detection techniques. The overlapping block matching (OLBM)
method suggested in 2003 by Fridrich et al. was one of the important developments
in the field of cloning detection. Many improvements have been suggested by
various researchers from time to time to improve the time complexity of the
algorithm as well as to make the detection algorithm robust against post-processing
operations such as changes in contrast, brightness and color, noise and blurring
attacks, lossy compressions, geometric transformations such as rotation, scaling and

Table 1 (continued)

Method used Paper
serial

Advantages Disadvantages

PCA and EVD [15] Reduced the dimension and
improved computational time

–

BLUR [16] Robust against noise, JPEG
compression, blurring

–

LLE [17,
18]

Detects copy-move forgery as
well as fused edges

–

DWT-DCT and
Eigen vector

[21] Invariant to JPEG compression
and additive noise

–

DWT, phase
correlation

[22] Reduce time complexity and
robust to JPEG compression

–

DWT-SVD [23] Robust to JPEG compression
up to QF 70, less time
complexity

Not invariant to rotation and
scaling

PCA [24] Efficient method, low false
positives

Sensitive to noise and lossy
compression

SURF [25] Invariant to rotation and
scaling. Faster and robust to
noise

–

KD-tree, SIFT [27] Robust to additive noise and
JPEG compression

–

SIFT [30]
[31]

Robust against noise attack,
JPEG compression, rotation
and scaling

–

FMT [34] Robust to blurring, noise,
scaling, lossy compression and
transitional effects

Cannot detect forgeries
which have rotation of above
10° and scaling of 10%

Log polar
descriptor

[35] Invariant to reflection and
rotation

–
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translation to certain extends but still there exists the need to develop an efficient
algorithm that will be able to detect forgeries even after multiple post-processing
operations and those have been subjected to more than 10% scaling and rotated by
an angle greater than 10°.
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m-GeoEduNet: Mobile SDI Model
for Education Information Infrastructure
Network

R.K. Barik, R.K. Lenka, A.B. Samaddar, J. Pattnaik, B. Prakash
and V. Agarwal

Abstract This paper represents scope for development and implementation of
m-GeoEduNet prototype to share educational institute information infrastructure
framework in India. It uses modern innovation on cloud computing, mobile tech-
nology, API technology, and spatial technology. The established prototype facili-
tates interface to collect the information related to institutes particularly IITs, NITs,
and IIITs in terms of geo-spatial data. It can be attained by interacting between the
users and mobile platform to achieve mobile-based Spatial Data Infrastructure
(SDI) model. The collected data being documented and uploaded in Cloud database
server. The present paper uses Firebase for storing of cloud database services and
NOSQL database used for storing geo-spatial data. It has also been underlying
third-party API, i.e., GeoFire; for efficiently handling queries on geo-spatial data.
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1 Introduction

The overall growth of any country technically and economically permits a fast
development in the sector of Education. Education plays an important role in
creating quality human assets to serve the nation. In the other side, this sector is also
confronting huge competition in terms of globalization and technology employed.
Hence there is requirement of innovative initiative to meet the upcoming chal-
lenges. Harmonized efforts should be taken to extract quality information regarding
educational stuffs in precise way. It can be achieved with the incorporation of latest
technologies such as cloud computing, mobile technology, spatial technologies, and
API technology. To analyze geographical information for planning related activi-
ties, spatial technology is used to determine proper dissemination and deployment
of resources. Spatial Technology is assemblage of tools to store and retrieve spatial
data and showcase those data from the practical world to fulfill many purposes.
GIS, remote sensing and GPS with mobile cloud are spatial technologies used to
generate Spatial Data Infrastructure (SDI) model holds potential to remove bot-
tlenecks that impede the productivity in Education sector. Further, easy perceiving
spatial information is required for planners and decision-makers for the imple-
mentation of Right To Education (RTE) Act [1]. Major challenges upon the
Education system in India comprise infrastructure, quality, trained manpower,
access to education, remoteness, high dropout rate, and constrained resource dis-
tribution. The rate of participation by the population is very low in our country
especially in Higher Education. As per Research Findings, the cultural, social,
economic, and geographical barriers resist people to go for higher learning.
Therefore, it is essential to facilitate quality education as well as to aware about
information on educational infrastructure to aspiring candidates. This ultimately
augments professional opportunities for students and promotes actions supporting
the increase in student enrollments in institutes [2].

In India, the higher education sector observed a marvelous surge in institutional
capacity post-independence. It ranks third in terms of enrollment of students after
the United States of America and China worldwide. The information regarding all
institutes is not obtainable in a single platform causing hitches for people. It would
be really wise if users can acquire information about institute like its location,
contact details, ongoing events, and vacancy for various degrees and post in a single
platform. The availability of such information in web is not well systematized
which misinforms most of the people [3]. With the integration of mobile cloud
technology with GIS, access to spatial data can be made obtainable anywhere and
anytime [4, 5]. It can facilitate data on real time which dynamically used to display
spatial data via maps on mobile platform. This application allows users to generate
collaborative queries, examine spatial information, modify map data and shows the
overall result operations in fresh way represented on the map. So, need arise to
launch well-organized mobile SDI model that act as interface for access and
exchange of information proficiently from anywhere [6–8].

Keeping this in mind, the present work prototype m-GeoEduNet, a mobile-based
SDI model has been developed and implemented for sharing of educational institute
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information infrastructure framework in India. It offers a platform for assembling
geo-spatial data assimilated from the interaction between users and mobile appli-
cation. Geo-spatial data collected and mapped to documented data and uploaded to
Cloud database server. The present research uses Firebase for storage of cloud
database services and NOSQL database; used for storing spatial data and the
underlying third-party API, i.e., GeoFire; has been explicitly designed for compe-
tently handling queries on geo-spatial data. Furthermore, the brief review of related
works giving detail description for educational and other information infrastructures
to derive SDI model is described in Sect. 2. Section 3 describes on the proposed
mobile-based SDI model. Section 4 describes about the prototype development.
Various experimental results with set of analysis are discussed in Sect. 6. The
concluding remarks and way forward of the research is described in Sect. 7.

2 Related Works

Initially, SDI model proposed and developed for educational information infras-
tructure in Service-Oriented Architecture (SOA) environment. Further, several
works has been done for better visualization of technical institute of India by
open-source software (OSS) tools. The developed prototypes only operated through
thin client architecture, i.e., only through web browsers [1, 9–12]. In the era of
mobile cloud computing with spatial technology, several architectures has been
proposed for visualization of spatial data in wide range of application areas with
OSS resources [13, 14]. Several designing architectures implemented for
mobile-based SDI model. Figure 1 has shown the general architecture to manage
reports of road pavement damage data via mobile and desktop. System architecture
displays that the Android-based APP developed for the data acquisition and better
visualization of spatial and nonspatial data [15, 16].

Fig. 1 General system architecture for mobile and other devices [17]
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It has been perceived that mobile computing with cloud devices have great
potential for geo-spatial data visualization and collection in diverse field. In forest
inventory management, mobile mapping with high-resolution remote sensing
images, grid maps, and vector maps used for data processing and surveying, those
are essential tools for the forestry science workers [18]. Air pollution mobile app
has also developed with the help of OSS for air quality management, greenhouse
gases, and emission of air pollutants by Protection Agencies such as California
Environmental Protection Agency and United States Environmental Protection
Agency [19]. Mobile-based SDI has been one of the important requirements for
geo-scientist for accurate raw data collection [20]. EpiCollect and Creek Watch are
two examples of mobile apps and are popular for the field of environmental
monitoring and watershed management [21–23]. It is benefitted for the general
people in health sector. m-health has been developed and implemented as a mobile
app for public health information collection [24]. With the help of earth observation
data, an Android-based mobile app also developed for the accurate dispersal of
rainfall estimations [25]. From these several reviewing of the research works, it has
been summarized that spatial data infrastructure model in mobile platform is need
of the hour for educational data infrastructure hub.

3 Objective of the Present Work

The major aim of the current assignment is development of the prototype
m-GeoEduNet, a SDI model in mobile platform for sharing the educational institute
data network in India. The objective of the developed model is to provide a platform
for gathering geo-spatial data acquired from interaction between users and mobile
interface. The prototype generates valid information where authenticated user submits
information and is openly provided to other users. Geo-spatial data can be collected
and mapped to the documented data and uploaded to the Cloud database server. The
present prototype uses Firebase for storing of cloud database services and also
NOSQL database model; has been used for storing geo-spatial data. It has been also
using third-party API, i.e., GeoFire; designed for efficiently handling spatial queries.
Thus the next section describes the detail system architecture of m-GeoEduNet.

4 The System Architecture of m-GeoEduNet

The proposed system architecture of m-GeoEduNet consists of user layer, data
security layer, and data layer as shown in Fig. 2. The user layer consists of
android-based mobile software application where users connect to GIS database
service to query information on location of various institutions, which further
mapped to documented information of the respective institution. The security layer
consists of security rules for reading from and writing to the database. When client
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send a request to the database service such as GeoFire query to get locations of all
institutes established between 1990 and 2000, request will be parsed by the GeoFire
server and required geo-spatial data retrieved using HTTP connection in JSON
(Java Script Object Notation) format and then a new layer containing the location
markers will be added to the map using Google Maps APIs. The data layer consists
of geo-spatial data that are stored in a NOSQL database. In the proposed SDI
model, Firebase NOSQL database is used to store and manage geo-spatial data in
JSON format. The Firebase database uses JSON as its data model, and stores the
data in key value pair repository [26–28].

5 Prototype Developments for m-GeoEduNet

For the prototype development of m-GeoEduNet, the primary emphasis is on the
real-world method to determine and spread the thought of using the model in
academic sector. The established model has to deliver a proficient means of allo-
cation of geo-spatial and nonspatial data in mobile platform. The prototype is based
on Object-Oriented Software Engineering (OOSE) proposed by Jacobson’s method
to conglomerate the time critical nature and strong user focus [29]. Figure 3 rep-
resents the fully win-win procedure model for the development of m-GeoEduNet.

The model incorporates modules namely Registration, Educational Institutions
Information Mapping and Data Filtering Services in Module I, II, and III respec-
tively. The registration process for authenticated user is mentioned in Module I.
Post process, the user can access model in complete functionalities. The compre-
hensive designing and showing of Education Data Infrastructure Network by means
of numerous dynamics allied with accessibility in the Nation mentioned in

User Layer 

Security Layer  

Data Layer  

HTTP/HTTPS 

Fig. 2 System architecture of m-GeoEduNet

m-GeoEduNet: Mobile SDI Model … 295



Module II. The present studies have been taken information from IITs, NITs, and
IIITs. The data filtering process filters the retrieved dataset based on various
parameters like established year, state in which the institute is located in Module III.
The prerequisite phase to design the app intends to stipulate the model performance
by user perception which has been shown through state diagram in Fig. 4.
Apprehending proficient app consumers according to the know-how of the situation
facilitates system development.

The developed prototype, m-GeoEduNet is very advantageous for people of any
age group and locality to gain detailed information about the universities and their
quality of education. Apart from the general user, m-GeoEduNet used by planners
and builders to analyze the spatial dissemination of various institutes in study area
and chose the best-suitable location in the future to establish new institutes.
Although, there are many open source libraries and GIS suites available,
m-GeoEduNet proposes the use of third-party location API, i.e., GeoFire which
maintains spatial-data ineffectual manner by mapping data with geographic location
using unique key. This makes the queries return result faster and offers functionality
to retrieve data within a certain radius of a particular location. GeoFire maintains

Prerequisite Plan  
Study 

Developing Strategy 

Operation and  
Testing Complete  

Component 

model 
Observation 

Fig. 3 Win-win spiral model for m-GeoEduNet

Fig. 4 State diagram for m-GeoEduNet
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data on NOSQL-based database called Firebase which offers better performance
over traditional RDBMS for basic GIS operations.

m-GeoEduNet perform complex geo-queries, NOSQL seems to be a better fit for
m-GeoEduNet than the traditional RDBMS to achieve gain in performance. NOSQL
has benefits like horizontal scalability, dynamic schemas over RDBMS which fits
into the requirements of m-GeoEduNet. So, the application of the proposed SDI
model is implemented through Android mobile application: m-GeoEduNet which
includes JAVA and XML for frontend development, Java Script Object Notation
(JSON) for formatting the data and transfer the collected spatial information to and
from the Firebase and third party APIs such as Google Maps API, Google
Location API, GeoFire API.

6 Experimental Results

After designing phase, the m-GeoEduNet coded through Android Studio IDE. The
various screenshots have been illustrated as follows. Figures 5 and 6 illustrate the
view of all old NITs in India and the filtering page for various kind of filtration
option according to IIT, NITs and IIITs.

Fig. 5 Old NITs in India
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7 Concluding Remarks

In this paper, we have developed and implemented mobile SDI model to map
spatial data with documented data to provide an expedient platform for
decision-makers to decide potential locations for building new institutions. It built
on a reliable platform for users to view information related to various institutions
and notify them about ongoing events faster. Also, we have analyzed the constraint
of distributed information obtainable via Internet and aimed to solve few of them.
To achieve the data availability faster, we used real-time database and for providing
quality information, we fetched data from reliable sources. It is being used for
spatial data mapping and analysis based on GIS to improve the dissemination of
educational services. The m-GeoEduNet utilizes the power of GPS to create SDI
model that maps the documented data with spatial data. This mobile SDI model
provides an expedient platform for user to access data about various institutes.
Rather than using a disseminated platform, such as the list of increasing websites,
m-GeoEduNet aims to provide single integrated platform to access information
more easily as well as more efficiently.

Fig. 6 Filter page for
m-GeoEduNet
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Investigation of Structural and Electronic
Environments of Nitrogen-Doped
CVD-Grown DLC Films

Ranjan Kr. Ghadai, Soham Das, Subhash Chandra Mondal
and Bibhu Prasad Swain

Abstract Nitrogen-doped diamond-like carbon (N-DLC) films were synthesized
by thermal chemical vapor deposition technique by varying the nitrogen flow rate at
a constant C2H2 flow. The influence of nitrogen incorporation on the microstructure
and structural electronic properties of N-DLC films were investigated by Raman
spectroscopy, scanning electron microscopy (SEM), X-ray diffraction (XRD), and
X-ray photoemission spectroscopy (XPS). SEM images reveal the DLC nanopar-
ticles formation and carbon nanowires formations for 70 and 130 sccm nitrogen
flow rate respectively. The Raman spectra of N-DLC investigated D and G peaks at
1300 and 1600 cm−1 respectively. X-ray diffraction of N-DLC indicated the
crystallite sizes 1.74 and 8.78 nm at different peak position. Due to nitrogen
incorporation in DLC thin films the core orbital spectra of C(1s) shifted from 284 to
286 eV for nitrogen flow increased from 70 to 130 sccm. In the present paper, an
attempt has been made to synthesize nitrogen incorporated DLC films using thermal
chemical vapor deposition technique to study their structural and microstructural
properties.
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1 Introduction

Diamond-Like Carbon (DLC) films have attracted a great deal of research attention
due to their excellent mechanical, biological, optical, and tribological properties [1].
Although DLC films have strong hardness, low fractional coefficient, high optical
transmittance superior, and very good anti-scratch property, they also posses good
electrical insulation properties because of the coexistence of trigonal (sp2) and
tetrahedral (sp3) bonded carbon matrices [2]. Nowadays, DLC film is considered as
an attractive carbon electrode material showing similar potential windows with
respect to the aqueous solvent stability and a good electrochemical reactivity [3]
DLC films present a good thin film example whose properties strongly depend upon
the nature of coating and the technique used for the film deposition [4]. Different
techniques have evolved for the deposition of diamond-like carbon thin films and
the majority of the techniques used so far involved is chemical vapor deposition
(CVD) [5]. Metal-containing diamond-like carbon (Me-DLC) films have attracted a
great deal of research attention owing to their excellent mechanical, tribological,
and biological properties [1].

The nitrogen flow rate has significant effect on the compositions and structures
and hence on the hardness and elastic modulus of the films, and increasing nitrogen
flow rate decreases drastically the hardness and elastic modulus of the films [6].
Atomic force microscopy (AFM) results of nitrogen-doped DLC film revealed that
the surface morphology of the films became smooth due to doping nitrogen and
FTIR results showed that amounts of C=N and C=N bonds increased gradually with
increasing nitrogen partial pressure [7]. It has been found that the fraction of
aromatic ring structures in the film increases with the increase of nitrogen (N2)
content and nitrogen doping is a feasible approach to improve the thermal stability
of films [8].

2 Experimental Details

Figure 1 shows the image of thermal CVD deposition. Nitrogen DLC thin film were
deposited on silicon substrates by thermal chemical vapor deposition technique.
The substrates were first cleaned in 2% HF solution for 2 min and then it is
ultrasonically cleaned in deionised water for 10 min. After the cleaning process the
substrates were loaded into the vacuum chamber along with the carbon powder.
During deposition diamond-like carbon thin film has been made by varying
nitrogen flow rate and keeping acetylene (C2H2) flow rate constant. Four samples
have been made for nitrogen flow rates of 70, 90, 110, and 130 sccm. The depo-
sition temperature and deposition time were 1200° and 2 h respectively. The rate of
increasing the temperature was 3 °C/min and the rate of decreasing temperature was
5 °C/min.
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The influence of nitrogen incorporation on the microstructure and electro-
chemical properties of N-DLC films were investigated by Raman spectroscopy
scanning electron microscopy, X-ray diffraction, and X-ray photoemission spec-
troscopy. Film characterization in terms of microstructure, composition, and
chemical state of components was carried out by scanning electron microscopy
(SEM) and X-ray photoelectron spectroscopy (XPS).

3 Results and Discussions

Figure 2 shows the SEM images of nitrogen-doped DLC films prepared at different
nitrogen flow rates while C2H2 flow remained constant. The SEM images show
different nanostructure of DLC thin films. At the low nitrogen doped
(N2 = 70 sccm) the nanoparticle were formed. The particle size of N2 = 70 sccm
flow rate indicates in the DLC thin films 50–500 nm. Due to low N2 flowrate the
particle are separated to each other and not agglomerate. However, at the higher N2

doping the nanoparticles are agglomerated and formed as nanowires and agglom-
erated with each other. The diameters of the DLC nanowires are 500 nm with
uniform distribution. It is also observed that the length of the nanowires varied from
2 to 5 µm. Cui et al. investigated corrosion and tribocorrosion performance of
multilayer diamond-like carbon film in NaCl solution and find out similar
microstructure in the single-layer DLC films [8]. Han et al. described the Influence
of Nitrogen Flow Rate on the Microstructure of DLC film and they observed a
smooth and dense surface due to the flow of nitrogen [9].

Figure 3 shows the XRD patterns of nitrogen DLC film prepared at different
nitrogen flow rates which demonstrates the formation of nitrogen crystalline phase

Fig. 1 Image of thermal CVD set up
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apart from the DLC base. Here the graph has plotted for two different nitrogen flow
rates 70 and 130 sccm. For nitrogen DLC film two different peaks are identified at
68° and 76°. It is also showing that the intensity is higher for higher nitrogen flow
rates. By using Scherrer equation the grain size can be calculated at different peaks.
The peaks are coming at two different values of Bragg angles. For Bragg angle 38°
and 34° the grain size are 8.78 and 1.74 nm. Han et al. described the influence of
nitrogen on XRD peak and observed the peak at 37.6° [9]. They indexed 37.6° as
(111) crystal plane of face-centered cubic (fcc) of DLC film.

Figure 4 shows the visible Raman spectra of the nitrogen-doped DLC films
deposited at different nitrogen flow rates. For D-band the peak is centered at
1325 cm−1 and for G-band the peak is centered at 1602 cm−1. From the graph it is
also showing that the intensity of peak is more for higher nitrogen flow rate. Ray
et al. studied the nitrogen-doped diamond-like carbon (DLC) thin films and found
the D peak and G peak at 1350 and 1550 cm−1 respectively [6]. Zhou et al. ana-
lyzed the Raman spectroscopy of nitrogen-doped DLC film prepared by PECVD
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Fig. 2 SEM images of nitrogen DLC films prepared at the nitrogen flow rates of 70 and 130 sccm
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technique. They observed two obvious peaks, the first-order peak of carbon in the
range of 800–1800 cm−1 centered at about 1500 cm−1 and the second-order peak of
centered at about 960 cm−1 [10].

Figure 5 shows a typical C(1s) core orbital spectrum of nitrogen-doped DLC
films at different nitrogen flow rate, deposited by thermal chemical vapor deposition
technique. The peaks are at 284, 284.5, 285, and 286 eV for the nitrogen flow rate
of 70, 90, 110, and 130 sccm respectively. The C(1s) peaks shifts its position 2 eV
and the peak intensity increased with N2 flow rate. The peak at a binding energy of
284 and 284.5 eV may be due to sp2 hybridized carbon atoms, while the peak at
285 and 286 eV are due to the sp3 hybridized carbon atoms. Ray et al. analyzed the
N-doping DLC films and found the peak at 398 eV [6]. Jian-rong et al. deposited
the nitrogen-doped DLC film and observed the XPS peak at 286 eV [11]. Swain
et al. investigated C–N binding energy at 284.7 eV for C(1s) for a-CN:H films [7].

4 Conclusion

N-doped DLC films were successfully deposited by a thermal CVD by using C2H2

and N2 gases. The morphology of DLC films prone to grown as nanoparticles and
nanowires nanostructure. The estimated grain size of nanoparticles and nanowires

Fig. 4 Raman spectroscopy
for different N2 flow rate 70
and 130 sccm
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are 8.78 and 1.74 nm for 70 and 130 sccm N2 flow rate DLC thin films respec-
tively. In D-band and G-band, the peaks are centered at 1325 and 1602 cm−1 which
indicated graphitic carbon mixed with DLC films [12]. The N incorporation in the
DLC indicated increasing of binding energy from 284 to 286 eV.
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A Novel Region Growing Based Method
to Remove Pectoral Muscle from MLO
Mammogram Images

Manasi Hazarika and Lipi B. Mahanta

Abstract Digital Mammography is the most efficient screening technique for early
detection of breast abnormalities. Automated computer aided methods have been very
effective in identifying subtle signs of breast cancer like microcalcification and masses.
However such methods for detection of masses are highly affected by the presence of
pectoral muscle in mediolateral oblique view. So it is highly recommended to remove
pectoral muscle as a preprocessing step. In this paper, a novel method for pectoral
muscle removal from Mediolateral Oblique mammogram images is presented. The
method has three main phases. In the first phase a triangular region is defined over the
mammogram that separates the pectoralmuscle from the rest of the tissue. In the second
phase, a local region growing method is applied within the triangular area defined to
suppress the pectoral muscle. In the last phase, the pectoral edge is refined using
gradient information of the edge. Results and Conclusion: The system is tested over
150 images taken fromMini-MIAS dataset. Hand-drawn segmentation masks are used
to compare the segmentation accuracy for the proposed method.

Keywords Mammogram � Pectoral muscle � Region growing � Mediolateral
oblique (MLO) view � Segmentation

1 Introduction

Cancer is one of the most life-threatening diseases since many decades. Breast
cancer among women has emerged as very common type of cancers across the
entire world. Unlike most of the cancers, breast cancer is completely curable if
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detected in the initial stages. Mammography is found to be one of the most efficient
radiographic screening techniques for early diagnosis of breast cancer. But many a
times it is difficult for a radiologist to detect the subtle signs of malignancy because
of low contrast mammograms leading to unnecessary biopsy.

A good computer-aided diagnosis system can help in identification of early
symptoms of breast cancer. In developed countries screening mammography has
become a routine checkup activity amongst women. In such a scenario, a CAD
system will be really helpful to the radiologists to inspect a large number of
mammograms. However the performance of any CAD system is highly affected by
the quality of the images. Mammogram images often come with low contrast due to
the limitations of X-Ray hardware systems making it difficult to interpret the
characteristics of mammograms. So enhancing the quality of images is required for
most of the images before analyzing further. The presence of pectoral muscle in
Mediolateral Oblique (MLO) affects in the segmentation process of mass detection
algorithms. Intensity levels of both mass and pectoral muscle are very much similar.
They possess higher intensity values than the rest of the image. So it is highly
recommended to remove the pectoral muscles before applying any segmentation
algorithm to get more accurate results.

In the literature many methods are available for the removal of pectoral muscle.
A two phase based method to remove the pectoral muscle was presented in [1]. In
this method, an adaptive histogram based method was used to isolate the breast area
from the background in phase I and in phase II they applied a selective region
growing algorithm to suppress the pectoral muscle. A pixel value mapping based
approach was presented in [2]. The boundary was sharpened using morphological
opening and closing operations. In [3] a segmentation method using Markov
Random Field and Bayesian Segmentation was presented. The entire breast tissue
including the pectoral muscle was clustered based on the similarity of intensity
level. They used an eight-connected neighborhood to make the clusters. But the
results of this method were not found satisfactory.

The work presented in [4] estimated the area where the pectoral muscle was
based on some mathematical modeling. An iterative thresholding method was
applied in that area to segment out the pectoral muscle. A gradient magnitude ridge
traversal algorithm was proposed in [5] to segment the pectoral muscle region. The
traversal algorithm was applied at small scale and then using voting scheme the
resultant multiple edges were solved. A mammogram segmentation method based
on breast density and detection of asymmetry was presented in [6]. The method
they used for pectoral muscle segmentation was based on the technique proposed in
[4]. They have improvised the method by extending the bottom end of the pectoral
margin by drawing a straight line, parallel to the straight line which best fits the
iteratively refined estimate instead of the line estimated initially as in [4]. Pectoral
muscle segmentation method using histogram thresholding, edge detection, contour
growing, and polynomial fitting was presented in [7].

A model-based segmentation method for removal of pectoral muscle is presented
in [8]. In this method the image is divided into quarters and then an iterative
thresholding based approached is applied only within the quarter where the
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presence of the pectoral muscle is estimated. Hough transformation and different
fitting methods were used to obtain the binary mask of the image. In [9] a seeded
region growing method is proposed for pectoral muscle segmentation. Prior to
segmentation, the images were preprocessed by removing noise, artifacts, and
labels. Median filtering was used for removal of noise, artifacts and thresholding
and morphological operations were used for removal of labels. The technique
proposed in [10] was based on global thresholding approach for pectoral muscle
removal. First the images were normalized to improve the contrast and then a
DCT-based filter was applied for noise removal. A histogram based eight-connected
neighborhood component labeling method was proposed in [11] to extract breast
region and pectoral muscle removal. Gray-level normalization and median filtering
were used to improve the image quality prior to the extraction method.

The paper is organized into five sections. In Sect. 2 a brief discussion on region
growing technique is presented. In Sect. 3 a segmentation method for removal of
pectoral muscle from MLO mammogram images using a region growing technique
is proposed. Experimental results along with the description of the dataset used are
presented in Sect. 4. Finally the paper is concluded in Sect. 5.

2 Region Growing

Region growing is one of the state of the art technique used for image segmentation.
It is based on the principle of homogeneity that is at least one characteristic remains
consistent for each and every pixel within a region. The method starts with a seed
point and propagates through the connected points iteratively according to specific
homogeneity criteria. This method is widely used in detection of mammographic
masses.

Appropriate seed selection for region growing can help in acquiring high-level
knowledge of image components. This property makes SRG very suitable for
content-based image database applications [12].

A seeded region growing algorithm that takes multiple initial seed point was
proposed in [13]. In this method, the SRG was controlled by the initial seeds chosen
rather than tuning homogeneity parameter as in conventional region growing. The
results of most of the region growing methods are highly sensitive to initial seed
selection. A concept of symmetric region growing which is insensitive to initial
seed selection was proposed in [14].

3 Proposed Method

The proposed method has mainly three phases viz. Phase I: defining a triangle over
the mammogram image to isolate pectoral muscle, Phase II: seeded region growing
and Phase III: refinement of the resultant image. Figure 1 depicts different stages of
the proposed methodology. A mammogram is preprocessed before applying the
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steps of the proposed pectoral muscle removal method. The mammograms are
either left aligned or right aligned. In the preprocessing step, the right mammograms
are left aligned and the vertical black bar appearing in the leftmost part of the
mammograms (in case of both left and right mammograms) are cropped out from
the images. In phase I, a triangle is defined over the mammogram image that covers
the pectoral muscle isolating the main breast region. In the second phase a seeded
region growing algorithm is applied to suppress the pectoral muscle. This algorithm
is applied only within the triangle defined in the first step. Last step is to refine the
pectoral muscle suppressed image.

3.1 Define Triangle to Isolate Pectoral Muscle from Breast
Tissue

In MLO images, the pectoral muscle appears either on left-top corner or right-top
corner depending on the orientation of the mammogram. They have higher intensity
values as compared to the main breast tissue. A method to remove pectoral muscle
by using seeded region growing technique was proposed in [15]. In this technique, a
triangular area was defined over the mammogram that covers the pectoral muscle
and the seeded region growing was applied within that area only. But while
defining the triangular area they did not considered the fact that for some images the
pectoral muscle area may be spread out up to the lower boundary of the images.

Considering this fact we have redefined the triangular area in this work in such a
way that it can cover the pectoral muscle in all cases. The triangle is defined as
shown in Fig. 2. In the left aligned mammograms, the pectoral muscle appears on
the left-top corner. The mammogram is cropped by removing the vertical black bar
appearing on the leftmost side of the mammogram. The left boundary line of the
cropped image gives two end points (A and B) of the triangle. The third end point,
C is placed at a position on the top boundary of the image which separates the
pectoral muscle from the breast tissue. The point C is chosen automatically based

Fig. 1 Block diagram for pectoral muscle removal
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on the change in intensity differences. The point C is found by comparing the
difference of intensity between neighboring pixels, as the pectoral muscle has
higher intensity than the rest of the tissue. In this method instead of calculating
first-order or second-order derivatives, we calculate the intensity difference between
every ith and (i + 5)th. It is observed that the intensity difference is much higher at
the transition place. Experimentally we have found 20 as the optimum threshold.

A diagonal is drawn connecting the left-top corner and the right-bottom corner
of the image intersecting the line BC at point D. It is observed that the area under
the triangle ACD has intensity value much higher than the remaining parts of the
triangular area ABC. Since the pectoral muscle possesses higher intensity value
than the breast tissue, we consider the average pixel intensity of the region ACD as
a parameter to set the selection criteria of pixels while performing region growing.

To draw the straight lines other than AB, we have used the Digital Differential
Analyzer (DDA) line drawing algorithm. The algorithm works as given below. The
equation of a straight line with slope m and y intercept at b can be expressed as
given in Eq. (1).

y ¼ mxþ b ð1Þ

For a line with |m| < 1, kth value of x and y are calculated as given in Eqs. (2)
and (3).

Fig. 2 Triangle ABC that
isolate the pectoral muscle
from rest of the tissue
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xk ¼ xk�1 þ 1 ð2Þ

yk ¼ yk�1 þm ð3Þ

For a line with |m| > 1, kth value of x and y are calculated as given in Eqs. (4)
and (5).

xk ¼ xk�1 þ 1
m

�
�
�
�

�
�
�
�

ð4Þ

yk ¼ yk�1 � 1 ð5Þ

3.2 Removal of Pectoral Muscle

To eliminate the pectoral muscle we have applied a region growing method within
the triangle ABC. To minimize the space complexity a non-recursive region
growing method is applied. As we can see in Fig. 2 the pectoral muscle is
approaching from line AB and stopping at line BC. So we have divided the regions
within ABC logically into many subregions. Each horizontal line within ABC is
considered as one subregion. The region growing starts from the leftmost point of a
subregion and stops until the criteria specified in Eq. (6) is satisfied or reaches the
end point of the subregion.

I x;yð Þ [ Iavg � Ilmax � Iavg
� �

; ð6Þ

where I x;yð Þ is pixel intensity at position x; yð Þ in the image I, Iavg is the average
intensity of the region ACD and Ilmax is the local maxima of the subregion.

3.3 Refinement of the Resultant Image

The method discussed in the previous section misclassified some of the image
pixels during region growing. So we have devised a mechanism for further
refinement of the resultant area. It is observed that the inner boundary of the
pectoral muscle decreases smoothly from the topmost horizontal line towards the
lower lines. By following the gradient of the inner margin of pectoral muscle, we
can easily check if there is any ragged line and the same can be corrected
accordingly.
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4 Experimental Results

The proposed method to eliminate pectoral muscle was tested on the images col-
lected from Mini-MIAS database [16]. This dataset consists of a total of 322 MLO
mammogram images. The images have a spatial resolution of 200 lm per pixel and
comprises of 1024 � 1024 pixels with 8 bits each. This database is publicly
available to the researcher.

The proposed pectoral muscle suppression method is applied to 150 images of
Mini-MIAS database. Segmentation accuracy for the said method is obtained by
comparing resultant images with the respective hand-drawn segmentation masks.
The segmentation accuracy is categorized into acceptable, partially acceptable, and
unacceptable. The images for which the results obtained are almost close with the
hand-drawn segmented images and are considered as acceptable. For some images,
the region growing method misclassifies some of the image pixels, resulting in
slight over segmentation or under segmentation; but does not affect the visual
inspection of the abnormalities present in the image and hence may be used for
further analysis. This set of results is considered as partially acceptable. The
unacceptable results are the ones where there is complete mismatch in the result
obtained from the proposed method and the hand-drawn segmented images. This
category of images cannot be used for further analysis. We have achieved an
86.67% acceptable result and 5.33% partially acceptable result. This result is pre-
sented in Table 1.

The set of mammograms we have chosen for our experiment includes fatty, fatty
glandular, and dense glandular tissues. The effect of the proposed method to fatty
glandular mammogram mdb046 can be seen in Fig. 3a–c. Figure 4a–c shows the
result obtained after suppressing the pectoral muscle from the fatty mammogram
mdb028. Figure 5a, b shows the effect on dense glandular mammogram mdb058.
The method shows a considerably better result over some of the technique dis-
cussed in this paper. In Table 2 a comparative analysis of different pectoral muscle
segmentation techniques along with the proposed technique is presented.

Table 1 Categorical division of automatically segmented pectoral muscles from mini-MIAS
images according to the segmentation acceptability

Category No. of images Percentage

Acceptable 130 86.67

Partially acceptable 8 5.33

Unacceptable 12 8
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Fig. 3 a Original image mdb046, b mdb046 after suppressing pectoral muscle, c mdb046 after
refinement

Fig. 4 a Original image mdb028, b mdb028 after suppressing pectoral muscle, c mdb028 after
refinement

Fig. 5 a Original image mdb058, b mdb058 after suppressing pectoral muscle
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5 Conclusion

A seeded region growing method is presented to remove pectoral muscle from
MLO mammogram images. The region growing is restricted within a well-defined
triangular area which divides the image into two areas, one with pectoral muscle
and one without pectoral muscle. Thus it helps in restricting region growing within
the area that contains the pectoral muscle only. This triangular area defined over an
image covers the pectoral muscle for almost all types of images unless there is
absence of pectoral muscle. The method shows considerably good result for pec-
toral muscle removal.
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Microstrip Patch Antenna: A Review

Arun Kumar Singh, Rabindranath Bera and Bansibadan Maji

Abstract Technology is getting advanced day by day. Antennas used in earlier
days were generally larger in size. Now days in most of the applications, larger
antennas are replaced by patch antennas. There are different shapes of patch
antennas like triangular, circular, rectangular, fractal, etc. Each has its own char-
acteristics, limitations, advantages, and disadvantages. Apart from this, the feed
technique also has a great impact on performance of the antenna. In this paper a
review is done on the basis of feed techniques, shape and the dielectrics used during
the design process of the antenna.

Keywords Microstrip patch antenna (MPA) � Fractal antenna � Coaxial feed
Microstrip feed � Return loss

1 Introduction

In recent years, communication technology has reached to a new standard espe-
cially wireless communication. The size of the system has reduced drastically.
Digital Signal Processing in the baseband of system has become stronger. In the RF
domain the antenna size also has reduced and thus the system has become more
portable. Instead of using larger antenna, Microstrip Patch Antenna (MPA) is now
the first choice of any system designer. This kind of antenna is easy to fabricate
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with involvement of very less capital. The MPA geometry can change as triangular,
rectangular, circular etc. [2]. Out of these shapes rectangular patch antenna is
considered as favorites because of ease of fabrication, analysis, and low cross
polarization [3]. Initially the MPA was designed to operate in a single band. Later
there was growing demand of multiple band antennas, i.e., antenna which can
operate for several bands which leads the device to become capable to receive
multiple services offered by different wireless technology networks like Bluetooth
(2.4 GHz), WiMAX (3.5 GHz), WLAN (2.4 and 5.7 GHz).

The above-said application requires wider bandwidth, high speed data trans-
mission. For best performance, high radiation efficiency, small size, and low return
loss impendence matching are the pre-requisites for the designing of MPA.

A proper selection of patch parameter and position of feed will meet the desired
system performance like resonating frequency, gain, and directivity [4]. The res-
onating frequency changes due to inductive loading provided by the feed position
on the patch. The dielectrics used in the antenna also play a very important role in
evaluating the performance of the antenna (Fig. 1).

Fig. 1 a Rectangular MPA, b circular MPA, c open-circuit microstrip radiator, d microstrip
dipole antenna [1]
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2 Design Review of Microstrip Patch Antenna

In paper [1], MPA of leaf structures are discussed. These types of antennas have
advantages like wider bandwidth, high radiation performance, small size, and
multiple band operating frequency (Fig. 2).

These antennas were designed to operate in X Band (8–12 GHz) and Ku Band
(12–18 GHz). Artificial neural network (ANN) is implemented in this paper for best
optimization. The input parameters high, low resonance frequencies and their return
losses and the output parameters were the patch dimension (D, R1, R2, W2). To
optimize the design, backpropagation algorithm is used as anANN tool (Figs. 3 and 4).

Fig. 2 Leaf-shaped MPA [1]

Fig. 3 Simulated design of
tulip leaf shaped MPA [1]
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However the designed discussed is only for single antenna. For better perfor-
mance results the design can be extended towards array form.

In paper [2], slotted MPA operating in dual band is discussed. The operating
frequencies are in ISM band (2.4 GHz), and C band (4.85 and 6.1 GHz) (Fig. 5).

In this paper, different slots are created so as to increase the bandwidth and to
reduce the patch size. The feed type used is coaxial feed. The benefit of coaxial feed
is the return loss is minimum with higher impedance matching. If gain of the
antenna is to be increased the only way is to modify the design towards array and
with coaxial feed is slightly difficult.

In paper [3], a triband microstrip patch antenna is being discussed. This type of
antenna is used for mobile communication as well as for WLAN, WiMAX appli-
cations. Optimization tool viz. Genetic algorithm is used to optimize the antenna for
better performance.

The number of bands in a particular patch depends upon the length and width of
the slots. In (Fig. 6) design for the specified slot is shown and there are three bands
created as shown in (Fig. 7).

However as discussed earlier for optimization, genetic algorithm tool is used.
The flowchart for the search is as follows (Fig. 8).

The design shown in this paper is also for a single patch antenna. However the
same can be extended to array patch antenna for better gain results.

Fig. 4 ANN model [1]

Fig. 5 Top view of triple frequency slot antenna [2]
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In paper [4], a unique design of duo triangle shape patch antenna for lower band
application is shown. Both the triangles are derived from a single patch. The
proposed geometry is shown in (Fig. 9).

Using this structure the size is reduced, gain, and bandwidth is increased. The
antenna efficiency is tremendously increased to 90%.

In paper [5] a slotted antenna of swastika shape is discussed. The reason behind
this geometry is increase in bandwidth, dual band nature, and overall size reduction.
The geometry is shown in (Fig. 10).

Where Sub_w = 21 mm, Sub_L = 21 mm, Sub_h = 12.5 mm, l = 3 mm.
The proposed antenna provides a better performance with high bandwidth, low

return loss, and good gain. The efficiency of the antenna in terms multiband
operation and cost makes it superior over the conventional design.

Fig. 6 Microstrip patch slotted antenna [3]

Fig. 7 Return loss at three bands
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In paper [6], patch antenna in biomedical field is discussed. It shows a wearable
patch antenna. Devices such as pacemakers, drug delivery system, heart rate
monitors which are implanted within the body needs to communicate with external
world via base station devices. This kind of antenna will help in those cases where a
continuous monitoring is required even when the patient is not within the hospital.

For this ISM bands are used to provide high bandwidth communication link. The
same design can be extended towards array design for enhance gain.

Fig. 8 Genetic algorithm
embedded with HFSS
framework

Fig. 9 Duo triangle-shaped
patch
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In paper [7], multiband patch antenna is designed with the help of Chebyshevs
on each side. This features helps the antenna to have multiband with wide band
nature. The geometry is shown in (Fig. 11).

Fig. 10 Swastik-Shaped patch geometry

Fig. 11 Chebyshev patch
antenna
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It was found that the designed antenna increases the bandwidth and the feed line
movement along the Chebyshev is used for controlling the frequency shifts. This
kind of antenna found its application majorly in the field of GSM, WiFi, and
WiMAX.

3 Conclusion

In this paper review on design of patch antenna is done. The parameters of review
were size of the patch, return loss (S11) parameter, gain, bandwidth and efficiency.
Different geometry of antenna has different impact on its performance. However in
none of the paper array design was discussed. The performance in terms of gain will
further increase if array design is used.
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A Comparison Study of Face, Gait
and Speech Features for Age Estimation

Prachi Punyani, Rashmi Gupta and Ashwani Kumar

Abstract With the growing importance of age estimation in the recent years,
Researchers have been trying to use different human body biometrics to estimate the
age of a person. Face, gait and speech are the three main biometric traits which have
been reported to investigate the human age successfully. Each feature has specific
characteristics which employ the prediction of age. Like Wrinkles, skin and shape of
the face; speed, head to body ratio and height of the gait; and pitch and heaviness of the
speech define the baselines for the age estimation. We have compared these three
features and evaluated their performance. Conventional techniques have been used
from the literature and experimental results are compared in terms of MAE and
accuracy. Face is found to have most detailed features to predict the age and hence
minimummean absolute error of 5.36. It is followed by gait and then speechwhich are
found to have mean absolute error of 6.57 and 6.62 respectively.

Keywords Human age estimation � Biometrics � Face � Gait � Speech
Comparison

1 Introduction

Soft Biometrics [1] has emerged as a new topic in the field of biometrics which
includes the estimation of demographic characteristics from the biometric organs.
Soft biometrics is defined as the estimation of age, gender, ethnicity, eye-, hair-,
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skin colour and other biological details from body parts like face, gait, fingerprints,
palm prints. It may also be estimated from acoustic waves like speech patterns.

Evolution of this field comes from the growing online market. Both customers
and sellers demand the need of a personalized shopping experience where product
choices are shown to the customers according to their age group interests and
gender category. Moreover, we can use the technology of age prediction at entrance
doors in order to prevent the below 18 children to watch adult movies or from
buying alcohol bottles. Age and gender estimation is an alternative way of per-
forming security identification and verification tasks when just biometric recogni-
tion does not solve the purpose.

Till date, work has been done to estimate the age and categorize the gender
based on face, gait and speech only. In this paper, we compare these three tech-
niques of age estimation and report the results. Widely used state of the art tech-
niques are used for the implementation of each technique and comparisons are
made in terms of mean absolute error (MAE).

Face has various features which modify with age. Like size of face is different for
a child, young and adult. Similarly, a child face does not have wrinkles, while an
adult face is full of wrinkles. Age estimation models based on these features helps
in a better way of human-computer interaction for online marketing, visual
surveillance and criminal investigation. There are certain situations when the person
is a distance from the camera and face image could not be taken clearly. Gait-based
age estimation plays the role in such situations. Herein, we exploit the fact that
walking speed and even height is different for different age groups. Research has
also been conducted on speech sounds of different age groups to estimate the age.
Acoustic waves produced by males and females have different pitch. Females create
high pitched acoustic waves and males produce low pitched acoustic waves.
Moreover, children have high pitched voice and adults have heaviness in their
voice. Hence, speech-based age estimation is also reported.

We compare these three techniques and analyze their effectiveness for the pur-
pose. Face-based age estimation is found to have the best Recognition accuracy for
finding age. Gait and speech also have comparable accuracy. Different techniques
are used depending on the purpose and the conditions given. Figure 1 shows the
basic block diagram of age estimation process.

Remainder of the paper explains the literature work in Sect. 2 and methodolo-
gies used in Sect. 3. Experimental results, conclusion and references are described
in Sects. 4, 5 and 6 respectively.

Input face 
image/gait 

image/ 
acoustic 

wave

Preprocessing 
And 

Features 
Extraction

Face/gait 
and 

acoustic 
training 

Classification
and 

Regression

Estimated 
Age

Fig. 1 Basic block diagram of age estimation model
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2 Literature Review

Although Age estimation is a very latest research topic, many scientists have
successfully researched on the ways of estimating age using three main biometric
traits like face, gait and speech. Biological changes with age in Fingerprints,
palm-print and iris could also be utilized to judge the human age, but research is yet
to be done in this shell.

With the growing age, our face changes in terms of shape, skin and wrinkles.
These changes have defined various models defined in literature to estimate the
features using facial characteristics of a person. These models are named as
Anthropometric model [2], aging manifold analysis [3, 4], Aging Pattern Subspace
[5], Active appearance model [6, 7] and Local Binary Patterns [8]. From a feature
representation, final age estimation is described by classification [7], regression [6–
9] or Hierarchical method [10]. Each model is based on different details acquired
from a human face which may be shape, texture or body part landmark distances.

Gait based age estimation is appropriate when target person and camera are at a
distance. Resolution of facial age estimation decreases as the distance of the person
from the camera increases, and hence gait based age estimation becomes relevant.
A few works have been done by scientists to estimate the age using gait features as
listed in [11, 12]. Gait based age estimation depends on the differences in stride
frequency, head to body ratio, head size, height and walking speed of different age
groups.

Pitch of speech sounds is different for both males and females. Moreover, speech
rate, pitch, zero crossing, features of short time energy are different for different age
groups. Researchers have done a few works to estimate the age of a person using
speech models in [13, 14]. These works mainly include age group classification
rather than the estimation of exact age. Some of the acoustic feature models are
proposed in [15, 16] and classification algorithms are detailed in [17, 18].

3 Methodologies Used

We have used state of the art methodologies estimate the age from the database. First
step involves the extraction of features, which is followed by age estimation and
classification process to indentify or verify the age. We have paragraphed below the
methodologies used for face, gait and speech each for the purpose of comparison.

3.1 Face

To classify the age using face images, we have used the approach utilized by
Elhocine Boutellaa, Abdenour Hadid, Messaoud Bengharabi and Samy Ait-Aoudia
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[19]. Work is tested on FG-NET face database [20] which is widely used for
experiments that need age information. Firstly, face images are preprocessed by
properly orienting and cropping them for proper analysis. Next step is to extract the
facial features. Binarized statistical image features (BSIF) are considered for
encoding texture and shape features of the face. Finally after calculating the age,
classification is performed using SVM classifier having an RBF kernel.

3.2 Gait

Gait images are investigated using USF gait database [21] available publically.
Knowledge given by Jiwen Lu and Yap-Peng Tan [12] is implemented to get the
results. The sequence of steps followed includes features extraction using gait
energy image (GEI), label encoding approach to encode the decimal image into a
binary value, dimensionality reduction using Multi-label guided subspace learning
model which helps in correlating age and gender information for better age esti-
mation. Final step explains the recognition process using ML-KNN and label
decoding to get the final identified age.

3.3 Speech

Age estimation using speech sounds is reported on NIST SRE 2010 telephony test
set [23, 24] by Yorktown heights using senone posterior based I-vectors [22].
Acoustic features are extracted using I-vector representation. Linear dimensionality
reduction is performed to reduce the dimensions and select only the most relevant
feature subset for the task of age estimation. Classification is done using Support
vector regressors (SVR) model. Interested readers can go through the detailed
procedure given in [22].

4 Experimental Results

Face-based, gait-based and speech-based age estimation is performed and results
are reported in terms of mean absolute error (MAE). MAE is defined by following
formula:

1
Nt

XNt

i¼1

A� ~A
�� �� ð1Þ
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Here A and ~A are the true and estimated ages respectively, Nt is the total number
of test images. Hence it is defined as the average of all the differences between the
true and the estimated ages.

We have used FG-NET face database [20], USF gait database [21] and
NIST SRE 2010 speech database [23, 24] for the studies which are publically
available online and include age information. Table 1 provides the comparison
results for age estimation based on face, gait and speech in terms of MAE. Results
validate that face-based age estimation shows minimum MAE of 5.36 and hence the
best way to describe the age of a human. However, Gait-based age estimation is
minutely better than speech-based age estimation, but the difference is very less.
The kind of technique used for the estimating age hence depends more on the input
situations and the purpose of the task.

Figure 2 presents a bar graph for recognition accuracy of each technique. We
have tested the results for three main age groups individually for better validation of
the results. These three age groups under test are child (0–18 years), young (>18–
50 years) and adults (>50–80 years). In each of these age groups, face-based age
estimation highlights better accuracy than gait-based and speech-based methods.

Lastly, Basis for the technique used for age estimation task is not only defined by
MAE but also depending on the input situation and the application for which it is
used. Hence, we enlist the applications of each technique in Table 2 of the paper.

Table 1 Comparison of face,
gait and speech for age
estimation in terms of MAE

Method MAE

Face 5.36

Gait 6.57

Speech 6.62

84 86 88 90 92

 Child (0-18 years)

Young( >18-50 years)

Adult (>50-80 years)

Speech

Gait

Face

Fig. 2 Recognition accuracy
of face, gait and speech for
child, young and adult (in
percentage)
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5 Conclusion and Discussion

The paper compares the three main researched ways for age estimation named as
gait-based, face-based and speech-based age estimation. Conventional techniques
are used for experimentation. Comparisons are reported in terms of mean absolute
error (MAE) and Recognition accuracy percentage. Face-based age estimation is
seen to have best performance with minimum MAE of 5.36. Gait-based and speech
based methods are found to have MAEs of 6.57 and 6.62 respectively which are
though less than that of face-based age estimation but comparative to each other.

We also analyze that the type of method used depends not only on the perfor-
mance metrics but also the application or the purpose for which it is used.
Face-based methods are generally applied when face images are close to the camera
and gait is used when camera is quit away from the face image and face could not
be seen with high resolution. When only speech sounds are available, then
speech-based methods come into role.

In this paper, a novel algorithm has been used to compare face, gait and speech
based features. We can extend this work to a different level and can think of
optimizing the performance of age estimation systems further by using fusion of
any two or all three ways of age estimation. Fusion can be performed at features
level, score level or decision level. The decision of the level used for fusion will
depend on the algorithm used and its compatibility at various fusion levels.
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A Review on MIMO Based V2V
Communication

Samarendra Nath Sur, Rabindranath Bera and Bansibadan Maji

Abstract This paper provides a review on the various channels for vehicular
application and utilization of multiple input and multiple output (MIMO) to
improve the reliability of communication system for the application in intelligent
transportation system (ITS). We also present some key research areas related to
MIMO in vehicular ad hoc networks (VANETs) and possible signal processing
tools to encounter the severe dynamic vehicular channel.

Keywords MIMO � ITS � VANET � V2V � V2I

1 Introduction

From the point of view of road safety, driver protection, on the way communication
etc., vehicle-to-vehicle (V2V) communication researches have gain significant
importance in research world. And also today’s advancement in communication
technologies are moving towards the exchange of high data rate multimedia
information.

Vehicular ad hoc networks (VANETs) is basically designed to exchange the
dedicated information between the vehicles. VANET can be categorized into two
forms: vehicle to vehicle V2V and vehicle to infrastructure V2I [1]. The main
motive of the use of VANETs technology is to the development of robust and
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secure communication system [2, 3] like multi input multi output (MIMO) system
to provide satisfy, less road traffic congestion, accident warning, road exploration,
etc. [4] (Fig. 1).

In contrast to the cellular channel, V2V channels are highly dynamic and severe
due to high mobility of the transmitter (Tx)/receiver (Rx) system [5, 6]. And this
dynamic behavior of the channel puts lots of challenges towards the development
efficient channel model and reliable physical communication system model. MIMO
systems have also attracted considerable attention as an efficient solution to meet
the increasing demands of high data rate, spectral efficiency and reliability in
wireless communications. Therefore, there are enough opportunity to utilize the
advantages of MIMO in highly dynamic vehicular channel condition.

This paper deals with the basic of vehicular channel modelling, understanding
the dynamics nature of V2V scenarios. As further advancement, MIMO channel
modelling for vehicular application and utility of MIMO signal processing for in
V2V scenarios.

Fig. 1 Typical road situation [5]
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2 VANETs Standard

VANETs are created for exchanging data wirelessly in case of inter-vehicle com-
munication (IVC). The country responsible for the standardization of VANETs are
USA, Australia, and Japan etc. [7]. In 1992 [6, 8], Dedicated Short Range
Communication (DSRC) technology was recognized by FCC for VANET. DSRC is
having licensed band of 5.9 GHz to support ITS. The DSRC spectrum is consist of
seven 10 MHz channels. Out of which one channel for controlling signal and six
for service related. Further, in 2004, IEEE 802.11p [9] was proposed for possible
application in ITS. The purpose of the IEEE 802.11p standard is to enhance the
system to communicate in rapidly changing environment [9, 10]. It uses 75 MHz of
the licensed bandwidth, from 5.85 to 5.925 GHz, as part of ITS for DSRC in the
USA [11].

3 Vehicular Channel

The modeling of wireless channel needs proper understanding of the statistical
behavior of the channel [12, 13]. It can be classified into two categories: deter-
ministic and stochastic. In terms of computational complexity, statistical modeling
is much simpler than its counterpart [4].

A channel can better be represented keeping multipath propagation in consid-
eration. A channel can be represented by channel impulse response (CIR) and can
be characterized by channel coherence bandwidth (Bc), coherence time (Tc), delay
spread, Doppler spread, path loss characteristic etc. [14, 15]. Similarly, in case of a
stochastic wireless channel modeling, it can be characterized by autocorrelation and
power spectral density (PSD) functions. Practically used model in cellular system is
wide sense stationary (WSS) but its assumption does not hold for vehicular channel
[4, 15, 16] (Fig. 2).

Fig. 2 Time variation of the CIR [15]
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There is a tremendous growth in the field of V2V and V2I research [4, 17]. Lots
off research works are going on for the designing of efficient channel model. But
vehicular channel model is different from the typical wireless cellular channel model
and that makes it more interesting. As V2V channel is dynamic in nature, there may
exist line of sight (LOS) between Tx and Rx or may not. And also channel variation
rates, can be larger that cellular system, which makes the channel severely fre-
quency selective channel. Along with the multiple scattering, the V2V channel
behavior become much more severe in comparison to normal Rayleigh fading
model. In case of a V2V channel, along with other parameters, Angles of Arrival
(AoA) and Angles of Departures (AoD) of the waves, which implicates scattering
function. The statistical modeling for vehicular channel depends on the scenario
such as highway, rural streets, suburban streets, urban streets etc. [1, 18–23].

4 Geometry-Based MIMO Channel

As it is already discussed in previous section, the common ways to develop a
vehicular channel model are statistical and deterministic channel model. Over past
few years lots of advanced channel model for V2V communication have been
proposed and studied in details. Such kinds of advanced models are categorized as
geometry-based deterministic models (GBDMs) (ray-tracing models) [24] and
stochastic models, which are further categorized as non-geometrical stochastic
models (NGSMs) [25] and geometry-based stochastic models (GBSMs) [6, 26, 27].
GBDM is basically 3D ray-tracing approach for propagation model. On a simple
word it basically simulation the possible paths between the transmitter and receiver
based on certain geometric rules. Whereas in case of NGSM, it does not depends on
any geometric consideration. A GBSM is modeled based on the predefined
stochastic distribution of scatterers by applying the fundamental laws of wave
propagation. From the point of view of implementation of MIMO in V2 V com-
munication, Molisch and other co-authors have proposed a channel model, namely
Geometry-based Stochastic MIMO Channel Model (GSCM) [4, 27–29]. Beauty of
this model is that, here, scatters are placed randomly according to some statistical
distributions and which makes the model more realistic [4]. Boban et al. proposed
Geometry-based efficient propagation Model for V2V communication (GEMV2)
[30, 31]. Characteristic of this model is that it uses different types of path loss
models for LOS and non-LOS conditions [31, 32].

5 MIMO Technologies for VANET

As MIMO system is emerge as a powerful tool to provide more appropriate solution
for future generation communication system. MIMO systems provide higher
capacities and reliable communication. It provides several advantages including
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improved coverage area, higher throughputs, and security [33]. But VANET system
required high data rate at high quality of service (QoS) [3, 33] and that is the most
important challenge for the researchers to build suitable MIMO signal processing
algorithms. Challenges that need to be addressed are channel modeling, space time
signal processing, efficient channel coding and low complex receiver design etc.

TheMIMO diversity techniques introduced with space-time block coding (STBC)
and cyclic shift diversity (CSD) which extend the range and improve the signal
quality. On the other hand, receiver diversity techniques like maximum ratio com-
bining (MRC) have also been implemented to improve the system performance [34].

Another category of MIMO is the spatial multiplexing. For high data rate com-
munication, spectral efficiency is also an important performance evaluation
parameter for MIMO. In this regards, vertical Bell Laboratories Layered Space-Time
(V-BLAST) is a spatial multiplexing MIMO systems to achieve much higher
spectral efficiencies than SISO systems, in rich scattering environments [35–38].

In dispersive channel, optimum MIMO detectors namely ML [37] receiver is
designed for combating both ISI and ICI MIMO system. But it is practically
impossible to implement in hardware. Simple linear detection scheme like
zero-forcing (ZF) or minimum mean square error (MMSE) algorithms are result in
performance degradation [39–42]. In context to dispersive channel, Decision
feedback equalization (DFE) [43–47] has the potential to achieve the
information-theoretic performance bounds for both fading and static MIMO
channels. Therefore an adaptive or iterative nonlinear MIMO-DFE based on the
least squares algorithm has been studied to suppress the ISI and ICI.

There are some other variant of MIMO detectors with design flexibility,
including the successive interference cancellation (SIC) detector, the parallel
interference cancellation (PIC) detector, the multistage interference cancellation
(MIC) detector have also been investigated [37, 48–50]. And also blind equalization
is also there. All these receives comes at a cost of receiver complexity and these
indeed increase the power consumption of the system. Hence low complexity and
high-performance suboptimum MIMO detection algorithms are needed for practical
MIMO applications.

Development of low complex and scalable receivers for MIMO systems have
gained lots of attention. Different types of advanced receiver systems have been
proposed, such as, tree-search based MIMO detection, the probabilistic data asso-
ciation (PDA) based MIMO detection, sphere decoder (SD), lattice-reduction
(LR) based MIMO detectors [51–56] and the semi-definite programming relaxation
(SDPR) based MIMO detection. This kind of low complex receivers make the
massive MIMO or Large scale MIMO to a realizable and practically implementable
solution for future generation communication system.
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6 Conclusion

This article has provided a brief survey of V2V channel model and utilization of
MIMO for the betterment of communication in highly dynamic channel condition.
Here we have discussed some important parameters for modeling a vehicular
channel and also discussed some advanced channel model like GBDMs, NGSMs,
GBSM, GSCM and GEMV2. Finally, we have discussed some advanced MIMO
signal processing techniques to encounter severe dynamic channel related problem.
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Energy-Efficient Packet Routing Model
for Wireless Sensor Network

Madhu Patil and Chirag Sharma

Abstract Wireless sensor network (WSN) in recent time has seen enormous
growth. The sensor has been used in various industries and organization for various
application services such as disaster management, surveillance, monitoring of
patients, and so on. The WSN are tiny and battery-powered and is deployed in
non-rechargeable location and preserving the battery is a most crucial factor in such
network. Many technique have been proposed in recent times to enhance the
lifespan of sensor network among them cluster is the most sort-out technique. Many
clustering have been proposed in recent times to improve the energy efficiency of
sensor network. The drawback of existing technique is that they did not consider the
packet failure likelihood among inter and intra; as a result there exist scheduling
bottleneck and degrades the energy of sensor devices. To overcome‚ this work
present a packet failure estimation model by adopting a cross-layer design in order
to improve the scheduling. Experiments are conducted for lifetime efficiency for
varied sensor devices for proposed and existing LEACH. The result shows that the
proposed model performs better than existing LEACH in term of network lifetime
and energy efficiency.

Keywords WSN � Clustering � Cross layer � MAC

1 Introduction

WSN is a network composed of small and tiny sensor devices which are powered
by batteries which are self-organized, deployed remotely and form a communica-
tion network. The sensor devices are getting inexpensive every passing day which
has resulted in increased uses of sensor device by various industries and organi-
zation such for various application purposes such as in catastrophic managements,
military strategic operation, and tracking of animal and human movement in forest
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for protection of wildlife and so on. The work of sensor devices in all these
application is to collect the sensory information from surrounding and transmit this
information to the nearby sink or the base stations. The issues of data aggregation
and routing in sensor network are been widely studied and analyzed by various
researchers [1–7].

The sensor device is battery-powered and the deployed nature of these devices
poses a difficulty in recharging since these devices are deployed in an unattended
environment. Therefore preserving the batter/energy is a key factor in prolonging
the lifetime of sensor networks. There has been various model has been presented
[7–9] to improve and prolong the lifetime of sensor network. But still the sensor
network poses the following issues and challenges such as the data rate for com-
munication, storage capacity, computation complexity, and range of communica-
tion [10–12]. The transmission capacity of sensor devices is limited due to the
communication range of these devices. Due to limited range of communication the
data is transmitted multiple times through intermediate/hop nodes using certain
routing path selected which results in flooding of packets which can cause collision
of packets, data redundancy, and energy dissipation. To overcome these short
coming, clustering technique is being adopted where the WSN is partitioned into
several clusters and each portioned cluster contains a cluster head and set of
member devices associated to one cluster head at a time. The cluster head collects
data from its member and transmit it to base station/sink or nearby cluster head.
This reduces data redundancy and improves the energy efficiency of sensor
network.

Various research works are going on in the field of WSN for enhancing the
network lifetime in which clustering approach gain popularity. Low Energy
Adaptive Clustering Hierarchy (LEACH) is the base for all clustering approach and
it is the revolutionary approach [13, 14]. In this approach sensor network divided
into number of cluster and each cluster has its own cluster head (CH), member of
cluster communicate with CH. This approach is a remark for energy saving in the
WSN. Further a centralized approach of LEACH is presented, in this approach
central node, i.e., base station take all the decision regarding cluster formation, CH
selection based on network and sensor nodes details. This approach is beneficial for
the bandwidth utilization and energy preservation [13]. In [15] some other approach
is presented for enhanced version of LEACH-C, in this approach a vice cluster head
is selected by the CH to save their energy. In LEACH-CE [16] residual energy is
considered for all the candidate cluster head. In [17] K-mean clustering approach is
considered for WSN.

The problem with K-mean clustering is to find initial centroid vector which
resulting in inappropriate size of clusters division resulting in loss of connectivity.

However, the benefit of these clustering protocols induces an overhead for
formation of cluster and selection of cluster head. These issues can be overcome by
utilizing a proper medium access control (MAC) design which can improve the
reliability sleep scheduling of sensor devices. The MAC can be broadly classified
into two types contention based and contention free based protocol. The MAC layer
that adopts contention based protocol such as CSMA/CA is not efficient due to long
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contention of nodes for channel access [18]. The CSMA/CA protocol induces high
collision due to concurrent channel access and the packet drop increase when the
node density and network is increased as a result the contention based protocol is
not suitable for large networks. To overcome this contention free based protocol
such as TDMA is been adopted by various clustering approach [19, 20], where each
cluster member is assigned a time slot for transmission and based on this time slot
scheduling is done. The adoption of TDMA improves the sleep time of sensor
nodes thus the reliability and energy efficiency of network is improved.

The existing clustering methodology [19, 20] that adopted TDMA did not
consider likelihood of packet loss in network channel as a result there induces a
scheduling overhead among intra- and inter-cluster communication which degrades
the energy consumption and reliability of network. This problem can be overcome
by developing a packet failure estimation bounding model. To overcome issues
presented in this paper, here our approach is to design an energy efficient network.
For this a cluster head selection technique is present which is based on connectivity
of nodes and packet failure using TDMA channel. This paper is organized as
follows: Sect. 2 contains the proposed approach. In Sect. 3, we presented the
simulation study of our work and overall work is concluded in Sect. 4.

2 Proposed Packet Optimization Based Hop
Selection Model

An energy-efficient WSN formation approach is presented here based on packet
failure and network connectivity. Our propose cluster formation approach is similar
to the LEACH approach [13, 14]. Hence first we discuss about the LEACH clus-
tering approach. A cluster consists of several devices. In each round a new cluster
head is elected based on some threshold value H dð Þ, in this approach let the random
device be called as d, obtain a uniform value between 1 and 0. This obtained value is
compared with H dð Þ. If device obtained value is less than H dð Þ then it elected itself
as cluster head for that particular round. Threshold value is updated after each round.

H dð Þ ¼
r

1�r� umod 1=rð Þ½ � if d 2 �S;
0; Otherwise:

�
ð1Þ

In the above Eq. 1, r represents the cluster head ratio with respect to the total
number of devices in each round. The Current round number is represented by
u; 0�u\1 and collection of devices represented by S which is not elected as
cluster head of period 1=r rounds. Based on above Eq. 2 every sensor devices
behave as CH for a particular period in a round. Already elected cluster head sensor
node removed from the next round of candidate selection procedure.

In the proposed model, the nodes are randomly deployed over the network with
density d and each nodes has same radius S which has the overlapping section and
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based on above Eq. 1, here authors design their own cluster formation approach for
a particular device d in a round. Value of threshold and parameter r changed per
normalized value of overlapped region. Hence for a device d we get the following
values:

r dð Þ ¼/ �x dð Þ; ð2Þ

/ represents the average amount of CH. Based on this threshold value H dð Þ
represented for sensor device d as

H dð Þ ¼
r

1�rðdÞ� umod 1=rðdÞð Þ½ � if d 2 �S;
0; Otherwise:

�
ð3Þ

Number of sensor device which is not elected a cluster head is represented as S for
that particular round. In that particular round 1=r dð Þ; d act as a CH. Based on this
approach there is a chance for electing each device a cluster head in the network.

The likelihood of cluster head neighbor can be obtained by following equation:

F d dð Þ ¼ dpS2
� �d

e�cpS2=d!; d ¼ 0:1; 2; 3; . . .1: ð4Þ

The transmission in cluster network is classified into following as
inter-clustering and intra-clustering transmission.

To evaluate the likelihood of packet failure in intra-cluster communication, let us
consider that all the member devices of a cluster will not decode the data correctly.
We consider the Rayleigh fading channel based on which the received
Signal-to-Noise Ratio (SNR) c1, which is at distance s from cluster head is obtained
as follows

c1 ¼ GD1 cj j2=s2N 0; ð5Þ

where G ¼ GtrnsGrcvrk
2ð Þ

LmFn 4pð Þ2ð Þ, where k represent the carrier wavelength, Fn represent noise

param of receiver, Gtrns and Grcvr represent the antenna gain of transmitter and
receiver respectively and Lm is the additive background noise of hardware devices,
N 0 is the receiver end Gaussian noise power, cj j represent Rayleigh distribution, D1

is the intra-cluster communication energy dissipation per bit and c is the wireless
channel gain among sensor node of a cluster and its cluster head. Therefore for a
particular D1 and s, the mean bit error rate (BER) is obtained as follows:
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Lb1 ¼ D Q 2c1ð Þð Þ ffi s2N 0=4GD1; ð6Þ

where D �ð Þ average param related to distribution of cj j, Q yð Þ is Q-function and is

represented as Q yð Þ ¼ 1ffiffiffiffi
2p

p
� � R1

y e�x2=2dx: we consider the packet length to be B bit

based on first order energy model. Therefore the likelihood of packet failure Lp1 is
defined as follows:

Lp1 ¼ 1� 1� Lb1
� �B

: ð7Þ

The distance s among cluster head and its adjacent neighbor within each cluster,
the likelihood density function is obtained as follows:

F s sð Þ ¼ 2s
S21

; S1 � s[ 0 ð8Þ

The Lb1 is trivial, therefore we obtain 1� 1� Lb1
� �Bffi BLb1: Therefore using

Eq. (7) and (8) we obtain the mean likelihood of packet failure in a cluster is as
follows:

~Lp1 ffi
ZS1

0

B s2N 0=4GD1
� �

2s=S21ds ¼ BN 0S
2
1=8GD1: ð9Þ

The hop nodes channel is consider being independent. Therefore likelihood of
a devices that successfully decode packet is as follows:

La að Þ ¼
X1
d¼a

d
a

� 	
dpS21
� �d

e�dpS21=d! ~Lp1
� �d�a

1�~Lp1
� �a

; ð10Þ

where a ¼ 0; 1; 2; 3. . . Therefore the mean number of devices in the cluster that
decode packet correctly is given as follows:

~a ¼
X1
a¼0

a 	 La að Þ ¼ dpS21 1�~Lp1
� �

: ð11Þ

Similarly to obtain the likelihood of packet failure in inter clustering commu-
nication is obtained based on Eq. (7). Which is follows:

Lp2 ¼ 1� 1� Lb2
� �Bffi BLb2: ð12Þ

In inter-cluster communications, cluster head transmit the message to its mem-
bers with mean energy depletion D1=bit, based on Eq. (4) number of member
device dpS2 with in a cluster that is trying to obtain packet is obtained. Therefore
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the mean energy consumption of intra cluster transmission I
0
D per packet is for-

mulated as follows:

I 0D ¼ B 1þ bð ÞD1 þDtrns þ dpS2Drcvr
� �

; ð13Þ

where B represents the packet length bit size, Dtrns represent the energy con-
sumption per bit of transmitter, Drcvr represent the energy consumption per bit of
receiver circuit and b represent the power amplifier transmission efficiency. For
simplicity, here we consider that all nodes in the network has same Dtrns and Drcvr.
To select the hop devices in inter-cluster communication the mean of~aþ 1 devices
including cluster head energy dissipation I

00
D per packet is formulated as follows:

I
00
D ¼ B 1þ bð Þ ~aþ 1ð ÞD2 þ ~aþ 1ð ÞDtrns þDrcvrð Þ ð14Þ

The overall energy consumption of proposed cluster head/hop selection model is
obtained as follows:

ID ¼ I
0
D þ I

00
D ð15Þ

ID ¼ D 1þ bð Þ D1 þ dpS21 1�~Lp1
� �

D2
� �� �

þB dpS21 1�~Lp1
� �þ 2

� �
Dtrns þ dpS21 þ 1

� �
Drcvr

� �
:

ð16Þ

The Eq. (16) shows the total energy dissipation of a wireless sensor network.
Therefore the total energy dissipation depend on following parameters B; d; S1, D1,
D2 and ~Lp1 depends on D1. The simulation and experimental study of proposed
packet failure optimization based energy model is evaluated and compared with
existing methodology in next section below.

3 Simulation Result and Analysis

Window 10 enterprise edition with 64-bit Quad core processor, 2 GB
NVDIA CUDA Dedicated Graphic card, with 16 GB of RAM is used for simu-
lation study. For sensor network deployment we used sensoria simulator. It used C#
programming language. We considered various network parameters for simulation
study which are represented in the Table 1. A large network size is considered for
our system analysis and deployed 1000 and 2000 sensor node. We analyzed our
system performance and compared our network lifetime and energy efficiency with
LEACH-based protocol.

The network lifetime is obtained for 40% of sensor node death. In Figs. 1 and 2,
we can see that the proposed approach network lifetime efficiency is better than
existing LEACH approach. The proposed approach enhanced the lifetime of sensor
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Table 1 Network parameter
considered for simulation

Network parameter Value

Network size 40 m * 40 m

No. of sensor nodes 1000, 2000

No. of base station 1

Sensor device initial energy 0.2 J

Radio energy dissipation 50 nj/bit

Data packets length 2000 bits

Transmission speed 100 bit/s

Bandwidth 5000 bit/s

Idle energy consumption (Eelec) 50 nj/bit

Delay in data processing 0.1 ms

Amplification energy (Emp) 100 pJ/bit/m2
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network by over 96.44 and 98.64% when size of network is considered as 1000 and
2000 nodes respectively over LEACH.

As from above Fig. 3, we observed that as number of sensor device increased
performance of the proposed model get better while LEACH performance degraded
when number of nodes increased. The result shows that LEACH protocol is not
suitable for large network and the proposed model is adaptive in nature with
increase in node density.

The energy remaining is obtained for 40% of sensor node death. In Figs. 4 and 5,
we can see that the proposed model performs better than the existing LEACH
algorithm in term of energy remaining efficiency. The experimental result shows that
the energy efficiency of the proposed model over the existing LEACH.

When we considered, the sensor node equal to 1000 improved energy percentage
over the LEACH is 76.16% and when size of network is 2000 nodes improvement
percentage is 79.12%. With the increased number of sensor node performance of
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the proposed model get improved but LEACH model performance decreases with
the increase in the network size.

4 Conclusion

Clustering technique play a major role in improving network lifetime efficiency of
sensor network. In recent time, when size of network is large existing
LEACH-based clustering approach is not sufficient for network lifetime since these
protocols do not consider packet failure likelihood among inter- and intra-cluster
transmission. To address the energy-efficiency issue of existing approach, this work
proposes packet failure likelihood estimation model by adopting cross-layer design
for hop selection. Our proposed model improves the lifetime of network by over
96.44 and 98.64% over LEACH when sensor node is equal to 1000 and 2000
respectively; and the energy efficiency is improved by 76.16 and 79.12% over
LEACH when sensor node equal to 1000 and 2000 respectively. Experimental
results show that the proposed model better than LEACH in term lifetime efficiency
and energy efficiency. The outcome of proposed model achieved show that it
achieves significance performance when compared to E2E2(energy efficiency and
reliable routing) proposed by H.K. Deva Sarma et al. Further in the future, we will
extend our system and conduct the simulation performance for other network
parameter such node decay and active rate. We will also develop a sleep/active
scheduling for inter- and intra-cluster communication.
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An ECC-Based Algorithm to Handle
Secure Communication Between
Heterogeneous IoT Devices

S. Sasirekha, S. Swamynathan and S. Suganya

Abstract Internet of Things (IoT) is an interconnection of tiny real-world objects
using sensor, actuators, and software’s designed for exchanging data and control-
ling them. It invades business landscape on massive scale integrating heterogeneous
devices. Some of the application includes media, environmental monitoring,
infrastructure and energy management, medical, healthcare system, and trans-
portation. Earlier, in these applications, the primary issue is handling efficient
communication among the interconnected devices to have an extended network
lifetime. Nowadays, as data grows rapidly in the IoT, security and privacy is also a
major issue to be concentrated in these applications to reduce vulnerabilities.
Recent studies show that the existing IP security protocols and algorithm have
technical limitation in applying it to the context Internet of Things. In particular,
when a new device enters to an existing secured network, the network should
ensure that the new device is authenticated and authorized properly with respect to
the properties of existing network. Otherwise, similar to other network, IoT network
also will be subjected to various attacks such as physical attacks, service disruption
attacks, data attacks, and denial-of-service attacks. Hence, in this work, an algo-
rithm to authenticate and authorize when a new device gets added to the existing
network is proposed. The algorithm is tested for various attacks and the results are
proven to be efficient and secure.
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1 Introduction

The Internet of Things (IoT) is a contemporary domain which has the ability to
connect all real-world object/things around us and assign a unique ID and get con-
nected to Internet. This ID helps the user to fetch the data from the objects easily
without involving human-to-thing interaction similar to a web data access. The term
IoT implicitly states that the standard Internet protocol is used communicating
between things. The concept may also be entrusted as the Internet of Everything. The
popularity of this domain is because this IoT system fits in easily in the Internet
infrastructure. The main goal of this domain is to empower things to connect things
around us eventually irrespective of the time, location, and person using any network
and service [1]. The applications of IoT are essentially endless. It consists of envi-
ronmental monitoring, framework management, energy conservation, home and
office automation, transportation, medical and healthcare systems, and a particularly
aggressive application of smart cities. Smart cities would enclosure all the devices
within the city into a single network with global connectivity. This innovative con-
cept can now be applied in automating everyday tasks in the office, at homes, and
practically anywhere to obtain better results with minimal labor. However, IoT is
advantageous. In recent days, it has few research challenges that need to be addressed.
Some of them include complexity, compatibility, and security/privacy. Initially, in
IoT developing stages, security was not a major concern, but with the rapid growth of
data security has become an issue of high concern. IoT security as an evolving
paradigm which needs much concentration on security, as it handles enormous data
eventually [2]. It is a major issue, because, as one security incident may harm the good
infinite edges of IoT. The option that differentiates IoT security problems [3] from the
standard ones is the heterogeneous and huge scale objects and networks. The huge
challenge for security is device authentication [4], mainly deals with automatic
systems. The gateways that bind IoT devices to company and manufacturer networks
need to be secured as well as the devices themselves [5]. IoT data is being deposited
in vast repositories, which can become fetching targets for corporate hackers and
industrial spies who depend on big data to make profits.

IoT devices have been bringing forward the IoT security to promote the stack of
issues that require to be addressed quickly. IoT devices are always attached and
always on. In this proposed work, when a new device adds or joins to an existing
PAN network, then it authenticates and authorizes the new device using the pro-
posed algorithm based on Elliptic Curve Cryptography. Considering the resource
constraint nodes and sensor devices, REST with JSON data format is adopted to
handle the communication between them.

The remaining of the work is organized as follows: In Sect. 2 some of the related
works are discussed. In Sect. 3 the system model for the proposed system is
introduced. Section 4 shows about the authentication algorithm for the proposed
network. Section 5 confers the implementation work carried out for the experi-
mental setup. In Sect. 6, analysis of the proposed work is evaluated. In Sect. 7,
conclusion of the proposed work is examined.
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2 Related Work

There are many research works carried out related to IoT security. Some of them are
discussed as follows:

Dong Hee Kim addresses IoT as primary-based product and service area which
is widely utilized in numerous business space and our daily lives. There are several
burdens regarding the security issues in using IoT-based application; however, the
questions of safety are not verified [6]. R. Roman refers that the safety design ought
to applicable to the lifecycle of an issue and its capabilities. It implies that a security
space is essential for a trusted-outsider amid this strategy, or when a kind of
conventions actualized. Security conventions should manufacture lightweight
security components that are unit getable to be kept running on little things.
Furthermore to permit end-to-end security and area particular convention variations,
conventions should get to be to bolster interpretations done by portals [7]. The
bunch security ought to be considered and IoT brings correspondence designs that
range unit remarkable in old systems, and are not adequately bolstered by
end-to-end web security conventions. Protocol style ought to any can take the
difficulty of packet fragmentation on security, with explicit target doable DoS
attacks.

Pawlowski defines regarding the authentication protocol employed in Wireless
Local Area Networks (WLANs) is EAP (Extensible Authentication Protocol). This
authentication mechanism dwells into three services (Authentication server, critic,
and supplicant), and two protocols that are unit carrying EAP frames (RADIUS and
EAPOL). EAPOL may be a mechanism that encloses EAP messages and relocates
them between supplicant and also the critic over the link layer [8]. By abuse
EAPOL and RADIUS, authentication system comprises three stages: authentication
start, authentication message trade, and authentication call. Leandro Marin gives PC
code improvement for secure correspondence in heterogeneous Internet of Things
systems. The ask signature subject has been reused as partner praiseworthy answer
using our streamlined PC code calculations [9]. Key transaction convention is
planned and it is a bolstered huge topic that exhibits the ease of use of the offered
PC code enhancements. Trust Extension Protocol for Authentication generally
amplified article-related sensors over the manufacturer (TEPANOM) is an
enlargement of this work

N. Thangarasu offers PC code on the grounds that the most elevated quality
per-key-piece of any radiant open key arrangement of beginning era procedures like
RSA, Diffie-Hellman [10]. PC code offers indistinguishable level of security and
microcircuit house is limited for system location misuse bunch, keen card, remote
gadget, and cell phones. The proceeding with advancement of gages is to a great
degree important position for the work of a cryptosystem.

Jive Park uses a unnatural device which will use DTLS communication with
none of the ASCII text files for a DTLS handshaking. The system may have endless
alternative of cipher suite. It uses the DTLS protocol into a handshaking section
associated with a secret writing section, end-to-end security is contracted as a result
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of encryption, and secret writing area unit finished within the end node [11]. Our
framework will encourage sending unnatural gadgets in an extremely secure way in
constrained situations. Usman Sarwar talks about viewing 6LoWPAN somebody as
a versatile element device which may perform bi-directional correspondence with
the gadget hubs and skilled of performing expressions various sorts of correspon-
dence with the 6LoWPAN gadget organize [12]. Huansheng Ning arranged
partner-accumulated verification based on generally evaluated confirmation subject
for the U2IoT plan. Inside the APHA, two sub-conventions of zone unit intended to
deliver base-up security insurance [13]. It furthermore gives learning privacy and
information honesty by the coordinated way descriptor and closeness-based gen-
erally tumultuous maps, starts trust connections by means of the lightweight sys-
tems, and applies progressively hashed qualities to accomplish session freshness.
Shahid Raza portrays that the DTLS might be packed misuse 6LoWPAN institu-
tionalized instruments [14]. DTLS may be compressed and enlarged to device
networks. Liu Yongliang proposes a replacement protocol referred to as glorious
key security [15]. Manoj Prabhakar introduces Mobile Authentication Model
(MAM) which is intended to get passcode for authentication method. As a general
request, such assurance should not yield confirmation power or acquaint potential
security helplessness with the hidden validation topic [16].

In like manner some ID-based Authentication (IBA) depends on ID-based marks
with REST URI. IBA depends on IBE with REST URI. It utilizes the ID-based
cryptography and REST unmistakable URI for validation. In IBA, customers and
servers get their own keys from PKG. A purchaser needs to capture the URI of the
asset server (RS) to perform confirmation. The shopper will create the RS’s open
key by consolidating RS’ URI with the ace open key. Similarly, the RS will get the
customer’s open key by consolidating customer’s URI with the ace open key. Every
gathering will encipher a message beneath the recipient’s open key and sign
underneath its very own key. This straightforwardness incorporates a pleasant
preferred standpoint for IoT. IoT gadgets might be honest to goodness by IBA
while not keeping up a session or customer standing.

Based on the above discussion, the proposed system is designed to facilitate an
option to deploy unnatural devices in a very secure manner in forced environments
using ECC key exchange algorithm.

3 System Model for Authenticating Devices
in IoT Network

The working model for the proposed authentication and authorization algorithm
based on ECC is represented in three layers as shown in Fig. 1. The three layers are,
namely,
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Layer 1: Network layer
Layer 2: Application layer
Layer 3: User layer

3.1 Network Layer

In this layer a Personal Area Network (PAN) is established among the nodes. The
nodes are interconnected among them using a mesh topology and coordinated by a
centralized/gateway node. The nodes in the network are named as end node
(ED) and the centralized node is named as the coordinator node (CN). The nodes
are connected within a range of 10 m. In this layer the sensors and a communication

ED-End Device

CN-Coordinator Node

PAN-Personal Area network

Fig. 1 System model for authenticating devices in IoT network
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interface ZigBee are used for communication purpose in the network. A sensor is a
device that identifies and responds to some type of input from the physical envi-
ronment. ZigBee [17] is a technical standard for communication protocols for
establishing a PAN network using low-range digital radios. The ZigBee plays three
different roles such as coordinator, router, and end device. The major benefits are
low power transmission, transmission with specified delay, and large network
capacity. ZigBee network is more flexible so that any node can transfer data to
coordinator node which is connected with web server.

3.2 Application Layer

The application layer provides the end user with a variety of shared network ser-
vices such as establishing the flow of data exchange between the nodes and also
providing a provision to enlarge the network based on the application requirements
as shown in Fig. 2.

When one or more new devices enter into the same network, the network range
expands. This concept is known as enlargement of networks. When more nodes
enter into the same network, there arises a security issue which is a major one in
application layer. This is because, when there is a fast arrival of new nodes, the
coordinator node takes some time to identify whether the node is authorized or

Fig. 2 Flow chart of
communication in application
and network layers
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unauthorized. Therefore, to design a security algorithm a study on exiting IP
security algorithm is done to adapt those for resource constraint devices.

Table 1 shows about a small analysis of different algorithms, which is to build
our considering resource constraint sensor devices. Compared to other algorithms,
the key size of ECC is small, even if the message size is too big. Key size is one of
the major advantages in ECC, so that it avoids the problems between coordinator
node and new node in the network in draining its energy fast. ECC algorithm is
briefly elaborated in Sect. 4.

3.3 User Layer

The novice device requests the coordinator node to join in that particular network.
The coordinator authenticates and authorizes the new user by verifying the pass-
code; if it matches then corresponding user can join in the network.

4 Authentication and Authorization Algorithm
for IoT Networks

The proposed algorithm to authenticate and authorize new device is elaborated as
follows:

Step 1. Initial set up ! PAN network is created at device level with heteroge-
neous devices (i.e., Arduino and Raspberry pi) and the communication
between these heterogeneous devices have been taken place.

Step 2. In PAN network, data transmission occurs between the devices which are
manually incorporated by the anonymous user.

Step 3. By modifying the PAN network with those heterogeneous devices, it
detects the unauthorized user. For this, algorithm based on ECC is used in
the application layer which communicates to other arduino devices in the
user layer.

Table 1 Comparison between authentication algorithms with various parameters

Parameters
!

Algorithm type Key/value Key length Computation

RSA Asymmetric
type

3027 bits Increased key
size

Factorization

ECC Asymmetric
type

256 bits Small key size Discrete
logarithm

MD5 Hashing type 128-bit hash
value

Hash values
used

Hashing method

SHA Hashing type 160-bit hash
value

Hash values
used

Hashing method
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Step 4. The authorized and unauthorized user should be authenticated by the
coordinator node using the following key generation method.

Step 5. The ECC key generation steps are illustrated as follows:

1. Assume a and b are the equation coefficients of the elliptic curve.
2. Choose a random integer, primary key k, where k 2 [1…n − 1].
3. Calculate the public key H in this point, H = kG (where G is the base

of the subgroup).
4. To establish the secure connection between new node N and the

coordinator node C the public keys HN and HC are inter-exchanged.
5. Using the exchanged public key, the secret key S is determined as

SC = HN * kC and SN = HC * kN, where kN and kC are the private keys
of new node and coordinator node, respectively.

6. Check whether the values computed by both the parties are same. If
matches it is authenticated.

Step 6. REST [18, 19] with JSON data format is adopted for web services used in
algorithm based on ECC.

For exchanging a passcode many data formats are used in various applications
like JSON, XML, etc. In this work, JSON format is adopted for exchanging
authentication and authorization messages. The code snippet for key generation in
JSON format is given below:

var data = [{
"Key": "AQAB”, Email": "test@test.com"}];
function getByKeyValue(key) {

var detect = null;
for (var j = 0; j < value.length; j++) {
var node = value[j];

    if (node.Key == key) {
           detect = element;

} } 
return detect; 
} 

5 Implementation

The implementation is carried out in two stages such as creation of PAN network
and authenticating and authorizing a new node joining the network.
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5.1 Creation of PAN Network

The implementation is done for a simple environmental monitoring scenario which
involves a temperature, humidity, and a moisture sensor. For this purpose, sensor
boards, sensors, and suitable communication techniques are used. A PAN network
is established using heterogeneous IoT devices which are vendor specific.

In this implementation, the heterogeneous setup is done with three different
sensor node environments such as arduino UNO, arduino MEGA, and Raspberry
Pi. To construct sensor coordinate with a blend of equipment stages, Digi XBee is
utilized to communicate on the grounds that they are 802.15.4 standard. ZNet 2.5
firmware is preloaded in the XBee-supported modules. The firmware provides the
support to execute the ZigBee convention stack. With a specific end goal to inte-
grate all the sensor nodes, various fundamental settings are done in the system
design level. Initially, for all the radios to communicate seamlessly, it is determined
to set the same Personal Area Network (PAN) ID and synchronize them in the
unified channel. In this system for the purpose of testing PAN ID 0�1234 and
channel 0�0D are set for all the radios in the network [20]. After customization, the
visualization of the interconnected nodes with coordinator nodes and end nodes are
shown in Fig. 3.

As mentioned in Sect. 4, an authentication and authorization algorithm based on
ECC is configured in the coordinator node. In this implementation, an
Arduino MEGA board is used as the coordinator node [21].

When node A sends request to node B, it has been verified by ECC web server
which acts as a coordinator in the network. If the request is authorized, then it sends
to node B, the same procedure is followed for response also. ECC acts as a
coordinator for processing and verifying the request and response in the network.

Fig. 3 Coordinator and end device getting ready for network creation
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5.2 Authentication and Authorization for a New Node

After the PAN network is setup, when a new device joins the existing network the
algorithmic step 4 as mentioned in Sect. 4, a key generation process starts to
validate the new device. On execution of the key generation process, the key is
generated in json format as shown below [22]. Further, it is transferred to the
coordinator node, and the passcode is generated being exchanged with the new
device and it authorizes that are entered into the network as shown below.

{
  "keys": [ 
    { 
 “Private key”: 
“00cc05af300fa0c8d868a2368dae87de289eadba05c0c22a643c9db200eb3410f2”, 
“Public key”: 
“0373f44bbdf83371cf200c388684fa98d4e6a409db27f344465e52bd0632ecf4b3”, 
“Calculated public key”: 
“0373f44bbdf83371cf200c388684fa98d4e6a409db27f344465e52bd0632ecf4b3” 
    } 
  ] 
}

6 Evaluation

The evaluation is carried out to prove the efficiency of the proposed algorithm[23,
24]. The test was done for all the possible attacks using Soap UI NG Pro. The
results are shown in Table 2, and the proposed algorithm is tolerant for DOS attack,
Man in the middle. Injection input attacks. Hence, the proposed algorithm is effi-
cient and secure for this environment.

Table 2 Evaluation against different attacks

Attacks Proposed algorithm (REST with JSON)

XSS attack Yes

Injection input attack Yes

DOS attack Yes

XML attack No

Replay attack No

Man in the middle attack Yes
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7 Conclusion

In communication between networks, security is one of the major issues which
leads to another major problem such as attacks. In this paper, PAN is created in
network layer with heterogeneous devices like arduino and raspberry pi. When a
new device enters into an existing network, there occurs an issue of authentication.
This can be performed by the coordinator node which is in the network layer within
the networks. The role of the coordinator node is a major part in PAN. This CN has
an authority to authenticate the new node that enters into the existing network. For
nodes in the proposed network, an algorithm is used in the application layer for key
generation. The key generated here is in the format of REST with JSON. These
algorithms are based on ECC, so using this, attacks in the communication can be
reduced and other factors such as lifetime and memory space can be maintained
throughout the network establishment.
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Enhanced Pixel Purity Index Algorithm
to Find the Index Position of the Pure
Pixels in Hyperspectral Images

S. Graceline Jasmine and V. Pattabiraman

Abstract This paper proposes an enhanced pure pixel index (PPI) algorithm for
hyperspectral imaging. The conventional PPI algorithm uses random skewers in the
process of finding the pure pixel indexes. The randomness in generating skewers
leads to iterate the process multiple number of times to pick the most repeating
pixel. The iteration involved in the process increases the computational time of the
algorithm. The research contribution in this paper is that, the randomness in gen-
erating the skewers has been eliminated in the enhanced PPI algorithm by gener-
ating skewer by correlating the skewer with the given hyperspectral image. The
proposed algorithm has reduced the computational complexity as well.

Keywords Hyperspectral imaging � Pixel purity index � Endmembers
Spectral unmixing � Skewers

1 Introduction

Hyperspectral sensors are used for collecting a set of images. These images are
discrete and are captured within the wavelength ranging from 0.4 to 2.5 µm. This
collection of images can be viewed as a three-dimensional cube, where the third
dimension is the number bands [1]. Hyperspectral imaging (HSI) focuses on ana-
lyzing and interpreting the spectra of a particular scene acquired by a hyperspectral
sensor. The spatial resolution of the sensor determines the precision of an image
which can further used to identify the materials available. The low spatial resolution
in HSI leads to a problem known as mixed pixel. Mixed pixel is a pixel where many
materials observed through a single pixel. But high spatial resolution HSI produces
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Fig. 1 Hyperspectral imaging

Fig. 2 Representation of
mixed pixel

images containing both pure and mixed pixels. The mixed pixels are further clas-
sified into a set of classes where each class corresponds to a particular endmember
and its abundance. Abundances indicate the proportion of each endmember present
in the pixel. The concept of HSI is shown in Fig. 1.

Endmembers can be of any real-world material in the field of view, like leaf, wood,
metal, or any living or non-living material. The result is a composite or mixed spec-
trum as shown in Fig. 2. The mixed pixel can be of linear or nonlinear form. The
nonlinear nature of the pixel is the outcome of several reflections within the surface
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location [2]. Nonlinear spectral mixture analysis (NLSMA) will increase the
unmixing accuracy [3]. This normally occurs when materials are not spatially
distinguishable.

2 Hyperspectral Unmixing Chain

Spectral unmixing has to undergo two major processes. Initially the locations of the
pure pixels have to be found out. Pure pixels are the pixels containing the spectrum
of a single material. Once the pure pixel locations are traced out, it has to be
compared with the library spectra of the materials. Apart from these procedures,
initially if the data has not done atmospheric correction, which has to be done.
Moreover, dimensionality reduction can also be done to reduce the computational
complexity. For some data, atmospheric and geometric correction would have done
in the data available online in the NASA, Jet Propulsion Laboratory AVRIS data
website. Dimension reduction is not mandatory. The whole hyperspectral image can
also be given as an input to the endmember extraction algorithm [4]. The end-
member extraction algorithm is used to categorize the material substances.

3 Endmember Extraction

Endmember extraction is a process of finding the materials in the pixel under
consideration. In the process of finding the endmembers, there are two common
assumptions. The first assumption is that given an image there will be few pixels
which contain the spectra signature of only one material. These kinds of pixels are
known as pure pixels. The other assumption is that there are no pure pixels. There
are many algorithms based on pure pixel assumptions. Some of them are pixel
purity index (PPI) [5, 6], N-Finder (N_FINDR) [7], vertex component analysis
(VCA) [8], and maximum volume by householder transformation (MVHT) [9].
Few algorithms which are based on no pure pixel assumption are minimum volume
simplex analysis (MVSA) [10], the simplex identification via split augmented
Lagrangian (SISAL) [11], dependent component analysis (DECA) [12], and convex
cone analysis (CCA) [13, 14].

4 Proposed PPI Algorithm

The proposed PPI algorithm is given in the following steps:

1. Skewer generation: Mean is calculated for the original data. Below given is the
mean for the first 10 bands. For the dataset with 224 bands, one skewer gen-
erated will be a unit vector of size 224 � 1. But in the existing PPI algorithm,
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k random unit vectors will be generated. Generally, k will be 104 and that has
been reduced to one in this proposed algorithm.

2. Extreme projection:
All the data vectors, di where i = 314,368 (614 � 512), will be projected on the
skewer S by a dot product, (di . S) to find the extreme points.

3. Purity score calculation:
Initially, the count for all the pixels will be marked as zero and after the step 2,
the pixels in the extreme points will be incremented by 1.

4. Endmember selection:
So that pixels whose count marked as 1 will be considered as pure pixels and
will be labeled as endmembers.

5 Results and Discussion

PPI algorithm is based on convex geometry which finds the data vectors having
minimal or maximal orthogonal projections toward certain direction. As there is no
prior information regarding the direction, random skewers were generated. Then the
data vectors were projected on these skewers. After that, the pixels repeatedly lying
on the extreme points were noted. The pixel having more count on the extreme
position will be considered as pure pixel. But there are two issues in the conven-
tional algorithm. The first issue is the number of skewers to be generated and the
second issue is the fixing of the threshold value to determine the extreme points.
These two issues lead to produce different results in different iterations.

Instead of generating random vectors for skewers, the idea incorporated is to
generate mean value of all the layers which will form a vector of size n � 1 where n
is the number of bands in the dataset. So the skewer will be n � 1 vector. Table 4 is
provided with the skewer values generated by the proposed algorithm. This reduces
the iteration involved in the conventional PPI algorithm. Thereby the proposed
algorithm reduces the computational complexity. Moreover, as the skewers are
generated based on the mean of the given dataset, the skewers are being correlated
with the given dataset which removes the randomness in generating skewers. Once
the skewer is generated, the data vectors will be projected on the skewer and the
pixel purity score is calculated for all the pixels.

The pixel purity score is calculated by incrementing the count for the pixels
lying in the extreme points. So the score will get incremented for the pixels if it lies
above a particular threshold value. Then the pixels will be arranged in the order of
its score. The pixels whose score are above a certain point will be considered as
pure pixels. The original value of the pixels in each band is given in Table 1.

The dataset considered is cuprite. The enhanced PPI algorithm has been tested
using AVIRIS cuprite scene. The scene selected for experimenting and processing
in this paper is 970619t01p02_r02_sc04.a.rfl. This scene has 224 spectral bands,
614 samples, and 512 lines. Figure 3 shows the scene for a band of 150.
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In the original PPI algorithm, the skewers were generated using rand function in
Matlab and the values were converted to absolute values. In order to improve the
accuracy of pure pixel index position the data will be repeatedly projected to
different random skewers. The skewers generated in the first iteration are given in
Table 2 and the skewers generated in the second iteration are given in Table 3.

The pixel purity index calculated in each of the iteration using existing PPI
algorithms is given in Table 5. From Table 5 it is clearly visible that the pixel
positions which are considered to be pure are getting varied in all the iterations.

The index positions of the pure pixels estimated by the proposed PPI algorithm
are listed in Table 6. From Tables 5 and 6 it can be observed that few values are
similar for the existing and the proposed PPI algorithms.
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Fig. 3 Cuprite scene image at band = 150

Table 2 Iteration 1:10 skewers of size: 224 � 10

Skewers

1 2 3 4 5 6 7 8 9 10

0.59 0.31 0.10 2.27 0.35 1.61 0.01 0.10 0.35 0.15

0.44 0.08 1.31 0.07 0.16 1.69 0.75 0.24 1.41 0.41

1.35 1.01 0.69 1.03 2.00 0.77 0.81 0.53 0.69 0.84

0.00 0.09 0.03 1.23 0.73 1.11 0.35 0.66 0.61 0.95

1.16 1.70 0.17 0.76 1.95 0.14 1.71 0.81 2.20 0.01

0.94 0.69 1.31 0.45 1.41 1.53 1.21 0.56 0.12 0.45

0.92 0.38 0.57 1.10 0.18 0.77 1.58 0.33 0.98 1.51

2.30 1.59 1.18 0.83 1.14 0.40 1.03 0.21 0.72 0.74

0.72 0.16 0.06 0.33 0.12 0.39 0.31 0.84 0.37 0.63

1.74 1.90 3.04 0.99 0.75 0.26 3.29 0.63 0.67 0.69
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Table 3 Iteration 2:10 skewers of size: 224 � 10

Skewers

1 2 3 4 5 6 7 8 9 10

0.16 1.89 0.65 1.16 1.62 0.63 0.28 0.49 1.40 1.34

0.04 0.13 0.33 0.93 0.41 0.90 0.51 0.06 0.20 1.21

1.18 0.54 2.42 1.75 0.55 0.46 1.08 0.04 0.44 0.45

0.12 0.36 1.68 0.14 1.61 0.60 0.11 0.54 1.70 1.16

1.44 0.44 0.78 1.11 0.31 0.67 0.01 0.38 1.11 0.19

0.94 0.16 0.67 0.21 1.44 1.22 0.14 0.06 1.61 0.27

3.19 0.04 0.30 0.26 1.53 0.69 0.03 0.17 0.47 0.29

1.71 1.11 1.18 0.71 2.51 0.70 1.80 1.82 1.51 1.16

0.96 0.62 0.23 1.57 0.34 1.15 1.06 0.81 1.35 0.14

1.14 1.27 0.12 0.16 0.26 0.58 0.20 0.85 0.27 0.66

Table 4 Skewer of size
224 � 1

Band Skewer mean

1 0

2 0

3 0.001899773

4 0.07091743

5 0.088343226

6 0.095203063

7 0.103256327

8 0.10785971

9 0.115068051

10 0.119411729

Table 5 Index positions of
pure pixels listed in
decreasing order for five
iterations using existing PPI
algorithm

Pixel purity index in each iteration

1 2 3 4 5

107,703 107,703 107,703 107,703 107,703

89,161 79,069 79,069 79,069 89,161

130,751 90,722 90,722 90,722 90,721

134,822 108,216 108,216 108,216 91,208

138,415 113,802 113,802 113,802 13,0751

227,535 124,580 124,580 124,580 131,772

241,078 239,028 239,028 239,028 134,309

256,896 254,843 254,843 254,843 135,333

309,931 1 1 1 1
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6 Conclusion

This paper proposed an enhanced pure pixel index algorithm in order to reduce the
complexity of the existing PPI algorithm. The iteration involved in the conventional
PPI algorithm proportionally increases the computational complexity of the algo-
rithm. In the proposed enhanced pixel purity index algorithm, the random gener-
ation of skewers has been addressed thereby reducing the number of skewers
required for finding the pure pixels. Some of the pure pixel index positions retuned
by the enhanced PPI algorithm are same as the existing one.
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Assamese Character Recognition Using
Zoning Feature

Kalyanbrat Medhi and Sanjib Kr. Kalita

Abstract The aim of this paper is to develop a model to recognize basic Assamese
characters using feed-forward neural network. The basic characters included in
Assamese language are a set of numeral, a set of vowel, and a set of consonant. An
algorithm has been designed to segment the line and individual character of the
image and zoning features are extracted from the individual character. The network
is trained by gradient descent with momentum and adaptive learning rate back-
propagation training function. The network consists of two hidden layers with Sum
Square Error (SSE). Finally, the unicode value of the recognized character is written
in a text file.

Keywords Assamese character recognition � Feed-forward neural network
Segmentation � Zoning � Back propagation

1 Introduction

In pattern recognition it is still a challenging task to produce an editable document
from handwritten or machine-written characters. There are two ways to recognize
characters: recognize while writing or recognize after writing. The former is called
online and the latter is offline recognition technique. This experiment tries to
implement offline technique. Character recognition system is used in bank for
cheque processing and sorting, where the digits of cheque numbers are special font
printed with magnetic ink that is prone to noise. Moreover, mobile applications are
available that allows user to extract information automatically from visiting card of
a person to their mobile by taking a snapshot of the card. In post office it can be
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used for postal number reading and sorting. Publication house can rapidly produce
editable document from old books for publishing using CR system.

In India, OCR system has been developed for Bangla, Devanagari, Gurumukhi,
Kannada, Malayalam, Tamil, and Telugu [1]. Thus, OCR systems for Indian scripts
have just started appearing. Literature review reveals that research on Assamese
language is very tiny and that is why this is an attempt to design a CR system for
this language.

2 Properties of Assamese Scripts

The script used in Assamese language is originated from an ancient Indian script
called Brahmi [2]. Most of the characters in Assamese script have a horizontal line
from where it hang, called the head line or matra, e.g., ক, ঘ, অ, আ, ই, etc. The
vowel can present independently in a word or they may act as modifier with
consonant. The consonant can be independent, but for pronunciation they took help
of vowel. Combination of two or three consonants can produce another compound
character.

3 Literature Review

Sharma and Gupta [3] proposed a system with a k-nn classifier with k = 1 for
classification. The 4 � 4 zonings are used as features. The dataset used in the
experiment contains 10,000 and 5400 training and test data, respectively. The have
claimed that the maximum recognition rate is 99.89%.

In an experiment, Shanthiand and Duraiswamy [4] proposed a support vector
machine-based handwritten Tamil character recognition system. After collection of
images they are converted into binary using Otsu’s method and skeletonization is
done using Hilditch algorithm. All the segmented character images are normalized
into 32 � 32 using bilinear interpolation technique. Different zones of size 2 � 2,
4 � 4, and 8 � 8 were used as features. It is noted that 4 � 4 zone yields best
accuracy for test data. They have claimed that recognition accuracy is 82.04% for
all the 34 characters.

An offline Arabic handwritten text recognition system is designed by Parvez
et al. [5], based on structural techniques. In the preprocessing phase, from the
segmented text lines the words/sub-words are extracted and slant correction is done.
Each segmented sub-word is corrected and verified by a recognizer to improve any
over- or under-segmentations. A nearest neighbor (NN) is used as the classifier
which gives an average accuracy of 97.18% for ADBase database of Arabic
numeral. 79.58% accuracy is reported for IfN/ENIT database of isolated characters
with fuzzy-attributed turning function (FATF) classifier.
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Isolated handwritten characters recognition in Gurumukhi script is done by
Sharma and Jhajj [6]. Initially, original image is normalized to 48 � 48 and created
64 zones to find zonal densities that are taken as features. The K-nearest neighbors
(K—NN) classifiers and support vector machine (SVM) with linear kernel, poly-
nomial kernel, and radial basis kernel have been used for classification process. It
has been claimed when 2050 images are used; 72.68, 73.02, and 72.83% accuracies
found by SVM with linear, polynomial, and radial basis function (RBF) kernel are
used, respectively. The K-nn classifier gives 72.54% recognition accuracy.

4 Methodology

4.1 Data Collection and Preprocessing

In this experiment characters are captured through a scanner with resolution of 300
dpi. The scanned image is first converted into grayscale and then to binary image
using well-known global thresholding and Otsu’s method. After this, noise is
removed by opening the image morphologically. Figure 1a, b shows a binary image
with noise and after removing noise, respectively.

The preprocessed character needs to be cropped before feature extraction.

4.2 Character Segmentation

In the present study an algorithm is designed to segment the individual character
from the image based on pixel value of the image. The algorithm can successfully
crop non-touching character from an image. Two-line segmentation algorithm for
Assamese and MeeteiMayek Script is proposed by Kumar and Kalita [8, 9]. Our
algorithm differs from it as there are two steps in the algorithm: line segmentation

Fig. 1 a Binary image with noise. b After removing noise
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and character segmentation. First it is necessary to segment the lines followed by
character segmentation. The line segmentation algorithm is as follows:

Step1. Read the binary image to variable I.
Step2. Find the width and height of the image and put the value in variable x and

y, respectively.
Step3. Set x1 = 0, y1 = 0, x2 = 0, y2 = 0, cell_s = 1.
Step4. Assume height of text line height = 0 and width of text line width = 0.
Step5. Starting with i = 1.
Step6. white = 1.
Step7. Starting with j = 1.
Step8. If I(i,j) = 0, set white = 0, and go to next step. If I(i,j)! = 0, increment the

value of j by 1 and continue this step till j < y. When j = y, go to step 9.
Step9. If white = 0 && x1 ==0 && y1 ==0, set x1 = 1, y1 = i-1.

Step10. If white = 1 && x1 ==1 && y1 > 0, set width = y, y2 = i,
height = y2-y1.

Step11. If x1 > 0 && y1 > 0 && width > 0 && height > 0, crop the image
IL1 = imcrop(I, [x1 y1 width height]), store the line image in cell array
ILarray{cell_s} = IL1 and set x1 = 0, y1 = 0, width = 0 and height = 0,
cell_s = cell_s + 1

Step12. Increment the value of i by 1 and go to step 6 if i < x otherwise stop.

After the completion of all line segmentation in the image the character seg-
mentation process begins by reading image one by one from the cell array. The
algorithm for character segmentation is as follows:

Step1. Find maximum subscript of cell array ‘ILarray’ and put the value in maxc
variable and set cell_s = 1.

Step2. Read the line image to variable IL from the cell array ‘ILarray’ with
subscript c = 1.

Step3. Find the width and height of the image and put the value in variable x and
y, respectively.

Step4. Set x1 = 0, y1 = 0, x2 = 0, y2 = 0.
Step5. Assume height of text line height = 0 and width of text line width = 0.
Step6. Starting with i = 1.
Step7. white = 1.
Step8. Starting with j = 1.
Step9. If IL(j,i) = 0, set white = 0, and go to step 10. If IL(i,j)! = 0, increment the

value of j by 1 and continue this step till j < x. When j = x, go to step 10.
Step10. If white = 0 && x1 ==0 && y1 ==0, set y1 = 1, x1 = i-1.
Step11. If white = 1 && y1 ==1 && x1 > 0, set height = x, x2 = i,

width = x2-x1.
Step12. If x1 > 0 && y1 > 0 && width > 0 && height > 0, crop the image

ILC1 = imcrop(IL, [x1 y1 width height]), store the character image in cell
array ILCarray{cell_s} = ILC1 and set x1 = 0, y1 = 0, width = 0 and
height = 0.
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Step13. Increment the value of i by 1 and go to step 7 if i < y otherwise go to
step 14.

Step14. Increment the value of c by 1 and go to step 2 if c <=maxc otherwise stop.

After executing this algorithm, all the segmented character can be obtained from
cell array ‘ILCarray’ and required feature can be extracted from the image.

4.3 Feature Extraction

In this experiment we used static zoning method of size 4 � 4, 6 � 6, and 8 � 8.
After the segmentation of character we normalized the image to 60 � 48 sizes so
that shape of each character is preserved. An outstanding literature on zoning
feature for handwritten character recognition can be found in [7].

4.4 The Classifier

The feed-forward neural network consists of a series of layers and each layer has a
lot of neurons. The inputs to every neuron come from the output of previous layer’s
neurons. The fist layer receives the feature vector and the last layer gives the result
of classification. In the first layer number of neuron must be same as the length of
feature vector and on the other hand in last layer number of neurons must be equal
to number of pattern class. The number of neurons in each of the hidden layers is a
choice of network designer, but in between the number of neuron of output layer
and input layer.

All the actual processing is performed in hidden layers and output of layer is
calculated by a transfer function from its net input.

The mathematical equation to calculate output at every neuron using sigmoid
function is defined as follows:

ajm ¼ 1
1þ e�Sjm

; ð1Þ

where

Sjm ¼
Xn

x¼0

wij xaix ; ð2Þ

where ajm is the activation code of receiving neuron m in layer j, Sj is the sum of the
products of the activations of all relevant “emitting” nodes by their respective
weights, and wij is the set of all weights between layers i and j that are associated
with vectors that feed into neuron m of layer j.
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5 Result and Discussion

Experiment is carried out in three different architectures for digits, vowels, and
consonants. In all experiment the feed-forward neural network has two hidden
layers with one input and one output layer. The network consists of 10, 11, and 38
input nodes for recognizing digits, vowels, and consonant, respectively.

5.1 Digits Recognition

Figure 2 shows a sample of Assamese handwritten digits.
The numbers of neurons in first hidden layer are 25 and in second hidden layer

are 10 for digits recognition. After preprocessing and cropping the image size is
normalized to 60 � 48 and feature are extracted from each 10 � 10 zone of the
image. A feature vector for digit ‘zero’ is depicted in Fig. 3.

This feature vector is provided as input into the input layer of the network. The
following Table 1 depicts the parameters used in experiment for digits.

The back propagation algorithm adjusts the weights of the links and finally the
pattern is put in appropriate pattern class.

Fig. 2 Handwritten Assamese digits

[0.11   0.55   1.00   0.95   0.12   0.44   1.00   0.55   0.49   0.80   0.96   0.62   0.00
0.10    1.00   1.00    0.10  0.00   0.10   1.00   0.96   0.10   0.00   0.62   1.00   0.49
0.50    0.55   1.00   0.80   0.12    0.95   1.00    0.55    0.11]

Fig. 3 Feature vector for digit zero

Table 1 Parameter use in feed-forward neural network for digit recognition

Parameter Value Parameter Value

Learning rate 0.01 Maximum number of epochs
to train

2000

Momentum
constant

0.95 Minimum error exist in the
network

0.1

Performance
goal

0.1 Initial weights and biased
term values

Randomly generated values
between 0 and 1
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The training set of digits contains total of 500 digits with 400 handwritten and
100 printed digits and the testing set consists of 600 new digits together with 500
training digits and in total 1100 digits. It is seen that for printed digits recognition
accuracy is 98% and for handwritten digits recognition rate is 70.6%.

Figure 4 shows recognition rate of printed and handwritten Assamese digits.
The numbers of neurons in output layer for vowel recognition process are 11. The

numbers of neurons in first hidden layer are 25 and in second hidden layer are 10.

5.2 Vowels Recognition

Figure 5 shows a sample of Assamese handwritten vowels.
After preprocessing and cropping the image is normalized to 60 � 48 and

features are extracted from each 10 � 10 zone of the image. A feature profile for
vowel ঔ (Ou) is depicted in Fig. 6.

Digits

R
ec

og
ni

tio
n 

ra
te

Fig. 4 Recognition rate of
printed and handwritten
Assamese digits

Fig. 5 Handwritten Assamese vowels
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In case of vowel recognition the learning rate is reduced to 0.001 in order to
improve performance. The training set of vowels contains total 550 vowels with 440
handwritten and 110 printed vowels and the testing set contains 660 new vowels
together with 550 training vowels and in total 1210 vowels. It is seen that for printed
vowels recognition accuracy is 98% and for handwritten vowels recognition rate is
69.63%. The best performance during training phase is achieved at 160 epochs.

Figure 7 shows recognition rate of printed and handwritten Assamese vowels
(Fig. 7).

5.3 Consonants Recognition

In the experiment for consonant recognition, the learning rate is again reduced to
0.0001 in order to improve performance. The training set of consonants contains
total 2050 consonants with 1640 handwritten and 410 printed consonants and the
testing set contains 2460 new consonants together with 2050 training consonants
and in total 4510 consonants. It is seen that for printed consonants recognition
accuracy is 98% and for handwritten consonants recognition rate is 71.23%. The
best performance during training phase is achieved at 160 epochs. Figure 8 shows a
sample Assamese consonants (Fig. 8)

[ 0.00 0.42 0.02 0.00 0.00 0.00 0.21 0.42 0.12 0.00 0.00 0.00 0.09 0.31 0.32 0.18
0.26 0.33 0.49 0.41 0.33 0.27 0.10 0.53 0.29 0.19 0.21 0.00   0.37 0.13 0.00 0.36
0.40 0.50 0.03 ]

Fig. 6 Feature vector for vowel ঔ(Ou)

Vowels

R
ec

og
ni

tio
n 

ra
te

Fig. 7 Recognition rate of
printed and handwritten
Assamese vowels
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6 Recognition Rate

The recognition accuracies for digits, vowels, and consonants are shown in Table 2

7 Conclusion

The segmentation algorithm successfully segments lines and non-touching char-
acters. The efficiency of the recognizer has been examined using zoning features. It
is observed that for printed characters the recognition rate is 98% irrespective of
digits, vowels, and consonant. Recognition rates for digits, vowels, and consonants
are 70.6, 69.62, and 71.23%, respectively. The recognition rate for handwritten
consonant characters is found to be maximum.

This work can be extended for other features such as diagonal, slice zoning, etc;
moreover, these features could be implemented in fuzzy or neuro fuzzy to increase
the recognition rate.

Table 2 Recognition rate of
digits, vowels, and
consonants

Character Printed (%) Handwritten (%)

Digits 98 70.6

Vowels 98 69.62

Consonants 98 71.23

Fig. 8 A sample of handwritten Assamese consonants
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Improving Convergence in iBGP Route
Reflectors

Shipra Shukla and Mahesh Kumar

Abstract Convergence is a crucial challenge for Border Gateway Protocol (BGP).
The lower convergence time can improve network performance attributes such as
end-to-end delay and throughput. In literature, various studies suggested that MRAI
timers improve the convergence in iBGP. The effect of MRAI timer examined
extensively in past. However, we found very less literature on the effect of MRAI
timer in iBGP route reflectors. Route reflectors avoid too many iBGP sessions in the
internal BGP. However, it creates many routing paths in iBGP. Moreover, when
there is a change in the topology, the sharing of updates very frequently degrades
convergence in the route reflectors. Therefore, this paper measures the effect of
adjustable MRAI timer and suggests for better convergence in iBGP route reflec-
tors. We measured the performance parameters convergence time, the number of
exchanged updates, throughput, and delay using adjustable MRAI timer and
compared with standard BGP.

Keywords BGP � Intra-domain routing � Convergence � MRAI timer
Route reflectors

1 Introduction

The Internet consists of several self-administered autonomous systems. All
autonomous systems (ASes) follow a rule-based policy to share the inside and
outside path information. It is required to use a robust path vector routing protocol
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for sharing the path information. In ASes, Border Gateway Protocol (BGP) is a
widely used inter-domain routing protocol.

An AS is a set of routers. In external BGP, the selected BGP speakers spread path
information among ASes. Similarly, in internal BGP, routers spread path informa-
tion learned by eBGP. In intra-domain, earlier concepts used fully mesh iBGP
topologies, but it suffers from several limitations such as partial scalability, complex
configurations, etc. In a fully mesh iBGP topology, all routers connect with each
other and build approximately n � (n − 1)/2 iBGP sessions within an AS [1]. These
topologies are very complex and useful for small ASes only. The concept of route
reflector came into existence to avoid too many iBGP sessions inside the AS.

In intra-domain, BGP selects some special routers to share the path information
of routers (either learned from inside or outside router) within the AS. These special
routers are known as route reflectors that spread path information of routers using
iBGP sessions. Each route reflector has a unique origin id and cluster id. The origin
id of route reflector helps to avoid the loop. The route reflector client and non-client
connect with routers reflector in a hierarchy. In a cluster, the route reflectors and the
route reflector clients share the same cluster id.

The route reflectors share the best path and follow certain rules to share the route
information [2]. A route reflector can share the route received from a route reflector
client with connected route reflector client and non-client. A route learned by eBGP
peer can send to route reflector client, route reflector non-client, and eBGP
neighbor. A route learned by route reflector client can send to eBGP peer, route
reflector, and route reflector non-client. A route learned by route reflector non-client
can send to eBGP peer and route reflector. A route learned by route reflector client
cannot send to route reflector non-client.

The routing keeps on changing within the AS. It causes some issues such as loop
prevention [3], convergence time, reduction of exchanged updates, routing lags on
routing failures [4], route oscillation [3], etc.

According to path selection policy, a route reflector selects a path to a destination
and if it finds a better path then replaces the current path in route information base
(RIB). Moreover, the sharing the information of changed paths very frequently
degrades networks performance. Hence, there is a requirement to hold the updates
for a definite time to select a path when updates increase rapidly. Researchers [5–8]
suggested the use of MRAI (Minimum Route Advertisement Interval) for
addressing BGP convergence problem.

MRAI timer holds the updates for certain time interval. Meanwhile, the router
selects the best path to a destination and shares fewer updates with other routers. In
this way, MRAI timer gets better convergence time, but MRAI timer can exacerbate
convergence [6] also if there is an unnecessary hold of updates. Hence, the
implementation of MRAI timer matters a lot. The MRAI timer should be adjustable
to improve the convergence.
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The authors implemented the different types of MRAI timers. Different ASes
uses diverse MRAI timer such as per-destination [1], and per-peer that can affect the
convergence and network performance attributes [9]. The use of MRAI timers can
be significant in iBGP, and that motivated us to examine the effect of MRAI timer
in iBGP route reflectors. Therefore, this work measures the effect of adjustable
MRAI timer in route reflectors. The performance metrics convergence time,
throughput, the number of exchanged updates, and end-to-end delay has been
recorded and compared with standard iBGP MRAI timer.

The remaining sections are structured as follows. In Sect. 2, the related describes
the techniques present in the literature. The internal BGP convergence problem on
route reflectors has been discussed in Sect. 3. Section 4 proposes the solution for
decreasing the convergence time in BGP using adjustable MRAI timer. Section 5
explains the simulation setup and Sect. 6 evaluates the performance of the
approach. In Sect. 7, we conclude the paper.

2 Related Work

Convergence time has always been an important concern in BGP. RFC 1771 sug-
gested the value of MRAI should be 5 s in internal BGP and 30 s in external BGP.

The authors of [7] studied the effect of MRAI in BGP and found that as the
MRAI value increased the convergence time also increased initially and then went
down. Hence, a constant value of MRAI should not apply to all types of networks.
The MRAI timer should be used according to topology and traffic conditions.

Vissicchio et al. [3] studied different cases of iBGP policies and concluded that
iBGP policies might exacerbate the convergence of BGP. It is important to optimize
the iBGP routing policy correctly.

In literature, there are different kinds of MRAI timer in BGP such as per-node
[5], per-destination [1], and per-peer [4] that affect convergence time significantly.

The authors of [4] implemented per-peer and per-prefix MRAI timer for
removing routing lag after routing failures occur in the backbone networks.

The authors of [8] suggested the adaptive MRAI timers. The product of the
number of MRAI timers and granularity is constant. Granularity is a constant value
that determines the number of MRAI timers. However, the approach does not
characterize the traffic load and not performs well under high traffic load.

3 Convergence Problem in Route Reflectors

In an iBGP fully mesh topology, there is a direct connection between two nodes. If
any change occurs in the networks, then node gets the updates directly from each
other. In hierarchical route reflectors, route reflectors clients and route reflectors
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connect with each other in a hierarchy and route reflectors clients get an update via
route reflector [10]. The hierarchy increases the number of hops. Furthermore, there
is an increase in the number of paths for path selection, and if any change occurs in
the topology, then the number of updates enhances rapidly.

MRAI timer limits the advertisement of updates. In past, both per-destination
and per-peer MRAI timers are used. The standard iBGP uses per-destination MRAI
timer [1]. However, per-destination MRAI timer has partial scalability, while
per-peer MRAI timer has potential to delay the updates of connected nodes of
peers.

The above approaches are not providing flexibility to change the duration of
MRAI timer when traffic load increases. Therefore, we propose adjustable MRAI
timers that use features of both per-destination and per-peer MRAI timer.

4 Adjustable MRAI Timers

The objective of the presented algorithm is to reduce the convergence time of iBGP
in networks using MRAI timers.

The adjustable MRAI timers limit the updates of different destinations. In default
MRAI [1], the value of MRAI timer is 5 s. In proposed algorithm 1, the route
reflector router starts X MRAI timers. The difference between starting time of two
MRAI timers is X/p seconds. The router identifies the prefix load, and if it is greater
than the upper bound Uprefix, then the algorithm uses adjustable MRAI timer;
otherwise use default MRAI timer. Prefix load is the number of prefixes that are
advertised by the peers. The value of p can be adjusted to change the start time of
MRAI timer. ‘m’ is a predefined time value that is assigned by the network operator.

Per-destination approach starts an MRAI timer for each destination [1]. In
contrast to a per-destination MRAI timer, adjustable MRAI timer associates all
updates advertised between the time interval K0 and K0 + X/p with timer X0 where
{p = 1, 2…i}. Adjustable MRAI timer X0 starts at time K0. Similarly, next MRAI
timer X1 starts at K0 + 2 * X/p, X2 starts at K0 + 3 � X/p, and so on.

The adjustable MRAI timer maintains a queue similar to per-peer MRAI timer.
All non-converged routes associate with the recent running MRAI timer in a queue.
Route reflector router holds the updates unless MRAI timer expires. It deletes the
prefix from the queue when MRAI expires. An expired timer can be restart. The
algorithm resets the timer X0 when all Xi adjustable MRAI timers expire.
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Algorithm 1
1: Begin-Procedure
2: Route Reflector Router starts
3: // Identify the prefix load (Uprefix):
4: If prefix load is high then
5: Starts X MRAI timers with the difference of p seconds
6: Use the adjustable MRAI timer
7: Set p=m
8: If change occurs in the networks then
9: Associate the prefix with the Recent- 

Running MRAI timer in a queue
10: If timer expires then
11: Share the Update
12: Delete the prefix
13: Reset the timer
14: End if
15: End if
16: End if 
17: Else if
18: Use default MRAI timer
19: End if 

End Procedure

5 Simulation Setup

We measured the results in network simulator (NS2) version 2.34 [11]. The per-
formance parameters, convergence time, end-to-end delay, the number of exchan-
ged updates, and throughput of the topology, have been computed. The proposed
approach adjustable MRAI timer is compared with standard iBGP MRAI timer [1]
in route reflectors.

The BGP extension NS-BGP 2.34 [12] is used for simulation of iBGP route
reflectors. Figure 1 shows the simulation topology. This topology is inspired by
topology described in [13]. There are 15 nodes in the topology including six route
reflectors and seven route reflector clients. The IP addresses range from 10.0.0.1 to
10.0.14.1.

All links in the topology are duplex each having 1 Mbps bandwidth and 1 ms
delay. In an autonomous system, there are three clusters and each cluster has a route
reflector. All route reflectors have a cluster id. We have selected route reflector
randomly. The simulation runs for 1000 s.

All links are up at the same time. The network prefixes are advertised at 0.25 s.
The prefix advertisement rate increases from 4 to 16. In adjustable MRAI timers,
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the value of X, p, and m is 5, 5, and 0.5, respectively. The CBR (Constant Bit Rate)
of traffic is 1.0 Mbps. The traffic moves from the node 4 to node 3. In standard
internal BGP [1], the value of MRAI timer is 5 s.

6 Performance Evaluation

To evaluate our approach, we recorded the performance metrics such as convergence
time, number of exchanged updates, end-to-end delay, and throughput of the topology
(presented in Fig. 1) using adjustable MRAI timers. Line charts compare the per-
formance of adjustable MRAI timers with standard iBGP [1] in route reflectors.

Figure 2 compares the convergence time of the topology using both approaches.
Adjustable MRAI timer converges earlier than standard BGP. The convergence
time presents the time interval between starting of the time when any change take
place in the topology until all routers get an update of modification.

In standard BGP route reflector, the convergence time increases with increase in
the number of prefixes, while it remains almost constant and much lower using

Fig. 1 Simulation topology

Fig. 2 Convergence time of
the route reflectors
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adjustable MRAI timers. The convergence time increases from 27.25 to 108.25 in
standard BGP which is approximately 44.5–85.9% higher than adjustable MRAI
timer.

Figures 3, 4, and 5 show the graphs of the number of exchanged updates,
throughput (kbps), and end-to-end delay (ms) in the networks. The number of
exchanged updates denotes the communication overhead of the routing protocol.

In comparison to standard BGP, adjustable MRAI timer shows the minor
increase in the number of exchanged updates in Fig. 3, but it puts a very nominal
effect on other performance parameters as illustrated in Figs. 4 and 5. The
throughput of the networks is higher in the adjustable MRAI timer approach in
comparison to standard iBGP approach. In our approach, the average time spend in
the queue of the packets is lower than the standard BGP that contributes in
throughput and guaranteed end-to-end delay of the networks.

Figure 5 presents that the end-to-end delay (ms) that vary with the increase of
prefix advertisements. In comparison to standard BGP, the end-to-end delay of
adjustable MRAI timer is almost similar. Hence, our approach performs better than
the compared approach.

Fig. 3 Exchanged updates of
both approaches

Fig. 4 Comparison of
throughput on increment of
number of prefixes

Fig. 5 Comparison of
end-to-end delay with respect
to increment of number of
prefixes
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7 Conclusion

MRAI timer has a noteworthy impact on the network performance. This paper
improves the convergence in the internal BGP route reflectors using adjustable
MRAI timers. The results signify the importance of MRAI timers in route reflectors.
The performance attributes such as convergence time, number of the exchanged
updates, throughput, and end-to-end delay has been evaluated and compared with
standard iBGP. Results confirm that the adjustable MRAI timer gets better con-
vergence in internal BGP route reflectors.
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Performance Analysis of Various
Eigenvalue-Based Spectrum Sensing
Algorithms for Different Types of Primary
User Signals

Pankaj Verma and Brahmjit Singh

Abstract Spectrum sensing plays a very essential role in the implementation of
cognitive radio networks. Eigenvalue-based spectrum sensing algorithms have been
comprehensively discussed in the literature, for detection of primary user signal in the
case of uncertain noise. For detection of signals, the test statistics of these algorithms
depend on the eigenvalues of the covariance matrix of the received signal.
Eigenvalues generally capture the correlation among the signal samples. In this
context, we have examined the sensing performance of various eigenvalue-based
spectrum sensing techniques for different types of primary user signals having dif-
ferent levels of correlation. In results, it has been noticed that the sensing perfor-
mance of the algorithms relies on the type of primary user signal transmitted.

Keywords Cognitive radio � Spectrum sensing � Energy detection
Eigenvalue-based detection � Random matrix theory

1 Introduction

The accelerated growth in the wireless services and their applications has induced
the requirement of more and more spectrum, which is a scarce resource. The
prevailing spectrum allocation policy allots spectrum to some users (also known as
licensed users) for exclusive access. However, it has been revealed in a survey
conducted under the supervision of the Federal Communications Commission
(FCC) [1] that the part of the spectrum, which is assigned to the licensed users,
remains unexploited maximum of the time. This underutilization of the radio
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spectrum motivated researchers to search for some technology that can handle this
issue and use the radio spectrum effectively.

Cognitive radio (CR) is a recent archetype, which attempts to solve this issue of
spectrum underutilization through opportunistic spectrum access [2, 3]. Under this
technology, secondary users (SUs) or unlicensed users can transmit in a frequency
band of licensed users (or primary users (PUs)) provided the band is not being used.
CR has the ability to alter its transmission specifications like modulation scheme,
transmit power, operating frequency, and other parameters, as per the environment
in its vicinity. To enable this technology, spectrum sensing plays a very imperative
role. SUs identify the vacant spectrum with the help of different spectrum sensing
algorithms. If the PU is found absent, then the band can be used by SUs, otherwise
sensing is done again to identify other vacant bands. There are numerous spectrum
sensing techniques debated in the literature, each having its own advantages and
disadvantages [4, 5]. Among all the sensing algorithms, energy detection (ED)-
based spectrum sensing is used extensively because of its simple implementation
and non-requirement of prior information about PU signal, but its performance
deteriorates due to uncertainty in the noise power. To overcome this problem of
noise uncertainty, eigenvalue-based spectrum sensing schemes are introduced in the
literature. In eigenvalue-based sensing, eigenvalues of the covariance matrix of the
received signal are used to make the test statistics. In [6], the authors proposed
maximum eigenvalue (ME) as the test statistics for the detection of PUs. In [7, 8],
the ratio of maximum to the minimum eigenvalue (MME) and the ratio of the
observed energy of the received signal to the minimum eigenvalue (EME) of the
covariance matrix of the received signal are used as the test statics. In [6–8], the
performance of all the algorithms mentioned above is analyzed only for captured
ATSC DTV and wireless microphone signals. Therefore, there is a need to analyze
the performance for different kinds of PUs signals. In this paper, we have carried
out the performance analysis of various spectrum sensing methods such as ED, ME,
MME, and EME for the different types of signals transmitted by PUs like Additive
White Gaussian Noise (AWGN), cosine, Frequency Modulated (FM), and Binary
Phase Shift Keying (BPSK) signals.

The rest of this paper is arranged as follows: Sect. 2 describes the model of the
system under consideration and different types of sensing algorithms. Simulation
results are analyzed in Sect. 3 and concluding remarks are presented in Sect. 4.

2 System Model and Various Spectrum Sensing
Algorithms

The detection of PU can be devised as a testing of binary hypotheses, i.e., H0 and
H1. The hypothesis H0 indicates the absence of PU signal and hypothesis H1

denotes the presence of PU signal. The received signal y(m) under both hypotheses
can be represented as
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H0 : y mð Þ ¼ u mð Þ ð1Þ

H1 : y mð Þ ¼ x mð Þþ u mð Þ; ð2Þ

where u(m) is AWGN signal assumed to be independent and identically distributed
(i.i.d.) random process having mean zero and variance r2u, and x(m) is the signal
transmitted by PU.

The two probabilities associated with the performance of any sensing scheme are
detection probability ðPdÞ and false alarm probability ðPfaÞ. Pd indicates the pres-
ence of PU when it is present and Pfa indicates the presence of PU when it is absent.

For L successive samples, the following vectors can be represented as [6]:

�y mð Þ ¼ y mð Þ y m� 1ð Þ. . .y m� Lþ 1ð Þ½ �T ð3Þ

�x mð Þ ¼ x mð Þ x m� 1ð Þ. . .x m� Lþ 1ð Þ½ �T ð4Þ

�u mð Þ ¼ u mð Þ u m� 1ð Þ. . .u m� Lþ 1ð Þ½ �T; ð5Þ

where L is the smoothing factor. Thereafter, the statistical covariance matrix can be
defined as

Ry ¼ E �y mð Þ�yTðmÞ� � ð6Þ

Rx ¼ E �x mð Þ�xTðmÞ� � ð7Þ

Ru ¼ E �u mð Þ�uTðmÞ� �
: ð8Þ

It is known that [6]

Ry ¼ Rx þ r2uIL: ð9Þ

For hypothesis H0, Rx ¼ 0 and for hypothesis H1, Rx 6¼ 0. Assuming Emax and
Emin as the maximum and minimum eigenvalue of Ry, respectively, and qmax as the
maximum eigenvalue of covariance matrix Rx. It is known that qmax ¼ 0, if Rx ¼ 0.
A statistical covariance matrix can be determined using a limited number of sam-
ples. The sample autocorrelations of the received signal can be defined as

E lð Þ ¼ 1
M

XM�1

p¼0

y pð Þy p� lð Þ; l ¼ 0; 1; . . .; L� 1 ð10Þ

where M is the total number of samples used for detection. The covariance matrix
Ry is approximately represented by a sample covariance matrix as
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cRy Mð Þ ¼
E 0ð Þ E 1ð Þ � � � E L� 1ð Þ
E 1ð Þ E 0ð Þ . . . E L� 2ð Þ
..
. ..

. ..
. ..

.

E L� 1ð Þ E L� 2ð Þ . . . E 0ð Þ

26664
37775: ð11Þ

When hypothesis H0 is true, sample covariance matrix RyðMÞ turns to Ru Mð Þ
which is approximately a Wishart random matrix. For large M, maximum and

minimum eigenvalues of Ru Mð Þ converge to r2u
M

ffiffiffiffiffi
M

p þ ffiffiffi
L

p� �2
and r2u

M

ffiffiffiffiffi
M

p � ffiffiffi
L

p� �2
,

respectively [6].
Let

B Mð Þ ¼ M
r2u

Ru Mð Þ ð12Þ

and

l ¼ ð
ffiffiffiffiffiffiffiffiffiffiffiffiffi
M � 1

p
þ

ffiffiffi
L

p
Þ2 and v ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
M � 1

p
þ

ffiffiffi
L

p� � 1ffiffiffiffiffiffiffiffiffiffiffiffiffi
M � 1

p þ 1ffiffiffi
L

p
	 
1

3

: ð13Þ

Further, assuming lim
M!1

L
M ¼ zð0\z\1Þ, Amax B Mð Þð Þ�l

v converges (with probabil-

ity one) to the order 1 Tracy-Widom (TW) distribution. The TW distribution
function can be described as

F1 xð Þ ¼ exp � 1
2

Z1
x

q tð Þþ t � xð Þq2 tð Þ� �
dt

0@ 1A; ð14Þ

where q(t) is the solution of the nonlinear Painleve’ II differential equation

q00 tð Þ ¼ tq tð Þþ 2q3 tð Þ: ð15Þ

Generally, it is very tedious to evaluate it. Some values of the F1 are given in
Table 1 [9].

2.1 Different Algorithms

Based upon the eigenvalues of the covariance matrix, several detection algorithms
have been recommended in the literature, and some of them are listed below:

Table 1 Numerical values of
TW distribution of order 1

x −3.90 −2.78 −1.27 −0.59 0.45 0.98 2.02

F1 xð Þ 0.01 0.10 0.50 0.70 0.90 0.95 0.99
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Algo 1: Maximum–minimum eigenvalue (MME)

Step 1: Estimate the sample covariance matrix of the received signal.
Step 2: Calculate the minimum (Emin) and maximum (Emax) eigenvalue.
Step 3: If Emax=Emin [ c1, then the signal is considered as present,
otherwise absent. Here, c1 is the threshold for MME algorithm given as
[7]

c1 ¼
ffiffiffiffiffi
M

p þ ffiffiffi
L

p� �2ffiffiffiffiffi
M

p � ffiffiffi
L

p� �2 1þ
ffiffiffiffiffi
M

p þ ffiffiffi
L

p� ��2=3

MLð Þ1=6
F�1
1 1� PfaMMEð Þ

 !
: ð16Þ

Algo 2: Energy detection (ED)

Step 1: Calculate the energy of the received signal as

T Mð Þ ¼ 1
M

XM�1

m¼0

y mð Þj j2: ð17Þ

Step 2: Decision: if TðMÞ[ c2, then PU is considered as present,
otherwise absent. c2 is the threshold used for ED method [10]:

c2 ¼ r2u 1þ Q�1 PfaED

� �ffiffiffiffiffiffiffiffiffi
M=2

p !
: ð18Þ

Algo 3: Maximum eigenvalue (ME)

Step 1: Similar to Algo 1.
Step 2: Calculate the maximum (Emax) eigenvalue of the sample
covariance matrix.
Step 3: If Emax [ c3r

2
u; then signal is present, otherwise absent. Here, c3

is the threshold corresponding to the ME algorithm [6]

c3 ¼
ffiffiffiffiffi
M

p þ ffiffiffi
L

p� �2
M

1þ
ffiffiffiffiffi
M

p þ ffiffiffi
L

p� ��2=3

MLð Þ1=6
F�1
1 1� PfaMEð Þ

 !
: ð19Þ

Algo 4: Energy to minimum eigenvalue (EME)

Step 1: Similar to Algo 1.
Step 2: Obtain the energy of the received signal and minimum eigen-
value (Emin) of the sample covariance matrix.
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Step 3: If TðMÞ=Emin [ c4; then PU is considered as present, otherwise
absent. c4 is the threshold used in EME method [7]

c4 ¼ 1þ Q�1 PfaEMEð Þffiffiffiffiffiffiffiffiffi
M=2

p !
Mffiffiffiffiffi

M
p � ffiffiffi

L
p� �2 : ð20Þ

2.2 Different Types of PU Signals

The performance of the various methods mentioned above is analyzed for various
types of signals transmitted by PUs such as BPSK signal, FM signal, cosine signal,
and AWGN signal.

The parameters used for the generation of the signal are listed as follows:

• Carrier frequency fc = 100 kHz
• Sampling frequency fs ¼ 10fc
• Frequency deviation Df = 25 kHz.

3 Simulation Results and Analysis

In this section, we have analyzed the performance of various spectrum sensing
algorithms. For smoothing factor, L = 8, number of samples N = 100,000 and fixed
false alarm probability, Pfa = 0.1, 10,000 Monte Carlo simulations are performed to
assess the performance. Figure 1 shows the detection probability evaluated at
distinct values of signal-to-noise ratio (SNR) for MME method for different types of
signals transmitted by PU. It has been observed that this method works well for
BPSK and cosine signal, but does not detect the AWGN signal. Figure 2 shows the
same plot, but for ED method. It can be observed that this method of detection gives
the same performance irrespective of the type of signal transmitted by PU.
Similarly, Figs. 3 and 4 show the same results, but for ME and EME method,
respectively. Overall, this can be concluded that, except ME and ED method,
non-other works when the PU signal is considered as random in nature (i.e.,
AWGN).
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Fig. 1 Performance analysis of MME method
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Fig. 2 Performance analysis of ED method
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Fig. 3 Performance analysis of ME method
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Fig. 4 Performance analysis of EME method
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4 Conclusion

In this study, we have carried out the performance analysis of ME, MME, EME,
and ED methods for different types of PU signals, viz., Cosine, BPSK, FM, and
AWGN. By simulations, it has been observed that MME and EME method fails to
give satisfactory performance when the signal is assumed to be AWGN, and on the
other side, the performance of ED method is independent of the type of PU signal.
Overall, it can be concluded that the type of PU signal should be considered while
selecting an eigenvalue-based spectrum sensing algorithm.
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A Crown-Shaped Microstrip Patch
Antenna for Wireless Communication
Systems

Atanu Nag, Kousik Roy and Debika Chaudhuri

Abstract This paper describes the design and analysis of a modified E-shaped and
a crown-shaped microstrip patch antenna with excitation frequency of 1.2 GHz.
Both the antennas are derived from a Rogers RT/Duroid 6202 laminate substrate
(dielectric constant = 2.94 and loss tangent = 0.001). The simulation is achieved
using the software Ansoft Nexxim. From the simulation results it is observed that
the crown-shaped antenna exhibits 20.15 dB better return loss and 50% more gain
than the modified E-shaped antenna. Furthermore, better impedance matching is
observed for the crown-shaped antenna exhibiting that the crown-shaped antenna
finds better applications than the modified E-shaped antenna to be effectively used
for wireless application.

Keywords Microstrip antenna � Wireless communication � Return loss
Gain � Ansoft

1 Introduction

This paper elucidates the design, simulation, and analysis of a modified E-shaped
and a crown-shaped microstrip patch antenna [1–5]. The excitation frequency for
both the antennas has been chosen as 1.2 GHz. The antennas are derived from a
laminate substrate having a loss tangent of 0.001. Both the antennas are made
compact and thin with the substrate material having low value of dielectric constant
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Fig. 1 Geometry of a modified E-shaped antenna and b crown-shaped antenna

(2.94). Simulation is consummate utilizing the software Ansoft and Nexxim [6]
which helps providing good insight on the effects of various parameters.

2 Antenna Configuration

The geometries of the modified E-shaped antenna [7–9] and the crown-shaped
antenna are shown in Fig. 1a, b, respectively. The excitation frequency for both
antennas has been chosen as 1.2 GHz. The antennas are derived from a Rogers
RT/Duroid 6202 laminate substrate (loss tangent = 0.001), having dielectric con-
stant 2.94. The simulation is completed utilizing the software Ansoft Nexxim.

3 Simulated Results for Modified E-Shaped
and Crown-Shaped Antenna

3.1 S (1, 1) and Return Loss

S (1,1) signifies the total amount of power reflected from the antenna and hence it is
also known as the reflection coefficient.

From Fig. 2a it implies that the modified E-shaped antenna radiates best at
4.8 GHz, where S(1, 1) = −22.5 dB and the observed bandwidth for the modified
E-shaped antenna is found to be 830 MHz, whereas from Fig. 2b it implies that the
crown-shaped antenna radiates best at 5.2 GHz, where S(1, 1) = −43 dB and the
observed bandwidth for the crown-shaped antenna is found to be 2.4 GHz, viewing
that the crown-shaped antenna exhibits 20.15 dB better return loss as compared to
modified E-shaped antenna design.

3.2 Radiation Pattern and Smith Chart

Figure 3a, b, respectively, shows the radiation pattern of the modified E-shaped
antenna and the crown-shaped antenna indicating that both the antenna are highly
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directional, whereas Fig. 4a, b, respectively, shows the smith chart of the modified
E-shaped antenna and the crown-shaped antenna.

3.3 Swept Gain and 3-D Input Gain

Figure 5a, b, respectively, shows the swept gain of the modified E-shaped antenna
and the crown-shaped antenna, whereas Fig. 6a, b, respectively, shows the 3-D
input gain of the modified E-shaped antenna and the crown-shaped antenna. The
gains of the modified E-shaped antenna and the crown-shaped antenna are,
respectively, 10 and 15 dBi approximately indicating that the crown-shaped
antenna exhibits 50% more gain compared to modified E-shaped antenna design.

Fig. 2 Return loss of a modified E-shaped antenna and b crown-shaped antenna
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3.4 Far-Field Region

Figure 7a, b, respectively, shows the far-field region of the modified E-shaped
antenna and the crown-shaped antenna.

A comparison, on the basis of simulation results, for understanding the
parameters of both the antennas is shown in Table 1.

Fig. 3 Radiation pattern of a modified E-shaped antenna and b crown-shaped antenna

Fig. 4 Smith chart of a modified E-shaped antenna and b crown-shaped antenna
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Fig. 5 Swept gain of a modified E-shaped antenna and b crown-shaped antenna

Fig. 6 3-D input gain of a modified E-shaped antenna and b crown-shaped antenna
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4 Conclusion

From the simulation results of our designed modified E-shaped microstrip patch
antenna and the crown-shaped microstrip patch antenna it is obvious that the
reflection coefficient for the modified E-shaped antenna is −22.5 dB at 4.8 GHz and
for the crown-shaped antenna is −43 dB at 5.2 GHz, showing that the
crown-shaped antenna exhibits 20.15 dB better return loss and 50% more gain
compared to modified E-shaped antenna design. Better impedance matching is also
achieved in the crown-shaped antenna than the modified E-shaped antenna
exhibiting that the crown-shaped antenna finds better applications than the modified
E-shaped antenna to be effectively used for high-speed applications like video links,
video transmitters, and security purpose in wireless communication systems.

Fig. 7 Far-field region of a modified E-shaped antenna and b crown-shaped antenna

Table 1 Comparison of modified E-shaped and crown-shaped microstrip patch antenna

Antenna
type/parameters

Modified E-shaped microstrip
patch antenna

Crown-shaped microstrip patch
antenna

Radiation pattern Highly directional Highly directional

Gain High (10 dBi) Higher (approx 15 dBi)

Bandwidth 830 MHz 2.4 GHz

Input impedance 52.77 + j92.48 52.18 + j2.58

Return loss −22.5 dB −43 dB

Applications 1. Wireless video links
2. Wireless security cameras
3. Wireless video transmitters
4. Wireless security systems

1. Wireless video links
2. Wireless security cameras
3. Wireless video transmitters
4. Wireless security systems
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Atrophy Measure of Brain Cortex
to Detect Alzheimer’s Disease
from Magnetic Resonance Images

Dulumani Das and Sanjib Kumar Kalita

Abstract In medical science, diagnosis of Alzheimer’s disease is mainly done
manually by expert radiologist. In this paper, an automatic approach to detect
Alzheimer’s disease using cortex thickness is analyzed. The cortex of brain is
extracted and thickness is measured from magnetic resonance images. For exper-
iment, 20 images of control subjects, 20 with mild cognitive impairment and 20
with Alzheimer’s disease, are taken from Alzheimer’s Disease Neuroimaging
Initiative database. Initially, segmentation of cortex, from T1-weighted coronal
magnetic resonance image, is done using genetic algorithm-based region growing
technique. Then the thickness of the cortex is measured using distance transform.
The experiment gives 100, 80, and 85% recognition accuracy for normal, mild
cognitive impairment, and Alzheimer’s disease, respectively.

Keywords Segmentation � MRI � Alzheimer’s disease � Mild cognitive
impairment � Cortex � Medical image processing

1 Introduction

Alzheimer’s disease is a progressive degenerative disease, characterized by atrophy
of different parts of brain. It is a challenging task in medical science to detect
Alzheimer’s disease (AD) at an early stage. Mild cognitive impairment (MCI) is
considered as an early stage of AD. Human brain is a complex nonlinear structure.
It requires high skill in radiology to understand structural change and location of
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Fig. 1 Estimation of number of peoples with Alzheimer’s disease in India

disorder for proper diagnosis. This makes it very important, to detect any structural
change or disorder of brain automatically. The automatic detection of AD requires
true segmentation of different structures of brain. A survey of the disease reveals
that gray matter loss of cortex is an early sign of AD [1–3]. In this paper total gray
matter loss of cortex for whole brain is measured to detect AD and MCI. This work
is experimented, using structural MRI. MRI is a noninvasive imaging technique of
medical science. In MRI machine, images can be taken in multiple planes, i.e.,
axial, coronal, and sagittal plane without changing the position of the patient inside
the machine. High soft tissue differentiation is an advantage of MRI over other
medical imaging techniques and it also provides no harmful effects on human body.
Commonly, MRI scans can be T1-weighted and T2-weighted. In this work, coronal
T1-weighted MRI is considered for experiment.

1.1 Alzheimer’s Disease and Motivation

Alzheimer’s disease is the main cause of dementia in old age [4]. It is commonly seen
after 60/65 years of age. AD is a neurodegenerative disease; it starts slowly but grad-
ually affects the whole brain. This causes loss of brain cells and tissues. There is no cure
for AD, but early detection can help to slow down the progression of the disease and
increase the lifespan [4]. There is an estimation of number of people with Alzheimer
disease in India between 2000 and 2050 published by Alzheimer’s and Related
Disorders Society of India 2010 [4] as in Fig. 1. It is clear fromFig. 1 that the number of
ADaffected people is increasing rapidly.However, literature review reveals that there is
a lack of propermodel to automatically detectADat an early stage. Thismotivated us to
work in the field of AD and provide some solution using image processing techniques.

2 Theoretical Background

The algorithm that is used in this work for segmenting the cortex from brain is
genetic algorithm. The main objective of genetic algorithm is to find the best
solution from all available possible solutions for a problem. Chromosome
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representation of each possible solution and a fitness function are the two basic
requirement of genetic algorithm. The standard genetic algorithm [5] is shown in
Fig. 2.

3 Related Works

The gray matter volume change of brain is an absolute neuroimaging marker for
AD detection. Region-based analysis of gray matter volume change gives high
accuracy than the analysis of brain as a whole. The volume change of hippocampus
and other cortical regions are useful marker for AD detection. Researchers have
been working on AD detection from last few decades using different approaches
such as deformation-based approach, atlas-based approach, data mining approach,
etc. Table 1 shows some of the related works on AD.

4 Proposed Method

In this paper, an automatic method to recognize MCI, AD, and normal subject is
proposed. The main objective of our work is to segment out the cortex of brain from
coronal T1-weighted MRI and then find the thickness of cortex, as the loss of gray
matter in cortex is a predictive marker for AD and MCI. Segmentation of cortex is
done using genetic algorithm-based region growing technique. Initially, the image
pixels are grouped into some clusters by randomly selecting some points from the
image as cluster center, and using euclidean distance. Each cluster represents a
chromosome. Genes of the chromosome represents the cluster number. Variable
length chromosome representation is used in the proposed genetic algorithm-based
method. The population size is considered as 25. Initialization of population is done

Genetic  Algorithm 
Step1:  Initialization of population. 
Step2: Evaluate the fitness of each individuals of initial population using the 

fitness function. 
Step3: Check for termination condition. If termination condition is achieved   

then goto step 5. 
Step4:  If termination condition is not achieved then  

a. Select individuals. 
b. Perform crossover. 
c. Perform mutation.  
d. Evaluate fitness and goto step 3. 

Step5:  Stop. 

Fig. 2 Standard genetic algorithm
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by randomly selecting 25 chromosomes. The steps of the proposed method are
outlined in Fig. 3. The fitness function defined here is based on region homogeneity
and intensity value. The fitness function f for a chromosome x is defined as in (1)

f xð Þ ¼ n xð Þþm xð Þ; ð1Þ

where n(x) = Number of similar neighboring pixels and m(x) = Number of pixels
having intensity value greater than a threshold value.

For counting number of similar neighboring pixels, four-connected neighbor-
hood pixels are considered. The threshold value is obtained using standard devia-
tion and average intensity. Selection of chromosome from initial population is done
using roulette wheel selection algorithm. In the present work one-point adaptive
crossover is performed. After selection operation the average fitness of selected
chromosomes is calculated by dividing the total fitness of all selected chromosomes
by total number of selected chromosomes. Then crossover probability of each
chromosome is calculated as defined in (2) using the concept used in [13]:

Table 1 Related works on AD

Author Method Feature Accuracy

Plant et al.
[6]

Support vector machine
(SVM), bayes statistics, and
voting feature intervals
(VFI)

Entropy of
voxel

75% for the prediction of MCI
to AD conversion

Querbes
et al. [7]

Coregistration and
Partitioning

Cortical
thickness

85% for discrimination
between AD and normal and
76% in prediction of MCI to
AD conversion

Yang et al.
[8]

Support vector machine ICA
(independent
component
analysis) based

97.7% for discrimination
between AD and normal and
87.8% between MCI and
normal

Cho et al.
[9]

Individual subject
classification method based
on incremental learning

Cortical
thickness

Discrimination of AD from
normal with 82% sensitivity
and 93% specificity

Lerch et al.
[10]

Neural net classifier,
deformation algorithm, and
discriminant analysis

Cortical
thickness

90% accuracy obtained in the
medial temporal lobes and
other limbic structures and
100% with multivariate
discriminant analysis

Hamalainen
et al. [11]

Voxel-based morphometry
(VBM)

Gray matter
atrophy

–

Desikan
et al. [12]

Division of cerebral cortex
into gyral-based regions of
interest using intraclass
correlation coefficients
(ICC), and mean distance
maps (atlas-based method)

Anatomic
curvature
information of
cerebral cortex

Average ICC of 0.835 across
all of the ROIs, and a mean
distance error of less than
1 mm
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pc ¼
k1ðf Þ

fmax�favg
; f � favg

k2; f\favg

(
; ð2Þ

where f = fitness of chromosome, fmax = maximum fitness obtained from selected
chromosomes, favg = average fitness, k1 = 0.9, and k2 = 0.3.

After calculating probability, a random number r between 0 and 1 is generated
and the chromosome for which crossover probability is greater than r is selected for
crossover. Similar to crossover, mutation operation performed here is also adaptive.
The mutation probability of each chromosome is calculated as defined in (3) using
the concept used in [13]:

pm ¼
k1ðf Þ

fmax�favg
; f � favg

k2; f\favg

(
; ð3Þ

where f = fitness of chromosome, fmax = maximum fitness obtained from chro-
mosomes after crossover, favg = average fitness after crossover, k1 = 0.6, and
k2 = 0.3.

After calculating probability, a random number r between 0 and 1 is generated
and the chromosome for which mutation probability is greater than r is selected for
mutation. The chromosomes obtained after mutation forms the new population. The
termination condition considered for the algorithm is the number of iteration. After
termination of genetic algorithm we get some chromosomes and the chromosome
with highest fitness gives the seed points of cortex. Then region growing operation
is performed with the obtained seed points to extract the cortex region. Thickness of
extracted cortex is measured using distance transform to discriminate AD, MCI, and
normal MRI.

Step1:   Read the MRI. 
Step2:  Remove the skull and unwanted portions of brain using morphological 

operation (erosion and dilation). 
Step3:   Perform Contrast enhancement in spatial domain. 
Step4:   Reduce noise from MRI. 
Step5:   Find seed points in cortex using genetic algorithm. 
Step6: Extract cortex by region growing technique using the seed point   

obtained in step 5. 
Step7:   Find the thickness of cortex. 
Step8:   Recognition of AD, MCI and normal MRI using thickness value. 

Fig. 3 Proposed method for distinction of AD, MCI, and normal MRI
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5 Result and Discussion

The experiment is performed on 20 control subjects, 20 MCI, and 20 AD MRI of
65–85 age group of ADNI (Alzheimer’s disease neuroimaging initiative) screening
database (www.loni.ucla.edu/ADNI). T1-weighted MRI with coronal view is
observed. The preprocessing of images includes removal of unwanted portions such
as brain skull and brain stem, noise reduction, and contrast enhancement. Figure 4

Fig. 4 a Original normal image, b after removal of unwanted portions, c after noise reduction and
contrast enhancement

 (e) AD image 

     (c) MCI image 

(a)Normal image              (b) Cortex for normal image 

         (d) Cortex for MCI image 

(f) Cortex for AD image 

Fig. 5 b, d, f are images after extraction of cortex from a, c, and e, respectively
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shows an image after preprocessing step. After preprocessing step, the cortex from
the preprocessed image is extracted using the proposed region growing technique.
Figure 5 shows the extracted cortex of brain with green color. From Fig. 5b, d, f it
is observed that the green portion of images that indicates cortex is gradually
reduced in MCI and AD images, and the amount of reduction is more in AD images
than MCI images.

The maximum thickness found is 25, 18, and 15 for normal, MCI, and AD MRI,
respectively. Table 2 shows the recognition of normal, MCI, and AD images,
respectively.

6 Conclusion and Future Work

In this paper an automatic approach for detection of Alzheimer’s disease (AD) and
mild cognitive impairment (MCI) based on cortex thickness is performed.
Thickness of brain cortex is measured globally in this work, but cortex atrophy that
happens due to Alzheimer’s disease is different in different cortical and subcortical
structures of brain. So we can also measure structure-wise thickness to detect AD
and MCI at an early stage. Due to different sizes and shapes of brain and intensity
inhomogeneity of MRI, the preprocessing steps should be most robust to extract the
cortex accurately.
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Study of Effect of High-k Dielectric
Gate Oxide on the Performance
of SB-GNRFETs

Bhubon Chandra Mech and Jitendra Kumar

Abstract A Schottky barrier GNRFET with asymmetric and symmetric dielectric
layer with high-k oxides is presented. The device considered is a double-gate
MOSFET structure. We have studied the effect of various high-k gate dielectrics on
the performance of graphene nanoribbon FETs (GNRFET). In addition to that, we
have studied the effect of using two different dielectrics on top and bottom gate
oxide. The study is carried out within the non-equilibrium Greens function
formalism (NEGF). Results show that the use of high-k gate dielectric improves
GNRFET characteristics like on-current, on-to-off current ratio. We obtained the
value of 2.2 lA and 22 for drain current and on-to-off current ratio, respectively, for
SiO2, whereas for La2O3 we obtained the value of 6.33 lA and 63.3, respectively
for the same.

Keywords NEGF � Graphene � Graphene nanoribbon FET � Ion/Ioff
High-k dielectrics

1 Introduction

Today, the CMOS technology is fascinated by the introduction of 2D material.
With the introduction and the development of technique to extract the 2D materials
like graphene, the IC industry has been able to cope up with the Moore’s law.
Graphene is expected to be the future material with potential to replace the silicon
in IC industry because of its light weight, higher carrier mobility, and most sig-
nificantly because of its ability to exist as a single atomic layer. With the scaling of
channel using 2D material, the gate dielectric scaling is also needed. Even though
the 2D graphene has stretched the limits of scaling to a far extent, the limitation in
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scaling of conventional SiO2 gate dielectric layer is a major setback. As the
dielectric layer is scaled down, the gate leakage current increases, and oxide
breakdown occurs. As an alternative to SiO2, various high-k dielectrics are explored
as an option so that low gate leakage current and high on-to-off current ratio are
obtained [1, 2].

This paper deals with the study of a ballistic double-gate Schottky barrier
GNRFET with different gate dielectrics. The mathematical tool used is the NEGF
formalism which is used in conjunction with self-consistent solution of Schrödinger–
Poisson equation [3]. All the results are obtained using NanoTCAD_ViDES which is
based on NEGF formalism [4].

The GNR-based FET considered in this paper is described in Sect. 2. In the
following sections simulation approach and the results are discussed. The paper is
concluded in Sect. 5 which is the summary of results obtained.

2 Structure Model

The SB-GNRFET discussed in this paper is as shown in Fig. 1. The GNR con-
sidered is armchair GNR with chirality of (6, 0) which is shown in Fig. 2. The other
related dimensions are as shown in Table 1. The GNR of chirality (6, 0) has a band
gap of 0.602 eV and width of 1.37 nm [5, 6].

Fig. 1 The Schottky barrier GNRFET structure used in simulation

Fig. 2 The (6, 0) armchair GNR used in the GNRFET
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Two different types of devices are considered: (i) symmetric gate oxide
GNRFET (SG-GNRFET) with same gate oxide in top and bottom oxide layer
(ii) asymmetric gate oxide with one dielectric as top oxide and a different dielectric
as bottom oxide (AG-GNRFET).

3 Simulation Approach

NEGF formalism is used to calculate the current–voltage characteristics. The
Hamiltonian for the channel part is obtained using tight-binding approach. Real
space approach has been implemented for the GNR with open boundary conditions
[4, 7].

The most important parameter in NEGF is the Green’s function which is given by

GðEÞ ¼ ½EI � H � RS � RD��1 ð1Þ

where H is the tight-binding Hamiltonian of GNR and RS and RD are the source and
drain self-energy matrices, respectively. In order to determine the electron and hole
concentration, the Greens function is obtained by solving self-consistently the
Poisson equation. Once the Greens function is obtained the drain current is cal-
culated by the following formula [4]:

I ¼ 2q
h

Zþ1

�1
dETðEÞ f E � EFSð Þ � f E � EFDð Þ½ � ð2Þ

where f is the Fermi-Dirac function and T(E) is the transmission probability [3].

4 Results and Discussion

The various dielectrics that we have considered in our simulation are listed with
their chemical formula, relative dielectric constant, and the energy band gap in
Table 2 [8, 9].

The drain current versus drain voltage (ID–VD) characteristics are plotted for
different gate dielectrics in Fig. 3. The ID–VD characteristics are plotted at the gate

Table 1 Dimensions of the
device used in the simulation

Sl. No. Symbol Parameters Value (nm)

1 tox2 Bottom oxide thickness 2

2 tox1 Top oxide thickness 2

3 Lc Channel length 15

4 S Lateral spacing 1
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voltage VG = 0.5 V while varying the drain voltage VD from 0 to 0.5 V. The
on-current is obtained at VG = VD = 0.5 V. The plots are obtained by considering
(i) top and bottom oxides same as SiO2 which are indicated by ‘3.9 k’ curve; (ii) top
and bottom oxides both having La2O3 as oxide layer which are shown by ‘30 k
curve’; (iii) SiO2 as top oxide and La2O3 as bottom oxide which are shown by
‘3.9/30 k’ curve; (iv) with La2O3 as top oxide and SiO2 as bottom oxide which are
shown by ‘30/3.9 k’ curve; (v) with SiO2 on top and HfSiO4 on bottom which are
shown by ‘3.9/11 k’ curve; (vi) HfSiO4 and SiO2 on top and bottom, respectively,
are indicated by ‘11/3.9 k’ curve; and (vii) with both top and bottom oxides as
HfSiO4 which are indicated by ‘11 k’ curve.

From Fig. 3, we have seen that the output characteristic of the GNRFET
improves with the use of high-k dielectrics. The drain current for GNRFET with
SiO2 as gate dielectric is 2.2 lA and it improves with the higher values of dielectric
constant. With HfSiO4 as the gate dielectric, the ID increases to 4.15 lA. The drain
current further increases to 6.33 lA with the use of La2O3 as gate dielectric. It is
observed that the drain current increases with the higher dielectric constant because
of higher gate capacitance in high-k dielectric material. The graph of asymmetric
gate dielectrics with two different gate dielectrics on top and bottom oxide indicated
by ‘3.9/30 k’, ‘30/3.9 k’, ‘11/3.9 k’, and ‘3.9/11 k’ also shows a rising trend in
drain current. However, the graph also shows that the GNRFET with higher relative

Table 2 Different gate dielectric materials with their relative dielectric constants and energy band
gap

Sl. No. Gate dielectric material Dielectric constant (k) Energy band gap

1 SiO2 3.9 9

3 HfSiO4 11 6.5

7 La2O3 30 5.8

Fig. 3 Curren–voltage
characteristics of GNRFET
with different gate dielectrics
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dielectric constant at bottom oxide as compared to top oxide has higher drain
current.

The on-to-off current ratio is shown in Fig. 4 with various gate dielectrics and
their combination as considered in Fig. 3. The Ion/Ioff ratio is an important
parameter. It determines the switching speed and it is expected to be higher. From
the graph we have seen that the Ion/Ioff for GNRFET with SiO2 has the lowest value
with 22, while it has highest value of 63.3 in case of GNRFET with La2O3 as
the gate dielectric. The rising trend in the Ion/Ioff ratio is further confirmed by the
GNRFET with other dielectrics and their combination indicated by the curves of
‘3.9/30 k’, ‘30/3.9 k’, ‘11/3.9 k’, and ‘3.9/11 k’ curve. The increase in the Ion/Ioff
ratio is due to the increase of drain current.

5 Conclusion

In this paper we have studied the performance of Schottky barrier GNRFET in the
ballistic regime with different gate dielectric materials. From the results obtained we
can conclude that the drain current improves with the use of high-k dielectrics in
place of SiO2. We have seen the highest drain current is obtained with La2O3 as
both top and bottom oxide layers. It is also observed that the relatively higher value
of dielectric constant on bottom oxide than on top oxide has higher drain current as
compared to the one having high-k dielectric on top gate oxide than on bottom
oxide. Moreover, the Ion/Ioff ratio also improves with high-k dielectric oxide which
is clearly observed in the results.

Fig. 4 Variation of Ion/Ioff
ratio with combination of
different gate dielectrics under
consideration
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A Simple and Efficient Higher Order
Finite Element Scheme for Helmholtz
Waveguides

Tattwa Darshi Panda, K.V. Nagaraja and V. Kesavulu Naidu

Abstract This paper presents a simple and efficient finite element scheme for
computing the cutoff wave numbers of arbitrary-shaped waveguides using higher
order triangular elements. The waveguide geometry is divided into a set of trian-
gular elements and each of these elements is mapped to a standard isosceles triangle
by discritizing with subparametric finite elements. For waveguides containing
arbitrary cross sections, the transformation is done using a series of higher order
parabolic arcs. In this case, the curve boundaries are approximated by curved
triangular finite elements and then transformed to an isosceles triangle. Numerical
results are illustrated to validate the present approach. The obtained results have
converged very well with the existing literature with minimum number of triangular
elements, degree of freedoms, order of computational matrix, etc.

Keywords Helmholtz equation � Finite element method � Eigenvalue problem
Subparametric transformation � Waveguides � Parabolic arcs

1 Introduction

There are many numerical methods developed for computing accurate and optimal
numerical solutions to waveguide eigenvalue problem. Sensale et al. have presented
a unique approach for microwave waveguides based on hypersingular boundary
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element formation and can be found [1]. Dong et al. [2] have derived some solu-
tions to waveguide eigenvalue problem based on generalized differential quadrature
method. Numerical approximation to the two-dimensional Helmholtz equation by a
meshfree approach can be found in [3, 4]. This paper is concerned with higher
order finite element solution to the Helmholtz equation in waveguides using
straight-sided and curved triangular elements. In the present case, solutions are
determined for TM modes. For waveguides with rectangular boundaries, the
geometry is discretized with a series of higher order finite elements and then
suitably transformed to a standard isosceles right-angled triangle. Certain point
transformation formulae are used for ensuring highest level of mapping. For
waveguides with irregular cross sections, a series of higher order parabolic arcs are
been used to discretize the geometry. Rathod et al. [5] have derived a mapping
procedure of mapping the curved boundary by a series of parabolic arcs. The point
transformation formula in this case gives an interpolating polynomial that ensures
approximation of the curved cross section by a parabolic arc in which two points lie
along the arc and the other two points serve as the end points of the arc. The
detailed analysis of this transformation procedure and its advantages is discussed by
Nagaraja and Naidu [6]. Nagaraja et al. [7] have used the same approach for
determining optimal numerical solutions to elliptic partial differential equations. In
the present context, numerical illustration of the present approach is done for a
single-ridge waveguide and vaned rectangular waveguide. The obtained computa-
tional values have converged very well to those existing in literature with minimum
computational parameters. Later, a waveguide with a highly irregular cross section
is considered. A good convergence is observed in this case with increasing the order
of the transformation which validates the computational efficiency of the proposed
method.

2 Finite Element Formulation

The waveguide geometry is first divided into a set of triangles and then each of the
triangles is mapped by a subparametric finite element. Subparametric refers to
higher order finite elements [5–7]. The transformation using subparametric finite
elements is given by the following transformation formula [6, 7]:

u ¼
Xðmþ 1Þðmþ 2Þ

2

i¼1

NðmÞ
i ðr; sÞuei : ð1Þ

In Eq. (1), NðmÞ
i ðr; sÞ denotes the shape functions for each triangular element and

is different for all the order of transformation. The transformation of the waveguide
geometry is shown in Figs. 1 and 2.
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The above point transformation formula can be reduced to a standard interpo-
lating polynomial by the following a symmetric procedure given in [5] and is
reported below:

x ¼ x3 þðx1 � x3Þrþðx2 � x3Þs ð2Þ

y ¼ y3 þðy1 � y3Þrþðy2 � y3Þs: ð3Þ

The governing differential equation in the present case is the two-dimensional
Helmholtz equation and is given below:

@2u
@x2

þ @2u
@y2

þ k2c u ¼ 0: ð4Þ

TM mode of wave propagation is defined by the following equation [8]:

Ex ¼ �z0
@u
@x

; Ey ¼ �z0
@u
@y

: ð5Þ

Fig. 1 Quadratic order transformation

Fig. 2 Cubic order transformation
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On applying the Galerkin finite element formulation, the Helmholtz equation is
converted to a matrix form. The detail analysis of this conversion is done in our
previous work [8]:

½FþG�NP�NP � fVgNP�1 ¼ 0: ð6Þ

The unknowns in the matrix form are clearly defined in [8] and are listed below
for convenience:

Fi;j
x;x ¼

Z1

0

Z1�n

0

1
J

� �
@Ni

@n
@y
@n

� @Ni

@g
@y
@n

� �
@Nj

@n
@y
@n

� @Nj

@g
@y
@n

� �
dgdn ð7Þ

Fi;j
y;y ¼

Z1

0

Z1�n

0

1
J

� �
� @Ni

@n
@x
@n

þ @Ni

@g
@x
@n

� �
� @Nj

@n
@x
@n

þ @Nj

@g
@x
@n

� �
dgdn ð8Þ

Ge
i; j ¼

ZZ
Xe

k2cNiNjdXdY ¼
Z1

n¼0

Z1�n

g¼0

k2cNiNjJ
edgdn: ð9Þ

The above integrations are computed by an efficient numerical procedure
developed by Rathod et al. [5].

3 Results and Discussions

3.1 Single-Ridge Waveguide

The domain of a single-ridge waveguide considered here is the same as in [9]. In the
present case the domain is divided into 12 and 24 triangular elements for the
quadratic case and 12 triangular elements for the cubic case. A good convergence is
observed with the numerical results in [9] and is reported in Table 1. In [9], the
geometry is discretized into 96 subregions comparably to the present case where the
geometry is discretized into 16 subregions. In [9], the boundaries of the ridge
waveguide are discretized using 112 subcontours. In the present case, the boundary
is divided into 42 subcontours. The size of the computational matrix in [9] is

Table 1 Cutoff
wavenumbers of a
single-ridge waveguide

TM mode No. [9] Present case (cubic)

1 12.2338 12.2393
2 12.4106 12.5294

3 14.2152 14.1633

4 15.8221 15.7512
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96 � 96. In the present case the size of the computational matrix for the cubic case
is 43 � 43. Similarly, the size of the computational matrix for 24 elements quad-
ratic case is 35 � 35 and 21 � 21 for 12 elements quadratic case. The difference
between the cutoff wavenumber obtained in the present case and [9] is 0.04%. For
the second, third, and fourth modes, the differences are 0.95, 0.36, and 0.44%,
respectively. The cutoff wavenumber obtained for 24 elements quadratic case is
12.3269. The maximum difference of this case with [9] is 0.76%. For 12 elements
quadratic case, the cutoff wavenumber obtained is 12.7015. The convergence rate
among the eigenvalues is given in Fig. 3. A good convergence is observed when
the order of discretization is observed from quadratic to cubic.

3.2 Vaned Rectangular Waveguide

The domain of a vaned rectangular waveguide can be found in [1]. In the present
case the domain is divided into eight elements for both the quadratic and cubic
cases. The results are reported in Table 2. It can be observed that a good conver-
gence is obtained in the present case. In [1], the accuracy is obtained using 56 and
112 elements comparably to present method with just eight elements. The differ-
ence (%) of the cutoff wavenumber obtained in the present method with 56 ele-
ments and 112 elements case of [1] is 0.75 and 0.90%. Similarly, the difference (%)
with [10] is 0.60%. A comparison of the meshes used in the present case and [11]
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Fig. 3 Convergence rate of
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Table 2 Cutoff wavenumbers of a vaned rectangular waveguide

[1] 56
elements

[1] 112
elements

[10] [11]
19 � 19

[11]
23 � 23

Present case
(cubic)

3.6827 3.6881 3.6770 3.6939 3.6932 3.6548
4.9425 4.9583 4.9279 4.9745 4.9726 4.9826

6.4726 6.4761 6.4151 6.4747 6.4721 6.5943

7.0096 7.0231 7.0220 7.0248 7.0248 7.0346
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is done in Fig. 4. A very refined mesh is used in the present case and hence the
computational effort and time will be fairly less. More the number of elements used
in the computation process, more will be the computational cost.

4 Waveguide with Curved Cross Sections

A waveguide with highly irregular cross sections is been considered for demon-
strating the accuracy of the proposed method over curved boundaries and the results
obtained for all order of discretization are reported in Table 3. For this case the rate
of cutoff wavenumbers is compared for various orders of discretization. Also it
should be noted that, for irregular geometries, it is required to go for higher order
discretization since the result does not converge well at lower orders. The domain of
the waveguide considered here is shown in Fig. 5. This domain is extracted from the
works of Nagaraja et al. in [7]. The domain is divided into eight triangular elements
as shown in Fig. 6. In the first case, the domain is discretized using cubic order
curved triangular elements. The curve boundaries of elements 5, 6, 7, 8 are pre-
dominantly replaced by cubic arcs according to the transformation formula given in
[6]. Similarly for the second and third cases, the discretization is done using quartic
and quintic order curved triangular elements (Figs. 8 and 9). Hence, in both these
cases, the curve boundaries of elements 5, 6, 7, 8 are implicitly replaced by quartic
and quintic order parabolic arcs. The interpolating polynomial for these transfor-
mation are derived in the works of Rathod et al. [5] and the advantages of these
transformation techniques are discussed in the works of Naidu and Nagaraja in [6, 7].
The results have converged very well when the order of discretization is increased
from quadratic to quintic. The greatest accuracy is obtained at quintic level (Fig. 9).

Fig. 4 Mesh used in [11] and present case (cubic)

Table 3 Cutoff
wavenumbers of a waveguide
with irregular geometry

Quadratic 15.411 12.545 10.544 9.6332 6.982

Cubic 12.210 11.433 10.689 8.932 6.271

Quartic 11.410 10.647 10.253 8.681 6.217

Quintic 11.254 10.538 10.232 8.596 6.215
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Fig. 5 Waveguide geometry

Fig. 6 Eight elements
division
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Fig. 7 Cubic order discretization

Fig. 8 Quartic order discretization
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5 Conclusion

In the present work, the concept of mapping waveguides geometries using higher
order triangular element is been introduced. The principle is further extended to
map-curved boundaries of a waveguide by a series of curve triangular elements
rather than straight-sided elements. A robust code is developed and can be applied
to any kind of geometries. The results have converged very well with the existing
numerical values in literature.
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Point Feature Based Recognition
of Handwritten Meetei Mayek Script

Chandan Jyoti Kumar and Sanjib Kumar Kalita

Abstract In this article we are proposing a hybrid point feature based recognition
of Meetei Mayek optical handwritten characters. Four different interesting point
features namely Harris corner detector, Laplacian-of-Gaussian (Log) detector,
Harris-Laplacian detector, and Gilles feature are used to detect different fixed
number of interesting feature points. The [X, Y] coordinates of these interesting
points are used as feature vector. Four different feature vectors are generated out of
these and we have developed a fused feature out of it. Feature reduction is done by
PCA, and accuracy calculations for all these features are performed using support
vector machine. A comparative analysis is done to get a feature that shows con-
sistency in accuracy before and after applying feature reduction. Experimental
result shows that fused feature FV5 shows better accuracy in all different situations.
Before reduction it shows 97.16% accuracy, on reduction by probabilistic PCA it
shows 94.15% accuracy, and PCA-based reduction 97.16% accuracy, which is best
in all situations as compared to other features.

Keywords Point feature � Meetei Mayek � Optical character recognition
Feature reduction � SVM

1 Introduction

Northeast India consists of eight states called eight sisters, the states of Arunachal
Pradesh, Assam, Manipur, Meghalaya, Mizoram, Nagaland, Sikkim, and Tripura.
Except Assamese and Bengali, most of the languages used by the native speakers
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are of Sino-Tibetan and Austro-Asiatic origin. Meetei is one of the major northeast
Indian regional languages. It is primarily spoken by majority of the native speaker
in the state of Manipur. Meetei Mayek script is used for writing Meetei (Manipuri)
language. The script has a long history behind it. The Meetei Mayek script was used
in earlier days for writing Meetei Mayek till eighteenth century, and most of the
historical documents found are written using Meetei Mayek script. However, there
was a mass destruction of documents written in Meetei Mayek in eighteenth cen-
tury, and Bengali script was adopted for writing Meetei thereafter. Good news is
that researchers worked over the script and finally in 1976, they have finalized the
characters in the script having 18 characters and added 9 more letters which are
derivatives of previous letters and suggested the government to make the script
popular in the state of Manipur [1]. In 1983, the education department of Manipur
Government starts publishing text book written in Meetei Mayek.

1.1 Meetei Mayek Script

Meetei Mayek script has 18 characters in original which are called Eeyek Eepee and
9 additional characters incorporated are called Lom Eeyek. Figures 1 and 2 show
the character set of Meetei Mayek script. The most interesting fact about the script
is some of the letters used in Meetei Mayek refer to human body part.

1.2 Motivation of the Work

According to the website ‘ethnologue.com’, which does a lot of survey and statistical
analysis on languages, it has mentioned that currently 7102 living languages are
available on earth. Based on socioeconomical and political scenario, this value
fluctuates a little. Recent trend is that the number of living languages is always going
down, which is becoming an alarming matter. An article published by Unesco in
2009, says that most of the endangered languages belong to India. India is ahead of
all in the list of languages in endangered state. A language is said to be endangered
when the number of people using that language drastically goes down. There are
many possible reasons for this to happen. One of the major causes is economical,

Fig. 1 Eeyek Eepee
characters

Fig. 2 Lom Eeyek characters
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social, and cultural interference of one community over native speakers. Another
cause may be the ignorance toward the language by the natives. There are cases
where some people feel ashamed of using regional language in public gatherings.
There are people who think they will lose their status if they use their own language
and that is why they start speaking a different language. We must respect and learn
national and International languages, but it does not imply to sacrifice the native
language. A lot of effort is put on developing the OCR and speech processing
technology in some parts of India [2, 3]. However, such initiative is very less in
northeast India [4, 5]. That is why major northeast Indian languages are facing this
problem. Keeping in mind the need of hour, we are trying to develop an OCR system
that can digitize the optical image written in regional language. This application will
be of ample use and it will certainly help sustainability of the language and the script
as well. If we can make our historical documents digitize, it will bring the attraction
of the natives. If we can process handwritten optical characters of the local scripts,
then people will definitely be encouraged to use the script [6].

The rest of the paper is organized as follows: Sect. 2 discusses about dataset
preparation and preprocessing; Sect. 3 discusses about algorithms; and Sect. 4
discusses about results related with feature extraction and reduction and finally we
conclude.

2 Dataset Preparation and Preprocessing

Standard data collection sheet of A4 size was provided to the contributors for
writing the characters of Meetei Mayek script. Each of the characters was written
ten times in a row. Separate characters are written in separate row. One page per
contributor was collected. The data samples are collected from people with various
professional backgrounds and of various age groups. Figure 3 shows the diverse
distribution of contributors. However, most of the contributors are from S.S.N.
school, Cotton University, and Gauhati University.

The individual characters are segmented and noise removal and morphological-
based operations are performed to make these samples compatible with feature
extraction techniques.

Contributors 
University student

School student

Administrative Service

Academic service

Fig. 3 Data sample
contributor’s distribution
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3 Feature Extraction Algorithms

Feature extraction is the most crucial phase of optical character recognition system.
Proper feature extraction and selection has the direct impact on accuracy and
efficiency of any classification technique [7]. Literature review revels that
researchers have investigated and come up with different feature set efficients for
different script recognitions [8, 9]. For Meetei Mayek handwritten character
recognition, we have investigated four different types of feature point extraction
methods. The Harris corner detector [10, 11], Laplacian-of-Gaussian (Log) [12],
Harris-Laplacian [13], and Gilles [14] point feature based feature vectors and
combinations of them are used. Algorithms 3.1, 3.2, 3.3, 3.4, and 3.5 explain how
these features are extracted.

Algorithm 3.1 To compute Harris corner vector FV1

Input: Optical image of isolated handwritten Meetei Mayek character.
Output: Harris corner vector feature vector with maximum dimension 1 � 100.

Step 1. Compute Gaussian derivatives at each pixel
Step 2. Compute second moment matrix M in a Gaussian window

around each pixel. Using a Gaussian smoothing kernel
of standard deviation s, calculate the sampled means:
hI2xi; hI2xi; hIxIyi.

Step 3. Compute corner response function,

R ¼ hI2xiþ hI2yi
hI2xihI2xi � hIxIyi2

:

Step 4. Set criteria to decide threshold
Step 5. Find all local maxima of response function greater

then threshold

Points ¼ findðmax local[ ¼ RÞ

Step 6. FV1=combine(X coordinates of Points,Y coordinates of
Points).

Algorithm 3.2 To compute Laplacian-of-Gaussian (Log) vector FV2

Input: Optical image of isolated handwritten Meetei Mayek character.
Output: Log vector feature vector with maximum dimension 1 � 400.

Step 1. Set Laplacian-of-Gaussian parameters
Step 2. Calculate scale-normalized Laplacian operator
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Lðx;rÞ ¼ r2ðIxxðx;rÞþ Iyyðx;rÞÞ:

Step 3. Search for local maxima points
Step 4. FV2=combine(X coordinates of Points,Y coordinates of

Points).

Algorithm 3.3 To compute Harris-Laplacian vector FV3

Input: Optical image of isolated handwritten Meetei Mayek character.
Output: Log vector feature vector with maximum dimension 1 � 120.

Step 1. Set derivative masks
Step 2. Calculate sum of the auto-correlation matrix
Step 3. Find interest point response
Step 4. Search for local maxima points
Step 5. Find local maxima greater than threshold

Hpoints ¼ findðmax local[ ¼ tÞ

Step 6. Compute scale-normalized Laplacian operator.
Step 7. Points= Hpoints for which LoG attains extrema.
Step 8. FV3=Combine(X coordinates of Points,Y coordinates of

Points).

Algorithm 3.4 To compute Gilles detector vector FV4

Input: Optical image of isolated handwritten Meetei Mayek character.
Output: Log vector feature vector with maximum dimension 1 � 50.

Step 1. Set circular filter mask
Step 2. Compute local entropy with that filter
Step 3. Find the local maxima based on entropy and mask
Step 4. Keep only points above a threshold
Step 5. FV4=Combine(X coordinates of Points, Y coordinates of

Points).

Algorithm 3.5 To compute Hybrid interesting point detector vector FV5

Input: Optical image of isolated handwritten Meetei Mayek character (Img).
Output: Feature vector with maximum dimension 1 � 670.

Step 1. PTH=Algorithm3.1(Img)
Step 2. PTL=Algorithm3.2(Img)
Step 3. PTHL=Algorithm3.3(Img)
Step 4. PTG=Algorithm3.4(Img)
Step 5. FV5=Combine(PTH,PTL,PTHL,PTG).
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4 Results and Analysis

In the present study, the feature vectors FV1 (Harris corner detector), FV2
(Laplacian-of-Gaussian detector), FV3 (Harris-Laplacian detector), FV4 (Gilles
feature detector), and FV5 (Fused feature of FV1, FV2, FV3, and FV4) are
extracted using Algorithms 3.1, 3.2, 3.3, 3.4 and 3.5, respectively. These five
different feature vectors are extracted for 6750 image samples, out of which 5062
image features are used for training the support vector machine and rest is used for
testing the SVM classifier recognition accuracy. Table 1 shows the size and
recognition accuracy corresponding to the five features before applying any feature
reduction technique.

The point features and their combinations are showing good accuracy and the
best thing about this feature is that they are scale invariant. However, from Fig. 4 it
is observed that the feature vector size is very large and fusion of features makes the
situation worse. Therefore, we have applied some standard feature reduction
technique over these features and experiment is done on the reduced feature set.

After applying probabilistic PCA reduction technique, we get the following
features: R1FV1: Probabilistic PCA-reduced FV1, R1FV2: Probabilistic
PCA-reduced FV2, R1FV3: Probabilistic PCA-reduced FV3, R1FV4: Probabilistic
PCA-reduced FV4, and R1FV5: Probabilistic PCA-reduced FV5. Table 2 shows
the size and recognition accuracy corresponding to the five features after applying
probability PCA feature reduction technique. From Fig. 5, it is observed that after
applying probabilistic PCA-based reduction, even though we are able to minimize
the feature vector size, only the fused feature FV5 is able to show good recognition
accuracy.

After applying PCA reduction technique, the features we get are as follows:
R2FV1: PCA-reduced FV1, R2FV2: PCA-reduced FV2, R2FV3: PCA-reduced

Table 1 Size and accuracy
of non-reduced features

Feature vector Feature vector size Accuracy (in %)

FV1 100 97.16

FV2 400 97.16

FV3 120 92.97

FV4 50 79.66

FV5 670 97.16
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FV3, R2FV4: PCA-reduced FV4, and R2FV5: PCA-reduced fused FV5. Table 3
shows the size and recognition accuracy corresponding to the five features after
applying PCA-based feature reduction technique. From Fig. 6 it can be observed
that PCA-based reduction is very helpful for dimensionality reduction. Accuracy of
only few of the feature gets altered.

Combining all the results, we have drawn the graph representing the feature
versus accuracy after and before reduction, in Fig. 7. From Fig. 7, it can be
observed that for feature FV5, SVM classifier shows highest accuracy for normal as
well as reduced feature space. Even though some features show good accuracy for

Table 2 Size and accuracy
of probability PCA-reduced
features

Feature vector Feature vector size Accuracy (in %)

R1FV1 18 56.53

R1FV2 18 54.25

R1FV3 18 0

R1FV4 18 41.55

R1FV5 70 94.15
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Table 3 Size and accuracy
of PCA features

Feature vector Feature vector size Accuracy (in %)

R2FV1 18 97.16

R2FV2 18 97.16

R2FV3 18 0

R2FV4 18 79.66

R2FV5 70 97.16
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normal and PCA-reduced feature vector, they are not consistent with probabilistic
PCA. Again feature reduction leads to a very small-sized feature with good accu-
racy. From Fig. 4, it is quite obvious. So, using the FV5, which is a fused corner
feature, Meetei Mayek handwritten script can be recognized with better accuracy.
Figure 8 shows that after applying feature reduction technique the size of the fused
feature gets so reduced that its size is smaller than most of the non-reduced features.

5 Conclusion

In this work, SVM classification accuracy with various feature vectors and their
different combinations is investigated. However, some feature vectors are quite
large, and fusion of two or more of them leads to a huge vector size. It leads us to
think about reducing the dimensionality of the feature. The experiment is performed
with PCA and probabilistic PCA to reduce the feature vector size. Some point
features show good accuracy without reduction, but when reduced by a technique, it

0

20

40

60

80

100

FV1 FV2 FV3 FV4 FV5

Ac
cu

ra
cy

 in
 %

Feature vectors
Non-reduced
ProbPCA reduced
PCA reduced

Fig. 7 Accuracy of
non-reduced, PCA-reduced
and ProbPCA-reduced
features

1

10

100

1000

FV1 FV2 FV3 FV4 FV5

Fe
at

ur
e 

Ve
ct

or
 si

ze
 

Feature vectors

Non-reduced

ProbPCA

PCA

Fig. 8 Size of non-reduced,
PCA-reduced and
ProbPCA-reduced feature

438 C.J. Kumar and S.K. Kalita



does not give the same performance. Consistency of accuracy is much required,
before and after reduction. Fused feature FV5 shows better accuracy in all different
situations, hence preferable to use for recognition of Meetei Mayek script.

The entire work till now is focused on different possible point features, their
combinations, reduction of feature vector, and SVM-based classification [15].
Different feature vectors may show different behaviors toward different classifiers.
Introduction of feature descriptor may also give better recognition rate at various
orientations. In future combination of various classifiers may be investigated.

References

1. Thokchom, T., Bansal, P.K., Vig, R., Bawa, S.: Recognition of Handwritten Character of
Manipuri Script. J. Comput. 5(10) (2010)

2. Gupta, V., Lehal, G.S.: A survey of common stemming techniques and existing stemmers for
Indian languages. J. Emerg. Technol. Web Intell. 5(2), 157–161 (2013)

3. Arora, T., Dhir, R.: Correlation-based feature selection and classification via regression of
segmented chromosomes using geometric features. Med. Biol. Eng. Comput. 1–13 (2016)

4. Saharia, N., Sharma, U., Kalita, J.: Stemming resource-poor Indian languages. ACM Trans.
Asian Lang. Inform. Process. 13(3) (2014)

5. Roy, P., Das, P.K.: A hybrid VQ-GMM approach for identifying Indian languages. Springer
Int. J. Speech Technol. 15(2) (2012)

6. Bhagvati, C., Ravi, T., Kumar, M., Negi, A.: On developing high accuracy OCR systems for
Telugu and other Indian scripts. Lang. Eng. Conf. Proc. (2002)

7. Aggarwal, A., Singh, C.: Zernike moments-based Gurumukhi character recognition. Appl.
Artif. Intell. 30(5), 429–444 (2016)

8. Sinha, G., Dhir, R., Rani, R.: Handwritten Gurumukhi numerals recognition using zone based
hybrid feature extraction techniques. Int. J. Comput. Appl. (0975-888) 47(21), 24–29 (2012)

9. Zhao, G., Ahonen, T., Matas, J., Pietikäinen, M.: Rotation-invariant image and video
description with local binary pattern features. IEEE Trans. Image Process. 21(4) (2012)

10. Harris, C.G., Stephens, M.J.: A combined corner and edge detector. In: Proceedings Fourth
Alvey Vision Conference, Manchester, pp. 147–151 (1988)

11. Schmid, C., Mohrand, R., Bauckhage, C.: Evaluation of interest point detectors. Int.
J. Comput. Vis. 37(2), 151–172 (2000)

12. Lindeberg, T.: Feature detection with automatic scale selection. IEEE Trans. Pattern Anal.
Mach. Intell. 30, 77–116 (1998)

13. Mikolajczyk, K., Schmid, C.: Scale and affine invariant interest point detectors. Int.
J. Comput. Vis. 60(1), 63–86 (2004)

14. Gilles, S.: Robust description and matching of images. Ph.D. thesis, University of Oxford
(1998)

15. Richarz, J., Vajda, S., Grzeszick, R., Fink, G.A.: Semi-supervised learning for character
recognition in historical archive documents. Pattern Recogn. 47, 1011–1020 (2014)

Point Feature Based Recognition of Handwritten Meetei Mayek … 439



Design of Circularly Polarized Antenna
with Different Iterations for UWB
Applications

Piyush Sharma, Ashok Yadav and Vinod Kumar Singh

Abstract A microstrip patch antenna with the strip line feed along with partial
ground is anticipated for circularly polarized characteristics. The antenna resonates
at 7 GHz frequency. It comprises a ground, a substrate, and patch. The simulation is
performed in HFSS software and the simulated results of proposed antenna such as
reflection coefficient and axial ratio are presented. The circular polarization (CP) is
achieved by inserting slots of the different shapes and sizes, i.e., rectangle and the
circle of the different dimensions in the structure of the antenna. The antenna is very
compact (40 mm � 30 mm � 1.6) in size and simple to design. The outcomes
reflection coefficient, axial ratio, gain, and radiation pattern of the proposed antenna
remain valid for operating frequency band. The proposed antenna has been
designed, simulated, and fabricated. The prototype antenna has also been charac-
terized with −31 dB return loss. Measured result shows a good agreement with
simulated and theoretical ones.

Keywords Return loss � VSWR � Axial ratio � HFSS software

1 Introduction

The microstrip antenna has numerous useful properties which includes minute size,
low-cost of the fabrication, light weight, and ease of installation but the main
limitations of printed antennas remain their narrow bandwidth features which limit
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the range of frequency over which the antenna can work effectively. Microstrip
antenna comprises three most important parts which are substrate, patch, and
ground. The thickness of patch antenna is less than the free space wavelength; it
means t � k0, where k0 is the wavelength in the free space. One side is radiating
patch and other side is ground plane and a dielectric substrate sandwiched between
it. The conducting patch is placed on the dielectric substrate which is used as
radiating element. On other side of dielectric substrate, there is conducting layer
used as ground part [1–4]. Nowadays, the fast development of modern communi-
cation systems is required for transportable devices for some important features
which include easy designing, light weight, small in size, compatible with micro-
wave, millimeter wave integrated circuits, less production cost, and easy fabrication
of microstrip antennas.

High data rate operating ability in the multipath fading environment and a large
bandwidth capability of supporting numerous applications have become the
unavoidable feature of any modern wireless communication system. Therefore,
there remains continuous increasing demand of the performance objectives of the
printed antenna mostly used in such systems. In this regard, antennas which support
circular polarization (CP) are being preferred and their properties are continuously
investigated by researchers around the world [5–9]. Also used in radar and satellite
navigation applications where the receiver or transmitter orientation is not clearly
known, CP antennas have been found to be very effective in overcoming the
harmful effects of multipath fading and thus give high data transmission rates.
Another recent application of CP antennas is in RFID systems where a continuously
emitted rotating field has the ability of tagging any object coming in its way. In
principle, circular polarization is achieved when the generated electric field has two
orthogonal modes with equal amplitude and 90° phase difference between them
[10–16]. The usual techniques to achieve CP in a microstrip antenna include
insertion of asymmetries in regular geometries, and deployment of different patches
in order to rotate the electric field vector. CP antennas designed on microstrip patch
structure suffer from low impedance bandwidth due to the inherent high quality
(Q) factor [17–21].

In this article, a prototype of novel microstrip line-fed patch antenna with partial
ground is proposed for circular polarization. Circular polarization mainly comes in
existence where reception is required by moveable receivers or receivers in vehicles
and also for fixed reception.

2 Antenna Configuration

The prototype of proposed antenna has been fabricated with FR4 dielectric sub-
strate having relative permittivity of 4.4, and thickness of 1.6 mm as shown in
Fig. 1. The radiating element of the proposed antenna prototype is patch structure
printed over the substrate which comprises circular and rectangular slots. The
rectangular dielectric substrate with the overall dimensions of 40 � 30 mm and the
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antenna structure comprises circles and rectangles which are printed over the FR4
substrate such that antenna shows the optimum axial ratio required to achieve the
circular polarization and the other parameters such as the return loss, Gain, VSWR,
etc. Patch of proposed antenna is designed with the rectangles and the circles and
several geometries have been inserted to achieve the optimum return loss and the
required axial ratio for the circular polarization as the axial ratio below 3-dB is
required for the circular polarization; hence, several changes have to be made to
attain the required axial ratio with the accepting return loss and the gain. The
proposed antenna came into existence with several iterations in order to achieve the
desired results which are essential for the circular polarization. Initially, basic
structure is made using the circle and the rectangle and then several slots have been
inserted in it, the rectangular and the circular shape of the different dimensions as
discussed in Table 1. The slots are inserted in order to achieve the desired return
loss and the axial ratio which is necessary for the circular polarization. Copper
served as the conductive material for the slots of the antenna in order to achieve the
desirable conductivity.

The following equations are used to calculate the dimensions of rectangular
microstrip patch antenna such as length and the width of the patch and length and
width of ground plane:

W ¼ c

2f
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðer þ 1Þ=2p ð1Þ

ereff ¼ er þ 1ð Þ
2

þ er � 1ð Þ
2

1þ 10
h
W

� ��1
2

ð2Þ

Fig. 1 Proposed antenna geometry a front view b back view

Table 1 Antenna design
specifications

Parameters Lp1 Lp2 Lp3 Lp4 L

Unit (mm) 4 12 12 10 30

Parameters Wp1 Wp2 Wp3 Wp4 W

Unit (mm) 10 1 1 3.4 40
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Dl
h
¼ 0:412

ereff þ 0:300ð Þ W
h þ 0:262

� �

ereff � 0:258ð Þ W
h þ 0:813

� � ð3Þ

L ¼ c
2f

ffiffiffiffiffiffiffiffi
ereff

p � 2Dl ð4Þ

Lg ¼ Lþ 6h

Wg ¼ W þ 6h:
ð5Þ

3 Optimization of Antenna Geometries

Figure 2 shows the geometry of the proposed antenna1, antenna2, and antenna3 and
Fig. 3 shows the simulated reflection coefficient verses frequency plot of presented
antenna1, antenna2, and antenna3. The optimized antenna is resonating at 7 GHz
and gives the −31 dB return loss at resonating frequency. A comparison of the
simulated performance of the return loss of three antennas is presented here. The
reflection coefficient verses frequency plot in the figure below clearly shows that
with the increase in the slots in the primary design the return loss increases con-
siderably in the negative direction.

Fig. 2 Geometry of the proposed antennas a antenna1, b antenna2, c antenna3
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4 Fabricated Proposed Antenna and Experimental Results

Figure 4 shows the top and bottom views of the fabricated antenna3. The proposed
antenna is fabricated using the FR4 as substrate and copper as the conductive patch
of the antenna. The fabricated antenna is tested and the results are recorded. The
recorded results are plotted on the graph which shows quite compromising results
with the simulated one. The results of fabricated antenna show the maximum return
loss near 7 GHz frequency which is −18.26 dB. The comparison of the return loss
of both the measured and the simulated antenna3 is shown in Fig. 5. Figure 5
shows that the proposed antenna works as expected as both the simulated and the
fabricated antennas resonate near the given resonating frequency (7 GHz) and the
desired results are obtained below the −10 dB, which shows that the antenna has
the good directivity. Figure 6 shows the comparison of axial ratio versus frequency
of simulated and measured results of proposed antenna3.
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Fig. 4 Hardware of proposed antenna a top view b bottom view
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5 Summary

A microstrip patch antenna has been designed, simulated, and fabricated for the
circular polarization using HFSS software. The antenna resonates at the frequency
of 7 GHz as per wireless communication standard. The corresponding simulated
value of reflection coefficient is −31 dB which suggests that there is good impe-
dance matching at the frequency point below the −10 dB region. The antenna also
shows quite good axial ratio and reflection coefficient. The axial ratio approxi-
mately equal to 1 clearly shows that antenna is circularly polarized one. The pro-
posed antenna is compact in size and simple in design, and also finds application for
satellite communication.
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Weighted Wavelet Tree Sparsity
Regularization for Compressed Sensing
Magnetic Resonance Image
Reconstruction

Bhabesh Deka and Sumit Datta

Abstract Compressed sensing in magnetic resonance imaging (CS-MRI) improves
the MRI scan time by acquiring only a few k-space samples and then reconstructs
the image using a nonlinear procedure from the highly undersampled measure-
ments. Besides the standard wavelet sparsity, MR images are also found to exhibit
tree sparsity across various scales of the wavelet decomposition which are generally
modeled as overlapping group sparsity. In this chapter, we propose a novel itera-
tively weighted wavelet tree sparsity based CS-MRI reconstruction technique to
estimate MR images from highly undersampled Fourier measurements. Simulations
on various real MR images show that the proposed technique offers significant
improvements compared to the state-of-the-art either in terms of visual quality or k-
space measurements with the same reconstruction time.

Keywords Magnetic resonance imaging � Undersampled Fourier measurements
Compressed sensing � Wavelet tree sparsity � Overlapping group sparsity
Weighted CS-MRI reconstruction

1 Introduction

Compressed sensing or compressive sampling (CS) [1] is a modern signal pro-
cessing approach for simultaneous acquisition and reconstruction of a signal from a
few linear measurements by solving an under-determined system of equations. The
number of such linear measurements is very less than that required by the traditional
Shannon–Nyquist sampling rate provided the signal to be reconstructed is sparse or
at least compressible in some known transform domain and the acquisition scheme
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or sensing matrix is incoherent with respect to the sparse representation basis. There
are some commonly encountered occasions where data acquisition is very expen-
sive, either for limitations of number of data acquisition sensors or for the sensing
process being very slow, like, in the magnetic resonance imaging (MRI).

MRI is one of the most preferred medical imaging modalities for soft tissues like,
the brain, and the heart. It provides good contrast and high-resolution images without
using any ionizing radiation. But slow data acquisition speed is a major burden in
conventional MRI. Moreover, some instrumental and physiological processes also
limit the speed of MR image acquisition. For example, in cardiac imaging, one needs
to hold the breath several times at 20–30 s intervals for the acquisition of images
with diagnostic resolution. Many people, especially children and those having heart
and lungs ailments, cannot hold the breath for a long period [2, Chap. 4]. Also,
during this long scanning time, any movement of the body results in non-recoverable
imaging artifacts. Thus, radiologists have to use sedation or general anesthesia for
pediatric, cardiac patients. In the quest for a practical alternative, researchers have
turned to the exciting and emerging field of compressed sensing MRI (CS-MRI) to
reduce the scanning time without sacrificing the diagnostic imaging quality.

Lustig et al. [3] demonstrated that it is possible to reconstruct good quality MR
images from a fewer random measurements because it satisfies the two key
requirements of the CS theory, i.e., the sparsity and the incoherence [1]. It is
because MR images are generally compressible in the transform domain, like the
wavelet. Additionally, MRI data acquisition is performed in the Fourier domain
which is incoherent with respect to the wavelet domain. Mathematically, consider
x 2 Rn to be an array representing the MR image and Fu 2 Rm�n the partial
Fourier operator which maps x to the undersampled k-space data, y 2 Rm i.e.
y ¼ Fux, where m � n. Now, to estimate x from y, they proposed the following
TV� ‘1 � ‘2 model of CS-MRI reconstruction:

x̂ ¼ argmin
x

1
2
kFux� yk22 þ k1kWxk1 þ k2 kxkTV; ð1Þ

where W represents the standard wavelet basis set; k1 and k2 being regularization
parameters that establish balance between the data consistency term and the sparsity
terms. Here, the term kxkTV represents the total variation of x in isotropic sense, i.e.,

kxkTV ¼ P
i;j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðrhxÞi;j

n o2
þ ðrvxÞi;j
n o2

r
, where rh and rv are first-order hori-

zontal and vertical finite difference operators, respectively. The above minimization
problem is solved using the nonlinear conjugate gradient (NCG) algorithm.

Huang et al. [4] proposed to decompose the problem in Eq. (1) into two rela-
tively simpler subproblems, one is the TV regularization and the other is the ‘1-
norm regularization. These subproblems are independently solved and individual
solutions are then linearly combined to get the solution of the composite problem.
They called it as the Fast Composite Splitting Algorithm (FCSA). This technique
significantly improves both the reconstruction time as well as quality of the
reconstructed image compared to previous techniques.
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Recently, Chan and Huang [5] proposed thewavelet tree sparsity MRI (WaTMRI)
CS reconstruction model where another sparsity promoting regularization term is
added with the existing TV� ‘1 � ‘2 model, especially, to exploit the wavelet
quadtree structure [5, Fig. 1]. It means that if a parent coefficient has a significant
value then its children also tend to have significant values. To exploit this quadtree
structure they assign pairs of parent–child wavelet coefficients into different over-
lapping groups. This particular arrangement not only improves the reconstruction
quality but also reduces k-space measurements from Oðkþ logðn=kÞÞ to
Oðkþ k logðn=kÞÞ for a k-sparse signal of length n for the same reconstruction
quality. This reconstruction model can be represented as

x̂ ¼ argmin
x

1
2
kFux� yk22 þ k1kxkTV þ k2kWxk1 þ k2

X
g2G

jj Wxð Þgk2; ð2Þ

where G is a binary matrix containing overlapping indices of all parent–child
groups. Equation (2) is decomposed into three relatively simpler subproblems
dealing with (a) the tree sparsity norm, (b) the TV norm, and (c) the ‘1-norm
regularizations. Mathematically, the tree sparsity norm is defined by the ‘2;1-norm,
i.e., first ‘2-norm is obtained for each parent–child pair and then individual results
of all such pairs are used to obtain the ‘1-norm. This arrangement forces each
individual member of the group either to zeros or nonzeros during the iterative
thresholding process. Further, [6] experimentally demonstrates that among different
possible overlapping group configurations the one having only single parent–child
pair gives the best results in terms of both computational complexity and quality of
reconstruction. However, in Eq. (2), as the tree sparsity already computes the ‘1-
norm of all individual parent–child groups from the wavelet decomposition, so
having an additional standard wavelet sparsity regularization term seems to be an
overhead although their setting is shown to outperform the existing TV� ‘1 � ‘2
model-based CS-MRI reconstruction. Therefore, in order to overcome the com-
putational burden and also to mimic the joint effect of both the tree sparsity and the
standard sparsity of wavelet coefficients, it seems to be somewhat logical to have
only the tree sparsity term. It would definitely reduce the computational complexity
of the reconstruction problem as it requires solving only two subproblems instead of
three.

In this chapter, we propose a novel iteratively weighted tree sparsity based
CS-MRI reconstruction technique having only two regularization terms, namely,
the weighted tree sparsity and the weighted TV norm. Reconstruction results show
significant improvements over state-of-the-art, either in terms of quality of recon-
struction or number of k-space measurements. The remaining part of the chapter is
divided into the following sections. Section 2 discusses on the related theory of the
present work. Section 3 describes the proposed method. Section 4 gives details of
various simulation results and their analysis. Section 5 gives a brief account of the
conclusions drawn from the present research work.
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2 Theory

Candes et al. [7] proposed the idea of reweighted ‘1-minimization. For sparse
representation using the ‘1-norm minimization, larger coefficients are relatively
heavily penalized as compared to the smaller coefficients. But ‘0-norm minimiza-
tion is independent of the magnitudes of sparse coefficients and computes only the
total number of nonzero coefficients. To solve the nonuniform penalty issue in the
‘1-minimization, they proposed the weighted ‘1-norm minimization model. The
weighted ‘1-norm minimization problem for a sparse signal x acquired by the
measurement matrix A may be defined as follows:

min
x

Xn
i¼1

wi xij j

subject to y ¼ Ax;

ð3Þ

where w1;w2; . . .;wn are positive weights and are obtained as follows:

wi ¼ 1
xi þ e

: ð4Þ

Here, e is a small positive constant which ensures nonzero estimates of weights
when xi is zero. It was demonstrated that weighted ‘1-norm minimization gives
significant improvements in terms of quality of reconstruction or number of CS
measurements.

3 Proposed Work

In this chapter, we propose a novel iteratively weighted tree sparsity based MR
image reconstruction technique. We call it as the Iteratively Weighted Tree sparsity
MRI (IWTMRI) algorithm. It uses two regularization terms consisting of (a) the tree
sparsity norm and (b) the TV norm. These regularization terms are appropriately
weighted to solve the CS-MRI reconstruction problem. In our formulation, aniso-
tropic TV norm is used, i.e., kxkTV ¼ krxk1 ¼

P
i;j jðrhxÞi;jj þ jðrvxÞi;jj, where

r ¼ ðrh;rvÞ. The proposed weighted TV-tree sparsity based regularization
problem can be written as follows:

x̂ ¼ argmin
x

1
2
kFux� yk22 þ k1kWTVrxk1 þ k2

X
g2G

WGk Wxð Þgk2; ð5Þ

where WTV and WG are two weighting matrices corresponding to the TV and the
wavelet tree sparsity terms, respectively. WTV contains two diagonal matrices, i.e.,
WTV ¼ ½Wh

TV;W
v
TV� and nonzero elements of Wh

TV and Wv
TV at any location ði; iÞ,
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respectively, contain first-order horizontal and vertical finite differences of x at that
location. On the other hand, WG is a diagonal matrix where nonzero elements
consist of ‘2-norms of overlapping groups. We define them as follows:

WTVð Þðkþ 1Þ
i;j ¼ 1

r xð ÞðkÞi;j

��� ���þ eTV
ð6Þ

WGð Þðkþ 1Þ
g2G ¼ 1

W xð ÞðkÞg

��� ���þ eG
; ð7Þ

where eTV and eG are small positive parameters.

Detailed steps of the proposed algorithm are given in Algorithm 1. We first
decompose the composite problem into two relatively simpler weighted subprob-
lems. One is the weighted tree sparsity regularization subproblem and other is the
weighted TV regularization subproblem. Both these problems are independently
solved to get the solution of the composite problem. For solving the first sub-
problem, we apply the concept of variable splitting and introduce the variable z
which constrains x. It yields a closed form solution given by
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zgi ¼ max k GWxð Þgik2 �
k2 WGð Þgi

b
; 0

� �
GWxð Þgi

k GWxð Þgik2
; i ¼ 1; 2; . . .; s; ð8Þ

where gi denotes the ith group and s counts the number of total groups. We denote
Eq. (8) by shrinkgroupð:Þ as in [5] and include it in step 2 of the algorithm. Steps 3–
5 of the algorithm show the process of solving the second subproblem consisting of
the TV regularization term and two data fidelity terms in terms of x and z. These
steps are similar to the iterative scheme of the FCSA [4] containing the proximal
map function defined by

proxqð/ÞðuÞ ¼ argmin
x

/ðxÞþ 1
2q

x� uk k22
n o

; ð9Þ

which is nothing but element-wise shrinkage operation carried out by the following
function:

xi ¼ max juij � q; 0ð Þ uijuij; ð10Þ

and the project function:

xi ¼ project xi; l; u½ �ð Þ ¼
xi; if l� xi � u
l; if xi\l
u; if xi [ u

8<
: ; ð11Þ

where l and u denote the range of pixel values in the MR image. Finally, steps 8 and
9 of the algorithm provide necessary acceleration for convergence of the algorithm
similar to the FCSA.

4 Experimental Results

All simulations in this chapter are carried out in the MATLAB (R2012b) envi-
ronment on a PC having 3.4 GHz Intel i7 core CPU with 4 GB of RAM. For fair
comparisons, we use a common stopping criterion for all algorithms. To evaluate
performances of various algorithms, we carry out simulations on several real MR
images. We collected a set of 3D BRAVO T1 h brain MR volume from a local
Hospital repository. This data set is acquired using a GE 1.5 T signa HDxt scanner
with the following parameters: TR/TE: 14.912/6.456 ms, slice thickness: 1.2 mm,
spacing between scans: 1.2 mm, sampling (%): 100, and Flip angle: 15 deg.
Another RF spoiled gradient echo (GE) abdomen MRI data set is collected from the
publicly available database at http://mridata.org. We also perform simulations on a
real brain MR image collected from [5].
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To evaluate performance of the proposed IWTMRI algorithm, we perform three
sets of experiments—(a) Evaluation of reconstruction quality in terms of SNR
(dB) and MSSIM with varying sampling ratio 15–25%; (b) Test of convergence in
terms CPU Time and number of iterations; and (c) Computation of number of
measurements to achieve the same quality of reconstruction. We compare results of
the IWTMRI with the FCSA and the WaTMRI as they are the most recently
developed and computationally faster algorithms for CS-MRI reconstruction.
Experiment 1: Reconstruction performances of various algorithms in terms of SNR
and MSSIM at different sampling ratios are shown in Fig. 1. We observe that on an
average SNR improvement of approximately 1.5 dB is achieved by the IWTMRI
compared to the WaTMRI at varying sampling ratios. This improvement would be
still higher when compared to the FCSA. Similarly, for visual interpretation,
cropped portions of reconstructed outputs using real brain and abdomen are shown
in Fig. 2. They clearly indicate that the IWTMRI outperforms other algorithms in
terms of preservation of edges and anatomical details, and less visible aliasing
artifacts than others.
Experiment 2: To compute the computational complexity of the proposed algo-
rithm for convergence, we measure the relative error of various algorithms with the
progress of iterations and the CPU time taken for reconstruction. Results of various
algorithms for brain and abdomen MR images at 20% sampling ratio are shown in
Fig. 3. From the figure we observe that the IWTMRI requires less number of
iterations and CPU time as compared to the FCSA and the WaTMRI. In case of the
abdomen, IWTMRI requires 21 iterations whereas the WaTMRI and the FCSA
require 67 and 102 iterations, respectively, for convergence. Similarly, IWTMRI
requires 2.3 s, whereas the WaTMRI and the FCSA require 4.7 and 5.1 s,
respectively, for convergence.
Experiment 3: Finally, we show reduction in the number of CS measurements for
the same quality of reconstruction using different methods. For that, we select the
SNR of the FCSA as the reference and then try to reconstruct the same quality of
images with the WaTMRI and the IWTMRI. From Table 1 we observe that number
of measurements required for IWTMRI is significantly less as compared to the
FCSA and the WaTMRI.

Fig. 1 SNR (in dB) and MSSIM values at different sampling ratios for brain and abdomen MR
images, respectively
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5 Conclusion

We have proposed a novel iteratively weighted MR image reconstruction technique
to reconstruct MR images from highly undersampled measurements. It is observed
that the proposed algorithm achieves significant improvements in terms of quality
of reconstructions for the same number of measurements and vice versa compared
to some of the most recent algorithms.

Fig. 2 First row left to right Cropped portion of a brain image and results using the FCSA, the
WaTMRI, and IWTMRI at 20% sampling ratio. Second row left to right Cropped portion of an
abdomen image and results using the FCSA, the WaTMRI, and the IWTMRI at 20% sampling ratio

Fig. 3 Relative error versus iteration and relative error versus CPU time (s) for brain and
abdomen MR images, respectively

Table 1 Comparison of percentage k-space under sampling ratios (% SR) of different methods for
the abdomen MR image, Dm ¼ Measurement Reduction

Target SNR (dB) FCSA WaTMRI IWTMRI

SR (%) SR (%) Dm SR (%) Dm

16.46 15.0 14.5 328 14.0 655

18.11 20.0 18.5 983 17.5 1638

19.43 25.0 22.5 1638 19.0 3932
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A Score-Level Solution to Speaker
Verification Using UBM Pooling
and Adaptive Cohort Selection

Pranab Das

Abstract In an environment that is highly unpredictable in nature, a speaker
verification system needs a good background model to carry out the verification
task reliably. In this paper, a 1024-component UBM is created by pooling a noisy
speech UBM and clean speech UBM. This pooled UBM is used for speaker
adaptation as well as for speaker testing. Experimental results have shown minor
improvement with pooled UBM as compared to baseline UBM. In addition to this,
a score-level solution is proposed by means of cohort model selection using
HT-normalization to reduce undesirable variation arising from acoustically mis-
matched devices and environment. For cohort selection a simple distance metric
based on similarity modeling of each client speaker is used. The normalization
parameters computed over a group of speakers (cohort) having some common
characteristics are used in the final score calculation. Experiments on a noisy corpus
has shown reasonable improvements in performance, when normalization param-
eters were taken from a cohort than from a general group. Experiments have shown
a recognition rate of 90.58 and 87.64% for matched handset type in office and
roadside environment respectively.

Keywords Score normalization � Cohort � T-normalization � UBM pooling
GMM-UBM

1 Introduction

In general, a speaker verification system models the alternative hypothesis by a
universe of probable background imposter speakers for optimal likelihood ratio test.
Such a universe of background imposter speakers is called a Universal Background
Model (UBM) [1] or a World Model. The UBM plays vital role in the verification
task by minimizing the non-speaker-related variations and thus helps in a stable
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decision. One of the major approaches in modeling a UBM is to collect speech from
a number of speaker’s representative of the population of speakers. A single model
is then trained from that population. The focus of this approach is mainly on the
composition, selection of the speakers, and the speech used to train the UBM [2, 3].

To improve the effectiveness of detection threshold in a speaker verification
system, a technique called score normalization is commonly used. In this technique
the output scores are transformed by aligning with respect to the score distribution
of individual speaker models. Score normalization is also minimizes the
speaker-dependent and speaker-independent changes in the signal. For example,
Z-norm minimizes speaker differences of imposter scores distributions, whereas
H-norm minimizes bias effects resulting from different microphones and channels.

One of the most widely used methods for score normalization at the time of
testing is Test-normalization or T-norm [4]. In this method, a test utterance is scored
against a group of imposter speaker models also called T-norm speaker model to
obtain a set of imposter score distribution. The test utterance is also scored against
the target speaker model. This score distribution so obtained from the T-norm
speaker models is used to compute the parameters mean and standard deviation.
These normalization parameters are used during testing and help in reducing
deviation in imposter scores and session difference between the test utterance and
the imposter utterance. These normalization parameters are subsequently used to
fine-tune the target speaker score. In a speaker verification system with adaptive
UBM modeling, T-norm is found to be effective as the adapted UBM provides fast
scoring [5] with little additional computation by scoring a large set of T-norm
speaker models.

It has been proposed in [6–10] that score normalization using speaker-dependent
cohort speakers set is much more effective in a speaker verification system. While
using cohort a number of issues need to be considered like cohort selection tech-
nique, number of imposters in the cohort set, and the technique used for score
normalization. Although both online and offline methods of cohort selection using
T-norm have been used, in general T-norm-based cohort selection uses speaker’s
characteristic like gender and distance metric [11].

2 UBM Pooling

A 1024-component UBM is created by pooling two 512-component UBMs. The
first 512-component UBM is built using only Office and Roadside Noise. The
second 512-component UBM is built using clean data from NIST 2003 SRE only.
These two 512-component UBMs are pooled to create a new UBM. Figure 1 shows
the above approach. All the speaker models are created by adapting the training
data with respect to 1024-component POOLED UBM. All the speakers are tested in
noisy office environment and noisy roadside environment with respect to the clean
UBM, Office noise UBM, Roadside noise UBM, and Pooled UBM. Table 1 shows
performance of the system measured in equal error rate with different UBMs.
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3 Score Normalization

In a GMM-UBM based speaker verification system, the decision to accept or reject
a claimed identity is achieved through a log likelihood ratio (LLR). This ratio is
computed for an unknown test utterance XTest between the claimed speaker S and
the speaker-independent background model or universal background model. Score
normalization is used to improve the detection threshold of the verification system
by normalizing the log likelihood ratio score for a test utterance X and target model
S as

LLRðXTest; SÞ ¼ LLRðXTest; SÞ � l
r

where the mean (µ) and the standard deviation (r) are computed from imposter
models.

Although there are many score normalization techniques like Z-Norm, H-Norm,
T-Norm, etc. that can be applied with either speaker model or with test data.
T-Norm is one of the most popular and efficient method, where parameters for
normalizing the detection score are estimated from a group of imposter speaker

Fig. 1 A new UBM built
using UBM pooling method

Table 1 Equal error rate for speaker verification system trained with different UBM

UBM model EER (%) Recognition rate (%)

Clean (UBM) 28.83 71.17

Office noise (UBM) 24.12 75.88

Roadside noise (UBM) 26.74 73.26

Pooled UBM (office noise and roadside noise + clean data) 18.06 81.94
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models during testing. Therefore, a method is proposed for cohort set selection for
each speaker using T-Norm. The normalization parameters selected from each
cohort set is used for final score normalization.

4 Cohort Model Selection Using HT-Normalization

As marginal improvement is observed in speaker verification system with UBM
pooling in Sect. 2, so as a next step toward improving system performance is by
cohort selection using HT-Norm. In this experiment, cohorts are selected for each
speaker, the selection criteria are based on three factors.

• Speakers are from the same environment (e.g., road, office).
• Speakers are using same handset type.
• The distance score of (test data, imposter model) and (test data, target model) is

very much small.

It has been observed that when normalization parameters, i.e., mean and stan-
dard deviation are taken from a group of speakers (cohort) having some common
characteristics the performance of the system is improved compared to when nor-
malization parameters are taken from a general group. So, an algorithm is proposed
using HT-norm for cohort selection.

4.1 Proposed Methodology

Step 1: All speakers are adapted with respect to the pooled UBM.

Step 2: For each speaker, a set of imposter models having minimum distance score
is selected which is called cohort for each speaker. Figure 2 shows the
cohort selection process.

Step 3: Cohort selection is done for each speaker and for each handset type.
Step 4: During testing, the test data is used with the cohort (set of imposter

models) to obtain a vector of scores. This is followed by computing nor-
malization parameters. This step is done for each handset type.

Step 5: The test data now is used with the target model to obtain a score. The
normalization parameters obtained in step 4 is then used to calculate the
final score.

Step 6: The score obtained in step 5 is used against the decision threshold for
speaker verification. Figure 3 elaborates the cohort selection and applica-
tion of normalization parameters.
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5 Experimental Setup and Results

For the experiments, a noisy database (NS-DB) is created. The speaker verification
system is trained and tested with respect to this database. NS-DB is a multisession,
multichannel, and multi-environment database. It contains the speech samples from
50 speakers (25 male and 25 female) in two noisy environments namely office and

Test Speech (Handset- 1/Handset-2)

Adapted 
Imposter 
Model-1 

Pooled 
UBM

Score 1

Adapted 
Imposter 
Model-n 

Pooled 
UBM

Score n 

Adapted 
Imposter 
Model-2 

Pooled 
UBM

Score 2 

Target 
Model

Pooled 
UBM

Score 

Compute
S(i)= score(t) -
score(i);
i=1, 2, 3,…., n; 

Select Cohort for 
each handset type & 
for each speaker

Select k no. of;
S(i), with min
distance score

Fig. 2 Cohort selection process using T-norm for different handsets
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roadside. The speech samples have been collected from each of the environments in
only English language. Speech data has been recorded in parallel across two
recording devices namely Mobile Phone-1 and Mobile Phone-2. Recording has
been done separately in office and roadside environment to obtain noisy speech. All
the recordings have been done in 16 kHz sampling frequency in mono channel and
16-bit resolution. The speech materials have been down sampled to 8 kHz to keep
the system compatible with telephone quality voice. To detect and eliminate silent
frames within a speech utterance, an energy-based silence detector is used prior to
feature extraction.

Also NIST SRE 2003 is a standard speech database of National Institute of
Standard and Testing (NIST) for speaker recognition evaluation 2003 has been used
in the present study for creating the clean UBM.

The verification system is built using efficient GMMs and universal background
model (UBM) for imposter speaker representation. Bayesian adaptation is used to
adapt speaker models with respect to the UBM. A 39-dimensional feature vector,
made up of 13 mel-frequency cepstral coefficients along with its first-order and
second-order derivatives is being used. To reduce the effect of channel mismatch
Cepstral Mean Subtraction (CMS) is applied on feature vector prior to modeling.

In the first experiment, noisy office environment is considered and all the speaker
models are adapted with respect to the pooled UBM. Similarly in the second
experiment noisy roadside environment is considered and all the speaker models are
adapted with respect to the pooled UBM. Cohorts are selected for each speaker
using the method described in Sect. 4.1 and for each environment. Also it was
ensured that the cohort’s selection is done for each handset type. Tables 2 and 3
show equal error rate obtained for speaker verification system for both matched and

Fig. 3 Cohort selection and calculating normalization parameters
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mismatched handset type in noisy office environment and noisy roadside
environment.

It can be clearly observed from the results in Tables 2 and 3, recognition rate are
87.78 and 85.33% using adaptive cohort selection using HT-norm for mismatched
handset type in office and roadside environment respectively. Further, it is observed
that improvement of 90.58 and 87.64% in recognition rate for matched handset type
in office and roadside environment respectively.

6 Conclusion

UBM Pooling and adaptive cohort selection using HT-Norm for score normaliza-
tion has shown significant improvement in the performance of the speaker verifi-
cation system. This improvement can be observed because Pooled UBM contains
information for both clean and noisy data. Further when the normalization
parameters mean and standard deviation are taken from a group of speakers (cohort)
having some common characteristics recognition rate is higher than to normaliza-
tion parameters taken from a general group.

References

1. Reynolds, D.A.: Comparison of background normalization methods for text-independent
speaker verification. In: Proceedings of the European Conference on Speech Communication
and Technology, pp. 963–967 (1997)

2. Matsui, T., Furui, S.: Likelihood normalization for speaker verification using a phoneme- and
speaker-independent model. Speech Commun. 17, 109–116 (1995)

Table 2 EER for speaker verification system using HT-norm in office environment

UBM model EER
(%)

Recognition rate
(%)

POOLED UBM (office noise and roadside noise + clean data) 18.06 81.94

Adaptive cohort selection using HT-norm (mismatched
handset)

12.22 87.78

Adaptive cohort selection using HT-norm (matched handset) 9.42 90.58

Table 3 EER for speaker verification system using HT-norm in roadside environment

UBM model EER
(%)

Recognition rate
(%)

POOLED UBM (office noise and roadside noise + clean data) 19.28 80.72

Adaptive cohort selection using HT-norm (mismatched
handset)

14.67 85.33

Adaptive cohort selection using HT-norm (matched handset) 12.36 87.64

A Score-Level Solution to Speaker Verification Using UBM … 465



3. Rosenberg, A.E., Parthasarathy, S.: Speaker background models for connected digit password
speaker verification. In: Proceedings of the International Conference on Acoustics, Speech,
and Signal Processing, pp. 81–84 (1996)

4. Auckenthaler, C., Thomas. L.: Score normalization for text-independent speaker verification
systems. Digit. Sig. Process. 10(1–3) (2000)

5. Reynolds, D.A.: Comparison of background normalization methods for text-independent
speaker verification. EUROSPEECH (1997)

6. Higgins, A., Bahler, L., Porter, J.: Speaker verification using randomized phrase prompting.
Digit. Sig. Proc. 1, 89–106 (1991)

7. Rosenberg, A.E., DeLong, J., Lee, C.-H., Juang, B.-H., Soong, F.K.: The use of cohort
normalized scores for speaker verification. Proc. ICSLP 92, 599–602 (1992)

8. Tran, D., Wagner, M.: A proposed likelihood transformation for speaker verification. In:
Proceedings of ICASSP 2000, Turkey (2000)

9. Reynolds, D.A.: Speaker identification and verification using Gaussian mixture speaker
models. Speech Commun. 17, 91–108 (1995)

10. Colombi, J.M., Reider, J.S., Campbell, J.P.: Allowing good impostors to test. In: Conference
Record of the Thirty-First Asilomar Conference on Signals, Systems & Computers, 1997,
pp. 296–300 (1998)

11. Reynolds, D.A., Rose, R.: Robust text-independent speaker identification using Gaussian
mixture speaker models. IEEE Trans. Speech Audio Process. 3, 72–83 (1995)

466 P. Das



A Novel Encryption Scheme for Secure
SMS Communication

Aeneaus Malla, Pranab Sahu and Minati Mishra

Abstract Security is a challenging issue in today’s digital world and for this, role
of cryptography is significant. Cryptography secures data and information using an
encryption algorithm and keys. There is always demand for a stronger encryption
algorithm that would be very hard or impossible to crack without valid keys so that
the privacy of intended sender and receiver information can be protected from
hackers. This paper suggests a novel encryption scheme for SMS communication
that uses multiple rounds of encryption to provide better privacy to the transmitted
message against unauthorized access. Message integrity and authentication have
been ensured by addition of authentication characters to the message. Keeping in
mind the limited memory and processing capacity of mobile devices, the algorithm
has been kept simpler and at the same time the strength of the scheme has been
ensured with a stronger key and better mix of confusion and diffusion principles.

Keywords Playfair � Encryption � Cryptography � Key � Security

1 Introduction

In today’s digital world security is a challenging issue. Cryptography plays a vital
role in providing data security against attackers, so cryptographic algorithms are
widely and frequently used as a means of ensuring that information is secure.
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The importance of cryptography is growing with the increasing worldwide utilization
of the Internet. Some of the terminologies related to cryptography are mentioned
below.

Cryptography has been derived from two Greek words and it means ‘the process
of secret writing’. In this process, a ‘plain text’ message is converted or ‘encrypted’/
‘enciphered’ to a coded message known as ‘cipher text’. There is always a demand
for stronger encryption which is very hard to crack by an unauthorized user. The
process of converting the readable ‘plain text’ to unintelligible ‘cipher text’ and the
reverse is known as cryptography. ‘Cryptanalysis’, analyzes the strengths of a
crypto scheme. Cryptography and cryptanalysis together constitute the domain
‘cryptology’ [1]. The overall process of encryption and decryption is given in
Fig. 1.

1.1 Types of Cryptosystem

Depending on key used, cryptosystems are divided into three types; symmetric key
cryptosystem, asymmetric key cryptosystem, and keyless cryptosystem. In
Symmetric cryptosystem both encryption and decryption keys are same whereas in
asymmetric cryptosystem a pair of keys, public and private are used. Public key is
announced to all members while the private key is only known to the receiver.
Sender uses the public key for encryption and the receiver decrypts the message
using the private key. Symmetric key methods require smaller keys and hence are
faster, stronger and easier for implementation but require a secure channel for key
transmission. This makes these cryptosystems less practical in comparison to the
public key systems. In keyless cryptosystem, there will be no key for encryption
and decryption [2, 3].

This paper suggests a scheme for SMS encryption which can ensure that only the
sender and receiver read the SMS but no third person; not even the service provider.
Though the core of the algorithm, proposed in this paper, is a 9 � 10 playfair but,
the original playfair technique has been modified with several shift and round
functions to ensure higher degree of transposition. The paper also emphasizes on
stronger keys. The rest of the paper has been organized as follows.

Fig. 1 Process of encryption and decryption
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SMS working principle is discussed in Sect. 2, literature survey on SMS
encryption schemes in Sect. 3, proposed method, results and discussion and con-
clusion in Sects. 4, 5 and 6 respectively.

2 Short Message Service (SMS)

Short message service (SMS) is the process of wireless communication which sends
text from cell phone to cell phone. Short refers to the maximum size of text
message, i.e., 160 characters which include uppercase alphabets, lowercase
alphabets, numbers, and special characters.

2.1 SMS Architecture

To use SMS service, a SIM card (Subscriber identification module) is needed. SMS
service needs SMS center client which is built in SIM card. A Base Transceiver
Station (BTS) helps wireless communication between user equipment, i.e., cell
phone and a network. Mobile Switching Center (MSC) is the primary service
delivery node for GSM or CDMA and is responsible for routing SMSs and calls. It
handles mobility, handover requirement during the call, takes care of charging and
real-time prepaid account monitoring. Base station Controller (BSC), controls the
GSM network, manages radio resources, and allocates channels. SMS Center
(SMSC) receives a message when it is transmitted from a cell phone, finds the
destination and sends it to destination cell phone. It is installed on mobile carrier
core network and acts as a temporary storage for SMSs. In case the destination cell
phone is switched off or inactive, SMSC stores the messages, delivers afterward
when the destination cell becomes active and notifies the sender about the delivery
status [4]. Figure 2 shows the architecture of SMS communication.

Fig. 2 Architecture of SMS
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3 Text Encryption Schemes

Playfair cipher is one of the popular encryption methods suggested for SMS
encryption from time to time. It is a substitution cipher which was first developed
by Charles Wheatstone in 1854. Later it was popularized by Lord Playfair and
hence known as playfair. It was used by the British, Australians, and Germans
during World War II as it is reasonably faster to use and requires no special
equipment.

The original playfair cipher uses a 5 � 5 matrix, a keyword and involves matrix
creation and encryption. In the matrix creation step, the cells of the matrix are first
populated with the unique characters of the keyword and then the remaining cells
are filled with rest of the characters considering I and J as a single character. Before
encryption, the message is divided into pairs. If the message length is odd then,
letter X is appended to the end of message. In case of repetition of characters in a
pair, one of the characters is replaced by an X. Figure 3 explains the entire pro-
cedure through an example.

Encryption and Decryption RULES [1]

The plain text, in playfair, is encrypted based on the following set of rules:

(i) If the pair of characters belongs to the same row of matrix then replace each
character by a character to the right considering the row as a circular row. For
example, RA will become AB. (ii) if the pair of characters is in the same
column of matrix then replace each character by a character below it consid-
ering the column as a circular column. For example, BX becomes LP. (iii) If the
pair of characters does not fall into the above two categories then each character
is replaced by a character that lies on its own row but in the column of the other
character of the pair. For example, RL becomes BG and PM becomes HL.

The decryption rules are same as the encryption rules except that when the pair
of characters fall into a single column, instead of replacing each character with the

Fig. 3 An example of
encryption using 5 � 5
playfair
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character below it, the characters to be replaced by a characters above. Similarly,
when the pair of characters falls into a single row, instead of replacing the char-
acters with characters to the right, the characters are replaced by characters to the
left. Rest of the algorithm remains same as the encryption algorithm.

Though playfair is one of the simplest substitution ciphers, some of the draw-
backs of 5 x 5 traditional playfair cipher are, it takes only 25 uppercase alphabets
leaving no room for the lowercase alphabets, numbers, special characters and forces
two characters P, Q or I, J to be put together to a single cell. To overcome the above
drawbacks, Chand, Bhattacharya [5] in their paper have suggested a text message
encryption scheme using a 6 � 6 playfair. In their playfair, they had included
numbers as well as I and J as two separate alphabets but skipped the special
characters and lowercase alphabets. Aftab Alam, Shah Khalid and Muhammad
Salam [6] modified the playfair to include two symbols * and # and I, J as separate
alphabets. They had suggested a 7 � 4 playfair. Shrivastav, Chouhan, and Dhawan
[7] have used an 8 � 8 playfair and included the numbers and 28 special characters.
I and J were counted as two different characters. Dhenakaran and Llayaraja [8] in
their paper have further modified the algorithm to 16 � 16 playfair including all the
ASCII characters. Their playfair used 194 special characters. But, in practice, all
these 194 special characters are not used for SMS rather a limited set of characters
are used. Therefore, we have developed a 9 � 10 playfair that only encompasses
the characters generally used for short message communications. Besides the
playfair, the following are the other SMS encryption schemes suggested by
researchers from time to time.

Goyal, Klinger [9] in their paper suggested a modified Caesar Cipher. Caesar
Cipher is a mono alphabetic substitution cipher, where each letter in the plane text
is replaced by another letter. Here they used an alphabet index for substitution.
Depending upon whether the alphabet index is odd or even the value is either
incremented or decremented by one. Almasri and Matjani [10] used double-secured
IDEA (DS-IDEA) for text encryption. IDEA is a block cipher that operates with 64
bits plain text block and 128-bit key. It operates on three different algebraic
operations such as XOR, addition modulo, and multiplication modulo. Though the
major drawback of IDEA is its weak key, DS-IDEA claimed to give better security
to the user’s password in the online password management system. Mahajan,
Sachdeva [11] in their paper implemented three encryption techniques such as AES,
DES, and RSA. The author has compared their performance based on the analysis
of simulation time of encryption and decryption. DES algorithm has been proposed
to afford standard method for protecting sensitive, commercial, and unclassified
data. Key is same for both encryption as well as decryption. AES algorithm is used
not only for security but also for great speed. RSA is a public-key encryption
algorithm. RSA involves three steps: key generation, encryption, and decryption. In
this paper, by doing simulation the authors have shown that AES is better than DES
and RSA.

Akash, Adarsh, Chandrasekhar [12] in their paper have discussed about
advanced hill cipher which is distinct from conventional hill cipher. Advanced
hill cipher uses involuntary matrix and permuted key. Here, the authors have
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implemented a second-level encryption using permutation method that makes the
cipher highly protected. Here, encryption technique is highly decisive because it
uses tamper detection technique of cipher text assuring successful decryption of
cipher. Second level of encryption technique is based on random value of public
accomplice with modular arithmetic function. The authors have justified that this
encryption technique is highly robust and secure. Schneir [13] in his paper proposed
Blowfish, a new secret key block cipher technique. Blowfish cipher is a simple
iterating encryption function which iterates 16 times. The block size of Blowfish is
of 64 bits and it can be any length up to 448 bits. Encryption occurs by 16-round
fiestel network where each round consists of key. Key-dependent permutation and
data-independent substitution, All operations are done using XOR and 32-bit word
addition. Blowfish cipher uses large number of sub keys which are precomputed
before encryption and decryption. The most efficient way to break blowfish is by
exhaustive search of key space. Nanda, Awasti [14] in their paper discussed about
SMS security, SMS encryption, programming platform for mobile phones. In this
paper, the authors have analyzed different cryptosystems along with NTRU for
implementation. NTRU is an open-source public-key cryptosystem which uses
lattice-based cryptography to encrypt and decrypt data. NTRU consists of two
algorithms, for encryption NTRUEncrypt and for digital signature NTRVsign. They
have concluded that NTRU is faster and provides stronger security than other
traditional cryptosystem.

Pavitra, Ramadevi [15] in their paper have compared various cryptography
algorithms such as, AES, BLOWFISH, DES on the basis of time taken for
encryption and decryption for different text files. They have also analyzed
throughput and have concluded that AES algorithm is faster and produces more
throughput. Nakashima and Ukamoto [16] in their paper estimated the exact key
size needed by each scheme in order to theoretically guarantee security based on
precise evaluation of reduction efficiency. They considered the RSA-based
encryption scheme obtained by combining RSA function with five encryption
schemes such as OAEP, OAEP+, SAEP, SAEP+, REACT which are proven under
random oracle model. By comparing all, they found the result among schemes that
RSA-OAEP has worst efficiency and far from its naming optimal. On the other
hand, RSA-REACT has most efficient reduction and assures the same security with
the minimum key length. Pointcheval and Okamoto [17] in their paper have pro-
posed an enhanced asymmetric cryptosystem based on random oracle. Frozen [18]
in their paper have given a brief review of different algorithms such as RSA, Diffle
Hellman, DSS, DES, 3DES, IDEA. They have tried their strength in future appli-
cations. They have argued, in order to get both the security advantages of
public-key systems and the speed advantages of secret key systems for encryption,
the best solution is to combine public and secret key systems. Gunasundari and
Elangovan [19] in their paper provided a candid resemblance between four sym-
metric key cryptography algorithms such as RC2, RC4, RC5, and RC6 (RC: “Ron’s
code” or “Rivest cipher”). Among all these, RC6 algorithm uses a variable number
of bits ranging from 8 to 1024 bits and pit encrypts the data 16 times, making it
impossible for a hacker to tamper. Banerjee and Roy [4] in their paper presented a
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scheme for secure SMS communication for android system. As android is an open
platform whose sources can be observed by anyone, they had designed a scheme to
provide confidentiality as well as integrity. They have presented common private
key Cryptography for SMS security choosing the key randomly and also used
simple hashing technique to keep integrity of message.

4 Proposed Method

This proposed method extends the previously proposed playfairs to accommodate
almost all printable characters in the range of ASCII values 32–126. The character
set is given in Fig. 4. {} ’ * and | are merged with []”- and \ respectively to keep
the number of characters limited to 90. Though the core of the model is playfair to
keep the algorithm simple, to ensure security, care has been taken to provide
message integrity and authenticity. To increase the security level of the scheme, the
algorithm is run for several rounds with different keys for each round. As the
security of the algorithm depends upon the key so a number of unique keys are
dynamically generated for each round. The matrix is constructed by filling all the
characters according to their increasing or decreasing ASCII value, depending upon
whether the round is odd or even to ensure better diffusion. The steps of the
proposed algorithm are discussed below.

4.1 Key Generation

Initial Key (IK) is auto generated taking the senders and receivers mobile numbers
and adding certain character as shown below:

IK= From:[Sender’s Mobile Number with nation code];{symbols corresponding to
pair of characters in the sender’s mobile number}@To:[Receiver’s Mobile Number
with nation code];(symbols corresponding to pair of characters in the receiver’s
mobile number)

Since the number pairs can have values ranging from 00 to 99 and since ASCII
values between 0 to 32 fall into the non-printable characters zone and 48 to 57 into
the number zone so, when a pair falls into any of the above categories the values are
added with 65 and then the corresponding character is added to the key. For

Fig. 4 Character set of 10 � 9 playfair
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example, if the sender’s and the receiver’s mobile numbers are 9823451765 and
9456893625 respectively and if both belong to India then

IK= From:[+91-9438119366];(^&L]B)@To:[+ 91-9437915662];(^%[y>)

• Round key Generation

For each round, a 13-character long round key (RKn) is generated from the 57
character long initial key (IK) following the logic given below:

Step 1: find the largest and smallest numbers possible from the sender’s and
receiver’s mobile numbers.
E.g., LS = 9986643311, SS = 1133466899, LR = 9976654321,
SR = 1234566799, in this case.

Step 2: Compute LS-SS
E.g., 8853176412, in this case

Step 3: Compute RK1 taking first 13 characters after right shifting IK by number of
characters same as the 1st character of LS-SS in a circular manner.
For example, to compute RK1, right circular shifting IK by 8 characters, the
new IK becomes:
IK= ;(^%[y>)From:[+91-9438119366];(^&L]B)@To:[+91-9437915662]
RK1 = first 13 characters of IK = ;(^%[8 >)From:

Step 4: Repeat step 3 with remaining values of LS-SS to obtain the other round
keys RK2 through RK10.
For example, to compute RK2, right circular shift IK of the previous round
by 8 characters and take the first 13 characters.
IK = 7915662];(^%[y>)From:[+ 91-9438119366];(^&L]B)@To:[+91-
94379
RK2 = first 13 characters of IK = 7915662] ;(^%[.

Figure 5 shows the 10 round keys for LS-SS = 8853176412.

• Message Authentication

To verify whether the message has been undergone any change during transmission
or not, the algorithm appends 20 characters from the character set given in Fig. 4
such as, 3 digits of message length count, 14 checksum characters and 3 digits of
word count. The 14 checksum characters are calculated as follows:

Step 1: Arrange the characters of the plaintext message into a 14 � 10 matrix
Step 2: Calculate the column sums CSum1 through CSum14

Step 3: Calculate ASCII values (CSi) = CSumi modulo 95 + 32.

Fig. 5 Round keys for sender and receiver numbers +91-9438119366 and +91-9437915662
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4.2 Plain Text Preparation and Encryption

Initial plain text (IPT) is the message created by the sender.
For example, let IPT = “For balance enquiry dial *123#.”
This plain text is appended with the number of characters (including space) in

the message, a set of 14 authentication characters and the total number of words in
the message to create a new plain text PT1, for error checking and ensuring mes-
sage integrity. The PT1, before every round, is right shifted (circular) by a number
of characters equal to the digit of LR-SR to create the plain text (PT). The steps of
the algorithm are as given below.

Step 1: Read the plain text IPT
Step 2: Append the total number of character to the IPT, the 14 authentication

characters and total no of words present in the IPT to the end of the IPT to
generate PT1. For example, the PT1 corresponding to the IPT given above
is
PT1 = For balance enquiry dial*123#.029=G>T>C3-22QrYc4#

Step 3: Compute LR-SR
e.g., 8741087522, in this case

Step 4: Obtain PTR1 for round 1 by shifting PT1 by number of characters same as
the first character of LR-SR in a circular manner.
Example: PTR1 for the above PT1 is
PTR1 = -22QrYc4For balance enquiry dial*123#.29 = G>T > C3

Step 5: Populate the 10 � 9 playfair matrix with unique characters from RK1. The
remaining cells to be appended by taking characters from the character set
in ascending order of their ASCII values. For odd and even rounds, the cell
after the key is entered, to be populated differently, in ascending order
during odd rounds and in descending order during the even round.

Step 6: Follow the playfair encryption procedure to encrypt PTR1 to CTR1.
Step 7: Repeat steps 4 through 6 by replacing PTR of nth round with CTRn−1 and

considering the nth digit of LR-SR for shifting.

5 Results and Discussions

The encryption/decryption modules have been developed using MATLAB and
some plaintext and their corresponding cipher texts are given in Fig. 6. The cipher
text generated at the end of the tenth round is transmitted and at the receiver’s end
the cipher text is decrypted with keys K10 through K1 to get back the plain text. The
scheme is found to be robust against various attack models.
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5.1 Message Authentication

At the receiving end, the system checks the integrity of the message by counting the
number of characters, words, calculating the authentication characters and matching
those values with the values appended to the message. If the values match, the plain
text message is presented to the receiver as an authentic message. If the authenti-
cation fails then the decrypted message is presented with ‘validation failed’ com-
ment, as shown in serial no. 12 of Fig. 6.

5.2 Cipher Text Only Attack (CTA)

It can be seen from Fig. 6 that, an adversary cannot derive the plaintext (PT) from the
cipher texts as the cipher texts (CT) do not exhibit any direct relation with the PT.

5.3 Known Plaintext Attack (KPA)

Having access into a random set of plaintexts and cipher texts, e.g., knowing PT-CT
pairs given in Sl. No. 1, 5, and 10, the adversary cannot say the alphabet n will be
mapped to what.

5.4 Chosen Plaintext Attack (CPA)

It will not be possible for an adversary to guess the right PT even if he has allowed
access to a chosen set of plaintexts and their corresponding cipher texts.

Fig. 6 Encryption rounds with an example at the transmitter’s end and the decrypted message
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For example, knowing the PT-CT pairs given in Sl. No. 1 through 4, an adversary
cannot say how ‘Dan Brown’ or ‘please’ will be encrypted.

5.5 Replay Attack

Though the method survives against various possible attacks during message
transmission, it fails to detect the replay attack. An adversary, who has access to the
medium, though, cannot partially change a message without getting noticed, can
successfully replace an entire message with some previous message!

6 Summary and Conclusion

Here, we have suggested a novel encryption scheme for SMS communication
which is simple as well as robust against various attacks. The encryption/decryption
processes have been developed with a balanced mix of both the confusion and
diffusion techniques to make it very hard for an adversary to crack. The round keys
are auto generated from the sender’s and receiver’s numbers making those unique
for each pair of communicators. Different round keys for each round as well as a
different population technique for odd and even rounds make the algorithm
stronger. The authentication characters ensure message integrity. To make the
system robust against the replay attack, we are planning to use a suitable time-stamp
in the future version.
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Reviewing the Performance
of an Improved Seven-Level Multilevel
Inverter for Various Pulse Width
Modulation Techniques

K. Aroul, S. Umashankar, K.R. Prabhu and P. Sanjeevikumar

Abstract Multilevel inverter has become a unique choice in industries at
high-power applications. It is mainly due to the high-quality output waveform.
Conventional MLIs use many power switches and the design of such a topology is
not economical. An improved single-phase MLI is suggested in this article. The
circuit consists of reduced number of power switches and hence it possesses a
simple control circuitry. The appealing feature of the designed circuit is only a
single power switch is switched at a high frequency at anytime during the operation.
It minimizes the electromagnetic interference and switching losses in the circuit.
The performance of the said topology is investigated using sinusoidal pulse width
modulation (SPWM) techniques in Simulink software. The performance of the
proposed converter is compared with different PWM techniques.
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1 Introduction

Multilevel inverter has been receiving a wide attention due to its lesser electro-
magnetic interference and reduced harmonic distortion. The most frequent MLIs
discussed in the literature are diode-clamped, flying capacitor and cascaded
H-Bridge MLI. Diode-clamped MLIs have an uneven transitional DC voltage
levels. This leads to a distortion in the output waveform producing more harmonics
in the system. The number of diodes used for such an inverter at higher level is
significantly very high than the other techniques [1, 2]. Flying capacitor MLI is
similar to its predecessor, with its diode being replaced by capacitor. This topology
also faces a similar disadvantage requiring additional capacitors at higher levels
increasing the complexity of the circuit [3, 4]. Cascaded H-Bridge topology has
been gaining popularity in recent times since a minimum number of components are
required for a given level [5–8]. Many control strategies are used to improve the
performance of the converters [9–11].

Higher levels in MLI demand more number of switches operating at high fre-
quency. It leads to heavy switching losses in the topology. The prime concern in
MLI design is to construct a topology that uses reduced number of switches during
each level of its operation [12]. Conduction and switching losses are high in a
series-connected MLI presented in [13]. Switches involved in the operation at the
higher levels for the circuit presented in [14] are very high. To bypass a DC-source
and power switch diodes are used in anti-parallel increasing the complexity of the
topology presented in [15].

This research article proposes a seven-level inverter using a full-bridge power
converter. At any time in its working only a single power switch is in operation at a
high frequency. This ensures negligible switching loss in the device and improved
power efficiency. The supremacy of the said converter is related with equal pulse
width technique, selective sinusoidal pulse width modulation (S-SPWM) and
multicarrier sinusoidal pulse width modulation (MC–SPWM).

This article is segmented as follows: Sect. 2 discusses about the various modes
of operation of the proposed converter. Section 3 briefs about the various PWM
techniques. Section 4 focuses on the simulation results of the seven-level inverter.
Sections 5 and 6 discusses the result obtained from simulation.

2 The Proposed Topology

The topology consists of three voltage sources V1, V2, V3 for obtaining a
seven-level inverter. It can be generalized by the expression,

2V þ 1 ¼ N ð1Þ
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where,

V Required no. of Voltage Sources
N Inverter level

For instance, to achieve a 13-level inverter, six voltage sources will be required
for the topology shown in Fig. 1. Figures 2 and 3 are presented here to establish the
novelty of the recommended topology. The switching order for N-level topology
shown in Fig. 2 is complex as it involves a lot of power switches; hence the control
circuit is also intricate. The switching order shown in Fig. 3 involves many

Fig. 1 The proposed
topology (switches S1, S2 and
S3 are unidirectional)

Fig. 2 A multilevel inverter
topology presented in [13]
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switches operating at high frequency. This leads to an increase in conduction and
switching loss. Hence, the proposed topology has a simple control circuitry and less
switching losses (Table 1).

3 Equal Pulse Width Technique

An N-level inverter has 2N − 2 equal pulse widths. Hence, a seven-level inverter
has 12 pulse widths of equal proportion. The conduction period is 30° for each
state. The conduction states are 0, V3, V1 + V3, V1 + V2 + V3, V1 + V3, V3, 0,
−V3, −(V1 + V3), −(V1 + V2 + V3), −(V1 + V3), −V3.

There are two ‘zero’ states, hence only ‘ten’ states requires pulse signals.
V1 + V3 state is obtained by triggering switch S3. There are four V1 + V3 states.
Hence, the switch S3 needs to be turned on 4 times each cycle. The four pulse
signal shown in Fig. 4 is fed into ‘OR’ gate. Similarly switch S2 needs to be turned
on 4 times for each cycle to obtain the state V3. Switch S1 needs to be turned on
only twice to obtain the state V1 + V2 + V3.

Fig. 3 A 7-level inverter
topology presented in [14]

Table 1 Switching scheme
of the proposed converter

No. S1 S2 S3 S4,
S7

S5,
S6

V0

1 – – – ON – 0

2 – ON – ON – V3

3 – – ON ON – V3 + V1

4 ON – – ON – V3 + V2 + V1
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4 SPWM Technique

Sinusoidal Pulse Width Modulation technique has pulses with different duty cycles
but constant amplitude for each period. To generate the SPWM signal, conven-
tionally, carrier triangle wave is compared with the sine wave of operating fre-
quency. Repeating sequence block from Simulink is used to generate the triangular
waveform. Relational operator is used as a comparator to generate pulse signals.
The frequency of carrier wave is chosen as 10 kHz and the frequency of sine wave
is 50 Hz (fundamental frequency).

4.1 Selective-SPWM Technique (S-SPWM)

In this technique, the generated SPWM obtained by relating a sine and triangular
wave is logically AND with the PWM pulses of equal pulse width. The obtained
high-frequency pulse signal is fed to Switches S1, S2, and S3. The generated pulse
signals using this technique is shown in Fig. 5.

4.2 Multi Carrier-SPWM Technique (MC-SPWM)

In this technique, four triangular carrier waves are compared with a sinusoidal wave
of fundamental frequency to obtain the gate pulses. Based on the alignment of four
triangular carrier waves vertically MC-SPWM can be further classified into
(i) Phase Opposition Disposition PWM (POD-PWM) (ii) Alternative Phase

Fig. 4 Generated pulse width
signals for switches S2, S1,
S3 respectively
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Opposition Disposition PWM (APOD-PWM) (iii) Phase Disposition PWM
(PD-PWM).

4.2.1 Phase Opposition Disposition PWM (POD-PWM)

Conventionally for an N-level inverter (N − 1) numbers of triangular waveforms
are generated. For a 7-level inverter, the three triangular waves meant for generating
pulse signals during positive half of sine wave are out of phase with the three
triangular waveforms that generate signals during negative half. Due to the sym-
metrical nature of the said carrier waveforms, only three triangular waveforms are
generated to compare with the sine wave as shown in Fig. 6. This reduces the
complexity in pulse generation circuit. To enable comparison between the carrier
and fundamental waves, sine is fed to absolute function to make it oscillate only in
the positive half.

Fig. 5 Generated pulse width
signals using S-SPWM
technique

Fig. 6 POD-PWM technique at 1 kHz carrier frequency
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Each triangular wave has amplitude of 1/3. The three triangular waves make an
amplitude one. Sine wave also is generated for amplitude of one. So, the amplitude
modulation index is unity. The carrier wave is chosen as 10 kHz. The generated
pulse width signal is presented in Fig. 7.

4.2.2 Alternated Phase Opposition Disposition PWM (APOD-PWM)

The alternate triangular waves are in phase opposition. Hence, six triangular waves
are used in this technique, which ranges from −1 to +1 as shown in Fig. 8. The sine
wave also varies from −1 to +1. The amplitude modulation index is chosen as unity
in this case too for a better THD. One modulated waveform from the positive
half-cycle and a corresponding modulated waveform from the negative half-cycle is
logically ‘OR’ ed. The resulting high-frequency pulse width modulated signals are
fed to the switches S1, S2, and S3. The generated pulse signal is similar to
POD-PWM technique.

4.2.3 Phase Disposition PWM (PD-PWM)

In this technique all the six waveforms, which ranges from −1 to +1 are in-phase as
shown in Fig. 9. The procedure carried out in creating Simulink model is similar to
APOD-PWM technique.

Fig. 7 Generated pulse width
signals using POD-PWM
technique
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Fig. 8 APOD-PWM technique at 1 kHz carrier frequency

Fig. 9 PD-PWM technique at 1 kHz carrier frequency
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5 Simulation Results

Three Voltage source each of 80 V is used in the proposed topology. The
high-frequency switches are unidirectional. The topology is designed to deliver a
power of 500 W. The carrier frequency is chosen as 10 kHz and the amplitude
modulation index is 1.

In equal pulse width technique, the harmonics decay exponentially; hence it has
a considerable amount of lower order harmonics as shown in Fig. 11a and the
output voltage is shown in Fig. 10b. In S-SPWM technique considerable amount of
lower order harmonics and sideband harmonics are present in the system. The
magnitude of the side band harmonics at carrier frequency is 10% of the funda-
mental. So the S-SPWM technique has the poorest THD as shown in Fig. 11b.
MC-SPWM provides the best THD and fundamental component among the dis-
cussed techniques. The only drawback of the said technique is the sideband har-
monics, which occurs at multiples of carrier frequency. The magnitude of side band
harmonics at carrier frequency is 6% of fundamental in all the three MC-SPWM
techniques (Figs. 10 and 11).

Fig. 10 Output voltage for a MC-SPWM b equal pulse width c S-SPWM
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6 Conclusion

The percentage harmonics for the carrier-based PWM techniques is presented in
Table 2. The percentage harmonics as a function of modulation frequency ration is
presented in Table 3 for MC-SPWM techniques alone.

Table 3 clearly indicates that POD-PWM gives a better THD at lower switching
frequencies and it is found to vary as a function of carrier wave frequency. The
other two MC-SPWM techniques are resistant to the carrier wave frequency
variations.

In this research article, an effective seven-level inverter is presented, where only
one high-frequency switch is in operation at any instant. The performance of the

Fig. 11 THD for a equal pulse width b S-SPWM c PD-PWM d POD-PWM e APOD-PWM

488 K. Aroul et al.



proposed inverter is analyzed with several PWM techniques. Unlike the other
MC-SPWM, POD-PWM requires only three triangular waveforms to generate
PWM pulses. Hence, POD-PWM stands tall in terms of control technique as well as
provides better THD at lower frequencies.
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Robust Multi-thresholding in Noisy
Grayscale Images Using Otsu’s Function
and Harmony Search Optimization
Algorithm

K. Suresh and U. Sakthi

Abstract Multilevel segmentation in images clusters pixels depends on the total
thresholds and intensity values. To find optimal thresholds and to maximize the
objective function, entails a lot of computational power and memory. In this work
gray-level segmentation is proposed by Otsu-based Harmonic Search Optimization
Algorithm (HSOA) algorithm to resolve such drawbacks. The HS algorithm is
employed to explore the optimum values of threshold by Otsu’s maximization
objective function. Its effectiveness based on HS technique has been applied on 5
standard images with a size of 512 � 512. The images are associated with Gaussian
(GN) and Salt-and-Pepper (SAP) noise. The measureable examination is performed
with the parameters of between-class variance (Objective Function) value and
quality measures, such as Root Mean Square Error (RMSE) and Peak Signal-to-
Noise Ratio (PSNR). The experimental procedure is employed with MATLAB
software. Experimental outcomes of Otsu-based harmony search offers an optimal
solution to multilevel thresholding problem for the GN and SAP noise applied
images with improved objective function and faster convergence.

Keywords Otsu between-class variance � Multi-thresholding � Harmony search
optimization � Noise � Image quality measures

K. Suresh (&)
Department of Computer Science and Engineering,
Sathyabama University, Chennai, India
e-mail: sureshk@stjosephs.ac.in

U. Sakthi
Department of Computer Science and Engineering,
St. Joseph’s Institute of Technology, Chennai 600119, India
e-mail: sakthi.ulaganathan@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
A. Kalam et al. (eds.), Advances in Electronics, Communication
and Computing, Lecture Notes in Electrical Engineering 443,
https://doi.org/10.1007/978-981-10-4765-7_52

491



1 Introduction

In recent years, image processing demonstrates a significant part in image inves-
tigation to have better understanding of an image in several domains such as pattern
analysis, destruction detection, geoscience, and medical field. The progress of
computing technologies and digital imaging trials enriched the growth of imaging
research [1–3].

Several procedures have been discussed and implemented in the image-
processing literature [4, 5]. Among them, image segmentation with heuristic
algorithm procedures is widely adopted by many researchers because of its sim-
plicity, flexibility, and ease of implementation [6]. In order to solve the multilevel
thresholding problem, between-class variance and the entropy-based analysis are
widely adopted for the grayscale and RGB image. Among these two, it is proved
that, the Otsu’s between-class variance function will offer better image quality
measures compared with entropy function. Hence, in this proposed work, Otsu’s
function of between-class variance-guided heuristic search has been considered to
segment noise stained test images.

In image thresholding literature, various heuristic algorithms, namely Particle
swarm optimization [7, 8], Bat optimization [9], Bacterial foraging optimization
[10], Cuckoo search [11], optimization based on Artificial bee colony [1] and
Firefly optimization [12, 13] are implemented by most of the researchers to solve
the multi-thresholding issue. In this projected work, Harmony Search Optimization
Algorithm (HSOA) discussed by Oliva et al., is considered [14]. During the opti-
mization problem, HSOA explores the ‘T’-dimensional search space, until the Cost
Function (CF) is maximized. The suggested method is tested with 5 typical images
of size 512 � 512, stained with Gaussian and also with salt and pepper noise.
Further, the performance of this method is validated by computing the image
parameters, such as Otsu’s function, RMSE and PSNR.

2 Overview of Harmony Search Optimization Algorithm

The Harmony Search Optimization Algorithm (HSOA) was initially developed by
Geem et al. in 2001 to solve water distribution network [15] based on the music
regulation process. During the music composition process, the musician will search
for the better harmony by trying different combinations of pitches. The basic HSOA
depends on these two essential parameters: (i) Harmony Memory Considering Rate
(HMCR) and (ii) Pitch Adjusting Rate (PAR).

A detailed description of the HSOA is available in [16, 17]. In this work, the
HSOA discussed by Oliva et al., is adopted [14].
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In this work, the pitch adjustment is calculated as follows:

xnewðjÞ ¼ xnewðjÞ¼xnewðjÞ�rand ð0;1Þ:BW;with probality PAR;

xnewðjÞ;with probability ð1� PARÞ
�

ð1Þ

Pitch altering is accountable to produce new promising harmonies by vaguely
adjusting the original positions. This process reflects the mutation process in
existing evolutionary algorithms. This process continues till the assigned iteration
value and the final updated position is considered as the optimal solution of HSOA.

3 Otsu’s Function

Otsu’s proposed an image thresholding method in 1979 which is widely used for
various applications in a modified form till recent years [18]. This scheme offers the
optimum thresholds of an input image by maximizing the sum of weighted variance
value. A complete depiction of Otsu’s weighted sum of between-class variance
technique is found in [18].

The Otsu-assisted segmentation technique is given as:
For any image, say the intensity levels be L which range from 0; 1; 2; 3; . . .;½

L� 1�. Forbi-level thresholding, given input image is distributed into C0 and C1

(background and object of interest) Classes, through a threshold value ‘t’. The
cluster C0 covers gray values from 0 to t−1 levels and the cluster C1 covers the gray
values from ‘t’ to L−1 levels.

The class probabilities for the two gray levels C0 and C1 are expressed as [18]:

C0 ¼ q0
x0ðtÞ � � �

qt�1

x0ðtÞ andC1 ¼ qt
x1ðtÞ � � �

qL�1

x1ðtÞ ð2Þ

where x0ðtÞ ¼
Pt�1

i¼0 qi,x1ðtÞ ¼
PL�1

i¼t qi 0� t� Lð255Þ
Note: qi signifies the probability distribution of gray-level intensities ‘i’ of the

input image. The mean levels l0 and l1 for C0 and C1 is expressed as

l0 ¼
Xt�1

i¼0

iqi
x0ðtÞ and l1 ¼

XL�1

i¼t

iqi
x1ðtÞ ð3Þ

The mean intensity value (lt) of the complete image is characterized as lt ¼
x0l0 þx1l1 and x0 þx1 ¼ 1.

Finally the Objective (Cost) function of bi-level thresholding is given as

Maximize J tð Þ ¼ r0 þ r1 ð4Þ

where r0 ¼ x0ðl0 � ltÞ2 r1 ¼ x1ðl1 � ltÞ2
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The between-class variance technique is able to prolong for multilevel thresh-
olding process with a variety of threshold values is represented as:

Let us take the total number of thresholds be ‘n’ (t1; t2; . . .; tn), which divide the
input sample image to ‘n + 1’ classes: C0 with gray levels ranging from 0 to t1 � 1,
C1 with bounded gray levels ranging from t1 to t2 � 1; . . .; and Cn includes gray
levels from tn to L−1.

For multilevel thresholding problem, the objective function is represented as

JmaxðnÞ ¼ r0 þ r1 þ � � � þ rm ð5Þ

where r0 ¼ x0ðl0 � lnÞ2;

r1 ¼ x1ðl1 � lnÞ2; . . .;

rm ¼ xmðlm � lnÞ2 and Jmax(n) signifies Otsu’s function of between-class
variance.

The segmented image quality depends on the Cost Function (CF) choosen to
guide the search.

In this work, Jmax, RMSE and PSNR are considered to get segmentation accu-
racy is given below

Jmax ¼ w1 � Jmax nð Þþw2 � PSNR ð6Þ

the weight functions are assigned as w1 = 2, w2 = 1.

4 Results and Discussions

This section provides the outcome obtained with multi-thresholding on the con-
sidered images. The proposed work is simulated using the MATLAB software.
Well-known gray-scale image dataset of size 512 � 512, such as Barbara, Gold
hill, House, Mandrill, and Butterfly is reflected in this work. The proposed work is
made with primary algorithm limits, search dimension selected as ‘n’, stopping
criteria is made static as Jmax and overall iteration is made 1000 for every threshold.
In this work, robustness of Otsu-guided HSOA algorithm is experienced with
standard gray-scale data tainted with Gaussian and salt-and-pepper noise values.

Table 1 the first column shows the representative images, column 2 presents
Gaussian noise stained and column 3 shows Salt-and-pepper noise-included
investigation images which are included for this study. In Table 1 column 4 and
column 5 present the PSNR values of the noise-stained images. After noise addi-
tion, the histogram altitudes of the images transformed vigorously, which increases
the complexity of the segmentation process also the histogram distribution of noise
tainted images is maintained between 0 and L−1. Compared with the smooth
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image, finding the optimal thresholds for the noise-stained images are quite difficult
and a challenging work in image segmentation field.

In the proposed work, initially, Otsu and HSOA-based segmentation practice is
executed for Gaussian noise-stained Barbara. The thresholding process is repeated
for 15 times and the mean values are recorded as the optimized value. Table 2
shows segmented output of the Gaussian noise-stained images for thresholds
t = {2, 3, 4, 5} and its equivalent cost function and quality measure values are
presented in Table 3 Similar procedure is executed with the salt-and-pepper
noise-tainted test images and the outcomes are exhibited in Tables 4 and 5. From
the proposed result, the average CPU time required for the Gaussian noise-tainted
image is around 128.16 s and the salt-and-pepper noise tainted is around 117.94 s.
From Tables 3 and 5 values, it is perceived that, Otsu-enabled HSOA-based seg-
mentation provides satisfactory results with acceptable values of RMSE and PSNR
for the considered image dataset.

Table 1 512 � 512-sized grayscale dataset and PSNR (dB) value of noise-stained images

Original 
image

Noise stained image PSNR (dB) value 

Gaussian
Salt and 
Pepper Gaussian

Salt and 
Pepper

B
ar

ba
ra

19.6045 18.1456

G
ol

dh
ill

19.5870 18.2714

H
ou

se 20.2186 17.5030

M
an

dr
ill

19.4670 18.4341

B
ut

te
rf

ly

19.4787 18.4407
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Table 2 Segmented Gaussian noise-stained image

T = 2 T = 3 T = 4 T = 5
B

ar
ba

ra
G

ol
dh

il
l

H
ou

se
M

an
dr

ill
B

ut
te

rf
ly

Table 3 Image quality measures for the segmented Gaussian noise images

T OF Optimal threshold RMSE PSNR

Barbara 2 2513.65 115, 186 66.1561 11.7194

3 2663.01 92,167, 214 47.2121 14.6497

4 3069.09 64,115, 163, 230 34.3875 17.4028

5 3110.49 55, 89, 131,191, 241 28.7095 18.9703

Gold hill 2 2002.19 122, 179 71.4662 11.0488

3 2493.79 93,175,202 50.1274 14.1293

4 2493.79 84,140,178,217 40.8911 15.8982

5 2661.36 47,97,139,202,243 28.5555 19.0170

House 2 3042.21 98,172 55.7183 13.2108

3 3571.05 56,141,185 39.8144 16.1300

4 3664.35 41,103,153,216 32.8358 17.8039

5 3671.59 46,101,139,171,239 26.3654 19.7101

Butter
fly

2 1679.89 123, 186 69.2775 11.3190

3 1912.98 83,139,202 43.6502 15.3311

4 1848.24 77,125,181,215 35.6424 17.0915

5 2264.32 56,101,14,175,240 26.5074 19.6635

Man
drill

2 1104.49 126,201 69.4477 11.2976

3 1694.39 83,144,206 43.1620 15.4288

4 2121.18 88,136,179,224 36.6459 16.8503

5 2072.82 85,121,139,200,242 34.7405 17.3141
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Table 4 Segmented salt-and-pepper noise-stained image

T = 2 T = 3 T = 4 T = 5
B

ar
ba

ra
G

ol
dh
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dr

ill

Table 5 Image quality measures for the segmented salt-and-pepper noise images

T OF Optimal threshold RMSE PSNR

Bar
bara

2 1857.56 120, 194 67.5302 11.5408

3 1908.98 89,164, 205 46.2712 14.8246

4 3208.04 73, 131,184,216 36.6446 16.8506

5 3395.33 62, 93,138,181,236 29.7721 18.6546

Gold hill 2 1996.17 136,186 81.4050 9.9178

3 2458.75 93,165,222 50.3458 14.0915

4 2685.68 71,136,189,228 38.8902 16.3340

5 2882.76 65,112,150,185,240 31.6276 18.1295

House 2 2107.81 100,166 57.5671 12.9273

3 3247.69 80,172,202 43.1943 15.4223

4 3969.19 56,103,176,228 32.6700 17.8478

5 3839.55 30,86,132,201,238 27.0598 19.4843

Butter
fly

2 1664.98 124,174 72.2234 10.9572

3 1706.37 90,154, 192 47.5288 14.5917

4 2058.19 58,118,163, 204 34.4348 17.3908

5 2213.87 57,96,139, 231, 242 29.7852 18.6508

Man
drill

2 2411.71 125,206 69.4437 11.2982

3 1972.66 93,153,232 44.0350 15.2548

4 2036.63 88,131,168,24 36.1079 16.9787

5 1530.91 48,94,144,179,250 28.0658 19.1673
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5 Conclusion

This work represents the problem in determining multilevel thresholds ‘T’ for the
noise-tainted test dataset of size 512 � 512 is employed based on Otsu’s guided
HSOA. Here, number of thresholds are chosen as T = {2–5}. To validate the
robustness of proposed procedure, the image dataset is tainted using Gaussian and
salt-and-pepper noise values. Jmax, RMSE, and PSNR are considered to evaluate the
prominence of segmentation procedure. The simulated results of the proposed work
ratifies that, HSOA-based segmentation offers promising results on the Gaussian
noise and salt-and-pepper-tainted image datasets. In future, the superiority of the
proposed approach can be verified with other heuristic algorithms existing in the
literature.
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An Approach for Visual Cryptography
Scheme on Color Images

Chinmoy Kar, Suman Kalyan Kar and Sreeparna Banerjee

Abstract Visual cryptography, a popular and simple technique uses the charac-
teristics of human vision to decrypt encrypted images. It requires no computation
for decryption from the user end. This paper emphasizes on basic cryptographic
scheme proposed by Naor and Shamir with changed shares. Here, we focus on
different shares with different combination of CMY color scheme to check whether
proper encryption has taken place. Different combinations of shares were employed
and the contrast reduction for decrypted images was 50% for some of the combi-
nations which were also achieved earlier. Most of these studies, however, con-
centrated on binary images but very few on grayscale and color images. In this
paper, a technique is presented to apply the visual cryptography scheme on colored
images.

Keywords Visual cryptography � RGB color model � CMY color model
Halftone

1 Introduction

In the modern twenty-first century, multimedia data are transmitted via Internet,
thereby evoking an urgent need of data security simultaneously. In order to secure
data from the unintended recipients, many fields of science have evolved like
cryptography, steganography, visual cryptography. Cryptography is a science of
encrypting data, where the data get disordered after encryption and can only be
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recovered by a particular key [1]. In order to retrieve the data, it is very important for
the retriever to know the appropriate key. Without knowing the appropriate key, the
encrypted data can hardly be detected even if an unauthorized person has stolen the
data [2]. Steganography is a science of hiding information such that the existence of
message itself is hidden. Visual cryptography was mainly introduced for solving the
problem of secret sharing. One of the main issues which arise in cryptographic
techniques to be considered in cryptography is secret sharing. Secret sharing is one
type of key establishment protocols [3]. Visual cryptography was introduced by
Moni Naor and Adi Shamir in 1994. They proposed visual secret sharing scheme, in
which an image is divided into ‘n’ shares so that only someone with all ‘n’ shares
could decrypt the image, but the same is not possible with any ‘n−1’ shares of the
original image [3]. Each share is imprinted upon a different transparent paper and
decryption is performed by overlaying the shares when all ‘n’ shares are overlaid, the
original image gets visible. The main objective of data hiding is to communicate
securely in such a way that the secret message is not visible to the attacker. That is
unauthorized person should not be able to identify in any sense the target image.

2 Preliminaries

A basic idea of visual cryptography is presented below:
A secret image is divided into two component shares and stack of shares returns

the secret image (Fig. 1).
The method presented here exploits two important modules in order to build

shares; these are color decomposition principle and halftone technique.
Color decomposition generally deals with decomposing any color image into

their respective color channels, based on the color models. This method incorpo-
rated CMY color model, where the three primary colors are cyan, magenta, yellow
such that cyan, magenta, yellow are complementary colors to red, green, blue
respectively. The printers use CMY color model.

In order to understand halftone technique, it is important to know that the
printers such as dot matrix printers, laser printers, jet printers can either print a
single pixel or dot of a particular color channel (particular color pixel) or not print
(white pixel). There is no color shade in between that these can print [4]. However,

Share 1 Share 2 Merging of two shares Secrete image

Fig. 1 Basic idea of visual cryptography scheme
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these shades are attained by the printers, using a technique that exploits the density
of net dots in order to produce gray levels in an image. Bright regions of image
have sparse density of dots (as per the intensity of brightness). The dark region in an
image is given by high density of these dots. Halftone is a method that exploits the
technique of using density of dots to simulate gray level and transforms a gray level
image into a binary image before processing [3]. This method maintains the
advantage of traditional visual cryptography, which is the use of Human Visual
System (HVS) for decryption. The shares and the decoded image obtained, using
this algorithm, are larger in size than the original secret image and decoded image
has a contrast reduction of 50%.

3 Related Works

Naor and Shamir [3] proposed new cryptography scheme where secret image is
divided in shares and decryption can be done by human visual system. Hou [5]
proposed two algorithms for visual cryptography of color images. Bhagate and
Kulkarni [4] and Jena and Das [6] provided an overview of different cryptographic
schemes while Hou et al. [7] provided new design for friendly visual cryptography
which was different from conventional visual cryptography scheme.

4 Proposed Method

The proposed method can be decomposed further in three modules.

Module 1: Color Decomposition Technique:
The original secret image is read and it is then broken down into its constituent
primary color channel components. This algorithm used CMY color model, thus the
obtained component images are cyan, magenta, and yellow component images.
Module 2: Halftone Technique:
Floyd’s halftone algorithm is used to convert the 3 grayscale component images,
obtained in module 1, into their respective binary images. Diffuse the calculated
error in neighboring pixels of pix [m, n]. The following formula can be used for
calculating pixel value for four neighbor pixels.

pix mþ 1; n½ � ¼ pix mþ 1; n½ � þ error�7=16
pix m� 1; nþ 1½ � ¼ pix m� 1; nþ 1½ � þ error�3=16
pix m; nþ 1½ � ¼ pix m; nþ 1½ � þ error�5=16
pix mþ 1; nþ 1½ � ¼ pix mþ 1; nþ 1½ � þ error�1=16
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Module 3: Building Share Images:
Based on the pixel values of 3 halftone images (CHij, MHij, YHij), there are 8
possible combinations of the triplet (CHij, MHij, YHij). For each of these combi-
nations, shares are built differently as shown in Table 1. The algorithm for building
share image is given below:

1. Start.
2. Run a loop for number of rows.

2:1. Run a loop for number of columns.

2:1:1. Read image CH and store each pixel values in array cp (similarly read
MH, YH and store their pixel values in arrays mp, yp respectively).

Table 1 Scheme of color cryptography [2, 3]

Mask (C,M,Y) Share 1 Share 2 Share 3 Stacked Revealed 

(0,0,0) 1/2, 1/2, 1/2  

(0,0,1) 1/2, 1/2, 1 

(0,1,0) 1/2, 1, 1/2 

(0,1,1) 1/2, 1, 1 

(1,0,0) 1, 1/2, 1/2 

(1,0,1) 1, 1/2, 1 

(1,1,0) 1, 1, 1/2 

(1,1,1) 1, 1, 1 
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2:1:2. Build a 2 � 2 matrix called mask, which is 4 blocks, such that any two
of these four blocks are black pixels and other two are white.

2:1:3 Build three such more 2 � 2 matrices, to create rest of three shares for each
pixel Pij of the composed image I (I is composed of CH, MH, YH).This is
done based on the pixel values of CHij, MHij, YHij and the position of black
pixels in the mask.

2:1:3:1 If CHij = 1 (Cyan component is revealed),then fill one of the blocks in share
image 1 and one block in share image 3 (both corresponding to the two
different white blocks in the mask) with the cyan pixel.

2:1:3:2. If CHij = 0 (cyan component is hidden), then fill one of the block in
share image 1 and one block in share image 3 (both corresponding to
the two different black blocks in the mask) with the cyan pixel.

2:1:3:3. If MHij = 1 (magenta component is revealed), then fill one of the
blocks in share image 1 and one block in share image 2 (both cor-
responding to the two different white blocks in the mask) with the
magenta pixel.

2:1:3:4. If MHij = 0 (magenta component is hidden), then fill one of the blocks
in share image 1 and one block in share image 2 (both corresponding
to the two different black blocks in the mask) with the magenta pixel.

2:1:3:5. If YHij = 1 (yellow component is revealed), then fill one of the block
in share image 2 and one block in share image 3 (both corresponding
to the two different white blocks in the mask) with the yellow pixel.

2:1:3:6. If YHij = 0 (yellow component is hidden), then fill one of the blocks
in share image 2 and one block in share image 3 (both corresponding
to the two different black blocks in the mask) with the Yellow pixel.

2:1:4. Repeat step 2.1.3. unless all the pixels Pij (CHij, MHij, YHij) of the
composed image I are decomposed similarly.

2:2. end.
2:3. end.

3. Obtain and display all three shares along with mask.
4. These shares when overlapped produce the decoded image.
5. Stop.

5 Results and Discussions

This simulation of the algorithm has been done in MATLAB 7.10.0.499 and tested
on a 64-bit 2.30 GHz Intel CORE i7 processor computer. Standard test images were
taken as inputs (Figs. 2 and 3).

This algorithm works for color as well as grayscale images. It was applied on 20
images. Ten color images and ten grayscale images were taken as input secret
images and displayed in two different tables, corresponding to which their
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respective shares are also built and was observed that the algorithm works satis-
factorily. This algorithm works for images of all sizes (Fig. 4 and 5).

Fig. 2 Input image

Fig. 3 Cyan component, magenta component, yellow component

Fig. 4 Cyan halftone, magenta halftone, yellow halftone
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6 Conclusion

In the implemented algorithm, a secret color image or grayscale image can be taken
as input, followed by color decomposition and halftone techniques, and then shares
are built such that on overlapping all these shares only, that particular secret image
could be revealed (Fig. 6).

This algorithm gives a pixel expansion equal to 4, due to which the decoded
image becomes four times the size of the original image. Such noisy shares when
transmitted could draw the attention of hackers.

7 Future Scope of Work

This algorithm gives a pixel expansion equal to 4, due to which the decoded image
becomes twice the size of the original image. There is no simple pixel expansion
techniques present that could be used for improving upon the size factor of decoded
image. Contrast reduction can be tried to increase. Such noisy shares when trans-
mitted could draw the attention of hackers. This can be worked upon by using
friendly visual cryptography.

Fig. 6 Share 3, final image

Fig. 5 Mask, Share 1, Share 2, Share 3
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A Novel Hybrid Approach for Influence
Maximization in Online Social Networks
Based on Node Neighborhoods

Gypsy Nandi, Uzzal Sharma and Anjan Das

Abstract Online social networks have nowadays become a buzzword for millions
of users, who spend a lot of time online to remain in touch with other users by
interacting online with them or to know about such other users’ likings and views
about a movie, product, place, and so on. Thus, there is a considerable amount of
information being spread among such online users which help in maximizing
influence for a particular product, movie, holiday destination, etc. But, the main
question remains as to how to identify the top few best influential users so as to help
in promotion of any such a product or movie. This paper discusses about influence
maximization in online social networks and also studies efficient techniques for the
same. Considering time complexity as the prime factor for influence maximization
techniques, this paper also aims to propose a new algorithm DegGreedy which
yields a much faster output than the two basic standard influence maximization
algorithms.

Keywords Influence maximization � Online social networks � High-degree
centrality � Greedy algorithm � DegGreedy algorithm

1 Introduction

Nowadays, accessing the Internet has become a part and parcel of everyone’s life,
mainly due to the interest gained by online users in Online Social Networks
(OSNs). These OSNs play a vital role in influencing the online users for making any
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kind of choices or decisions [2]. As for example, one online user can influence
his/her online friends to make a decision on which holiday destination to visit,
which songs to listen, which item to purchase, and so on. As a result the marketing
agencies or companies are keen on finding the top few influential online customers
who can be targeted for promotion of a particular product, movie, place, and so on.

Any OSN can be graphically represented as shown in Fig. 1, in which the OSN
consists of ten nodes or online users and connected by links or edges indicating the
friendship or ties between them. Several researchers in the field of computer science
have studied about influential maximization in OSNs to find few top best influential
users in an OSN which are often called as seed sets. These seed sets play a major
role in spreading information or influence with relate to a particular topic or
product. Hence, influence maximization in OSNs is currently one of the most
discussed topics in the field of Online Social Network (OSN) mining, in which the
basic computational task is to select a set of initial seed set that can best influence
more users in the network.

In general, the influence maximization problem can be considered as at first
choosing a preliminary set of target nodes to initiate the process of diffusion. Let I
(S) denote the influence of a group of nodes Z. Hence, I(Z) indicates the probable
number of active nodes that is expected at the completion of the diffusion process.
One of the important input parameters in this problem is k, where k refers to the
total number of seed sets (most active nodes) that is required to be found. However,
for most of the existing models that are considered, it is NP-hard to create the finest
set for influence maximization.

Domingos and Richardson [1] are considered to be the pioneers of the influence
maximization problem and had suggested an algorithm for the same. Later, Kempe,
Kleinberg, and Tardos [3] have proposed the independent cascade (IC) model and
the Linear Threshold (LT) model as the two basic influence maximization models,
based on which the greedy algorithm was implemented to find the resultant seed set.
However, as far as efficiency is concerned, the time required to generate the result
using greedy algorithm was extremely high. To solve this problem, another algo-
rithm, namely the cost-effective lazy forward selection (CELF) algorithm was found
[4] and the maximum influence arborescence (MIA) model was developed by Chen
et al. [5] which generated a much faster result than the general greedy algorithm. In
[3], the various diffusion models used for influence propagation have been exten-
sively studied. Also, a method for influence maximization has been proposed using

Fig. 1 Example of an online
social network for the
illustration of nodes and edges
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automata learning with the primary consideration to efficiently deal with large
online social networks.

Chen et al. [7] proposed the local directed acyclic graph (LDAG) algorithm for
the linear threshold model but their algorithm is not suitable for all kind of social
media sites. Recently, a study on topic-based influence maximization problem in
OSNs has been into limelight [8, 9] where emphasis is given on analyzing the
spread of influence from a user to another neighboring user based on a specific
topic. Recently, a study on time-sensitive influence maximization (TSIM) problem
has been carried out by mainly considering the dependence of time on the infor-
mation value [12]. Also, research on location-based influence maximization [14] is
being carried out for efficient results. Thus, several researches on the topic of
influence maximization are being carried out mainly to get better efficiency and
generate efficient number of spread of influence among users in OSNs.

The later sections of the paper are structured as follows. Section 2 focuses on the
two state-of-the-art existing influence maximization algorithms, namely, the degree
centrality algorithm and the general greedy algorithm, and also a new proposed
influence maximization algorithm, namely the hybrid DegGreedy algorithm.
Section 3 shows the experimental results by comparing the spread of influence
among these three algorithms. Section 4 emphasizes on a brief conclusion of the
paper and the scope of future work.

2 Discussion on Standard Influence Maximization
Algorithms

This section, at first, discusses the high-degree centrality algorithm used for the
influence maximization problem which mainly emphasizes on the structural prop-
erties of an OSN. Next, the famous general greedy algorithm is discussed which
relies mainly on the computation of influence spread and uses a standard propa-
gation model for maximizing influence in the networks. Few such propagation
models include the linear threshold (LT) model, the independent cascade
(IC) model, and the weighted cascade (WC) model. The IC model works on the
probability of a node n to succeed in activating a neighbor p which is based on the
set of p’s neighbors that have already attempted to do so whereas in the LT model, a
weight wn,p 2 [0:1] is assigned to a node n based on the influences of its each
incoming neighbor p [3]. A special case of IC model is the WC model in which
each edge or link from a node m to n has a success probability p = 1/dn for
triggering n, where dn is the degree of the node n [13]. There are also several other
proposed diffusion models for influence maximization such as decreasing cascade
model, submodular threshold model, and so on.

All these propagation techniques have their own advantages and disadvantages.
Keeping in mind the limitations of these two standard influence maximization
algorithms that are often used to find the most influential users in an OSN, a new
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hybrid DegGreedy algorithm has been proposed that aims to provide a larger spread
of influence in an OSN with comparatively less running time.

In all the three algorithms, an OSN is considered which is represented as an
undirected or directed graph G = (V, E), where V represents a set of vertices or
nodes in the OSN and E represents a set of edges between two vertices that
indicates a connection or relationship between the two vertices.

2.1 The High-Degree Centrality Algorithm

Since many years, the interconnectedness of nodes in OSNs has been a fundamental
issue for OSN mining. There are several ways of finding the strength of intercon-
nection among nodes. One of the simplest approaches is to find for each node to
how many nodes, it is directly connected in a network. This is known as the
measure of degree centrality (DC), which is a useful indicator to analyze the
strength of influence in an OSN. In [6], the DC measure is proposed and explained
by Nieminen.

The basic concept of DC is that nodes having higher direct connections with
other nodes are considered to have higher degree. Hence, nodes having maximum
degree should result in larger influence spread in an OSN. Considering that there
are N nodes in a network, for a node n, its degree centrality can be defined as

DCðnÞ ¼
XN

i¼1

rðui; nÞ ð1Þ

where rðui; nÞ is defined as follows:

rðui; nÞ ¼ 1; if ui and n are connected;
¼ 0; otherwise

As a result, if the centrality score DC(n) for a node n is higher than node x, it
indicates node n has more direct contacts than node x. If we consider Fig. 1, the DC
of each node in the network will be as displayed in Table 1. From Table 1, we can
find that node 7 has the highest DC score of 4 and is thus considered to be the best
networked member for spread of influence in an OSN, followed by nodes 1, 2, 3 5,
and 9.

The biggest advantage of using DC-based influence maximization is that the
time complexity of the DC heuristic algorithm is considerably much better than any

Table 1 Measurement of
degree centrality

Node n 1 2 3 4 5 6 7 8 9 10

DC(n) 3 3 3 1 3 1 4 2 3 1

Rank 2 2 2 8 2 8 1 7 2 8
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other centrality algorithms such as betweenness centrality, closeness centrality, and
so on. It is also significantly much better than the general greedy algorithm which is
discussed in the next subsection. Hence, for large-scale OSNs, DC-based influence
maximization can be chosen as an efficient technique for influence maximization in
order to get faster results. Algorithm 1 illustrates the step-wise process to select the
k best seeds in an OSN graph G. Ultimately, the top k seeds are stored in a set
S which is considered as the output for the algorithm.

Algorithm 1: DegreeCentrality(G, k)

1: Initialize S =
2: for each vertex v do
3: compute its degree dv

4: end for
5: for i = 1 to k do
6: S = S U {vdi}
7: end for
8: output S

Here, vdi (in line 6) indicates the vertex having top ith highest degree centrality
value. Once the set S having top k influential seeds is determined (as explained in
Algorithm 1), a measure for estimating the total spread of influence in the OSN is
carried out using some standard diffusion model.

Considering the enormous amount of data that needs to be analyzed for an OSN,
DC-based influence maximization is an efficient and easy technique for determining
the best seed set in the network. However, the output generated by implementing
the DC heuristic algorithm results in a considerably lesser influence spread as
compared to the output produced by the general greedy algorithm as found in the
experimental result section. Also, another major disadvantage of DC-based tech-
nique for influence maximization is that indirect contacts are not considered at all.
By taking into consideration only the direct links or edges, this technique fails to
crawl the entire set of valuable data available in the entire graph.

2.2 The General Greedy Algorithm

The general greedy algorithm is also based on some influence propagation models,
such as the linear threshold (LT) model, the independent cascade (IC) model, or the
weighted cascade (WC) model and it computes the spread of influence by carrying
out the simulation process for these models [3]. There are several other important
influence maximization algorithms that are based on these models to find the seed
set that consists of the top best influential users in an OSN.
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Algorithm 2: GeneralGreedy (G, k) [7]

1: Initialize S = , Sim = 20000
2: hqt i = 1 to k fq
3: hqt each vertex v V \ S fq
4: sv = 0
5: hqt i = 1 to Sim fq
6: sv += |Random(S U {v})|
7: gpf hqt
8: sv = sv / Sim
9: gpf hqt
10: S = S U {arg maxv V \ S {sv}}
11: gpf hqt
12: output S

The two input required for the general greedy algorithm is the OSN graph G and
the number of expected influential users k. In Algorithm 2, initially an empty set
S is used. Random(S) denotes the random simulation process carried out using one
of the influence propagation models to find the seed set from the origin set S. The
final output includes the set S having top k influential seeds. In each iteration, the
algorithm adds exactly one node v into the set S in such a way that this node
v together with the current set S maximizes the spread of influence in G (Line 10).
Thus, for each vertex v 2 S, the simulation process is carried out Sim times
repeatedly to estimate the influence spread of S U {v} (Lines 3–9).

Experiments using the greedy algorithm show that there is a significant per-
formance gain over several other widely used influence maximization algorithms
that only use the structural properties of a network. However, when enormous
amount of data in an OSN is needed to be analyzed, this algorithm will not prove to
be efficient mainly because the result generated is very slow and time consuming.

2.3 The DegGreedy Centrality Algorithm

It has been experimentally found that the high-degree centrality algorithm yields
considerably faster output but is not very efficient as far as spreading of influence
over the nodes is concerned. The general Greedy algorithm, on the other hand,
gives a better result than the high-degree centrality algorithm in terms of the spread
of influence of nodes over the network but to generate the result, it takes a sig-
nificantly much longer time. This creates a problem when dealing with considerably
large-scale OSNs. The proposed novel DegGreedy algorithm is a compromise
between the high-degree centrality algorithm and the general Greedy algorithm, and
the output is generated in a much lesser time with high spread of influence.
Algorithm 3 describes the new hybrid DegGreedy centrality-based algorithm to
select the top k influential nodes in the network G.
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DegGreedy(G, k, m) 

1:  Initialize T = φ
2:  for each vertex v do 

3:    compute its degree dv
4:  end for 

5:  for i = 1 to m do    

6:  T = T U {vdi} 

7:  end for 

8:  Initialize S = φ, Sim = 20000 
  9:   for i = 1 to k do

10:     for each vertex v ∈ T \ S do
11:   sv = 0 

12:   for i = 1 to Sim do

13:    sv += |Random(S U {v})| 

14:   end for 

15:   sv = sv / Sim
16:     end for 

17:     S = S U {arg maxv∈T \ S {sv}} 

18:  end for 

19:  output S

Algorithm 3:

Initially, in the algorithm discussed above, the degree of each vertex in the graph
is computed as shown in steps 2–4. The value of m, as mentioned in step 5, should
be user-defined and should be considerably larger than the value of k, where k refers
to the number of top influential users that needs be obtained. The optimum size of
m as has been experimentally found out can be twice or thrice the value of k for a
decent value of k. For instance, if k is a one digit number, correspondingly the value
of m can be considered as 3k. And, if k is a two digit number, correspondingly the
value of m can be considered as 2k. Sequentially, the set T will consist of a set of
top m vertices having highest degree values as shown in steps 5–7. Now, consid-
ering T as the set of nodes for the social network graph (which will be definitely
much smaller than the original network graph), we need to find seed set
S containing top-k nodes (Steps 9–19). This will result in a much faster execution
time compared to the general greedy algorithm and will yield comparatively much
better result than the high-degree centrality algorithm. Hence, this novel technique
of influence propagation considers the scalability issue which is of a much concern
when dealing with large-sized social network graphs.
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3 Experimental Evaluation

In our experiment, we used two publicly available real-world datasets—the dolphin
dataset and the Santa Fe institute collaboration dataset. The dolphin dataset includes
an undirected dolphin social network having numerous connections among various
dolphins [10]. This dataset contains 62 distinct nodes and 159 edges which indi-
cates the ties among all dolphins. The entire dataset has been represented in a graph
as shown in the Fig. 2. The unique nodes have been labeled from 1 to 62. The size
and color of nodes have been given based on the values of degree of nodes. The
various related structural details of the dolphin dataset are mentioned in Table 2.

The Santa Fe Institute Collaboration dataset contains a network of 118 nodes and
200 edges which have been used by many authors in the field of OSN analysis [11].
The entire dataset has been represented in a graph as shown in the Fig. 3. The
unique nodes have been labeled from 1 to 118. The other related information of the
dolphin dataset is mentioned in Table 3.

Fig. 2 The dolphin dataset represented as a graph

Table 2 Structural features
of the dolphin dataset

Dataset dolphin

Graph type Undirected

#Nodes 62

#Edges 159

Average degree 5.129

Maximal degree 12

Average path length 3.453
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Experiments were conducted for the four different influence maximization
algorithms namely, the high-degree heuristic algorithm, the general greedy algo-
rithm, the DegGreedy centrality algorithm and the random generation algorithm on
both the datasets. The random generation algorithm is considered as a baseline
method for comparing with others mentioned influence maximization algorithms. In
this method, nodes are chosen uniformly at random. These experiments mainly aim
at illustrating the performance comparison of these algorithms with respect to the
amount of spread of influence using the Weighted Cascade model. The value of
m considered for DegGreedy technique differed from 2k to 3k depending on
whether the value of k is two digit or single digit respectively. Higher values of

Fig. 3 The Santa Fe Collaboration dataset represented as a graph

Table 3 Structural Features
of the Santa Fe Collaboration
dataset

Dataset Santa Fe Collaboration

Graph Type Undirected

#Nodes 118

#Edges 120

Average Degree 3.39

Maximal Degree 29

Average Path Length 5.021
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m have also been considered during the experimental evaluation but it did not give
any significantly better results for both the datasets.

In Fig. 4a, b, the target seed size is represented in x-axis which denotes the
number of influential nodes being considered and the total number of activated
nodes is represented in the y-axis which denotes the total number of nodes that got
influenced for a given seed set size. As can be analyzed from Fig. 4a, b, the

Fig. 4 Comparing spread of influence using random, high-degree, general greedy, and degGreedy
algorithms for the a dolphin dataset b Santa Fe Collaboration dataset
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proposed DegGreedy algorithm outperforms the general greedy heuristic algorithm
as well as the high-degree centrality algorithm which indicates that relying exclu-
sively on the structural properties of a graph is not a better marketing strategy but
we need to also explicitly consider the dynamics of information in an OSN. The
execution time for the DegGreedy algorithm is also considerably much better than
the general Greedy algorithm and that is a major solution to the scalability issue
involved in dealing with social network graphs.

4 Conclusions

This paper gives a comparative analysis of a novel influence maximization tech-
nique and the two basic standard techniques used for effective influence maxi-
mization in OSNs. The paper also provides algorithms and experimental results to
analyze the same. The novel influence maximization technique proposed is a simple
technique based on node neighborhoods that proves efficient in terms of scalability
and higher spread of influence. We believe that the algorithms discussed in this
paper will remain the simplest and most basic algorithms for studying and ana-
lyzing the concept of influence maximization in OSNs and will hence help a
researcher in this field to get a preliminary idea about the same. As a future work,
some comparative study of the latest algorithms with these basic algorithms will be
studied for gain in the highest influence spread in OSNs.
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Diagnosis of Ground Glass Opacity
in HRCT Lung Images Using
High-Intensity Pixels

Punal M. Arabi, Nanditha Krishna, T.P. Prathibha
and N. Vamsha Deepa

Abstract According to the World Health Organization survey done in 2008,
approximately 9.5 million people were affected by lung diseases worldwide. Some
of the major lung diseases are asthma, chronic cough, asbestosis, chronic
obstructive pulmonary disease (COPD), bronchiextaris, cystic fibrosis, influenza,
lung cancer, pneumonia, pulmonary hypertension, sarcodoisis, sleep apnea. It is
observed that approximately 40,000 people die from lung diseases every year.
Diagnosis and treatment of the disease at right time play a crucial role in survival
rate and ensure the quality of life to the affected person. Ground glass opacity refers
to the blurred area of increased attenuation in the lung with visible vascular and
bronchial markings. The lungs affected by diseases like pulmonary edema, pneu-
mocystis, hypersensitive pneumonitis, carinii pneumonia, desquamative pneu-
monitis have the visibility of ground glass structures. This paper proposes a method
to identify ground glass opacity in HRCT lung images by calculating the number of
high-intensity pixels present in the lung image of interest. A computer-aided
method of identifying the ground glass opacification is proposed based on the
number of high-intensity pixels present. This method is tested on a set of 10 normal
and ground glass opacity affected lung images. The results obtained show that the
proposed method has an accuracy of 90%.

Keywords Diagnosis of ground glass opacity � HRCT lung � Mean pixel
intensity level � Number of high-intensity pixels
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1 Introduction

Chronic obstructive pulmonary disease is the fourth leading cause of death in the
world [1]. Respiratory disorders like pneumoconiosis, pulmonary fibrosis, hyper-
sensitivity pneumonitis, farmer’s lung disease, occupational asthma, and occupa-
tional lung cancer are caused due to inhaling dust, silica, asbestos, hay, mold, spores,
toluen diisocyanate, phthalic anhydride, sawdust, and hexavalent chromium [2].

Ground glass pulmonary opacity has a higher lung density and also has a per-
sistent visibility of bronchial walls and vascular structures. Ground glass structures
are termed as chronic interstitial disease and acute alveolar disease [3].

High-resolution computed tomography (HRCT) images contain lots of infor-
mation about lung textures including bronchus, pulmonary veins, arteries and is the
most preferred method for diagnosing a number of lung diseases [4].

Computer-Aided Diagnosis (CAD) system acts as an aid in the medical field as it
helps the doctors for a better diagnosis of diseases with higher degree of accuracy in
a shorter period of time. CAD works as a bridge between the radiologist and the
input images under test [5].

Hosseini et al. [6] proposed an approach for automatic generation and tuning of
parameters of type-2 fuzzy logic system which was applied for lung nodule clas-
sification of the CAD system. Al-Fahoum et al. [7] developed an automated
intelligent system for nodule detection and displayed the size of the detected cancer.

Gomathi and Thangaraj [8] proposed a CAD system for automated detection of
pulmonary parenchyma and nodule detection of lung cancer as applied to computed
tomography examinations for early detection of lung cancer.

Bennet et al. [9] proposed a method for ground glass detection using banks of
Gabor filter and corresponding masks for pattern identification with frequency
spectrum analysis. Abbas et al. [10] proposed a segmentation algorithm for lungs on
HRCT scan images to segment the whole CT slice into different regions based on
dynamic and optimal thresholding techniques. Silva et al. [11] proposed a method
for automatic segmentation of pulmonary regions in X-ray CT images.

This paper proposes an image processing technique to identify the ground glass
opacity in CT images of lung using the mean pixel intensity values and
high-intensity pixel pattern.

2 Methodology

The proposed method is tested on normal and ground glass HRCT lung images. The
acquired images undergo a preprocessing stage, where the lung portion is seg-
mented and is enhanced by contrast enhancement technique; noise is removed by
low-pass filter. The method proposed here for computer-aided diagnosis of ground
glass opacity in lung images consists of 3 steps.
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Step 1: Fixing up the threshold value

A set of 10 HRCT lung images are taken, among which 5 images are of normal
lung and 5 images are of ground glass structure lung.

Since the acquired image is a RGB image, it is converted into a gray image and
then the lung portion is extracted from the thoracic region using binary thresholding
technique. The extracted left and right portions are divided into 4 quadrants each
and labeled as 1, 2, 3…8 in total. For the segmented right and left lung, the mean
pixel intensity values are obtained separately. The average values of the of mean
pixel intensity values of the left and right portions are found out for normal lung
and as well as ground glass lung. Using these average values, the threshold value is
fixed.

Step 2: Finding high-intensity pixels

The pixels having intensity values greater than the fixed threshold value are termed
as high-intensity pixels. The left and right lung portions are divided into 4 quadrants
each, giving 8 quadrants in total. The number of high-intensity pixels present in all
the quadrants of left and right lung of all the images under analysis is found out.

Step 3: Fixing the reference value

Using the number of higher intensity pixels present in the normal lung images and
ground glass lung images, the reference value is fixed. The highest value among the
number of higher intensity pixels of left and right portions of normal lung quadrants
is found out; similarly the lowest value among the number of higher intensity pixels
of left and right portions of ground glass lung quadrants is found. Then the average
of these two values is found out and is fixed as reference value.

2.1 Decision Rule

Check the number of higher intensity pixels present in the image quadrants.
If 6 quadrants of the total of 8 quadrants have the number of higher intensity

pixels more than the reference value, the image under test is termed as a suspicious
image for ground glass opacity lung image.

If 6 quadrants of the total of 8 quadrants have the number of higher intensity
pixels lesser than the reference value, the image under test is labeled as a normal
lung image.
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3 Results

Figure 1 shows the block diagram of the proposed method. The set of five normal
lung CT images taken for experimentation is shown in Fig. 2. The set of five ground
glass lung CT images taken for experimentation is shown in Fig. 3. Table 1 shows
the mean pixel intensity values of left and right lung. Table 2 shows the number of
pixels having intensity >27 for normal lung quadrants. Table 3 shows number of
pixels having intensity >27 for ground glass opacity CT lung images.

Normal 
Lung 

Image 
acquisition 

Pre-
processing 

Lung 
Segmentation 

ROI 
selection 

RGB to 
Gray 

conversion 

Calculation of Mean 
pixel intensity level and 
fixing threshold level  

Calculation of 
number of pixels  

Decision    
rule and 

classification 

Ground Glass 
Lung 

Fig. 1 Block diagram

Fig. 2 Set of normal lung CT images
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Fig. 3 Set of ground glass structure lung CT images

Table 1 Mean pixel intensity values of left and right lung

Type of lung Left Right

Normal lung 1 15.62 14.49

Normal lung 2 18.17 16.57

Normal lung 3 12.09 11.96

Normal lung 4 24.16 18.67

Normal lung 5 11.57 11.76

Average value of normal lung 16.32 14.69

Ground glass lung 1 38.09 33.08

Ground glass lung 2 40.53 34.46

Ground glass lung 3 63.33 56.07

Ground glass lung 4 35.84 35.92

Ground glass lung 5 28.63 25.76

Average value of ground glass lung 41.28 37.05

Table 2 Number of pixels having intensity >27 for normal lung quadrants

Normal lung images LL1 LL2 LL3 LL4 RL1 RL2 RL3 RL4

Normal lung 1 213 2361 264 3173 2310 292 2681 399

Normal lung 2 1011 2630 1117 2956 2409 1203 2286 1533

Normal lung 3 556 4815 452 4539 3743 633 4243 964

Normal lung 4 2425 6691 2418 4908 4356 2736 3978 2105

Normal lung 5 1819 1785 2766 2516 263 2465 1877 2580

Table 3 Number of pixels having intensity >27 for ground glass opacity CT lung

Ground glass lung
images

LL1 LL2 LL3 LL4 RL1 RL2 RL3 RL4

Ground glass lung 1 14,208 8213 17,128 13,000 6112 15,293 6719 14,855

Ground glass lung 2 43,584 24,830 44,657 26,341 38,727 28,450 38,645 21,840

Ground glass lung 3 3476 3397 3185 3806 3014 3871 3744 3142

Ground glass lung 4 6723 6457 6522 3270 4665 5838 5777 7624

Ground glass lung 5 9734 8680 9394 9217 7985 8550 7338 9308
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3.1 Calculations

Threshold value

Z ¼
AverageValue of Normal lung leftþ rightð ÞþAverageValue of Ground
glass lung leftþ rightð Þ

4
ð1Þ

Z ¼ 16:32þ 14:69þ 41:28þ 37:05
4

Z ¼ 27:33� 27

where Z represents the threshold value. For calculating the threshold value, average
values of left and right lung of both normal and ground glass lung are taken from
Table 1, Eq. (2) is used to calculate reference value.

Reference Value

Y ¼

Maximumvalue of number of higher intensity pixels present in the normal
lung quadrantsþMinimumvalue of number of higher intensity pixels
present in the ground glass lung quadrant

2
ð2Þ

Y ¼ 6691þ 3041
2

Y ¼ 4852� 5000

where Y is the reference value. For calculating the reference value, we take the
respective minimum and maximum higher pixel intensity values from Table 2.

4 Discussion

A set of 10 images of normal lung and affected lung with ground glass opacity is
taken for analysis. The acquired images undergo preprocessing stage in which the
lung portion is segmented, filtered and enhanced. From the average mean pixel
intensity values which are calculated for the left and right lungs of both normal and
ground glass lung images, the threshold value is obtained and is found to be equal
to pixel intensity level 27 (Eq. 1). The left and right lungs are divided into 4
quadrants each and labeled as 1, 2, 3… 8 in total. The number of higher intensity
pixels which have intensity value > pixel intensity level 27, are then calculated for
every quadrant and tabulated (Tables 2 and 3). From the tabulated values the
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maximum value of number of higher intensity pixels present in the normal lung
quadrants and minimum value of number of higher intensity pixels present in the
ground glass lung quadrants are identified; using these values the reference value is
calculated (Eq. 2). Based on this reference value, a decision about whether the lung
is normal or suspicious one for ground glass opacity is made; if 6 or more quadrants
of the total of 8 quadrants have higher intensity pixel values more than the reference
value, the image under test is termed as a suspicious image for ground glass opacity
lung image.

On the other hand if 6 or more quadrants of the total of 8 quadrants have higher
intensity pixel values lesser than the reference value, the image under test is labeled
as a normal lung image. The results obtained show that all the normal lung images
are rightly identified by the proposed method while one ground glass lung image
(Ground glass lung no. 3 of Table 3.) is wrongly identified as normal lung. Out of
10 images 9 images are rightly identified. The accuracy of the method is found to
be 90% here.

5 Conclusion

The method proposed here identifies the number of higher intensity pixels present
in the lung regions as the pixels having intensity value more than 27 where as 27 is
the average mean pixel intensity value of all the lung images taken for experi-
mentation. The left and right lung portions of every lung image are divided into four
quadrants each giving eight quadrants in total. The number of higher intensity
pixels present in every lung region is found out and tabulated. Using these values, a
reference value is calculated and the decision rule to identify ground glass opacity
lung is framed. The experimental results obtained show that the proposed method
has an accuracy of 90%. However, more number of images are to be tested to
confirm the accuracy. A deeper statistical analysis in fixing the threshold value and
reference value may improve the accuracy of the proposed method.
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Coefficient Random Permutation Based
Compressed Sensing for Medical Image
Compression

R. Monika, S. Dhanalakshmi and S. Sreejith

Abstract Compression of medical data remains challenging because of the loss in
clarity of compressed images. In medical field, it is necessary to have high image
quality in region of interest. This paper presents a Compressed Sensing
(CS) method for the compression of medical images. Coefficient random permu-
tation (CRP) based CS is used in this paper for compression of medical images. The
different image block has different sparsity. If the nearby pixel values in a block
have stronger correlation, then they are strongly sparse, otherwise they are said to
be weakly sparse. The main objective of using this method is to provide high
quality compressed images thereby maintaining a balanced sparsity of the recon-
structed images. As a result performance gain would be high. Experimental results
show that CRP based CS helps achieving better PSNR values even with lesser
number of measurement values.

Keywords CRP � Compressed sensing � Gaussian matrix � Orthogonal
matching pursuit � DWT

1 Introduction

Medical images are captured and transferred between hospitals for review by
physicians. Also these images are required to be stored for the reference of
physicians and patients in future. An efficient compression algorithm is required for
effective storage of data for future use. Conventional compression (CC) helps in
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reducing the amount of data. However they do not provide significant reduction in
data rate. In order to achieve a good compression ratio, compressed sensing tech-
niques can be used.

CS achieves good compression. A signal can be acquired at a rate which is much
lesser than nyquist sampling rate by using CS. However in Conventional CS
Sparsity of all blocks of the image is not even. Hence images are reconstructed with
poor quality. Generally smoother region have stronger sparsity while edges have
weaker sparsity. Due to imbalance in sparsity few regions (i.e., highly sparse) will
be reconstructed well while other regions (i.e., poorly sparse) are poorly recon-
structed. This in whole degrades the quality of the reconstructed images. Also
conventional CS cannot be applied for medical image compression as it requires
good quality reconstruction with balanced sparsity.

In order to achieve balanced sparsity in all blocks of the image, CRP is used.
Balanced sparsity is achieved by means of random permutation of the coefficients.
CRP method in DWT domain helps in improving CS sampling efficiency and
performance.

2 Related Works

Candes and Wakin [1] explained that certain signals can be recovered successfully
from fewer samples or measurements than traditional methods by using CS.
Sampling and compressing data are performed simultaneously in CS.

Donoho [2] explains about the basic concepts of Compressed sensing (CS) and
also representing an image with reduced no of samples still maintaining the quality
of the recovered image. CS can be performed only if the signal is highly sparse or
compressible. Most of the data acquired can be discarded without much loss in data.

Gao et al. [3] explains that different image block has different sparsity levels.
Due to imbalance in the sparsity the reconstruction process of the blocks results in
degradation of the image quality. Smoother regions are reconstructed well while the
texture regions are poorly reconstructed. In order to balance the sparsity random
permutations of the coefficients are performed. As a result all the blocks have even
sparsity resulting in higher PSNR values. Reconstructed images have better visual
quality that of the conventional CS process.

Gao et al. [4] proposed two simple techniques for the block CS (BCS) with
discrete cosine transform (DCT). The techniques are effective in improving the CS
sampling efficiency and CS sampling performance. This process of spreading the
sparsity throughout the block helps in better reconstruction of all portions of the
image. As the result the visual quality of the reconstructed image is greatly
enhanced. Also High PSNR values are obtained.

In this paper CRP based CS in DWT domain is investigated for medical image
compression application. The rest of the paper is organized as follows: overview of
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compressed sensing is provided in Sects. 3 and 4 discusses about the CRP based CS
in DWT domain, CRP for medical image compression is discussed in Sect. 5,
experimental results are provided in Sects. 6 and 7 concludes the paper.

3 Overview of CS

CS is a mathematical framework that describes about accurate recovery of a signal
from reduced measurements [6]. In order to perform CS, the signal should be sparse
and compressible. This consists of projection of signal vectors into set of chosen
projection vectors. Consider a signal of dimension N. Transform is applied to the
signal and consider only k non-zero elements are present in the transformed matrix.
In such case M measurements can be chosen from a total of N measurements.

Consider a N-dimensional signal, x e RN. Let W be certain domain in which the
signal is sparsely represented, Also consider that there are K non-zero coefficients in
the W domain (K � N).

In order to take CS measurements, we consider a M by N measurement matrix U
which obeys the restricted isometric property.

The compressed sensing is given by

y ¼ Ux ð1Þ

In this paper Gaussian random matrix is used as measurement matrix. The
Gaussian matrix has random values and it has zero expectation and variance (1/m),
where m is the mean. Also it has high RIP. Applying Gaussian matrix to entire
image does not suit the need. Hence the image is divided to blocks and Gaussian
matrix is applied to each block. To improve the efficiency block based sampling
strategy is followed [7]. Orthogonal matching pursuit (OMP) [5] is used as the
reconstruction algorithm. OMP is the simplest and easiest of the reconstruction
algorithms.

4 Coefficient Random Permutation

The different image blocks have different sparsity. Sparsity level is not even. As a
result only fewer regions are reconstructed well while other regions are poorly
reconstructed. To balance the sparsity level random permutation of the coefficients
are performed.
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4.1 CRP Sampling Scheme [3]

The Sparsity balancing scheme is described as follows

1. Transform is applied to image block: ti = dct2(xi), i = 1, 2, …, B, where xi
represents blocks and B represents number of blocks.

2. Coefficients corresponding to same frequency are then regrouped rj = {ti
j, i = 1,

2, 3, …, B}, j = 1, 2, …, nB2, where ti
j is the jth coefficient of the ith block.

3. Regrouped coefficients belonging to same frequency are randomly permuted
pj = p(rj).

4. Permuted coefficients are rebuild bi = {pj
i, j = 1, 2, 3, …}, i = 1, 2, 3, …

B where pj
i is the ith permuted coefficient block.

5. CS is performed for rebuild vector.
6. OMP reconstruction algorithm is applied for each sampled vector.
7. The recovered coefficients are regrouped rj = {bi

j, i = 1, 2, … B}, j = 1, 2, …,
where bi

j is jth coefficient in ith recovered vector.
8. Inverse permutation is performed for recovered frequency components pj = p

(rj), j = 1, 2, …
9. DCT coefficients for each recovered block is rebuild and IDCT is applied.

5 CRP for Medical Image Compression

CRP can reconstruct image with good quality. CRP based medical image com-
pression scheme is depicted below.

Figure 1 depicts the block diagram for medical image compression. CRP is
applied to medical image followed by CS, finally image is reconstructed with better
quality. CRP could retain the minute details of the image.

Fig. 1 Block diagram
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6 Experimental Results

Atherosclerosis is solidifying of veins because of hypertension, progressive intimal
accumulation of lipid, protein, and elevated cholesterol. It causes stroke, heart
attack, stenosis and many other conditions which may lead to death. Compression
of these images is essential in order to reduce the storage space and in order to store
them effectively for future reference [8]. Therefore the images chosen for testing
CRP algorithm is normal and abnormal plaque images.

Matlab R2012a is used for software simulation. The test images are medical
images. Block size of 8 � 8 is tested in the simulation. Sparse binary random
matrix is chosen as the measurement matrix. OMP algorithm is used for recon-
struction. Transform used is DWT. The results are tabulated and compared with
CCS.

The PSNR performance comparisons for various sparsity values of 8, 6, 4 and 2
for abnormal image are tabulated in Table 1.

Better is the PSNR value, better is the quality of reconstructed image. For a
block size of 8 � 8, the CRP has achieved an increase in PSNR value when
compared to that of CCS. Also number of sparse elements chosen from each block
varies from only 2 to 8. For such smaller number of sparse elements good PSNR
value is achieved for CRP.

It can also be seen that as the sparsity is reduced there is decrease in PSNR
values. Even with sparsity as 2 CRP has achieved good PSNR values and there is
almost 3db difference in PSNR values for CRP when compared to CCS.

The graphical representation of PSNR values for various Sparsity values and
techniques are shown in Fig. 2. Sparsity is chosen in the range of 2–8 in steps of 2.
For smaller sparsity good PSNR difference is achieved.

It could be clearly seen from the graph that CRP is more efficient than CCS in
achieving better PSNR values (Table 1).

Better SSIM values are obtained by using CRP (Table 2). SSIM value of 1 is
reachable only if the original image and the reconstructed image look identical.
SSIM values are close to 1 which indicates better reconstruction of the images.

To check the consistency of the techniques normal and abnormal medical images
were chosen and PSNR and MSE of CCS and CRP techniques were found and are
summarized in Tables 3 and 4 respectively.

CRP has reduced MSE values than CCS. MSE is inversely proportional to
PSNR. Hence reduced MSE values indicate better reconstruction of images.

Table 1 PSNR comparison
for various sparsity

Aretheroscleorsis plaque (480 � 320), Block size = 8 � 8

Technique PSNR (dB)

8 6 4 2

CCS 27.8409 26.3005 24.2554 22.6078

CS with CRP 29.0032 28.9460 27.3342 25.9908
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The visual quality comparison of various medical images for CCS and CRP
techniques considering only 8 sparse values from each of the blocks of size 8 � 8
are shown in Fig. 2.

Figure 3a–c shows the normal image, Aretheroscleorsis plaque, fibroclacic
plaque images. Figure 3d–f from left to right shows the reconstructed images using
CRP.

Fig. 2 Techniques versus
PSNR

Table 2 SSIM comparison for various sparsity

Aretheroscleorsis plaque (480 � 320), Block size = 8 � 8

Technique SSIM

8 6 4 2

CCS 0.7127 0.7130 0.6687 0.5823

CS with CRP 0.8602 0.8100 0.7912 0.6883

Table 3 PSNR comparison for various estimated images

Sparsity = 8, Block size = 8 � 8

Technique PSNR (dB) Normal image PSNR (dB) Abnormal image (fibroclacic plaque)

CCS 23.2202 29.7465

CS with CRP 26.6431 32.0605

Table 4 MSE comparison for various estimated images

Sparsity = 8, Block size = 8 � 8

Technique PSNR (dB) Normal
image

PSNR(dB) Abnormal image (fibroclacic
plaque)

CCS 68.5910 135.4164

CS with CRP 40.4607 115.3669
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7 Conclusion and Future Works

Image reconstruction using CRP in DWT domain for medical images is investi-
gated in this paper. They are efficient in better reconstruction of all blocks of the
image irrespective of their region i.e. smooth region or the edges. Therefore images
can be reconstructed with very good PSNR even with only few Sparse values.
Hence by using the CRP, enhanced performance can be achieved with reduced
sparsity and complexity. The future work is to explore techniques which can further
improve PSNR values.
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A Flexible Scheme to Fault Detection
for Electrical Assets Using Infrared
Thermography

Deepak Kumar, Amit Kumar and M.A. Ansari

Abstract This paper approaches an infrared thermography methodology that can
help to find fault and diagnosis for the electrical equipment. It uses noncontact and
nondestructive technology. This technique is fast and reliable for inspecting the
system without any interruption. In the field of electrical area maintenance, relia-
bility of transmission and distribution system is one of the most critical issues and it
suffers from some problems like loose connection, corrosion, and unbalanced loads.
In this paper noninvasive methods are used to monitor the temperature of electrical
assets and analysis of the hot region, and it used the watershed transform for the
image segmentation and color-based segmentation which separates the red, green,
blue area of the image. Dark red hot region areas are detected and the maximum
temperature is 194 °C and the reference temperature is 40.8 °C of fuse cabinet. The
proposed method is to detect the hotness and hot region of the electrical assets for
fault detection.

Keywords Infrared thermogram � Fuse cabinet � Temperature measurement
Segmentation

1 Introduction

In the field of electrical area maintenance, reliability of transmission and distribu-
tion system is one of the most critical issues and it suffers from some problems like
loose connection, corrosion, and unbalanced loads. These types of problems cause
increase in impedance to current and increase resistive heating. If unchecked, heat
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increases and a point builds at which the connection can melt and break the circuit,
and in some cases can create fire. Thus, the thermal disorder of electrical equipment
increases the working time, loading inequality, and increasing resistance or over
current out from the bad contact. Buy this the whole transmission and distribution
system will be under disorder. To protect and detection of these type of case
Infrared thermography (IRT) or digital thermal image processing can be used that
locks the heating point. It quickly locates the hot point and determines condition, by
this system should be repaired [1].

The infrared thermography is used in many fields such as health indicator in
medical field and malfunction sign in mechanical and electrical field. Infrared
thermography is a non-contact technology means it does not use contact with the
source of heat and is based on infrared radiation (electromagnetic radiation which
have higher wavelengths than the visible light). Any object emits infrared radiation
whose temperature above the absolute zero (i.e., T > 0 K) such radiation cannot be
seen by the human eyes. The infrared device transfers the emitted radiation into
electronic signal. The visible image and infrared image are different to each other,
visible image represents the reflected light of the scene, and in the infrared image
source is scene which can be observed by the infrared camera without light. Infrared
camera acquired image and converted into visible image that is called as thermo-
gram [2].

It is used noncontact and nondestructive technology. IRT can be used in power
system because this technique is fast and reliable for inspecting the system without
any interruption. It is most valuable diagnostic tool used for maintenance and
performs important task to prevent electricity blackout and reduces the electrical
equipment damage of both distribution and transmission system. So in power
system thermography camera provides fast and most correct, accurate method to
survey. It quickly locates the hot region and determines to check the problem and
give result to operator that the equipment should be repair or not. By these
advantages it increases system reliability and reduces the maintenance cost. So IRT
can be used in power system to monitor the thermal behavior of equipment [3].

Many methods related to fault detection for electrical power system by the
researchers Kumar and Saini [4] proposed a signal estimation technique used in
wavelet transform for signal de-noising. It used new thresholding method which is
based on generalized Gaussian distribution and analyzes the statistical parameters
of wavelet sub-band which gives best performance better than the other methods of
de-noising. Panigrahi and Verma [5] uses the methodology of the electrical
equipment which faces the problems such as loose connection, unbalance load, and
corrosion. The heat can be built on loose connection and melt and breaking the
connection of circuit and equipment, so infrared inspection are designed to locate
the problems of electrical system and reduces the failure in transmission and dis-
tribution system. Ahmad et al. [6] proposed a passive monitoring network using
fuzzy rule-based neural network. Where the fuzzy system containing membership
function used for fault diagnosis with the help of neural network and the combi-
nation of both systems called hybrid system. Shitole et al. [7] presented a Time of
flight diffraction technique for nondestructive testing which is used the advance

538 D. Kumar et al.



image processing for detection the weld flaws. This technique reduces time, cost,
and error in weld flaws in steel structure.

Varma et al. [8] developed design which is microcontroller-based thermo
scanning and have real time monitoring system. It uses the computer with wireless
connection, receive the real time video from source, transfer to the system where it
applies some function, and store the thermal data in MYSQL database. Ibarahim
and Amani [9] presented an approach for network monitoring by using neuro fuzzy
approach, the hybride system has the dual knowledge database, one has the
membership function value, and the other is rule-based formulation by the network
admisistration. Novizon et al. [10] proposed method to access the artificial neural
network to classify ZnO Arrester condition with the temperature profile, ambient
temperature and humidity, and third harmonic leakage current. Thermal data using
thermal imaging as well as the leakage current third harmonic component were used
as tools to investigate the surge arrester aging condition. Laurentys Almeida et al.
[11] use the strategy for surge arrester image segmentation using image processing
to classify the operative condition of arrester as faulty, normal, light, and suspi-
cious. That aims to separate the information from image and detect and diagnose
surge arrester fault using thermo-vision technique.

2 Infrared Thermogram Noninvasive Technique

The block diagram shows the Infrared thermogram noninvasive (IRTNI) system.
This includes the IR thermogram, watershed transformation, color-based segmen-
tation, and the other characteristics of an image (Fig. 1).

2.1 Process of Fault Diagnosis

There are the following steps for fault diagnosis as:

• Data acquisition
• Digital image segmentation process
• Watershed transformation
• Calculate standard deviation and thresholding of image
• Result.

Infrared
thermogram

Detect threshold
region

Extract
feature

Histogram
representation

Color based
Segmentation

Watershed
transformation

Result

Fig. 1 Flow diagram of IRTNI
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2.1.1 Data Acquisition

Data acquisition can be done through the infrared thermo-viewer camera. The
camera has the spectral range from 7.5 to 13 µm and focal plane array detector type.

2.1.2 Digital Image Segmentation

Image segmentation is typically used to locate objects and borderline in images.
Dividing an image into multiple parts, which is the process of image segmentation.
This is typically used to determine objects or other important information in digital
images. The segmentation objective is the image distribution, its set of parts, and
objects. The location of object and image borderline are to be determine by the
image segmentation process [4]. For a successful segmentation, whole information
related to the problem is needed. The most useable function utilized for the division
are: Point or Line discovery, Edge identification, Gradient administrators,
Laplacian, Hough light Simple or Adaptive Threshold, district developing, and
watershed transformation.

2.1.3 Watershed Transformation

The watershed transformation is the best technique for image segmentation; it is
also called as flooding process. For the investigation of image, preparing a
watershed of a gray-scale image is comparable to the idea of a catchment basin of a
height map. The gray level represents the height of topography surface of an image
[4, 5]. Basically a watershed is the line to determine the particular region of image
where the water drop will fall. It provides closed contours for image segmentation
and also takes less time for segmentation as compared to other method.

For image segmentation, first take the image edge detection, here the gradient
topology is used, for edge detection use sobel operator. So, the original image gets
converted into gray image and then apply sobel operator for edge detection or
gradient topology [12]. Gradient image represents the edge strength. So, use the
multi-scale edge detector to find morphological gradient of an image, expressed
mathematically as following:

GTðf Þ ¼ 1
n

Xn
i¼1

f � aið Þ � fHaið Þ � ai�1½ � ð1Þ

where ai denotes the group of square structure elements and n is scale and sizes are
ð2iþ 1Þ � ð2i� 1Þ pixels. ðf � aÞ represents the gray-scale dilation and ðfHaÞ
represent the gray-scale erosion [13].

The gray-scale closing and opening for a gray image f by structuring element a
are to be expressed mathematically denoted as:
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For opening

f � a ¼ ðfHaÞ � a ð2Þ

For closing

f � a ¼ ðf � aÞH a ð3Þ

and then used the opening- and closing-based image reconstruction which is
effective than the other function and it does not affecting the shape of the object.

For fault detection and diagnosis, take an image of fuse cabinet by the IR
thermogram camera which is shown below.

Fig. 2 a IRT image of fuse cabinet. b Gradient magnitude. c Image opening

Fig. 3 a Opening–closing of image. b Opening-closing reconstruction image. c Threshold image
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Figure 2a shows the original image of fuse cabinet and the RGB color region is
clear seen. Now apply the watershed transform on to the image. Here Fig. 2b which
is shows the gradient magnitude of image, means it shows the outline between
objects. Figures 2c and 3a shows the opening and opening-closing image of gray
level of the image which is shows the eater drops as blur and sharp lights and the
solution of this show in Fig. 3b as opening–closing by reconstruction of image.

Figure 3c shows the thresholded image and Fig. 4a shows the outline of seg-
mented region. The segmented region shows that here can be the possibility to
come fault because this region has come into the red color.

2.1.4 Calculate Standard Deviation and Thresholding of Image

The thresholding of image which can be very helpful to find the largest value of
standard deviation image. The thresholding can be representing mathematically as
[6, 7]:

gði; jÞ ¼ 1; f ði; jÞ[ T

0; f ði; jÞ� T

(
ð4Þ

where T is threshold, the image background and object pixels replace by 0 and 1
and it can also say as 1 represent the color desire region and 0 undesired region of
image. f ði; jÞ and gði; jÞ shows the original image and thresholding image.

Fig. 4 a Segmented image. b Standard deviation of region
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The standard deviation ðrÞ of image can be mathematically expressed as [9, 14]:

ðrÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX px;y � px;y

x� y
� ðl2Þ2

r
ð5Þ

l is the mean of pixel values which can be mathematically expressed as:
l ¼

X px ; y
x� y

ð6Þ

where Px,y is pixel value of segmented image at x, y location. The standard devi-
ation value of segmented image is shown in Fig. 4b the value of standard deviation
is 64.5 by this region has high noise level. And the intensity of this region should be
high.

The histogram performances of the IRT image are shown in Figs. 5, 6 and 7

Fig. 5 Histogram of red
plane of IRT image

Fig. 6 Histogram of green
plane

Fig. 7 Histogram of blue
plane
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3 Color-Based Segmentation

The color-based segmentation is the process where the image changed into hot
color map then apply the smooth filter for noise removal from the image, the figures
are shown below of color-based segmentation [8, 15] (Figs. 8 and 9).

It is filtered mask of the neighborhood pixels which is slid across the image for
smoothing. The average of neighborhood pixels is used to replace the smoothing
pixels, the average of the neighborhood pixels are expressed as [11]:

aði; jÞ ¼ 1
k

X
ðl;mÞ 2 Pijaðl;mÞ ð7Þ

where Pij defines the neighborhood pixels coordinates in an RGB color image
which is shown in Fig. 10.

Figure 10 shows the three level RGB color map image where the dark red region
are shown. This part of fuse cabinet which have very high temperature and the other
region are consider to be reference region which have temperature less then to the
dark hot red region.

Fig. 8 Hot color map of
image
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Fig. 9 Filtered image

Fig. 10 Three levels RGB
image
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4 Result and Discussion

The image features are to be extract in from of area and the intensity which shown
in Table 1.

The table shows the area of image and the mean intensity range where the low
intensity is 40.8661 and the high intensity is 195.2291.

In Fig. 11, it shows the dark red spotwhich have themaximum temperature 194 °C
and reference temperature of fuse cabinet is 40.8 °C that is indicated in Fig. 11. So, it
is clear seen that the temperature offuse cabinet wire is very high, it causes fault can be
occur. And the threshold values of these temperatures are 68 and 178.

Table 1 The image area and
the mean intensity

Area Mean intensity

23,600 40.8661

53,680 99.8926

37,995 195.2291

Fig. 11 Segmented region
min and max temperature
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The threshold value of area of redness for controlling and the alarming may be
taken as following:

Upper Threshold Area = 80% of A.
Medium Threshold Area = 70% of A.
Lower Threshold Area = 60% of A.

These threshold values helped to find the hot area and the cool area and the
medium area if the threshold value is high the intensity of image will be high and
the temperature of that thresholding level is very high if low level of thresholding
mean low intensity and the temperature will be low. The accuracy of this system is
about 98.9%, operation speed is very fast, human factor 5%, running cost is very
less, and reliability is 99%.

5 Conclusion

Infrared thermography is the best tool for fault diagnosis in power system. The
noninvasive system: using thermogram image has been developed for monitoring
and controlling the power equipment. The high impact region detected by the
watershed segmentation. The threshold value of high impact region obtained and
the also image intensity and temperature which can damage the equipment.

The equipment’s health is to be monitoring by the threshold value which help to
find the hot region and cool region of electrical equipment image and provide the
alarming system which helps to indicate that the equipment is in good condition or
is in bad condition according to temperature level. This proposed method is gives
the satisfactory result and the accuracy of this system is about 98.9%.

References

1. Dengwen, Z., Wengang, C..: Image denoising with an optimal threshold and neighbouring
window. Pattern Recogn. Lett. 1694–1697 (2008)

2. Vijayakumar, D., Malathi, V.: A flexible scheme for transmission line fault identification
using image processing for a secured smart network. Int. J. Electr. Electron. Eng. 2, 74–77
(2015)

3. Om, H., Biswas, M.: A generalized image denoising method using neighbouring wavelet
coefficients. In: Signal, Image and Video Processing, Springer, Berlin (2013)

4. Kumar, R., Saini, B.S.: Improved image denoising technique using neighboring wavelet
coefficients of optimal wavelet with adaptive thresholding. Int. J. Comput. Theor. Eng. 4(3),
(2012)

5. Panigrahi, S., Verma, T.: Texture image classification using neurofuzzy approach. Int. J. Eng.
Comput. Sci. 2, 2309–2313 (2013)

6. Ahmad, A., Rudrusamy, G., Budiarto, R., Samsudian, A., Ramadass, S.: A hybrid rule based
fuzzy-neural expert system for passive network monitoring. Int. Joint Conf. Artif. Intell. 5,
85–92 (2001)

A Flexible Scheme to Fault Detection for Electrical Assets … 547



7. Shitole, S.N., Zahran, O., Al-Nuaimy, W.: Advance neural–fuzzy and image processing
technique in the automatic detection and interpretation of weld defects using ultrasonic time
of diffraction. In: International Conference on NDT, vol. 4 (2007)

8. Varma, H., Namitha, R.M., Sunil, G.N., Kumaraswamy, H.V.: Themo-vision scanning of
vital nodes in a substation using image processing. Int. J. Adv. Res. Electr. Electron. Instrum.
Eng. 3, 13881–13888 (2014)

9. Ibarahim, M., Amani, A.: Infrared thermography and distribution system maintenance in
alexandria electricity distribution company. In: International Conference on Electricity
Distribution, vol. 21, pp 14–18 (2011)

10. Novizon, N., Malek, Z.A., Bashir, N., Asilah, N.: Thermal image and leakage current
diagnostic as a tool for testing and condition monitoring of arrester. Jurnalteknologi 4, 27–31
(2013)

11. Laurentys Almeida, C.A., Caminhas, W.M., Braga, A.P., Paiva, V., Martins, H., Torres, R.:
Intelligent thermo graphic diagnostic applied to surge arresters: a new approach. In: IEEE
Transaction on the Power Delivery, vol. 24, pp 109–120 (2009)

12. Ha, H., Han, S., Lee, J.: Fault detection on transmission lines using a microphone array and an
infrared thermal imaging camera. IEEE Trans. Instrum. Measurement 61(1), 267–275 (2012)

13. Lifeng Pan.: Intelligent Image Recognition Research on Status of Power Transmission Lines.
Sensors and Transducers, vol. 179, pp. 174–179. IFSA Publication (2014)

14. Jun, L., Liu, X.: Heating defect detection system scheme design based on infrared image
processing for high voltage plant of substation. In: Advance in Control Engineering and
Information Science, pp. 699–703. Elsevier, Amsterdam (2011)

15. Jadin, M.S., Taib, S., Kabir, S., Yusof, M.A.B.: Image processing methods for evaluating
infrared thermographic image of electrical equipments. In: Progress in Electromagnetic
Research Symposium Proceeding, pp. 20–23 (2011)

548 D. Kumar et al.



Design of Double Fork Shaped Patch
Radiator for Ultra Wide Band
Applications

Swarnaprava Sahoo, Mihir N. Mohanty and Laxmi P. Mishra

Abstract A double fork shaped patch radiator is suggested for ultra wide band
(UWB) applications. The patch antenna is easy to design, low-priced, and small in
size. The ultra wide band characteristic covers 3.1–9.8 GHz in UWB range of 3.1–
10.6 GHz is obtained by employing dual fork-shaped radiating element and a
rectangular strip with truncated partial ground plane. The intended radiator is
designed on FR-4 epoxy substrate fed by 50 X microstrip line having dimensions
(42 � 24 � 1.6) mm3. The return loss, S11 � −10 dB covers 3.1–9.8 GHz. The
radiator gives sustainable gain with closely omni directional radiation characteris-
tics over the operating bandwidth in UWB range. The antenna characteristics such
as VSWR, gain of the proposed radiator are also studied in details.

Keywords Patch antenna � Triple band � Ultra wide band (UWB)
Partial ground plane

1 Introduction

The 10 dB bandwidth of 7500 MHz ranging from 3.1–10.6 GHz was emancipated
by the Federal Communications Commission (FCC) with EIRP (Effective Isotropic
Radiated Power) whose spectral density −41.3 dB meter per Megahertz for many
communication applications [1]. So, in wireless world ever the ultra wide band
(UWB) technology is a motivation for hypnotized academia and industrial
surveillance. Now a day’s many researchers are giving more interest for generation
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of ultra wide band spectrum of 3.1–10.6 GHz for commercialized purposes for its
broad bandwidth, less power utilization, higher data transfer rate, and very low
price. The patch antennas can cover ultra wide band which are printed and fabri-
cated on a substrate. So many patch antennas are reported for ultra wide band
applications like binomial curved shaped, elliptical, rectangular, circular disk
[2–10], compact tapered shape slot [11], UWB patch radiator using differential fed
[12], the magneto electric dipole radiator which is fed by differential fed [13, 14],
UWB fractal patch antenna by using CPW fed [15], shape of U, shape of arc slot on
the radiating element [16], employing parasitic components alongside the radiator
radiating element to eliminate the identified band [17], placing a slit in the ground
plane or feed line [18].

In this demonstration, the double fork shaped patch radiator for ultra wide band
applications is proposed which is very easy to design. The triple band performances
with desired bandwidth are achieved by inserting a rectangular strip into the bottom
fork shaped patch with partial ground plane and the ultra wide band (UWB)
characteristics is obtained by placing an extra fork shaped patch to the top of the
bottom fork shaped patch with cutting two symmetrical rectangular slots at the
opposite corners of the truncated ground plane. Here in both the cases the truncated
ground plane is on the rear part of the substrate beneath to the radiating element.
The double fork shape is obtained by inserting a rectangular strip in the dual shape
of U patch radiator. The bottom fork shaped patch resonates at triple band and the
top fork shaped patch resonates over in UWB range. The intended antenna con-
figuration is compact and small in size. Section 2 describes the model conception of
the proposed patch radiator; Sect. 3 explains the simulation results. At last Sect. 4
concludes the demonstration work.

2 Antenna Design

The geometry and the specifications of the intended radiator are shown in Fig. 1.
Which is fed by 50 X microstrip line feed printed on substrate epoxy FR4 with size
42 mm � 24 mm of height 1.6 mm having dielectric constant �rð Þ as 4.4 as well as
loss tangent (d) as 0.02.

The intended structure of the radiator is a variant of circular patch radiator. From
the circular patch [19] the radius R1 is calculated from the given equation for the
lower fork shaped patch.

flower;GHz =
7:2

2:25R1 þ S
ð1Þ

where, S is separation across the radiating element and partial ground and flower is
the lower resonant frequency which corresponds to VSWR less than 2. It is decided
to design the lower fork shaped patch due to the current concentration along the
periphery of the circular patch. Therefore, an annular ring patch antenna is created
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with the removal of middle portion of the circular patch with insignificant effect on
bandwidth impedance or radiation pattern characteristics. Due to this a semi annular
ring structure is depicted and a rectangular strip is inserted vertically at the center of
the top of semi annular ring patch that forms a shape of fork patch [20]. For better
impedance bandwidth and radiation characteristics another fork shaped patch is
designed which is placed on the upper to the lower fork shaped patch whose radius
and specifications are half of the lower fork shaped patch. The whole
antenna-designed structure is optimized such that its operating bandwidth with
return loss �−10 dB covers the range of ultra wide band (UWB) frequency. The
rectangular strip is inserted in the middle section of the fork shaped patch to
resonate at triple band characteristics. The intended antenna provides UWB oper-
ation due to the smaller fork shape patch. The bottom fork shape patch resonates at
triple band while the top fork shape (intended antenna) patch resonates over ultra

(a) Front view

(b) Specifications

Fig. 1 Geometry of the proposed shape of dual fork patch antenna a front side b specifications
(R1 = 10.2, r1 = 4, R2 = 5.2, r2 = 3, Lground, L = 0.9 mm, W = 3.3, wf = 2.4, S = 2,
LSTRIP = 20.7, LSUB = 24, WSUB = 2, WSTRIP = 2, L1 = 6.2, W1 = 6.2, L2 = 2.1, W2 = 2.1) (all
dimensions are in mm)
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wide band (UWB). The length (Lstrip) of the rectangular strip is of k/4 long at the
middle resonant band frequency.

Lstrip ¼ c
4flower

ð2Þ

By optimization of dimensions of rectangular strip, dimension of bottom fork
shape patch and top fork shape patch the performance of UWB is achieved to
resonate over 3.1–9.8 GHz which covers the UWB. The separation among the
partial ground plane and radiating element is optimized because it behaves like
matching element and enhances the bandwidth of impedance to obtain the ultra
wide band characteristics. It influences the resonant frequencies and bandwidths in
three bands. Uniform rectangular slots on the opposite corners of the upper edge of
the partial ground plane. Two rectangular slots enhance bandwidth impedance for
UWB characteristics. The commercial Ansoft High Frequency System Simulator
(HFSS) [21] is used to carry out the design process, simulation along with
optimization.

3 Simulation Results

The characteristics of the double fork shaped patch radiator depends on the vari-
ables like separation (S) across the radiating element and the partial ground, the
dimensions (W � L) of the symmetrical rectangular slots on the two corners of the
partial ground plane, the dimensions (W1 � L1) and (W2 � L2) of the rectangular
stubs over the bottom and top semi circular annular ring, outer radius (R1, R2), inner
radius (r1, r2) of the semi annular ring and size of partial ground plane. The
consequential effect on ultra wide band characteristics is explained with parametric
studies.

The separation (S) among the radiating element as well as the partial ground
plane influences the bandwidth impedance. It behaves as a matching network. The
return loss versus frequency plot of the intended radiator at various values of
separation (S) is given in Fig. 2.

The optimal impedance bandwidth is observed when S = 2 mm. The capaci-
tance occurs from the separation be among the boundary of the partial ground plane
and radiating element that reasonably stabilizes the antenna inductance. The initial
resonant frequency of the circular patch radiator depends on outer radius (R1) and
separation (S). The impedance bandwidth depends on inner radius (r1). The UWB
operating bandwidth is observed when (r1 = 4 mm and r2 = 3 mm). The return loss
(S11) degrades when inner radii r1 and r2 are increased beyond 4 and 3 mm. The
length of rectangular strip (LSTRIP) on the upper side of the two semicircular semi
annular rings is responsible for the first resonant frequency. With increasing in L1
the lower frequency of the UWB slightly decreases. The three different modes
correspond to these resonant frequencies. Similarly, with increasing in L2 the lower
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frequency of the first resonant frequency decreases and upper frequency increases.
The return loss plot is shown for various values of L1 and L2 in Figs. 3 and 4,
respectively.

The rectangular strip at the middle of the double fork shaped patch radiator
resonates over the ultra wide band frequency range. The middle resonated fre-
quency is determined by the length (LSTRIP) of the rectangular strip while the width
of rectangular strip (WSTRIP) influences impedance bandwidth of the ultra wide
band. When LSTRIP decreases the lower limit of the first resonant frequency
increases, when there is increase in Lstip the lower edge limit of the second resonant

Fig. 2 Return loss versus frequency at various values of separation (S)

Fig. 3 Return loss against frequency at various L1
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frequency increases and with increasing in Wstrip, the lower edge limit of the band
increases and an extra resonant frequency appears at 2.2 GHz resulting in dual band
performance. The length of the rectangular strip is evaluated using formula (2). The
length of the rectangular strip is less than the calculated length because of properties
of substrate, fringing effect and mutual coupling among the radiating elements that
resonate over ultra wide band frequency range. Figures 5 and 6 represent the return
loss for different values of length (LSTRIP) and width (WSTRIP) of the rectangular
strip, respectively.

When the length of the two symmetrical rectangular slots in the partial ground
plane decreases, the lower limit of the operating band sensitively changes as
reported in Fig. 7. Figure 8 explains the simulated return loss plot of the intended
radiator for UWB application.

The simulated proposed antenna having bandwidth 6500 MHz with VSWR < 2
is presented in Fig. 9. Figure 10 represents the gain versus frequency graph of the
radiator having maximum gain 8.6 dBi and average gain 5.06 dBi.

Figure 11 presents the simulated radiation patterns characteristics at 3.8, and
5.6 GHz in E-(XZ) and H-(XY) planes, respectively.

The radiation characteristics in E-plane and H-plane are normalized with respect
to the maximum in their crossing points at each frequency. The intended radiator
shows a stable radiation pattern over the operating bandwidth. The radiation
characteristics deteriorate at the higher frequency due to the change in radiating area
with frequency of the operating bandwidth. Other important parts in the retro-
gression of radiation characteristics at higher frequency are different phase distri-
bution and consequential magnitude of higher order mode at upper frequencies. The

Fig. 4 Return loss against frequency at various L2
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Fig. 5 Return loss versus frequency at various LSTRIP

Fig. 6 Return loss versus frequency at various WSTRIP
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intended radiator has closely omnidirectional radiation pattern in XY-plane and
radiation pattern like figure eight shape in the XZ-plane over the operating band-
width. At frequencies in XZ-plane the cross polarization level is about −20 dB

Fig. 7 Return loss versus frequency at various L in partial ground plane
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below the co-polarization level. The surface current distributions for 3.8, 5.6 GHz
are presented in Fig. 12.

From Fig. 12a it is shown that the middle rectangular strip resonates at 3.8 GHz.
Again in dual fork shaped patch the current is induced, but around the periphery of
the dual fork shaped patch the surface current creates a loop and thereafter the
radiations are primarily from the middle rectangular strip. The surface current
density component (Jx) is very low which is produced at the periphery of the partial
ground plane alongside the radiating double fork shaped patch radiator at 3.8 GHz.
From Fig. 12b it is shown that the motion of surface current is in vertical direction
in the double fork shaped patch very little current in the rectangular strip. The small
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Fig. 9 VSWR graph of the intended radiator

Fig. 10 Gain versus frequency graph of the proposed radiator
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surface current density (Jx) component is produced at the boundary of the partial
ground plane alongside the radiating element. So, the radiation pattern character-
istics are closely omnidirectional with relatively less cross polarization constituent.

(a)        3.8 GHz 

(b) 5.6 GHz 
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Fig. 11 Simulated radiation patterns of the intended double fork shaped patch radiator at 3.8, and
5.6 GHz frequencies a E-(XZ). b H-(XY) plane
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4 Conclusion

The double fork shaped patch radiator is suggested for ultra wide band
(UWB) applications which are very easy in design, low-priced and small in size.
The rectangular strip with bottom shape patch governs the triple band and the top
fork shaped patch governs the UWB applications. The intended antenna gives 90%
antenna radiation efficiency and its maximum gain and average gain are 8.6 and
5.06 dBi, respectively, over UWB. The intended radiator has closely omnidirec-
tional radiation patterns which indicate the good candidate for UWB applications.
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Subjective Analysis of Multimedia Traffic
in Wireless Multimedia Sensor Networks

A. Sivagami and S. Malarkkan

Abstract Topical advances in Wireless Sensor Networks (WSN) have directed to
the consequent generation of networks that let repossessing video, audio and data
from the corporal surroundings called Wireless Multimedia Sensor Networks
(WMSN) will facilitate novel claims such as multimedia observation sensor net-
works, environmental and structural screening, etc. Most of these applications entail
means to bring multimedia content with not only an echelon of Quality of Service
(QoS) but also Quality of Experience (QoE) metrices like, PSNR, SSIM, MOS, etc.
Provisioning ample throughput, crouch delay and stumpy packet trouncing rate,
while deeming network lifetime are the main QoS prerequisites of multimedia data
transmission over WMSN. These setbacks impose us to exploit multipath routing
that can afford soaring end-to-end bandwidth while providing high resiliency
against the channel and clogging error for video transmission in WMSNs. To
sustain a reliable QoE, Hexanode Realtime Power aware Routing protocol (RPAR)
with cross layering has been proposed and hole bypassing also been introduced and
tested by means of sending multimedia data like, audio, video and data signals and
proved to be better while compared with the performance over Pre emptive AODV
(PAODV) and Pre emptive DSR (PDSR) protocols.
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1 Introduction

Wireless multimedia sensor networks, encompassed of sensor devices endowed with
audio and visual information compilation units [1]. It has the capability to recuperate
multimedia data, accumulate or route data in real time. It correlates and blend mul-
timedia data instigated from assorted resources and wirelessly transmit gathered data
to preferred destination. To minimize cost factor, energy constraints and bandwidth
are considered to be the most important resources inWMSN [2, 3]. TheWMSN gives
various assents over benchmark observation and control work plots. Routing
methods play a prime role in conservation of bandwidth and end-to-end delay.

2 Existing Work

The consolidated selection of protocol work has been shown in Fig. 1.

(i) Selection of Hexanode and Cluster Arrangement

The foremost fondness of hexagonal especially for the coverage performance [2]
and it has “M” no. of cells with each cell radius, “a”.

The total area of hexagon =

ð3p3a2Þ=2

In this the base station partitions the intact network to internal cells (IC) and
outermost cells, and cluster head (CH) is chosen based on residual energy [15].
After network is established, IC forwards their data to base station (BS). Node
which has superior energy is chosen as CH and node once chosen as CH cannot
turn out to be again until all the nodes befall to be CH (Fig. 2).

Cluster Size ¼ m � n

Cluster Area ¼ N � 3
p
3a2

� �
=2

Total no: of clusters ¼ M � N

where,

m No. of nodes
n Cluster size

Fig. 1 Hexanode RPAR selection flow
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Fig. 2 General hexagonal
structure

N No. of hexagon within one cluster
M No. of clusters

(ii) QoE Metrices

A metric is portrayed as “an arrangement of associated measures that persuades the
appraisal of a number of specific trademark” [4, 5].

(a) Structural Similarity (SSIM):

The structural similarity (SSIM) index is a one of the subjective measures of
foretelling the observed quality of pictures, images and videos [6]. SSIM is
employed for quantifying the correlation between two images and is scaled
between 0 and 1.
SSIM for the input video signal can be estimated using the formula given below:

SSIM M;Nð Þ ¼ 2lmln þC1ð Þð2rmn þC2Þ
l2m þ l2n þC1
� �ðr2m þ r2n þC2Þ

where, X and Y are original frame and the reference frame, etc. lm and ln are
mean values of M and N frames. rm and rn are variance of M and N � rmn is
covariance value.
Thus the graph illustrates the SSIM value for each set of frames transmitted.

(b) Peak Signal to Noise Ratio (PSNR): Peak signal-to-noise ratio, habitually
abbreviated PSNR, is another prime metric which defines the ratio flanked by
the greatest achievable power of a signal and the power of humiliating noise
that manipulates the steadfastness of its depiction [7]. PSNR works out mean
square error (MSE) of each pixel stuck among original and received images.
Images with greater similarity outcomes maximum PSNR [8, 9, 10].

(c) Mean Opinion Score (MOS): The mean opinion score (MOS) offers a statistical
appraisal of the eminence of human speech at the targeted end of the circuit.
The scheme formulates the use of subjective analysis (estimated scores) that are
precisely averaged to acquire a quantitative sign of the system concert.
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3 Proposed Work

(a) Selection of RPAR

To provide real-time concert and preserve energy consumption and exploits mul-
tihop communication [11, 6]. Many wireless sensor network applications must
steadfastness the innate variance flanked by energy efficient communication and
necessitate to realize required Quality of Experience service such as SSIM and
MOS, etc. To tackle this dispute, Real-time Power-Aware Routing (RPAR) pro-
tocol is put forward because it attains the communication delays without
exchanging periodic control message. RPAR attributes a power-aware forwarding
strategy and builds up the neighbour information with a constrained flooding-based
mechanism [5]. Moreover, computing the waiting time before flooding the waiting
time of each node is different according to residual energy and distance to sink and
estimating delay to sink based on one hop neighbour information in the transmitted
packet and then forwarding the packet provides real-time performance.

The protocol architecture comprises of four sections as follows:

(i) Dynamic velocity: This scheme utilizes velocity assignment policy and
velocity will be calculated based on slack and velocity towards destination.

SlackðAÞ ¼ syðAÞ � ððthðAÞ � tyðAÞÞ ð1Þ

vreq A;Bð Þ ¼ d A;Bð Þsy � ðthðAÞ � trðAÞÞ ð2Þ

where, B is the destination of the packet and d(A, B) is the Euclidean distance
stuck between A and B. It is momentous to note that the target is accomplished
if the entailed velocity is reached at each hop.

(ii) Delay Estimator: This module designed based upon waiting time computation,
delay estimation and forwarding decision.

Delay A; K; qð Þð Þ ¼ dc Að Þþ dtð Þ � H A; K; qð Þð Þ ð3Þ

(iii) Forwarding: RPAR makes forwarding decision without periodic control
message exchange such as neighbour information. As shown in Eq. (2), the
velocity provided by (K, q) is:

vpðA;B; ðK; qÞÞ ¼ ðdðA;BÞ � d K;Bð Þ d A; K; qð Þð Þ ð4Þ

(iv) Neighbourhood manager: The proposed scheme builds up the neighbour
information with a constrained flooding-based mechanism which reduces the
redundancy in flooding-based operation by means of reducing the no. of
forwarding nodes that transmits packet to the node closest to sink.
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(b) Cross-layer Design

Unmistakably, cross-layer arrangements include cross-layer flagging which is not
particular in the convention style. These flagging systems ought to use as rare
property as likely, dropping the overhead (Fig. 3).

Cross-layer (XL) designs have been particularly put forward in wireless com-
munications as an imperative hypothesis to optimize the inadequate wireless
bandwidth exploitation. Cross layer is defined as the overall system concert is not
independently ascertained by all parameters at each individual layer but is resolved
by momentous parameters and their interactions of equivalent layers. They address
state of affairs where diverse OSI layers may aid to progress the capability of
applications to accomplish assured goals such as QoE guarantees, power cutback,
customization according to user preferences, etc. Cross-layer design is optimized by
incorporating datalink, network and transport layers.

Bundle headers: In place can be settled in layer headers which can later be
second-hand by some other covering to gather the sought data. This can be dif-
ferentiation to have channel like stream of sign among the layers.

ICMP messages: in IP-based framework, Internet Control Message Protocol
(ICMP) messages can be utilized for flagging. Then again, as ICMP mail are
constantly exemplified by IP parcels, the messages need to navigate through the net
layer, regardless of the possibility that the cooperating layer sets are information
connect and physical or convey and utilization.

System benefit: An additional stockpiling in the system can be utilized to store
the layer stricture. This stockpiling can be control by some disseminated servers
which assemble strait and connection states and serve the layers as required.

Neighbourhood profiles: This weaving machine is like the former one, yet as
opposed to utilizing some different areas, layer point of confinement are put away
and imparted generally, inside the host.

Fig. 3 Cross-layer design
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(c) Hole Management

If the sender has not received any forwarding packet, there would not be any node
in the transmission range. This is called hole. Two approaches can be suggested
(Fig. 4).

(i) The transmission range can be increased twice and packet can be retrans-
mitted. This approach is named as latency sensitive approach.

(ii) The previous sender knows there exists hole around the sender and packet can
be retransmitted, i.e. Packet forwarded by other nodes. Among the two
approaches, latency sensitive is preferred.

4 Simulation Parameters

NS-2 takes apart control path realizations from the data path realization. The
module plan and the vital network module entities in the data path are engraved
and piled up with C++ to diminish packet and event processing time. OTcl turns out
to have the attribute that C++ lacks. So the amalgamation of these substantiates to
be very efficient. C++ is used to realize the meticulous protocol and OTcl is utilized
for abusers to organize the simulation state of affairs and program the events
(Table 1).

Fig. 4 Types of holes

566 A. Sivagami and S. Malarkkan



5 Results and Discussion

The simulation is carried out using Network Simulator (NS-2) and scrutiny is
presented below. We appraise the concert and validate the efficacy of proposed
RPAR through this simulation with two protocols namely PAODV, PDSR are also
presented in the graphs below. The simulation is carried out for the network
dimension varying commencing (50–250) nodes.

(A) The improvement in transmission of multimedia data is possible by cross lay-
ering datalink layer, network layer and transport layers to achieve coordination
among layers. Performance improvement arises with RPAR while comparing
with other protocols by testing with the transmission of multimedia data.

(i) No. of Nodes versus PSNR:

Inference: Figure 5 illustrates that RPAR furnishes enhanced video quality of
29 dB than erstwhile systems as it depends on communed packet kind that consent
to superior precedence frames such as I-Frame. While other systems PAODV
shows PSNR of 25 dB, PDSR shows PSNR of 24 dB (Fig. 6).

(ii) No. of Nodes versus SSIM

Inference: SSIM acquires luminance, discrepancy and the structure distinction into
account to quantify the likeness of two images. The assessment of SSIM descends

Table 1 Simulation
parameters

Property Values

Set val (chan) Channel/wireless channel

Set val (prop) Propagation/two ray ground

Set val (netif) Phy/WirelessPhy

Set val (MAC) Mac/802_11

Set val (ifq) Queue/Drop Tail/Pri Queue

Set val (ll) LL

Set val (ant) Antenna/Omni antenna

Set val (ifqlen) 100

Set val (nn) 200

Set val (rp) RPAR, PADOV, PDSR

Set val (x) 1000

Set val (y) 1000

Set val (stop) 200s

Energy model Energy model

Initial energy 100 J

Txpower 0.8 mW

Rxpower 0.6 mW

Video sending agent My UDP

Video receiving agent My Evalvid Sink
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amid 0 and 1. The SSIM of the video transmitted by our proposal was 0.98
without applying cross-layering concept and after applying cross layering, it
becomes 0.99.

Fig. 5 Nodes versus PSNR

Fig. 6 Nodes versus SSIM
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(iii) No. of Nodes versus MOS

Inference: Figure 7 shows that the mean MOS of all users for the different schemes
by varying number of nodes. The RPAR scheme always selects the highest
remaining energy path with obstacle overcome path with higher throughput.
The RPAR provides a smoother MOS compared to the two other schemes.

(B) Further the improvement has been attained with the hole bypassing concept
and the consolidated report has been tabulated.

(i) No. of nodes versus PSNR:

Inference: Figure 8 explains that RPAR gives enhanced video quality of 31.05 dB
adaptively makes use of apposite encoding parameters according to existing
wireless channel whereas other systems PAODV proves PSNR of 28 dB and PDSR
proves PSNR of 26 dB, where their queue scheduling does not maintain lofty
priority packets in case of congestion, in accumulation RPAR condenses obstacle
problem and energy handling of the network so that additional packets can be
passed on (Fig. 9).

(ii) No.of Nodes versus SSIM

Inference: SSIM was utilized to fundamentally mock-up human visual discern-
ment. SSIM takes luminance, disparity and the structure discrepancy into expla-
nation to appraise the similitude of two images. The SSIM of the video transmitted
by our scheme was at all times better than 0.9. Regardless of the energy efficient
path and obstacle free paths with limited bandwidth in the wireless sensor network,
our scheme toils better in forwarding superior quality, visually distinguishable
video towards the cluster head.

(iii) No. of Nodes versus MOS

Inference: Figure 10 shows that the MOS of all users for the different schemes by
varying number of node. The RPAR scheme always selects the utmost remaining

Fig. 7 Nodes versus MOS
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energy path with obstacle overcome path with higher throughput. The RPAR
affords a smoother mean MOS in contrast to the two other schemes. It also directs
to a plausibly privileged minimum mean MOS in the network. The consolidated
performance can be tabulated as shown in Table 2.

Fig. 8 Nodes versus PSNR

Fig. 9 Nodes versus SSIM
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6 Conclusion

This proposal initiated the real-time power aware routing protocol to afford
QoE-aware multimedia transmission of voice, data and video streaming, while
deploying nodes in hexagonal type. By examining the simulation results, it was
initiated that real-time power aware routing protocol facilitates voice and video
delivery with a nominal quality level from a customer’s point of view. This was

Fig. 10 Nodes versus MOS

Table 2 Consolidated
performance

Nodes Protocol PSNR SSIM MOS

50 RPAR 31.05 0.99 4.5

50 PAODV 28.11 0.98 4.3

50 PDSR 26.95 0.95 4.3

100 RPAR 28.18 0.99 4.43

100 PAODV 27.74 0.96 4.25

100 PDSR 24 0.95 4.1

150 RPAR 27.01 0.96 4.26

150 PAODV 25.48 0.95 4.12

150 PDSR 24.91 0.9 3.98

200 RPAR 27.6 0.94 4.1

200 PAODV 25.79 0.91 4.02

200 PDSR 20.51 0.87 3.77

250 RPAR 23.11 0.91 4.1

250 PAODV 20.56 0.86 3.6

250 PDSR 18.32 0.83 3.4
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endorsed by assessing the intended protocol through renowned objective metrics
(SSIM, PSNR and MOS) as well as illustrating video frames. Thus, we can wrap up
that the projected real-time power aware routing protocol gives out voice, video and
data with QoE assurance.
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Performance Analysis of Collinear
Beam-Steering Array Antenna

Shuchismita Pani, Arun Kumar and Malay Ranjan Tripathy

Abstract In the proposed design, a collinear beam-steering array antenna is
designed and analyzed. The proposed antenna has used corporate feeding to have
improved characteristics of array antenna. A single band at 2.45 GHz is observed
for single element antenna whereas multiband response is obtained in case of 1 � 4
array antenna. The antenna gain of 3.94 and 6.53 dB are obtained for single element
and array antenna, respectively. Further beam-steering characteristics is observed
and analyzed with variation in phase of feeding signal in case of proposed collinear
array antenna. The compact size and beam-steering features make the antenna
suitable for intelligent wireless communication.

Keywords Collinear array antenna � Return loss � Radiation pattern
Antenna gain � Beam steering

1 Introduction

In the last few years in the systems development of communication, we need the
reduced weight, optimized cost and much efficient antennas which are proficient of
sustaining excellent functioning for frequencies of a broad range of spectrum. These
technical trends had concentrated on the efforts to the design of a microstrip patch
antenna. In wireless communications field microstrip antenna plays an important
role which may be microstrip patch antenna, parabolic reflector antenna, slotted
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antenna and the folded dipole antenna, etc. All of them are noble in corresponding
to their own functioning, applications and properties. Antennas can be treated as the
strength and spine which provide its support for the wireless communication and
hence it played an important and crucial role in the technological developments.
From microstrip patch antenna only dual characteristics, dual frequency operation,
circular polarizations (LHCP, RHCP), agility of frequency, flexibility in the feed-
line, wide bandwidth, scanning and beam steering can be achieved easily. A linear
array generally has more than one element and equally spaced with uniform
excitations. In this we get continous shifts in the phase within the elements of the
radiating waves in the electromagnetic spectrum from the plane of microstrip patch
array antenna and also the reconfigurable antennas which in the combined form
called as to be the multiport antenna. It uses intusion within the two orthogonal
modes which causes interference. It could be prepared either to have the nulls
direction under control [1, 2] or to emphasize the beam direction [3–5]. The
reconfigurable antennas with the switches have many restrictions which can be
overcomed by using these antennas in case when we are maintaining small size.

The supreme solution for various applications in the systems which includes
control of traffic, radars for avoiding collision and for regulation (S-band 3 GHz)
which are set up on most ocean ships in order to have detection during the adverse
environmental conditions [6, 7] are the beam-steering antennas. Though, a posi-
tioning system is being required for mechanical scanning which can be scanned
very slowly and costly. Due to this problem, electronic antennas for scanning are
called as phased array antennas are being used which can Sweep the beam direction
of the radiating element by changing the phase electronically, and hence creating a
movable Pattern without parts which are moving. These antennas are steerable
electronically, and hence we got a physical and stationary antenna [8, 9]. Microstrip
phased array antenna was discussed in the switched phase shifter which are
reconfigurable [10]. The phase shifter designed have configurable phase shift for
many applications and can be used as beem steering phased array antenna for 360°.
The undesirable consequence of isotropic antennas for the design and synthesis had
established [11]. Mutual coupling effects and the radiation patterns in the microstrip
linear array antenna have been described and analyzed [12]. Large arrays antennas
was formulated. Also for the same criterion, the radiation patterns which are active
had been taken to be same and equal for each and every elements. Thus, by the
classical theory of array antenna we can calculate the overall radiated electric field
of the array antenna by the multiplication of array factor with the active radiated
radiation pattern of the individual integrated element. This theory is not applied on
the microstrip arrays which are small, as the ground plane truncation creates the
active edge elements pattern to diverge from the different pattern of the source near
the array centre.
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2 Antenna Design

Microstrip patch array antennas are very adaptable and versatile and are used to
synthesize a radiation pattern which could not be obtained with the single element.
Mostly they are used to scan the antenna system beam, directivity improvement and
provide various functions which could not be obtained by using a single element. In
the arrangement of feed network, the elements can be fed by using single or
multiple lines, so the proposed array antenna is suitable for intelligent wireless
applications and beam steering. A very important design parameters of a rectan-
gular microstrip patch antenna is the operating frequency (f0) hence, we choose the
suitable value of solution frequency of the antenna at which it resonates. The ISM
band Systems uses the 2.4–2.5 GHz frequency range. The resonant frequency
selected for the proposed single element antenna design as shown in Fig. 1, is
2.4 GHz and at resonant frequency of 2.68, 3.69, 4.59, 5.09, 5.69 and 5.89 GHz for
1 � 4 array antenna which is applicable for multiband operation.

In the given work, value of substrate parameter, i.e. Effective relative permit-
tivity = 2.11106 and thickness of the substrate (h) chosen to be 1.5 mm, distance
between two patches from centre to centre = 150.00069 mm, distance between two
patches from edge to edge = 100.59 mm. The W (width) = 49.41 mm, L (length) =
41.35 mm and Yo = 10.457 mm, Input impedance of the patch Zin = 204 Ω, as
shown in Fig. 2.

W = 49.41mm 

L = 41.35 mm

Y0 = 10.457 mm

Fig. 1 Geometry of single
microstrip patch antenna
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3 Simulation Results and Validation

In this design all the tests are being carried out by using electromagnetic simulator
(HFSS 13). High frequency structure simulator is the method of moment on the
integral equations, and is basically a electromagnetic full-wave simulator. It is
composed of electromagnetic simulator, layout editor, circuit simulator and sche-
matic editor for the near field calculation program which has format converter and
display for field program.

3.1 Return Loss (S11)

The measure of the signals reflecting back (S11) and practically it should be as small
as possible for an antenna to be feasible. S11 basically means signals transmitted
from a specific port and reflected back to the same port. So for an optimum antenna,
ideally the value of S11 should be 0 which is not possible practically due to the
losses. This proposed antenna has a return loss −13.65 dB at a resonant frequency
of 2.4 GHz for a single patch as shown in Fig. 3 and −15.62, −17.51, −17.37,
−17.22, −18.39, −18.97 dB at resonant frequency of 2.68, 3.69, 4.59, 5.09, 5.69
and 5.89 GHz, respectively, for 1 � 4 linear array as shown in Fig. 4.

3.2 Radiation Pattern

It denotes the strength of the electromagnetic radiation in various directions. It has a
value of maximum gain of 3 dB for single element as shown in Fig. 5 and gain of
7 dB at 30° for 1 � 4 microstrip array antenna as shown in Fig. 6.

1.41mm

W

L 

4.81mm

Fig. 2 Geometry of 1 � 4 collinear array antenna
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3.3 3-D Polar Plot

3D polar plot is mainly used to evaluate the exact value of the gain of the antenna.
Hence for a single patch, the gain is 3.94 and 6.53 dB in case of 1 � 4 collinear
array antenna (Figs. 7 and 8).

Fig. 3 Showing the S11 for a single microstrip patch

Fig. 4 Showing the S11 for a 1 � 4 linear array antenna
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Fig. 5 Radiation pattern for a single patch

Fig. 6 Radiation pattern for 1 � 4 array antenna
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3.4 Directional Beam

The radiation pattern of the beam-steering planar array with N no. of linear sub-
arrays of M patch radiators is the multiplication of the pattern of element and space
factor of the planar array [13] as given in below equation

Fplanar h; øð Þ ¼ F1 h;øð Þ
XM

m¼1

ejkdv m�1ð Þ cos h�cos h0ð Þ X
N

n¼1

ejkdh n�1ð Þ sin h cos ø�sin h0 cos ø0ð Þ

where, space difference between two corresponding elements is denoted as dh. The
array antenna beam cannot be steered so far from broadside than a particular angle,
as the element pattern has nulls in the grazing direction. So the direction of max-
imum radiation is different from the value Ф0. The original beam inclinations are
less than (90 − h0) for the respective array of ideal isotropic radiators placed in free
space.

Fig. 7 Polar plot for a single
patch

Fig. 8 Polar plot for 1 � 4
array antenna
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For proposed antenna m = 1 and n = 4, h and h0 both are 90°. So the beam
direction is changing by varying the value of Ф. The analysis is carried out with
MATLAB and explained in this research paper. When Ф = П/2, the directional
beam is seen exactly at 90° when it is calculated for 2.4 GHz as shown in Fig. 9.

Fig. 9 Directional beam for
array at phi = pi/2

Fig. 10 Directional beam for
array at phi = pi/4
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The directional beam is approaching to 50° when the Ф value is changed to П/4 as
shown in Fig. 10.

Similarly when the resonant frequency at 5.8 GHz calculated and simulated
through MATLAB, it is seen that the beam directed to 270° without any side lobes

Fig. 11 Directional beam for
array at phi = pi/2

Fig. 12 Directional beam for
array at phi = pi/4
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when Ф = П/2 as shown in Fig. 11. When Ф = П/4, the directional beam covers
both 90° and 240° shown in Fig. 12, which is very useful for wireless applications.

4 Conclusion

Collinear beam-steering array antenna is designed and analyzed in this paper. It is
seen to have better operating frequency, return loss, radiation pattern and antenna
gain as compared to single element. The beam-steering feature is further analyzed
by using MATLAB software. It is observed that the wide angle (50°, 90°, 239°,
270°) beam steering can be achieved with different phases of feeding signals. This
array antenna can be used for future generation intelligent wireless system.
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E-Mail Spam Filtering: A Review
of Techniques and Trends

Alexy Bhowmick and Shyamanta M. Hazarika

Abstract We present an inclusive review of recent and successful content-based
e-mail spam filtering techniques. Our focus is mainly on machine learning-based
spam filters and variants inspired from them. We report on relevant ideas, tech-
niques, taxonomy, major efforts, and the state-of-the-art in the field. The initial
interpretation of the prior work examines the basics of e-mail spam filtering and
feature engineering. We conclude by studying techniques, evaluation benchmarks,
and explore the promising offshoots of latest developments and suggest lines of
future investigations.

Keywords Spam � Spam filtering � Techniques � False positive
Machine learning

1 Introduction

E-mail or electronic-mail is a fast, effective, and inexpensive method of exchanging
messages over the Internet. Whether it is a personal message from a family member,
a company-wide message from the boss, researchers across continents sharing
recent findings, or astronauts staying in touch with their family (via e-mail uplinks
or IP phones), e-mail is a preferred means for communication. Used worldwide by
2.3 billion users, at the time of writing the article, e-mail usage is projected to
increase up to 4.3 billion accounts by 2016 [1]. But the increasing dependence on
e-mail has induced the emergence of many problems caused by ‘illegitimate’
e-mails, i.e., spam. According to the Text Retrieval Conference (TREC) the term
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‘spam’ is—any unsolicited e-mail that is sent indiscriminately [2]. Spam e-mails are
unsolicited, un-ratified, and usually mass mailed. Spam being a carrier of malware
causes the proliferation of unsolicited advertisements, fraud schemes, phishing
messages, explicit content, promotions of cause, etc. On an organizational front,
spam effects include: (i) annoyance to individual users, (ii) less reliable e-mails,
(iii) loss of work productivity, (iv) misuse of network bandwidth, (v) wastage of file
server storage space and computational power, (vi) spread of viruses, worms, and
Trojan horses, and (vii) financial losses through phishing, denial of service (DoS),
directory harvesting attacks, etc.

Figure 1 depicts the e-mail architecture and how e-mail works. Spam is a broad
concept that is still not completely understood. In general, spam has many forms—
chat rooms are subject to chat spam, blogs are subject to blog spam (splogs), search
engines are often misled by web spam (search engine spamming or spamdexing),
while social systems are plagued by social spam. This paper focuses on ‘e-mail
spam’ and its variants, and not ‘spam’ in general. Prior attempts to review e-mail
spam filtering using machine learning have been made, the most notable ones being
[2–7]; most recent empirical studies being [8–10]. We extend earlier surveys by
taking an updated set of works into account. We present a content analysis of the
major spam-filtering surveys over the period (2004–2015). Significant amounts of
historical and recent literature, including gray literature were studied to report
recent advances and findings. We believe our survey is of complementary nature
and provides an inclusive review of the state-of-the-art methods in content-based
e-mail spam filtering. Our work addresses the following:

• First, we perform an exploration of the major spam characteristics and discuss
feature engineering for spam e-mails.

• Second, we present a qualitative summary of major surveys on spam e-mails
over the period (2004–2015) and taxonomy of content-based approaches to
e-mail spam filtering.

Fig. 1 The e-mail architecture
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• Third, the article reports on evaluation measures, bench marks and new findings
and suggest lines of future investigations for emerging spam types.

2 Feature Engineering

Feature selection is a key issue and has become the subject of much research. It has
mainly three objectives: (i) enhancing the classifier’s predictive accuracy,
(ii) building effective and economical classifiers, and (iii) obtaining a better
understanding of the elementary process involved in generation of data.
Dimensionality reduction and feature subset selection are two preferred techniques
for lowering the feature set dimension. While feature subset selection involves the
extraction of a subset of the original attributes, dimensionality reduction involves
linear combinations of the original feature set.

Table 1 presents a summary of feature extraction and selection in popular lit-
erature. This review article also examined a number of major earlier surveys on
spam filtering over the period (2004–2015). A summary of popular machine

Table 1 A summary of feature extraction and feature selection techniques in popular literature

References Year Approaches

[12] 2004 Studied subject line, header, and message body. Employed information
gain (IG), document frequency (DF), and chi-square test for selecting
features. Found bag of words model quite effective on spam filtering, and
header features as important as message body

[13] 2006 Extracted fixed-length character n-grams and variable-length character n-
grams. Explored information gain (IG) as a feature selection technique.
Character n-grams were noted to be richer and definitive than word-tokens

[14] 2006 Considered features of three types: word, character, structured feature in a
feature-based versus feature-free comparison. Employed information gain
(IG) as a feature selection technique. Noted feature-free methods to be
more correct than the feature-based systems, however feature-free
approaches took much longer than feature-based approach in classifying
e-mails

[15] 2005 Used behavioral patterns of spammers, Meta-heuristics as features
Employed term frequency, inverse document Frequency (TFIDF),
SpamKANN for feature selection. Tested SVM, Decision trees, Naïve
Bayes to get increased prediction accuracy than keywords

[16] 2003 Experimented on features: header (H), textual (T), handcrafted features
(HH), etc. Different ways of feature selection for Decision Tree and Naive
Bayes models were evaluated. The usefulness and importance of different
type of features were discussed in detail in experiments

[17] 2006 Considered subject, body, header, attachment feature. Analyzed strength
and weaknesses of document frequency (DF), Information Gain (IG),
Chi-square test, and Mutual Information. Presented a deep analysis of
feature selection methods. Found e-mail attachments to be useful when
integrated with models
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learning-based techniques categorizing them according to perspective (Algorithm,
Architecture, Methods, and Trends) is presented in Table 2.

Articles classified under ‘Algorithm’ reflect research that focused on classifica-
tion algorithms and their implementations and evaluations. Articles classified under
‘Architecture’ concentrated on development of spam filtering infrastructures.
Articles classified under ‘Methods’ refers to study of the existing filtering methods
while ‘Trends’ speaks of discourses concentrating on emerging methods and the
adaptation of spam filtering methods over time. Limitations listed in the last

Table 2 A summary of popular machine learning-based spam filtering attempts by authors
according to perspective with their strengths and limitations

References
(Year)

Perspective Strength and limitations

[18] (2004) Naive Bayes, k-NN,
ANN, SVM

Techniques benefits beginners
Does not deal with feature selection

Algorithms, methods

[3]
(2006)

Naive Bayes,
Logitboost, SVM

Resulted in—LingSpam and PU1
Ignored headers, HTML, attachments

Algorithm, methods,
trends

[4]
(2006)

Bayesian filtering Broad review of implementations
Focuses primarily on automated, filtersMethods, architecture

[5] (2008) SVM, TF-IDF,
boosting

Explains feature extraction methods
Does not cover neighboring topics

Algorithms, methods,
trends

[2]
(2008)

SVM, perceptron,
OSBF

Testing achieves FPR = 0.2%
User feedback difficult to simulate

Algorithms, methods,
trends

[6]
(2009)

Regression, ensembles Focuses on textual and image analysis. Focuses only on
application specific aspectsAlgorithms, methods

[2] (2010) SVM, Naive Bayes Proposed Matthews correlation coefficient
(MCC). Need for comparisonAlgorithms, methods

[3]
(2012)

MDL principle, SVM Uses six, well known, large public databases. Bogofilter,
SpamAssassin not consideredAlgorithms, methods

[15]
(2012)

Signature, k-NN, ANN,
SVM

Focuses on distributed computing paradigms. Avoids
interoperability issues

Methods, architecture

[7] (2013) Statistical analysis,
n-grams

Investigated topic drift
Limited datasets

Trends

[8]
(2015)

Naïve Bayes, J48,
Clustering

Comparative study of different techniques
Limited datasets and tools

Methods
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column, corresponding to each article are as acknowledged by the authors them-
selves. Perusing the different spam techniques and the methods used by researchers
to combat spam, taxonomy of spam filtering techniques is presented (Fig. 2) next.

3 Publicly Available Datasets

Most of the datasets publicly available are static datasets with very few concept drift
datasets. Many authors construct their own image spam or phishing corpus. Table 3
lists public corpora with associated information used in spam filtering experiments.

4 Future Trends and Conclusion

Models built on old data become less accurate or inconsistent making the rebuilding
of the model imperative (called virtual concept drift). Spam filtering is a dynamic
problem that involves concept drift. While the understanding of an unwanted
message may remain the same, the statistical properties of the spam e-mail changes
over time since it is driven by spammers involved in a never-ending arms race with
spam filters. Another reason for concept drift could be the different products or
scams driven by spam that tends to become popular. The dynamic nature of spam is
one of its most testing aspects. An effective spam filter must be able to track target
concept drift, swiftly adapt to it, and have a successful mechanism to identify the
drift or evolution in spam features.

Fig. 2 A taxonomy of e-mail spam filtering techniques
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Content-based spam filtering systems, though widely adopted as a successful
spam defense strategy, has unfortunately substituted the spam issue with a false
positive one. Such systems achieve a high accuracy but there exists some false
positive tradeoff. False positives are more severe and expensive than spam.
Reduction of false positives is another domain in email spam analysis where much
work needs to be been done on leveraging existing algorithms. Future researches
must address the fact that e-mail spam filtering problem is co-evolutionary, since
spammers attempt to outdo the advances in predictive accuracy of the classifiers all
the time.

One of the biggest spam problems today even as spam e-mail volumes associ-
ated with botnets are receding is the snowshoe spam. Showshoe spamming is a
technique that uses multiple IP addresses, websites, and sub-networks to send spam,
so as to avoid detection by spam filters. Spammers operate by distributing their
spam load across a wide footprint of systems to keep from sinking, just as snow-
shoe wearers do. With many users today migrating to social networks as a means of
communication, spammers are diversifying in order to stay in business.

E-mail prioritization is an urgent research area with not much research done. In
addition to basic communication, e-mail systems are used for a wide variety of
other tasks such as—business and personal communication, advertisements,
reminders, management of tasks, and cloud storage, etc. There is a serious need to

Table 3 Public corpora used in e-mail spam filtering experiments

Corpus name No. of messages
(Spam|Ham)

Spam rate (%) Year of creation References

SpamAssassin 1897 4150 31 2002 [17]

Enron-Spam 13,496 16,545 – 2006 [19]

Ling Spam 481 2412 17 2000 [20]

PU1 481 618 44 2000 [7]

PU2 142 579 20 2003 [12]

PU3 1826 2313 44 2003 [12]

PUA 571 571 50 2003 [12]

Gen Spam 41,404 78 2005 [17]

Spambase 1813 2788 39 1999 [20]

ZH1 1205 428 74 2004 [12]

TREC 2005 52,790 39,399 – 2005 [4]

TREC 2006 24,912 12,910 – 2006 [5]

TREC 2007 50,199 25,220 – 2007 [18]

Spam archive >2,20,000 100 1998 [3]

Biggio 8549 0 – 2005 [12]

Princeton spam benchmark 1071 0 – – [12]

Spam archive >2,20,000 100 1998 [3]

Dredze dataset 3927 2006 – 2007 [3]

Phishing corpus 415 0 – 2005 [3]
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address the information overload issue by developing systems that can learn per-
sonal priorities from data and identify important e-mails for each user. Prioritizing
e-mail as per its importance or classifying emails into personalized folders as in [9,
11] is another desirable characteristic in a spam filter. Prioritizing e-mail or perhaps
redirecting urgent messages to handheld devices could be another way of managing
e-mails.

Fortunately, machine learning-based systems enable systems to learn and adapt
to new threats, reacting to counteractive measures adopted by spammers. No single
anti-spam solution may be the right answer. A multi-faceted approach that com-
bines legal and technical solutions and more is likely to provide a death blow to
such spam. As long as spam exists it will continue to have adverse effects on the
preservation of integrity of e-mails and the user’s perception on the effectiveness of
spam filters. Overall remarkable advancements have been achieved and continue to
be achieved, however, some outstanding problems in e-mail spam filtering as
highlighted above still remain. Till more improvements in spam filtering happen,
anti-spam research will remain an active research area.
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Stealthy Attacks in MANET to Detect
and Counter Measure by Ant Colony
Optimization

Abhishek Ranjan, Rajalakshmi Selvaraj, Venu Madhav Kuthadi
and Tshilidzi Marwala

Abstract MANET (Mobile Ad Hoc Network) is the active wireless network which
can produce communication less connections in which every node can perform as a
router. Every node in the MANET is responsible for dynamically creating other
nodes for communication. Protection is an important examine for the wireless and
wired network communications in MANET. The achievement of MANET (mobile
ad hoc networks) strappingly depends upon people’s assurance in its sanctuary.
Though, uniqueness of MANET poses both opportunity and challenges in the
accomplishment of security purpose, like authentication, privacy, access, avail-
ability, integrity, non-repudiation, and control. The malicious node presence is
being a major challenge in MANET for designing the vigorous security solution
which can defend the MANET from different routing attacks. We have categorized
the existing security services and security threats in this mobile ad hoc network
paper. The proposed approach gives a better solution in the achievement of present
security threats in MANET. Based on monitoring system a guard node is recom-
mended in this paper through which every activity occurred inside the network can
be constantly monitored. If there is any abnormal action of Stealthy attack occurred
inside the network then the Guard node collects and forwards the abnormal
information toward the source node. In this guard node an algorithm based on Ant
Colony optimization is deployed to recognize the threats which are present in the
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MANET’s network. This proposed system detects the stealthy attack and also
resists the attackers from the network. Therefore, this approach makes the
enhancement in the network packet delivery and its performance ratio, etc.

Keywords Mobile ad hoc networks (MANET) � Stealthy attacks
Guard node � Ant colony-based optimization

1 Introduction

MANET is a type of wireless network having WMN (Wireless Mobile Nodes). It is
a distributed method that dynamically and freely self-organizes into temporary,
arbitrary, and ad hoc network topologies which allows connection inside the net-
work without centralized administered control management and pre-existing com-
munication infrastructure. Every network is having security vulnerabilities, as like
MANET. Every node inside a network performs like router which ahead the data
packet to further node. If source node demands route toward destination for which it
don’t contain any route, it first transmit the route request packet (RREQ) crossways
network. After that, RREP send rear to source node, these nodes arrangement
forward pointer toward destination. Formerly source node obtains RREP; it begins
to promote the data packet to destination. If the source gets RREP with greater no of
sequence than already Sended (RREQ) or having the similar sequence with less hop
count a Stealthy attack is anticipated to jumble the route and then drop or eavesdrop
the packets assuming a possible threat, the Safety property that may bring up to date
its routing protocol for destination and use a better route. Through the RREP,
Stealthy attack can be directly replied with very high 1 hop count number and
sequence number to source node, destination node can also select a route with
nominal hop count and reply a route reply packet (RREP).

When there is a stealthy attack then malicious node always gives a positive route
request, even though it might not contain suitable route toward destination. As
malicious node does not verify its routing access, it is at all times first one that
replies route request message. As a result, approximately traffic inside malicious
neighbor node is intended toward malevolent node which possibly drops every
packet. The ant colony optimization method converts this rule to its mathematical
equivalent to spot the stealthy attack in wireless mesh network [1, 2]. Additional
advantage of ant colony optimization includes its flexibility and simplicity. It is
located inside guard node and has the ability to tackle the problems with incomplete
and inaccurate data. The non linear functions of arbitrary complex, based on Ant
colony optimization prefers the shortest path procedure which come across shortest
length path among entire possible paths in network for reaching destination.

There are two pre-processing steps in Ant colony optimization that are neigh-
borhood construction and data set reduction. The data set reduction assists to
decrease processing time and storage requirements. Neighborhood construction
removes proximity, density, and local connectivity. Ant colony-based optimization
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is stimulated by real ant’s behavior. As the ants look for foodstuff into ground and
deposited import that are known as pheromone resting on its path. The pheromone
focuses on path assists to direct a colony to food sources. By interacting with
environment the ant colony effectively discovers food sources.

The Solution construction, pheromone update mechanism, and solution repre-
sentation are main choice to design Ant colony optimization. If there is a Stealthy
attack occurred into the network then the abnormal information will be captured
and forwarded by the guard node toward the source node where Ant colony
optimization-based algorithm is deployed for the recognition of threats that are
present in MANET network.

2 Literature Survey

Few years before, the researchers has been a vigorously explored many different
methods to ensure control on data traffic and its security into the wireless network.
These methods are generally classified into the various classes—integrity and
authentication services, protocol which depends on the path assortment, protocol
which needs detailed acknowledgement or uses any statistical methods, protocols
which use specific hardware, protocol which overhear its neighbor communiqué.

The techniques of path assortment enlarge route strength by initial determining
various path routes [3, 4] and next these paths are used for providing data trans-
mission redundancy among source and destination. The data are subdivided into
several distributes and sent toward destination through dissimilar other routes. This
scheme is useful in connected network, but doesn’t gives sufficient path diversity
inspire the network. In addition, these methods are quiet expansive for controlled
wireless networks because of data redundancy.

Moreover, these protocol can be weak for route discovery attack, so that the
Stealthy attack can prevents the formation of non adversarial route. The malicious
node detection is important to find abnormal activities occurred through this
Stealthy attack. The technique proposed for detecting a malicious behavior specific
data dropping, depends upon clear acknowledgement to receive data using similar
channel [4], otherwise channel out-of-band is received [5]. This method cause
Stealthy attack drop visible toward the end point. Though, the technique earns a
high communication operating cost it is to be expanded with further methods for
isolation and malicious node diagnosis.

A natural conservatory will be for reduction in control significance above head
after reducing the frequency by one in each N no. of statistics communication
(greater than paper N = 1). On the other hand, this may cause delay in adversary
detection and cause significant damage in result. In addition, every approach may
suffer a non convergent performance which means standing of excellent node
having difficulties at lower value or the malicious node is wrongly evaluated.
Supportive local monitoring is a method applied for organized and control infor-
mation delivery misbehavior into the MANET [1, 4–8]. Research Work in [4] gives
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a method to discover routes having certain advantageous property like as node
disjoint. This paper [8] gives reorganization of an extensive class control of stealthy
attacks next to static sensor networks. Though, every performance-based process
(mutual communication and noncommunication-based) are as utilized by every
researchers to reduce Stealthy attack packet reducing obtained in this paper [9, 10].
The pheromone focus of a route quality is finest indication of its quality. After
every step of ant its result are compared and for its best result the concentration of
pheromone is increased for equivalent keywords. The end of algorithm when there
is no extra addition of individual is present at the knowledge base. Under this
circumstance, the method Ant colony optimization is more efficient. For applying
Ant colony optimization, the optimization difficulties are altered into problem for
finding the best route into weighted graph. Artificial ants (here after ants)
increasingly develop a solution by moving onto the graph. The process of solution
construction is biased and is stochastic by pheromone model, i.e., set of different
parameters related with components of graph.

3 Proposed Work

3.1 Overview

The mobile nodes in MANET plays significant role in routing and in hosting, it also
maintain the multi hop communication among the nodes. Mobile nodes throw data
packets to every further node with the help of routing protocol in MANET. Some of
unique feature of MANETs like communication through wireless links, resource
limitation (battery power and bandwidth), support among nodes and dynamic
topology build it extra susceptible to attacks. Malicious attack performance in the
network will not completely forward any of the traffic to its entire neighbor node.
When there is a stealthy attack inside the network then the Ant colony optimization
is applied for the performance in MANET. This Ant colony optimization protocol
checks Stealthy attack and also helps in the improvement of MANET. The Ant
colony optimization system helps in the no. of link changes, traffic movement
source and several numbers of generations of solicitations through the source.

This system gives the ability of proposal in the stipulations of packet loss and
normalizes overhead. This is a very effective and simple way of providing security
against the stealthy attack by the technique of Ant colony optimization. The attack
prevention technique detects the Stealthy attack and isolate from routing and active
data forwarding and it also reacts when sending response to its neighbors.
Probability set: the route selection depends upon the probabilistic value of route,
because it is based on the ant behavior. The routes probability value depends on the
feasibility of path Zij(a), Heuristic information Xij(a), and Pheromone value Yij
(a) of the route for an ant. Two more parameter c′ and c^ are used there for
calculating the probability of a route. The used parameters c′ and c^ control the
desirability with respect to visibility. c′ and c^ which are present with heuristic
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and pheromone value of routes, respectively. Proposed Ant colony optimization
algorithm also helps in getting knowledge of the present node as well as the feasible
route from the current node to its next node and its history of already transverse rote.

3.2 Overall Proposed Architecture

Construct the MANET nodes and define the source and destination. To transmit the
packet from source to destination node it finds shortest path. Source node request to
the nearby node to transmit the packet to the destination and it checks the node
whether it stealthy or not. If next node is stealthy then it finds the other shortest path
to transmit the packet. Based on the Ant colony technique it finds the shortest path
to send the packet. Using route discovery it finds the minimum distance path to
transmit the packet. Then the destination packet replay to the source about trans-
mission of packet. The source node finds the shortest path using route discovery. In
route discovery, it finds the minimum distance path to transmit the packet to the
destination. If any stealthy node is present in the MANET, it chooses another path
to transmit the packet (Fig. 1).

Stealthy node is a malicious node it can’t able to transmit the packet to desti-
nation. Using route discovery, the path distance can be calculated and it finds the
minimum distance path to reach the destination. If any node malicious in between
the MANET node, the malicious path can be avoided and find another shortest path
to transmit the packet to the destination.

3.3 Methodology

3.3.1 Ant Colony Optimization

Routing algorithm Ant colony optimization gets stimulated by ant’s activities and
by the Ant colony optimization associated field to handle the difficulty of routing
into the communication networks. Most significant source of idea is originated in
capability of convinced types of ants (example: families of Argentine ants
Linepithema Humile) for finding the shortest path between their food source and
nest by utilization of impulsive chemical material called pheromone. As the ants
travel among the food source and the nest depart traces of pheromone and they also
moves in preferentially high pheromone intensities. As shortest route can be
accomplished firstly, they obtain higher pheromone level as earlier; drawing more
number of ants, which in turns increases the number of pheromone. These rein-
forcement methods allow the colony to come together on the shortest route. It
develops the route of the work in the region of Ant colony optimization.

In maximum case, an artificial ant leave specific quantity of pheromone char-
acterized by Dsp,q after finishing its path and not in additional way at the time of
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their progression. Pheromone quality is the founded route quality function and also
it is the impulsive material. An ant makes change in quantity of pheromone in route
(m, n) traveling from the node m to node n as follow:

s p; q ¼ r � s p; qþDs p; q ð1Þ

where r is factor of pheromone desertion. Its value must be less than 1 to evade
premature convergence and pheromone addition. At point m, ant choose point as
n (i.e., to pursue the path (m, n)) as of subsequent probability:

Pp; q ¼ sp; qð Þa� gp; qð Þb
P

p;oð Þ 2 c sp; oð Þa� gp; oð Þb
ð2Þ

Fig. 1 Proposed architecture
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where,

• sp, q is pheromone power on the path (m, n)
• ηp, q is visibility field of ant’s on path (m, n) (ant thinks there is foodstuff at end

of the route).
• á and â are parameter that controls comparative pheromone importance intensity

evaluated with visibility field of ant.
• C it signifies set of all probable paths initial from the point I ((p, o) is path of C)

(Fig. 2).

The characteristics of Ant colony optimization algorithm for routing. The set of
core property characterizes the Ant colony instances for the problems in routing:

(1) Gives multipath routing and traffic-adaptive.
(2) Depends on both active and passive information gathering and monitoring.
(3) Using stochastic components.
(4) Do not allow local estimate to have a global impact.
(5) Set paths in a less egoistic way than in the pure shortest path favors load

balancing.
(6) Shows less sensitivity to the parameter setting [6].

3.3.2 Path Discovery Phase

STEP I: Suppose source node S is containing some information to throw at the
destination D with higher demands of QoS transmission rate, more bandwidth and
less delay. A various list of nodes which progressively visit by the ant is known as
visited node list. This list makes route R as of source to destination node.

Fig. 2 ANT behavior of searching shortest path
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STEP II: Firstly it chooses the source node S. The visited node list is initialized to
the (S) source node.
Step III: The source S will initiate a path_request_ant to the destination D by its
entire neighbor that is at distance of 1 hop from S. The path_request_ant is having
source address, bandwidth, hop count, and destination address.
STEP IV: After this pheromone evaporation of every 1-hop distance nodes are
calculated.
Each node (i) preserves a table called “PMtab” pheromone table which identify the
quality of pheromone available at each link (Vm, Vn). This quantity is initialized
with constant C.
STEP V: After that we calculate pheromone evaporation of every 2-hop node
distance.
STEP VI: lastly we will calculate the value of path preference probability of every
route from source S by the help of pheromone evaporation for every node. j node from
the set of adjacent nodes (n, o,…, z) for I is taken as MPR node so that it will cover
every 2-hop distance node and thir probability of path preference is better as others.
STEP VII: when the calculated probability of path preference value is better than
the required, path will be accepted and stored inside the memory.
STEP VIII: If path_request_ant reach at the destination, it will be changed as
path_reply_ant and delivered toward original source. The path_reply_ant will be
taken as of same path as of equivalent to path_request_ant but its direction will be
reversed.
STEP IX: The route having the greater path preference probability is considered as
best route and the transmission occurred at that route.

Algorithm 1: Path Discovery

1. tw ¼ twMax
2. While tw � twMin do
3. set A 2 As,1(tw),…, As, t(tw);
4. io = 0;
5. While io� L and io� imax do
6. Path = 0;
7. io = io+1;
8. Plower = 1� 1� ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� pumo
p

;
9. For 8neighbor j 2 set A do

10. If As, n(tw)� Plower then
11. Path = path + 1;
12. End if
13. End for
14. If path� io+1;
15. Pend-to-end = {(z1, v2,…, (zz, vz)};

{where list is arranged according to local consistency rate or ant colony opti-
mizations problems routing table depends whether it works on Ant colony or
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local mode, v1 is neighbor and n1 is neighbor ID corresponding local value or
Ant colony optimization probability routing table}

16. rreq = new RREQ (mo, Plower, tw);
17. n = number of Neighbors pf sorce node;
18. numRREQMsg = 0;
19. for I = 1 to n do
20. If As(tw) � Plower then
21. Send (RREQ,

Q
endtoend i½ �:neighbor);

22. numRREQMsg++;
23. if num RREQMsg = mo then
24. return success;
25. end if
26. end if
27. end for
28. end if
29. end while
30. tw = 0.9 x tw
31. end while
32. return error

Latest mmax or total no of neighbors (L) is the procedure required to decrease tw
because of the reality that links could be much more reliable at the shortest time
window (line 30). Though, it’s favored not to contain small time windows, as
source need to throw route to ensure communication to authenticate if end to end
reliability still can satisfy pu or not. Confirmation invite additional overhead par-
ticularly when it is taken at diminutive interval occasionally so, a least threshold is
taken for tw called tw, in (here 20 s), when the line algorithm fail intended for least
threshold then its breakdown for request (line 30). or else, source node throw
RREQ message to mo at maximum reliable relations which having the highest rate
in Ant produced table for request and destination but in confined mode there highest
consistent links are calculated based on the local data collected by direct commu-
nication with its neighbors (line 14–28). Based Upon the communication received
on RREQ, every intermediate node runs and handle RREQ message algorithm. The
Intermediate nodes firstly checks either it is destination or not. If it’s not then
handling RREQ Message algorithm try RREQ to forward toward the destination.
The intermediary node forwards only mo example of RREQ message and remove
other example. This is achieved through bookkeeping variable number of forwarded
message (line 1–2).

Algorithm 2: to handle RREQ Message (RREQ)

1. When num of Forwarded Message [RREQ] > mo then
2. Return;
3. End if
4.

Q
acc � Aj; i twð Þ;
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5. Lt(tw) = PlowerQ
acc

;

6. n = number of neighbors of intermediate node.
7. Pend-to-end = {(n1, v1),…,(n nn;vn)};
{Where set is arranged as for local consistency value or Ant colony optimization
probability table depends whether it working on ant colony optimization or local
mode}, vt is neighbor equivalent local reliability value or n1 is neighbor ID or Ant
colony optimizations probability routing table}
8. For o = 1 to z do;
9. If Pend�to�end [O] neighbor 2 path Vector then

10. Continue;
11. End if
12. If Aj, o(tw) � Lo(tw) then
13. NumOfForwardMsg [RREQ]++;
14. Forward (RREQ, Pend�to�end [O] neighbor);
15. Return;
16. End if
17. end for

4 Result and Discussion

The measurement attribute for performing our proposed approach, we conducted
some of the experiment and extract the dataset which was done on the following
configuration and our work implementation will be with following configuration:
(1) Windows 7 (2) Intel Pentium (3) CPU G2020 and (4) Processer speed
2.90 GHz.

4.1 Attack Identification

In Table 1, we are presenting the consequence of our research showing the attack
detection and a comparison our proposed system with the several existing system.
The accurate attack detection is entirely fulfilled by proposed work.

4.2 Path Discovery Ratio

The result in Fig. 3 shows the accurate performance graph and successful packet
delivery through the shortest path which is more accurate than the existing
approaches.
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4.3 Packet Delivery Ratio

The shown result in Fig. 4 gives the shortest path techniques which are helpful in
packet delivery than the other existing techniques used for MANET.

Table 1 Attack identification

Techniques Attack

Sinkhole
attack

Wormhole
attack

HELLO
flood

Sybil
attacks

Spoofing

AODV protocol ✓ ✓ • • ✓

EMPDSR protocol • ✓ ✓ ✓ ✓

MPDSR protocol ✓ ✓ • ✓ ✓

Fuzzy logic ✓ ✓ • ✓ •

Ant colony
optimization

✓ ✓ ✓ ✓ ✓

Fig. 3 Path discovery ratios
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5 Conclusion

Here we conclude that in this paper, we briefly introduced the concept of MANET
and their vulnerabilities. Then we discussed about various security attacks that can
happen in MANETs. We mainly analyzed the problem of Stealthy attacks that are
happening in MANET and used Guard Node-based approach to overcome the
above mentioned attack. In Guard Node approach ant colony-based optimization
algorithm is integrated in order to provide a better solution than different existing
approaches. We have taken results from our proposed solution using the NS-2.35
simulator and compared the performance in conditions of packet delay and packet
delivery ratio. The simulation consequences illustrate that our projected method is
better in detecting the Stealthy attack in MANET. The simulation consequences
explain that our projected method is better in terms of packet delay and delivery
ratio when compared with existing methods. Our system not only detects the
Stealthy attack but also it isolates the attacker from the network.
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Inset Fed Circular Microstrip Antenna
with Defected Ground

Nikhil Kumar Singh, Niraj Sharma, Zakir Ali, Vinod Kumar Singh
and Akash Kumar Bhoi

Abstract In this paper, a novel design of defected ground circular patch antenna
using glass epoxy materials has been presented. The substrate of the intended
antenna was prepared of glass epoxy, whereas patch and ground plane are made out
of copper. Enhancement in the geometry is done by increasing the electrical length
and volume without growing the size of the patch antenna. The simulations were
accomplished using Computer Simulation Technology software and the association
of measured and simulated results of anticipated antenna has been studied.
Experimental and simulated outcome are in outstanding conformity.

Keywords Partial ground � WLAN � Textile � CST tool

1 Introduction

Presently, the quick improvement of modern communication systems is necessary
for transportable devices for some important features which includes easy design-
ing, light weight, small in size, compatible with microwave, millimeter wave
integrated circuits, less production cost, and easy fabrication of microstrip antennas.
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The microstrip antenna has abundant useful properties which includes tiny size,
low-cost of the fabrication, light weight, ease of setting up but the main limitations
of printed antennas remains their narrow bandwidth features which limits the range
of frequency over which the antenna can work efficiently. Microstrip antenna
comprises three most important parts which is substrate, patch, and ground.
A dielectric substrate is sandwiched between radiating patch and ground plane. The
conducting patch is located on the dielectric substrate which is used as radiating
element. On other side of dielectric substrate there is conducting layer used as
ground part [1–6]. Microstrip antenna plays major role in wireless communication
system. Microstrip antennas are used in high performance aircrafts, radar, missiles,
and other spacecraft. It has many advantages such as its light weight, simple
structure, ease of addition and less cost. Microstrip antenna requires very less space
for installation as these are simple and small in size. The only space these require is
the space for the feed line which is placed behind the ground plane [7–14]. There
are a variety of methods for enhancing the bandwidth of textile patch antenna such
as enlarge the substrate thickness, utilizing low dielectric material, using numerous
feeding techniques and impedance matching. But the thickness of the antenna and
the bandwidth is both conflicting property that is enhancement of bandwidth
increases the size and thickness of presented antenna [15–22].

2 Antenna Design Configuration

From Eq. (1) the dimension of circular patch were calculated to get the propose
design. Where fr is the resonance frequency in GHz, R is the radius of the circular
patch antenna in mm, and er is the relative permittivity of dielectric material. The
foundation of the proposed antenna was pentagonal slot with patch radius 15 mm
(Table 1).

R ¼ 87:94
fr

ffiffiffiffi

er
p ð1Þ

Table 1 Dimensions of
anticipated textile antenna

Design parameters Value

Relative permittivity (er) 4.40

Substrate thickness (h) 1.6 mm

Outer circle patch radius (R) 15 mm

Pentagonal slot dimensions 5 mm

Microstrip feed line (Lf � Wf) 2 � 32

Substrate dimension (Ls � Ws) 60 � 60

Partial ground plane (Lg � Wg) 50 � 27
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3 Fabrication of Antenna and Results

The dimension of ground is of 60 mm � 60 mm and is made of copper with a
thickness of 0.038 mm. The simulations were accomplished using CST Microwave
Studio. Figure 1 describes CST Model of proposed antenna. A 50 X microstrip line
feed of dimension 32 mm � 2 mm was provided for the proposed antenna feed
[15–21]. The proposed antenna is a hardware implementation of a prior published
article reported in [1]. Furthermore, Fig. 2 demonstrates the geometry of proposed
antenna prototype mounted on the surface of glass epoxy.

The simulation is performed using Computer Simulation Technology
(CST) software whereas fabrication and measurements are performed in the Indian
Institute of Technology Kanpur microwave lab. The chief apprehension of this
article is to improve bandwidth, gain, and return loss. Figure 3 shows the com-
parison between experimental and simulated reflection coefficient of proposed
antenna. A network analyzer is used to determine the reflection coefficient (S11)
results of the fabricated antenna. The first band (1.84–2.33 GHz) of designed
antenna is suitable to work for Ultra Mobile Telecommunication application and
second band (3.36–4.59 GHz) of proposed antenna for Missile and Gunfire-control
Radar (3.40–3.65 GHz) applications (Fig. 4).

Fig. 1 Design models on
CST a top view of antenna b
back view of antenna

Fig. 2 Prototype microstrip
antenna a top view of antenna
b back view of antenna
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Figure 5 describes 3-Dimensional radiation pattern of anticipated antenna at
2.0135, 3.991, 6.9393, and 11.991 GHz. The variation of frequencies versus
directivity of proposed antenna were demonstrated in Table 2. The maximum
directivity achieved was about 6.115 dB at resonant frequency 6.9393 GHz. Our
main concern is to improve gain and directivity.

Fig. 3 Comparision between measured and simulated return loss of proposed antenna

Fig. 4 Return loss versus frequency of proposed antenna at different probes
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4 Conclusions

The proposed microstrip antenna has been composed with defected ground plane
and customized circular patch with glass epoxy substrate which is appropriate for
Ultra Mobile Telecommunication System application. The proposed defected
ground microstrip antenna was fabricated and tested. The simulated results show
that the presented antenna has wide bandwidth and high gain. In addition of this the
compact size of the patch antenna further confirms its appropriateness for trans-
portable devices. The measured results have been compared with the simulated
results using commercial software CST. The measured and simulated results in
terms of reflection coefficient show good conformity.

Fig. 5 Radiation pattern of proposed design at 2.0135, 3.991, 6.9393, and 11.991 GHz

Table 2 Measured bandwidth of proposed antenna

Bands Resonant frequency
(GHz)

Directivity
(dB)

Bandwidth
(%)

Frequency range
(GHz)

First 2.0135 2.632 21.90 1.84–2.33

Second 3.9910 2.772 30.94 3.36–4.59

Third 6.9393 6.115 06.71 6.62–7.08

Fourth 12.123 4.137 03.00 11.80–12.16
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Analysis of Thermal Comfort and Visual
Comfort—A Soft Computing Approach

Sandhyalaxmi G. Navada, Chandrashekara S. Adiga
and Savitha G. Kini

Abstract The entry of daylight into the interiors depends on the orientation of
windows, size of the windows, time of the day, as well as weather conditions. The
position of the blinds also adds to the above factors to allow day light inside. The
illuminance inside a room varies throughout the day depending on the above fac-
tors. The introduction of daylight inside the room also aids to increase in temper-
ature inside the room, which hinders the thermal comfort of the user inside the
room. Thermal comfort can be achieved by installing Air Conditioner (AC) inside
the room. But due to the excessive heat inside, the energy consumption increases to
maintain the thermal comfort. This paper deals with the various measures taken to
reduce the energy consumption. These values are then fed into a fuzzy logic
controller to get the optimum result.

Keywords Daylight � Thermal comfort � Visual comfort

1 Introduction

Daylighting is considered as the key element in reducing the consumption of
energy. This can be implemented by comfortably using daylighting autonomy. In
order to allow adequate daylight into the building, proper placement of windows is
very much necessary. The positive effects of daylight are increase in productivity
and decrease in the number of absentees. Integration between electric lighting and
daylighting becomes a critical part of every building. Of all the energy that is used,
nearly one third is consumed by the building sector. In large cities 80% of carbon
emission comes from energy used to heat, cool and power buildings. Over the
next few decades the amount of energy used by the building sector will increase
dramatically. Hence improving the energy efficiency of buildings is vital for
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greenhouse gas emissions. The amount of heat entry into the building depends
mainly on, what the building envelope is constructed with and how it is constructed.
The penetration of sunlight into the interiors will cause visual as well as thermal
discomfort. Intelligent lighting and shade control solutions are an effective way to
increase the well-being, to achieve optimal visual comfort, to enhance the experi-
ence and to save energy. By integrating lighting and shading controls we will be
able to achieve lower lighting cost as well as lower heating, ventilation, and cooling
cost [1].

The energy needs of a building is greatly influenced by the location of the
building, orientation of windows, time of the day as well as the season of the year.
The day to day well-being of a user can be improved by having a thermally
comfortable environment. Thermal comfort is achieved when perfect balance
between body temperature and surrounding environment is established. The
well-being of a user is also effected by visually comfortable environment, which
can be achieved by providing appropriate light inside the interiors and avoiding
glare. Energy can be saved by balancing the natural and artificial light inside a
room. This can be achieved by using shading devices and automating them [2].

Excessive solar gain inside a building can be reduced by effectively using
shading devices. One of the reasons for solar heat gain is the window element.
Shading on windows will reduce the solar heat gain and reduce energy consump-
tion. The overheating of a building can be reduced by direct radiation from the sun,
which can be achieved by the use of shading devices [3].

The amount of heat entering a building can be reduced to a larger amount, by
implementing proper shading devices. This helps in substituting electric light with
daylight and hence reduces energy consumption. In order to achieve this,
automation is required, which will integrate daylight into the building along with
dimming of electric light [4].

The comfort of the user inside a building as well as the energy demand are
greatly influenced by the orientation of windows. By employing automated shading
devices, the reduction in energy consumption can be achieved, along with visual
and thermal comfort [5].

The energy consumption inside a building due to AC can be reduced by
changing the set point temperature. But again doing this very frequently may have
adverse effect on the comfort of the user [6].

In order to reduce energy consumption, it is advisable to place the windows
appropriately during the construction phase of the building. The energy usage can
be minimized by integrating daylight with artificial light. This has an adverse effect
of introducing heat into the interior. Thus an efficient lighting system can be
designed by taking into consideration all the above factors [7].

Reduction in energy consumption of a building as well as occupant satisfaction
are the goals to develop an intelligent building façade. To obtain occupant satis-
faction, the window blinds need to be automated. Adaptive fuzzy controller has
been developed to determine the window blind position, based on solar radiation,
visual, and thermal comfort [8].
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The two discomfort indexes as defined by ASHRAE standard are Predicted
Mean Vote (PMV) and Percentage People Dissatisfied (PPD). The factors affecting
P.M.V are; clothing insulation, air temperature, metabolic rate, activity, average
occupancy, mean radiant temperature and relative humidity and the range of this
index is from −3 to +3. According to ASHRAE standard, the comfort zone with
respect to the P.M.V model lies between −0.5 and +0.5 [9].

2 Methodology

By taking into consideration, entry of daylight into the building, an adaptive
controller is proposed. This controller also takes into account the thermal as well as
visual comfort of a user inside the office. By controlling the blinds, the required
amount of daylight is allowed inside, so as not to overload the air conditioner. The
Energy saving hence achieved is noted.

The block diagram of the proposed work is as shown in Fig. 1.
A Temperature sensor is used to sense the available temperature in the room.

This is fed into the Fuzzy Logic Controller. The set point value for the temperature
is also fed into the Fuzzy Logic Controller. The blinds are opened to allow optimum
amount of daylight, so as to maintain the temperature inside the room very near to
the set point temperature. This in turn will reduce the excessive load on the air
conditioner. A lux meter is used to detect the prevailing light level, inside the room.
Lux meter is used to integrate an electric lighting system with a daylighting system,
so lights operate only when daylight is insufficient.

The amount of daylight available for the present blind position is determined
from the lux meter. The available daylight is compared with the required illumi-
nation level as fed into the Fuzzy Logic controller. If the available daylight is less
than the required lux level, then the artificial light has to be used. The desired blind
position for the fed set point temperature and the prevailing temperature in the room

Fuzzy Logic Controller

Lux Meter Temperature
Sensor

Set Point Illuminance Set Point Temperature

Artificial Light

Desired Blind
Position Energy

Consumption

Fig. 1 Block diagram of the proposed work

Analysis of Thermal Comfort and Visual Comfort … 615



is calculated by the Fuzzy Logic Controller. The Fuzzy Logic Controller also
calculates the Energy Consumed.

The dimension of model room considered are 3.75 m � 3.75 m � 2.35 m. The
room consists of two opposite windows each facing east and west side, respectively.
The room is divided into nine equal grids to measure the illuminance. Measurement
of internal illuminance and temperature for different blind position at a work bench
of height 0.8 m in the model room with/without air-conditioning system is carried
out. These values were taken at every half hour from 9 am to 5 pm. The different
blind positions are 0°–90° (fully closed) in increment of 30°.

Air-conditioning system was installed in the model room in order to carry out
thermal analysis. Energy meter readings were noted down at every half an hour
interval from 9:00 am to 5:00 pm at different blind position ranging from 0° to 90°.
The air-conditioning system was set at three different set point temperatures, i.e.,
22°, 24°, and 26°. From the data obtained, the optimum blind position for minimum
energy consumption was analyzed.

2.1 Analysis Without AC

The illuminance readings are recorded throughout the day from 9 am to 5 pm for
every half an hour. The weighted average of the recorded readings at the 9 points is
then calculated. Figures 2, 3, 4, 5, 6 and 7 show the graph of illuminance versus
time of the day for various blind positions.

It is observed that for certain time of the day, for particular blind position the
illuminance falls below 500 lx (for writing, reading, typing, data processing the
minimum illuminance required is 500 lx according to Chartered Institute of
Building Services Engineers, code for interior lighting). In order to maintain 500 lx
inside the room, the artificial light has to be used and dimmed accordingly. Thus 2
LED luminaire were installed in the model room in order to maintain 500 lx.
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2.2 Analysis with AC

The analysis is then done by connecting AC. The AC is set to different set point
temperature. The energy meter readings are taken separately for lighting as well as
AC load. The readings are tabulated in Tables 1, 2 and 3. The total energy con-
sumption including both AC as well as lighting load is also calculated.
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It is observed that energy consumption including both artificial light and air
conditioning are minimum at 45° and 60° blind positions. And for air conditioning
maximum energy consumption is at 22 °C and minimum energy consumption is at
26 °C. For thermal comfort the parameter which is of paramount importance is
temperature. To measure temperature LM—35 temperature sensors are used. To
measure humidity, a humidity sensor DH—22 is used. According to ASHRAE
standard, the ambient temperature of 24 °C is the most ideal temperature amongst
those specified in the comfort range [9]. It is also found that the PMV and PPD
values fall within the specified comfort range for this value of temperature. The
humidity also falls within the comfort range at 24 °C.

Table 1 Energy consumption at 22 °C

AC temperature −22 °C

Blind position (wrt vertical) AC (kWh) Artificial light (kWh) Used (h) Total (kWh)

0° 17.1 0 0 17.1

15° 16.8 0 0 16.8

30° 16.2 0 0 16.2

45° 15.7 0 0 15.7

60° 15.5 0.17 1.5 15.67

75° 15.35 0.581 3.5 15.931

Table 2 Energy consumption at 24 °C

AC temperature −24 °C

Blind position (wrt vertical) AC (kWh) Aritficial light (kWh) Used (h) Total (kWh)

0° 16.8 0 0 16.8

15° 16.6 0 0 16.6

30° 16 0 0 16

45° 15.4 0 0 15.4

60° 15.25 0.21 2 15.46

75° 15.2 0.487 4 15.687

Table 3 Energy consumption at 26 °C

AC set point temperature −26°

Blind position (wrt vertical) AC (kWh) Aritficial light (kWh) Used (h) Total (kWh)

0° 16.6 0 0 16.6

15° 16.53 0 0 16.53

30° 15.87 0 0 15.87

45° 15 0 0 15

60° 14.8 0.22 2 15.02

75° 14.67 0.489 4 15.159
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Therefore, the hourly energy consumption for different blind positions are noted
for this ideal temperature of 24 °C and are represented in Table 4.

From the hourly energy consumption reading taken at a set point temperature of
24 °C it is observed that the energy consumption varies according to the blind
position. The hourly energy consumption is noted down for different blind position
from 15° to 90° throughout the day. The readings for 45°, 60° and 75° is shown in
Table 4. It is observed that the minimum energy consumption is at either 60° blind
position or 75° blind position for different time of the day. Hence in order to obtain
minimum energy consumption, the position of the blinds has to be changed during
the entire day.

2.3 Development of Fuzzy Logic

From the thermal and visual analysis, the desired blind position and amount of
energy consumption by both air conditioning and artificial light at different AC set
temperature has been obtained. A soft computing approach is considered for further
analysis. Illuminance value and AC set temperature are taken as input variable. The
input variable illuminance has 2 membership functions low and high of type trimf,
while temperature has 3 memberships function named 22, 24, 26 of type trimf.

Desired blind position, energy consumption by AC and use of artificial light are
taken as output variable. 8 rules base are formed. The formulated rules along with
the ranges for various outputs considered are fed into the fuzzy logic tool box in
MATLAB.

Figure 6 shows that when illuminance is less than 500 lx, then there will be use
of artificial light and desired blind position is 60° and with ac set temperature at

Table 4 Hourly energy consumption reading at a set point temperature of 24 °C

Hourly energy consumption reading (kWh) (24 °C)

Time Blind position (considering vertical as 0°)

45° 60° 75°

AC Light Total AC Light Total AC Light Total

9:00–10:00 1.88 0 1.88 1.78 0 1.78 1.7 0 1.7
10:00–11:00 1.98 0 1.98 1.62 0 1.62 1.6 0 1.59
11:00–12:00 1.82 0 1.82 1.57 0.11 1.68 1.5 0.12 1.64
12:00–13:00 2.31 0 2.31 2.21 0.12 2.33 2.2 0.13 2.29
13:00–14:00 2.52 0 2.52 2.42 0.12 2.44 2.4 0.17 2.57

14:00–15:00 2.34 0 2.34 2.2 0.11 2.31 2.1 0.23 2.33

15:00–16:00 2.21 0 2.21 2.01 0.11 2.21 2 0.23 2.23

16:00–17:00 2.1 0 2.1 1.86 0.11 1.97 1.9 0.11 2.01
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22 °C, energy consumption is quite high. Figure 7 shows that when illuminance is
more than 500 lx, then there will be no use of artificial light and blind position can
be kept at 45° and with ac set temperature at 24 °C, energy consumption is less than
that of 22 °C.

3 Conclusion

The analysis proved that daylighting is an effective option to reduce energy con-
sumption. Window blinds can be used and adjusted effectively according to
availability of daylight at particular time so that necessary amount of light can be
utilized without causing visual discomfort and hence maintaining thermal comfort.
From thermal and visual analysis it is inferred that with the change in the angle of
blinds, energy consumption is changed. The optimum angle of blinds for minimum
energy consumption is found out. It is concluded that the minimum energy con-
sumption can be obtained at different time of the day by adjusting the blinds
accordingly. The optimum temperature for thermal comfort to be achieved is found
out to be 24 °C. The PMV and PPD value for this temperature is found to be within
the comfort range. The Fuzzy Logic Controller gives the optimum value of blind
position for fed set point temperature and the availing temperature inside the room.
The amount of illuminance needed from artificial light is specified by the Fuzzy

Fig. 6 Rule base when illuminance is less than 500 lx and temperature is at 22 °C

Fig. 7 Rule base when illuminance more than 500 lx and temperature is at 24 °C
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Logic Controller. For the above conditions, the energy consumed is also calculated
by the Fuzzy Logic Controller.
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Spoken Dialog System in Bodo Language
for Agro Services

Aniruddha Deka and Manoj Kumar Deka

Abstract In this work, a cost effective spoken dialog system and a dialog manager
is developed for accessing information like price, weather, and fertilizer agricultural
commodity in Bodo language. For the development of SR models, we have col-
lected data from different dialect regions of BTC area, Assam using mobile phone
where native language is Bodo. The target speakers are mainly farmers. Our pro-
posed system consists of bluetooth enabled mobile for communication channel,
Asterisk-based IVR module, a dialog manager, and a speech recognition module.
Here, we discuss our system development, call flow design and performance
evaluation of the speech recognition module. Our result indicates similar perfor-
mances between 16 and 32 GMMs/state. The raw performance of the developed
SDS system in terms of word recognition rate (WRR) is 83.29% in training and
79.12% in testing.

Keywords Spoken dialog system � Speech recognition � Asterisk
Chain mobile � IVR

1 Introduction

There is over 80% of the population directly engaged in agricultural in BTC area of
Assam where most the people are Bodo Tribe and cultivate different commodities.
Although the Ministry of Agriculture, Government of India, designed some policies
for the benefit of cultivators, but most of policies are internet-based. So farmers
have to well verse literate to use those benefits. In BTC area of Assam we found
that farmers are semi-literate and they are not able to use computer. Another
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problem with the web-based system is that it is not native language. For this
problem we try to investigate other solution through which we can solve this issue.
We find some of the SMS, DTMF, IVR, and web-based solution but those are not
cost effective and they are not designed in Bodo language. During survey we find
that, the mobile penetration throughout the world is so high that the semi literature
persons also can handle the mobile phone. From technical point of view it is easy to
build voiced-based telephony architecture by using automatic speech recognition
system with telephone network [1, 2]. In 2010 Saurabh Goel and Mahua
Bhattacharya described a method for integration of telephone network with speech
over Asterisk PBX server [3]. For a small organization or research point of view we
proposed and design a Bluetooth-based IVR solution for our prototype model
which is very cost effective and easy to maintain.

Bodo is a Sino Tibetan family language mainly spoken in Northern parts of
Assam, the North Eastern state of India. It is also known as tonal language. There
are 22 phonemes 16 consonant and 6 vowel phoneme [4]. The basis features of this
language are agglutinating, juncture, and Intonation. Mostly used monosyllabic
words are found in this language. Unrounded /w/ vowel is frequently used in this
language. Bodo language used Devanagari script in wring and it is lesser rich in
literacy. Due to this problem a very few work has been reported in speech recog-
nition purpose. Few works reporting the recognition of limited set of vowels and
digits in Bodo, there is no work reporting a moderate vocabulary Bodo SDS system.
This work is the first of its kind in Bodo language targeting the practically
deployable spoken dialog system. Also, to the best of our knowledge, there is no
publicly available Bodo speech corpus in agricultural commodity large enough for
training an HMM-based SDS system. The SDS system is developed using hidden
Markov models (HMM) having triphone-based acoustic modeling and equiprobable
word net covering a vocabulary size of 31 words. The raw performance of the
developed SDS system in terms of word recognition rate (WRR) is 83.29%. The
performance of the developed system is also evaluated using a measure which
quantifies the efficiency of the call flow for the decimation of the information to the
user.

2 Proposed Work

A spoken dialog system is computer agent that interacts with people by under-
standing spoken language. The input in spoken dialog systems consist of small set
of spoken words like yes and no, digits such as 0–9 or combination of both [4]. In
our work we mainly concentrate on building of dialog manger and evaluating the
performance of speech recognizer engine. In our proposed system we take the input
by making a call, recognize to word with our sphinx-based recognizer and then
language model generate the word based on our recognizer output. Dialog manger
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takes the output from the language analyzer module and passes it to the language
generator. It also controls the structure of the dialog.

Our proposed system consists of Bluetooth enabled mobile phone, Asterisk
server, speech interface, dialog manager and MySQL database. Asterisk is open
source software on Linux/Unix platform that enables the computer to be used as a
telephone network server [3]. It consists of computer telephone interface (CTI) card
and IVR module. In our proposed system we have used Bluetooth connectivity in
place of CTI card. The developed system mainly transmits the prerecorded voice
responses and records and processes the voice query from the user. In our proposed
architecture user first call to a mobile number which is connected to our asterisk
server. When 2nd mobile get the call then its blue tooth adaptor connect the asterisk
server, with the help of Chan mobile module. Chan mobile is asterisk module which
helps to connect asterisk server with Bluetooth enabled mobile and it will help to
transfer the communication. Chan mobile transfer the call to Dahdi, it is a collection
of open source drivers, for Linux, which are used to interface with a variety of
telephony related hardware. Here Dahdi will identify the channel API and finally
land the call to dialplan. The configuration file named as extension conf is stored in
dialplan. Asterisk gateway interface (AGI) program, shell script is used to integrate
Asterisk server with speech recognizer module.

3 Call Flow Design

For designing dialog manger the developer must design a call flow for his program.
The intended user of our system interacts with a predefined call flow. As our system
mainly deals with isolated word hence system expect isolated word from the user.
Otherwise the performance of the system will be decreased. As our SDS is designed
to give price, fertilizer and weather information for a particular commodity hence
the user have to prompt one, two, three for respective information in Bodo language
and have to prompt zero to hang up the call. The user has to prompt yes/no in Bodo
for increase the confidence of the reorganization engine. Then user has to prompt
the commodity name. The user will get the information of the asked commodity
provided the recognition of the queries success. If the recognition of the commodity
name or the option selection is failed then the system will be terminate. Following
snapshot gives the flow of our proposed system (Fig. 1).
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System: Welcome to Agricultural information system. To know the price of a
commodity Say 1, to know about the fertilizer say 2, to know the weather
please say 3 and to end up the call please say Zero.
User: one
System: You have chosen one. To confirm it say yes or to deny say no.
User: yes

Fig. 1 Call flow of the proposed system
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System: What is the commodity name for which you want to know the price?
User: Potato
System: You have said Potato. To confirm it say yes or to deny say no.
User: Yes.
System: The whole sale price is 1000 per quintal and the retail price is 12 per
kg.
System: For another commodity please says yes or to go to main menu say no.
User: No
System: Welcome to Agricultural information system. …
User: Zero
System: Thank You.

4 Data Collection and Preparation

As per requirement of our system we mainly required three types of data, com-
modity name, digit, and yes/no. Our speech corpus consist of 31(25 + 4 + 2)
unique Bodo words, out of which 25 commodity name, 4 digit (0, 1, 2, 3) and
Yes/No word. We take 70 males speaker and 30 female speaker of different age
group for data recording purpose. The phoneme duration information is not
required for the training sentences in the Sphinx toolkit [5] as the differences in
timing in the pronunciation of the training sentences are not important. The sphinx
toolkit learns to recognize the words through fitting the word transcriptions on the
training set. These transcriptions are used for all realizations of the same word, even
though there might be variation between speakers relative to the transcription.
A total of 7908 words in speech data were collected digitized at 16 bits/sample at a
sampling rate of 16 kHz.

A transcription file, pronunciation dictionary and a filler dictionary also required
to develop the system. A transcript is needed to represent what the speakers are
saying in the audio file. In the transcription file we have used starting tag <s>,
ending tag </s>), followed by the file id which represents the utterance. In Sphinx,
pronunciations are specified as a linear sequence of phonemes. A phoneme is the
basic sound unit which distinguishes one word from another in a particular lan-
guage. Pronunciation specification is contained in the dictionary file.

5 Feature Extraction

Speech waveforms cannot be processed directly by speech recognition tool. In the
feature extraction process the speech waveform is converted into feature vector for
further analysis and processing. This representation and analysis is called acoustical
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analysis. We have used MFCC technique for feature extraction. After obtaining the
feature vector, acoustic model is build. Acoustic model is used to score the
unknown voice sample. The computation steps of MFCC include framing, win-
dowing, extracting. Speech recognition toolkit Sphinx-3 is used for building the
ASR system. The tools Sphinx Train-1.0 and Sphinx 3.0.8 are used for training and
decoding purposes, respectively. MFCC features of 39 dimensions, comprising of
13 base features with its first and second derivatives, are used for speech param-
eterization. The system is trained using five state left-to-right HMMs with two
non-emitting states. This system was trained using 6358 files of commodity and
digit words collected from 100 speakers. Table 1 summarizes the different
parameters used for feature extraction.

6 System Training and Testing

During training time using sphinx system verify several things in seven different
phases. In first phase it checks dictionary and filler dictionary with phone list file. In
the second phase it checks to make sure that there is not any duplicate entry in the
dictionary. In the third step checks the general format and utterance length of the
training file. Utterance length must be positive. The matching of total number of
lines between the transcript file and the control file is done in the fourth step. In fifth
steps it checks the amount of training data and verifies that the number of
n_tied_states is reasonable for those training data or not. In the sixth step it verifies
that all the transcript words are present in the dictionary or not. In the seventh step it
verifies all the phone present in the transcript file is appear in the phone list or not.
We have taken 6358 utterance words in the training phase and 1550 words in the
testing phase. After completion of their training we have tested by new utterance
words by the new input different Bodo speakers. For evaluating performance of
speech system we have used the following equations where N is the number of
words in test set, D is the number of deletions, S is number of substitutions and I is
the number of insertions [6].

Table 1 MFCC feature
extraction parameters

Parameter Default
value

Modified
value

Pre emphasis coefficient 0.97 0.97

No. of filters in filter bank 40 31

Lower frequency (lowerf) 200 Hz 130

Upper freq (upperf) 6800 Hz 3500

Sampling rate 8000 Hz 16000

Base feature dimension 13 13

Window length 0.00256 s 0.00256 s

Frame rate 100 per s 100 per s
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Table 2 List of training word, occurrences in training set, and % of accuracy
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PC = (N − D − S)/N � 100 where PC gives word correction rate.
PA = (N − D − S − I)/N � 100 where PA gives word accuracy rate.
Word Error Rate (WER) = 100% − Percentage Accuracy (PA)

We have evaluated the performance by grouped all the item in one cluster and
got WER as 83.29 in training mode and 79.12% in testing mode (Table 2).

7 Results and Discussions

The system performances in terms of word recognition accuracies with GMMs of
different sizes and fixed number of tied states are given in Table 3 Subsequently the
number of tied states is also varied for 16 and 32 GMMs/state systems as given in
Table 4. As the SDS system with 16 and 32 GMMs/state are found to give similar
performances and hence we have used 16 GMMs/state in the deployed system.

8 Conclusions

In this work we design and develop a spoken dialog system for Bodo speaking
people through which they can access the information of agricultural commodities.
The integration of Asterisk server, Sphinx module using with Bluetooth commu-
nication is also described. Finally we evaluate the performance of the system in
terms of WER. As a part of future work, we would explore other advanced tech-
niques like LDA dimensionality reduction, speaker adaptation methods and
n-gram-based language modeling for improving the system performance.

Table 3 Word accuracies with diff GMM sizes and fixed no. of tied states

Decoder No. of GMM/state Total test files

4 8 16 32

Commodity 66.73 68.45 62.69 62.63 1000

Bodo-digit 83.4 81.6 87.3 83.4 500

Yes/no 91.3 94.3 92.1 93.5 50

Table 4 Word accuracies with diff no. of tied states and 16 GMM versus 32 GMM

Decoder Sennon Total test
files1000 1500 2000 2500

16
GMM

32
GMM

16
GMM

32
GMM

16
GMM

32
GMM

16
GMM

32
GMM

Commodity 70.23 69.5 71.34 62.8 72.38 72.8 72.69 72.6 1000

Bodo-digit 87.3 82.1 84.6 80.7 86.3 80.2 86.2 82.2 500

Yes/no 93.1 89.2 93.2 88.3 89.3 91.3 93.4 92.4 50
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Random-Valued Impulse Denoising
Using a Fast l1-Minimization-Based
Image Inpainting Technique

Mayuri Kalita and Bhabesh Deka

Abstract In this chapter, an image inpainting approach based on l1-norm regu-
larization is presented for the estimation of pixels corrupted by the random-valued
impulse noise. It is a two-stage reconstruction scheme. First, a reasonably accurate
random-valued impulse detection scheme is applied to detect the corrupted pixels.
Next, the corrupted pixels are treated as missing pixels and replaced by using an
image inpainting technique. The inpainting method is based on the fast iterative
shrinkage thresholding algorithm (FISTA). The proposed method is fast and
experimental results show that it is robust to non-Gaussian and nonadditive
degradations like the random-valued impulse noise. It also outperforms similar
random-valued impulse denoising schemes in terms of computational complexity
while preserving the image quality.

Keywords Random-valued impulse noise � Image inpainting � Two-stage
reconstruction � l1-regularization

1 Introduction

Digital images are usually corrupted by impulse noise (IN) due to malfunctioning of
camera sensors and distortion in communication channels during acquisition,
storage, or transmission. Presence of IN in images causes degradation in image
quality as well as features, like, edge details, sharpness, etc. So, removal of IN from
images is very important and is an active area of research. IN is random and has two
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common types, salt and pepper noise (SPN) and random-valued impulse noise
(RVIN). Noisy pixels of an 8-bit gray-scale image corrupted by the SPN will have
either 255 or 0, while the RVIN is uniformly distributed in the interval [0 255].
Removal of SPN is comparatively easier as the intensity values of the noisy pixels
are quite different from the noise-free pixels. In case of the RVIN, it is often seen
that the differences are not sufficient enough thereby inducing difficulty in removing
it. Here, we will deal with restoration of images degraded by the RVIN. Various
techniques have been proposed in this direction including the adaptive center
weighted median (ACWM) [1], the directional weighted median (DWM) [2], the
signal dependent rank-ordered mean (SDROM) [3], etc. In these techniques, a noise
detector distinguishes noisy and clean pixels so that only the noisy pixels are
restored keeping other pixels unchanged. The efficacy of such filters depends on the
capability of the impulse noise detectors. As these methods fail to detect most of the
noisy pixels with increase in noise levels, so the reconstruction performance is poor
when the noise level is high.

The problem of estimating missing information in an image is called the image
inpainting. It is mainly used in restoring damaged photographs, removing undesired
objects from an image, etc. Inpainting is an ill-posed inverse problem that can be
solved by regularization-based approaches where the missing pixels are estimated
from the available clean pixels of the input image along with some constraints. In
this work, we have considered random-valued impulse denoising as an inpainting
problem. Gray-values corresponding to locations of the noisy pixels are considered
as missing pixels in the image and would be restored by image inpainting using the
information of the available noise-free pixels. Edge preserving l1-regularization
term is used along with a nonsmooth data fidelity term for the restoration of images
corrupted by the RVIN [4]. They assume that the RVIN is non-Gaussian and
additive. Therefore, a l1-norm-based data fidelity term which is effective in
describing the heavy tailed nature of the RVIN is used for impulse denoising
without noise detection.

In this chapter, however, we have taken the RVIN model adopted by the
detection-based median filters, including the ACWM [1], the DWM [2], SDROM
[3] filters, etc. These works assume that the impulse noise is non-Gaussian as well
as nonadditive in nature. We consider a sparse denoising model based on l2-norm
data fidelity term constrained by l1-norm regularization for image inpainting. The
proposed technique is basically a two phase method. In the first phase, detection of
RVIN is carried out in the corrupted image. This is done by the impulse detection
stage of the ACWM filter or the adaptive switching median (ASWM) filter [5].
Once noise locations in a corrupted image are detected, they are then replaced by
zeros. In the second phase, these zeros are replaced by applying the l1-norm
regularization-based image inpainting method. Simulations are carried out using
standard test images to which RVIN at different levels are added artificially. We
have also compared the results of the proposed work with similar techniques for the
removal of RVIN. The rest of the paper is divided into the following sections.
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Section 2 gives brief accounts of the RVIN model and the sparse representation-
based image inpainting technique. Section 3 illustrates the proposed method.
Simulation results of the proposed method along with comparisons with other
methods are reported in Sect. 4. Finally, Sect. 5 draws conclusions from the pro-
posed work.

2 Prior Art

2.1 Impulse Noise Model

Consider a gray-scale image x of size
p
n�p

n transformed into a one dimensional
vector x of size n � 1 by considering its rows from left to right and top to bottom.
Let xðiÞ be the gray level value of x at the ith location whose values occupy the
gray-scale range [nmin, nmax]. Let yðiÞ be the gray value of a noisy pixel at the ith
location, therefore,

yðiÞ ¼ rðiÞ; with probability p
xðiÞ; with probability 1� p

ð1Þ

where p is the noise density and rðiÞ�U ½nmin; nmax� [2]. For an 8-bit gray-scale
image nmin = 0 and nmax = 255.

2.1.1 Sparse Representation-Based Image Inpainting

In sparse representation (SR), a signal or an image can be written as a linear
combination of a few atoms or elementary signals from an over complete dictionary
A 2 R

m�n where n > m. Thus, the observed image y may be written as:

y ¼ Aa ð2Þ

where a is the sparse vector containing the representation coefficients of a signal
y and obtained by solving the following unconstrained minimization problem:

min
a

FðaÞ ¼ min
a

y� Aak k22 þ k ak k1 ð3Þ

where k is the Lagrange multiplier. The task of image inpainting using SR is done
in [6–8]. We solve a similar problem as shown in Eq. (4), where we seek a
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representation from the noise-free pixels in the corrupted image y and fill in the
missing pixels using the estimate x̂ ¼ Aâ. The proposed technique minimizes
Eq. (4) to estimate the missing pixels using an efficient l1 minimization algorithm
namely, the fast iterative shrinkage-thresholding (FISTA) [9]. It iteratively finds
quadratic approximations Qða; zÞ of FðaÞ in Eq. (4) around an appropriately chosen
point z and minimizes Qða; zÞ instead of FðaÞ, that is the equivalent minimization
problem is:

min
a

Qða; zÞ ¼ min
a

L
2
a� uk k22 þ k ak k1

n o
ð4Þ

where u ¼ z� 1
LrhðaÞ and hðaÞ ¼ y� Aak k22. The closed-form solution of

Eq. (5) is given by:

min
a

Qða; zÞ = softðu; k
L
Þ ð5Þ

The detail algorithm for the FISTA is given in [9].

3 The Proposed Method

In this work, we propose a two-stage method which at first detects the noisy pixels
from the observed image degraded by the RVIN. The noise corrupted pixels are
detected using the ASWM [5]. This method is one of the most efficient noise
detection methods proposed in the recent time. We have used this method as it is
able to give reasonably less values of both miss detection and false alarms com-
pared to some other well-known RVIN detection methods including the DWM and
the ACWM. Miss detection (MD) means a true corrupted pixel but could not be
detected as noise. On the other hand, false alarm (FA) means a true noise-free pixel
but detected as noise.

After impulse detection, the noisy candidates from the observed image are
replaced with zeros whereas the noise-free candidates are kept unchanged to pro-
duce the impulse detector output. From the output of the ASWM filter, a binary
mask (M) is generated which contains zero values for noise and ones for true pixels
in the observed noisy image. Our aim here is to fill in the missing pixels using
Eq. (4) with the FISTA. The proposed approach is summarized in Algorithm 1. To
solve FISTA, the measurement matrix (A.) is generated as follows: A ¼ MWt,
where M is the noninvertible linear observation operator defined above and Wt

denotes the inverse discrete wavelet transform.
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Convergence of the proposed algorithm is governed by the global convergence
rate of the FISTA which is analytically guaranteed. We have experimentally found
that on an average the proposed system converges after 106 iterations for a
gray-scale image of 512 � 512 with noise levels varying from 10 to 70%. This
would require an average computational time of approximately 104 ms per itera-
tion, considering an error tolerance of 10−4.

4 Experimental Results

We have conducted several experiments with standard gray-scale test images col-
lected from the USC-SIPI image database. These are representatives of image data
containing varying detail levels. For example, the images of “Lena” and “Barbara”
contain high textures whereas “Cameraman” and “Boat” are low textured images.
These four test images are of size 512 � 512. For preparation of noisy images,
original test images are degraded artificially with the RVIN at varying densities
from 10 to 70% using a MATLAB function. For our simulations, we have used the
Daubechies wavelet “db2” with 4 levels of decomposition as this wavelet gives
reasonable smoothing (Fig. 1).
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4.1 Detection Performance

To detect positions of impulses in the corrupted image, ASWM detection method is
used as it has better noise detection ability compared to many other existing RVIN
detection algorithms. From this detector, we have obtained the sensing matrix (M).
The reduction of rows ofM depends on the percentage of noise levels. If m � m be
the size of the noisy image then for 50% noise level the size of M will be
0:5m � m. To evaluate the performance of the ASWM detection scheme, we have
measured the number of missed detections (MD) and the number of false alarms
(FA) at varying noise densities. Results presented in Table 1 show the efficacy of
the ASWM method over another state-of-the-art RVIN detection scheme, namely,
the ACWM. It is seen that the ASWM filter is able to detect more number of the
RVIN correctly than the ACWM and also gives the minimum value for the sum of
MD and FA at any noise level. To see the impact of the detection scheme on image
restoration, we have also presented restored images using a common filtering
strategy in Fig. 2. From visual inspection, it is found that the ASWM filter clearly
offers better reconstruction compared to the ACWM.

Fig. 1 Block diagram of the proposed system

Table 1 Comparison of
noise detection performance
for ‘Lena’

Noise (%) ACWM ASWM

MD FA Sum MD FA Sum

50 5149 1563 6712 3828 2254 6082

60 6905 1791 8696 5157 2387 7544

70 9470 2301 11771 7216 2343 9559

Fig. 2 A reconstructed
portion of ‘Lena’ image using
detection schemes of a the
ACWM and b the ASWM for
50% noise level with the
reconstruction algorithm of
the DWM [2]
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4.2 Restoration Performance

Reconstruction performances of the proposed system is measured by the peak
signal-to-noise ratio (PSNR), the mean structural similarity index (MSSIM) and the
computational complexity. Results are compared with similar techniques, like, [2,
6, 7], as shown in Tables 2, 3 and 4 for “Lena” corrupted with varying noise
densities. All the experiments are repeated 10 times and the average of these 10
results is considered. Methods, [6, 7] have used patch-based SR using the OMP
[10] for finding the missing pixels. The SR was carried out patch-wise in order to
restrict the size of dictionaries to a reasonable size. Therefore, requirement of
computational times by those techniques are more compared to the proposed
method. From, Tables 2 and 3, we observe that the proposed filter gives almost
similar and sometimes even better PSNR and MSSIM results compared to other
methods. However, it requires much reduced computational time as shown in
Table 4. On an average, the patch-based methods require computation time of 320 s
and give PSNR of 27.96 dB whereas the proposed method requires only approx-
imately 20 s and give PSNR of 27.25 dB for varying noise levels. Similarly, on an
average MSSIM values of the proposed method are very close to those of others at

Table 2 Comparison of PSNR (dB) for different methods at varying levels of RVIN

Method 10% 20% 30% 40% 50% 60% 70%

Filter [6] 33.46 31.77 30.07 28.40 26.50 24.22 21.32

Filter [7] 31.34 27.42 24.83 22.70 23.63 21.14 18.68

Filter [2] 31.43 30.58 29.57 28.59 24.96 22.88 20.14

Proposed 33.51 31.62 29.86 28.01 27.07 24.99 22.18

Table 3 Comparison of MSSIM values for different methods at varying levels of RVIN

Method 10% 20% 30% 40% 50% 60% 70%

Filter [6] 0.96 0.94 0.91 0.85 0.82 0.78 0.55

Filter [7] 0.87 0.73 0.61 0.61 0.49 0.50 0.44

Filter [2] 0.95 0.94 0.91 0.89 0.74 0.62 0.46

Proposed 0.93 0.89 0.86 0.93 0.89 0.81 0.65

Table 4 Comparison of CPU time (sec) for different methods at varying levels of RVIN

Method 10% 20% 30% 40% 50% 60% 70%

Filter [6] 93.65 86.71 74.66 81.44 61.33 87.84 76.36

Filter [7] 358.30 375.26 399.19 412.53 671.13 1035.50 1040.70

Filter [2] 74.04 73.70 73.73 73.57 83.95 85.58 82.96

Proposed 29.19 29.92 30.07 28.01 27.95 26.03 28.34
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varying noise levels. Therefore, the proposed inpainting-based method gives
comparable results with others but at a very less computation time. The results on
PSNR and MSSIM may be further improved with some more tuning of the
inpainting algorithm and its parameters.

Cropped portions of a reconstructed image from the “Lena” corrupted with 50%
noise are shown in Fig. 3. From the visual inspection, it is seen that the proposed
method is able to give satisfactory performance as compared to others in terms of
preservation of edges and other details.

5 Conclusion

This chapter investigates an efficient inpainting technique for the restoration of
images corrupted by the RVIN. It provides performances similar to methods based
on SR both objectively and visually even at high noise levels. Computational
complexity of the proposed scheme is much lower compared to SR methods which
may be an advantage for its use in multimedia and video streaming applications.

Fig. 3 Cropped portions of a
reconstructed “Lena” image
by a the proposed, b [2], c [6],
d [7] at 50% noise density
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Comparative Analysis
of DFT–DCT-Spreading
Strategies-Based SC-FDMA

G.B.S.R. Naidu and V. Malleswara Rao

Abstract The most upcoming technology for uplink transmission is Single-carrier
FDMA (SC-FDMA) for LTE standard than OFDMA. The most preferable benefit
of SC-FDMA is its slight Peak to Average Power Ratio (PAPR) for multiuser
communication without affecting BER. The subcarrier mapping techniques are
utilized for transmissions that are Distributed SC-FDMA and Localized SC-FDMA.
The distributed mode of FDMA which is equidistant over entire bandwidth is
Interleaved FDMA. In this paper, the PAPR and BER for both IFDMA and
LFDMA also carried out for SC-FDMA versus OFDMA simulated and analyzed
for different shift keying techniques.

Keywords OFDMA � SC-FDMA � IFDMA � LFDMA � PAPR � BER � LTE

1 Introduction

In OFDM structure, the transmitted signals have huge peak power in the time
domain due to their subcarriers. So the OFDM has high PAPR than the
single-carrier system and it is most determined weakness in this system. In order to
enhance quality of the service, the OFDM utilizes some adaptive strategies [1–3].
The PAPR is the major drawback in the uplink transmission, meanwhile the power
amplifier efficiency is problematic because of limited battery at the mobile terminal.
The power amplifier enforces the nonlinear distortion due the saturation charac-
teristics. This weakness avoided to for SC-FDMA [4, 5].
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The PAPR is expressed as the ratio of maximum power to average power of
complex signal S(t) and specified by

PAPR ~s tð Þ½ �¼ max Re ~s tð Þejwctð Þj j2

E Re ~s tð Þejwctð Þj j2
n o¼ max sðtÞj j2

E sðtÞj j2
n o ð1Þ

The higher order digital modulations like M-ary shift keying techniques, that are
PSK and QAM well suitable for OFDM. The behavior of these modulation tech-
niques performs better for BPSK/QPSK than the next order, as increases the order
the M-PSK performs poor in terms of PAPR than the lower orders of M-QAM.
The PAPR for 64-PSK > 16-QAM and also the expected PAPR is more for
M-QAM (where M > 4) [6, 7]. The probability of maximum power of the signal
decreases with increase in N (subcarriers).

2 OFDM System Model

In OFDM structure, the distribution of output signal for IFFT is considered. While,
the NFFT input signal have finite and independent magnitudes. These are dis-
tributed uniformly for QPSK/QAM. From the theorem of central limit, the complex
signals consist of asymptotically Gaussian distribution for more number of sub-
carriers sufficiently [8, 9].

Let us the probability density function is

fzn zð Þ ¼
z
r2

e
z2

2r2 ¼ 2ze�z2 ; n ¼ 0; 1; 2; . . .;N � 1 ð2Þ

where E z2n
� � ¼ 2r2 ¼ 1. Here Maximum value of Zn is equal to the crest factor

(CF). Assuming Zmax as CF, where Zmax = max n = 0, 1, 2, … N − 1 Zn.
The cumulative distribution function (CDF) of Zmax can be written as:

Fzmax zð Þ ¼ P Zmax\zð Þ
¼ P Z0\zð Þ � P Z1\zð Þ . . .P ZN�1\zð Þ
¼ 1� e�z2

� �N
ð3Þ

here

P Zn\zð Þ ¼
Zz

0

fznðxÞdx; n ¼ 0; 1; 2; . . .:N � 1:
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Now to express the P(CF) (probability of CF) which exceeds z, take the com-
plementary CDF (CCDF) as:

~Fzmax zð Þ ¼ P Zmax\zð Þ
¼ 1� P Zmax\zð Þ
¼ 1� Fzmax zð Þ
¼ 1� 1� e�z2

� �N

ð4Þ

In (3) and (4) equations, these N samples are self-determining (where N is
considerably large). These samples do not hold decent for bandlimited/oversampled
signals. This can arise for the reason that a sampled signal may not contain the peak
value of the original signal (continuous-time). And also, it is challenging in
extracting the exact CDF of the oversampled signals. To overcome this, the
resulting simplified CDF can be followed [10, 11]:

Fz zð Þ ¼ 1� e�z2
� �aN

ð5Þ

where a is given through the actual function in which theoretical Cumulative dis-
tribution function is fitted.

The AWGN channel is preferably applicable to simulate the corresponding noise
of the channel.

3 PAPR Reduction for SC-FDMA

The methods for PAPR reduction are categorized in various ways: that are signal
distortion, scrambling (probabilistic), channel coding, and DFT–DCT-spreading
techniques [12, 13].

The DCT (similar to DFT) is a Fourier-related transform which uses only real
arithmetic. The DCT-based structure with formats of complex valued modulation
requires a bandwidth similar to that of DFT-based structure with same number of
sub carriers [14, 15].

The subcarrier mapping schemes: DFT–DCT-spreading technique is based on
distributed and localized FDMA in Fig. 1. This is spreading of input signal with
DFT/DCT. And this can later be taken into IFFT/IDCT [8, 16] which modifies the
PAPR of OFDM signal to single-carrier transmission. This is exclusively used for
Single-Carrier-FDMA (SC-FDMA), and implemented for uplink transmission in
LTE, LTE-A, and IMT-A standard in 4G cellular communications because of its
resource allocations and PAPR behavior [11, 17–20].
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4 DFT–DCT-Spreading Strategies

If we assume the spreading code for IDFT is same as that DFT size, then the
OFDMA structure becomes same as that of Single-Carrier-FDMA (SC-FDMA)
structure (shown in below Fig. 2). This is due to the virtual cancelations of DFT
and IDFT operations. A single-carrier system has same PAPR value as that in
transmitted signal [2, 6].

Fig. 1 DFT–DCT-based-SC-FDMA structure

Fig. 2 The OFDMA equivalence with DFT-spreading to single carrier
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5 Simulation Results

5.1 DFT–DCT-Spreading for IFDMA and LFDMA

The DFT versus DCT spreading scheme is applied to SC-FDMA and OFDMA
techniques having QPSK, 16/64-QAM are compared in Fig. 3 and the PAPR
reductions are observed. From that the PAPR concert of the DFT as well as
DCT-spreading technique are same. PAPR varies on the basis of subcarrier allo-
cation scheme. In 16-QAM, the PAPR values with subcarrier mappings IFDMA,
LFDMA and OFDMA for Complementary CDF of 1% are 3.6, 8.2 and 10.6 dB,
respectively.

Similarly, the PAPR reduction of DFT versus DCT-spreading method with
IFDMA and LFDMA is shown in Fig. 4. These reductions vary with respect to the
roll-off factor of the RC filter (Raised-Cosine) for pulse shaping after IFFT. The
increase in roll-of-factor from a = 0–1 improves the PAPR performance of
IFDMA, in contrast with LFDMA which has no significant affect due to pulse

Fig. 3 DFT and DCT-based PAPR for subcarrier mappings

Fig. 4 DFT and DCT-spreading based PAPR with pulse shaping factor
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shaping. This infers IFDMA has a trade-off between excess bandwidth and PAPR
(due to linear relationship between excess bandwidth and roll-off factor).

Figures 5 and 6 illustrates the DFT versus DCT-spreading’s based PAPR for
LFDMA with respect to number of subcarriers (M) allocated to each subscriber.
With the increase in m value, the roll-off factors a = 0.5 is degraded. For suppose
M = 4–256. In this, 64QAM is employed to SC-FDMAmodel having 256-point FFT.

5.2 BER Versus SNR for OFDMA and SC-FDMA

The plots show that BER versus SNR of OFDMA and SC-FDMA is almost same
and are given in bellow Fig. 7.

In Fig. 7, the explanations are observed for a specific value of BER (1e-3).
Both OFDMA and SC-FDMA will have same SNR values of 6.8 and 6.5,

Fig. 5 DFT and DCT-spreading based PAPR with 16-QAM, when M varies up to 256

Fig. 6 DFT and DCT-spreading-based PAPR with 64-QAM, when M varies up to 256
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respectively, for BPSK and QPSK, but an unexpected change occurs in 16-QAM
and 64-QAM. The 64-QAM is more efficient in terms of BER due to their highest
SNR (16.4 dB).

5.3 OFDMA Versus SC-FDMA with PAPR for Higher
Order Modulations

5.3.1 Mary-PSK Scheme

The PAPR of OFDMA and SC-FDMA for M = 2, 4, 32 and 64-PSK modulations
are analyzed. Here, it is observed that PAPR of SC-FDMA is almost less compared
to the OFDMA i.e. <6 dB. Whereas the BPSK is better than the QPSK and
32/64-PSK.

5.3.2 Mary-QAM Scheme

The PAPR of OFDMA and SC-FDMA for M = 16, 64, 128, and 256-QAM
modulations will have performance better than higher order M-PSK are given in
Fig. 8.

From Fig. 8, it can be noticed that with the increase of the order of modulation,
the PAPR value for SC-FDMA performs better than the OFDMA. Hence for
SC-FDMA the PAPR is <3 dB in case of 256-QAM, whereas for DFT–
DCT-spreading strategies will perform same with higher modulation (from 16 to
256-QAM) but 16/64–QAM will have better than 16/64-PSK.

Fig. 7 DFT–DCT-based BER of OFDMA versus SC-FDMA with shift keying
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6 Conclusion

It is concluded that when compared to OFDMA the SC-FDMA structure com-
prising of IFDMA and LFDMA yields better performance results of PAPR. This
tremendous nature has been implemented for uplink in LTE and IMT-A. Even
though the PAPR value for IFDMA is low compared to LFDMA, the LFDMA is
more preferable. This is because their subcarriers are allocated in equidistant
manner in the entire band of IFDMA and is not easy to implement, because it needs
guard band and pilots in excess and thereby the complexity is increased. Both
DCT-based SC-FDMA and DFT-based SC-FDMA are similar according to their
PAPR results but DCT is preferable than DFT because of their well-organized
Bandwidth.

The QoS measure at Physical layer of LTE cellular systems is indicated by the
major factor known as BER. In this paper, the analysis of BER increases for a
specific value of SNR as considering the higher modulations (Mary-QAM and for
M up to 256) in both multiple accesses (OFDMA and SC-FDMA) utilized in LTE.
The lower modulations improve and perform better way in terms of BER and
PAPR. Finally, to conclude, DFT–DCT-based shift keying modulations have a
significant effect on PAPR of both OFDMA and SC-FDMA. In SC-FDMA the
PAPR decreases and slightly decreases in OFDMA for higher modulations.
Therefore, SC-FDMA will gives better PAPR than OFDMA in all modulation
systems, hence it is adopted for uplink in LTE and LTE-A.
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A Review on Spread Spectrum Radar

Nima Donka Tamang, Samarendra Nath Sur, Soumyasree Bera
and Rabindranath Bera

Abstract Radar is used for diverse applications, and there is an enormous pro-
gression in the development of different new technologies based on its uses. It is
ever growing and evolving. An overview of some of the technologies used in Radar
such as spread spectrum, digital beamforming and phased array technology, and
also Pulse Doppler Radar and Single Channel Spread Spectrum Digital
Beamforming Radar are discussed in this paper.

Keywords Radar � Spread spectrum � Digital beamforming � Phased array
Pulse doppler radar � Spread spectrum digital beamforming

1 Introduction

RADAR’s main job is to detect a target. Radio waves are transmitted and a return
signal called as an ECHO is used for finding the range, angle, direction, and
velocity of the target [1]. There are different approaches to improve the features
such as anti-jamming, high SNR, elimination of clutter, multipath, interference,
concealing the signals, CSWAP (cost, size, weight, and power) reduction, etc., of
RADAR. Some of these features can be improved or gained using different
approaches such as Spread spectrum, Digital beamforming, Phased array, and
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Spread Spectrum Digital Beamforming techniques. This paper is a summary of
these techniques used in contemporary Radar.

2 Overview of the Different Technologies Used in RADAR

2.1 Spread Spectrum

SS is a technique where the original data is multiplied with a code resulting in an
increase of bandwidth in the frequency domain. This expanded signal is transmitted
and at the receiver the original data is retrieved by de-spreading the received signal.
Some of the features of spread spectrum are message protection by encrypting
signals, noise, and multipath rejection, interference rejection, anti-jamming feature,
high resolution ranging, etc. [2–6].

Majumder et al. has made a new Doppler tolerant and orthogonal on both
transmit and receive waveform used in MIMO Radar which is a waveform diversity
radar and called it as Spread spectrum coded Linear Frequency Modulation (SSCL)
signaling [7]. The features of this kind of waveform is (a) such kind of waveform
will remain orthogonal on transmit as well as receive (b) it is Doppler tolerant
(c) and it approves two approaches of operation of received signal, firstly
de-spreading to obtain original LFM signal, therefore getting resolution capability
of LMF signal and then secondly if the received signal is multiplied with SS code,
ultra-high resolution ability achieved to detach closely spaced targets. To develop
such a new and exceptional waveform with such features, direct sequence spread
spectrum (DSSS) coding techniques is integrated with linear frequency modulated
(LFM) signals. Finally resulting in novel technology, i.e., Spread spectrum coded
LFM (SSCL) signal [8].

Designing a radar system that will help to avoid crashes of vehicles and thus
accidents has also been in great demand. Hanada et al. has proposed an intrave-
hicular radar system which can measure the range to, the radial velocity of and
(DOA) the direction of arrival of received waves from many targets. This is
achieved by using DS-SS technique. SS is used for vehicular Radar because of its
significant attributes, i.e., it requires low cost, it has the ability to measure long
distance, and also intravehicular communication and ranging quality [9].

Digital communication is concealed in linear chirp radar signals by using Bio
motivated RF stenography system. It is a remarkable method to disguise commu-
nication and is used in applications such as military operations and other secret and
hidden tasks where it is necessary to stop an enemy, etc., from sensing the presence
of RF communication. Reduced phase shift keying (RFSK) modulation is used in
RF steganography scheme to create the modulated chirp signal develop into a
similar unmodulated chirp signal. Other feature such as variable symbol durations is
used for additional improvement in the security of concealed communication signal
by removing the cyclostationary feature [10].
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2.2 Digital Beamforming

The likelihood of tracking multiple targets and high SNR makes the digital
beamforming approach very suitable for some applications. Digital beamforming is
performed at the base band. All the operations are performed digitally. DSP chips or
beamforming chips are used. It is not CSWAP (cost, size weight, and power)
enabled system because it requires T/R modules for each antenna element. So, if
digital beamforming is done with hundreds of antennas then hundreds of power
hungry A/D converters and D/A converters are required, it will arise to hardware
complexity, more power consumption and heat making the system impractical [11]
(Fig. 1).

Fredrick et al. has proposed SMILE (Spatial Multiplexing of Local Elements), a
novel type of smart antenna array receiver with one RF channel and Digital
Beamforming skills [13]. This novel approach shrinks the necessity of bulk RF
hardware for most smart antenna systems. It also decreases power dissipation as
well as circuit size. This is achieved by sampling the envelope of received signal at
each antenna element, followed by multiplexing, down-converting,
de-multiplexing, filtering, and then finally digitizing to be processed under lesser
speeds [14, 15].

2.3 Phased Array

The evolution of phased array technology started since the early 1900s. Earlier the
beams of antenna array were steered using mechanical rotation later after
mid-1940s the technological advancement led to the steering of the beam by
adjusting the phase mechanically. Herd et al. discusses the steady advancement of
phased array technology with the development of solid-state microwave IC’s,
analysis and designing tools, and fabricating process [16]. Due to this, the phased

Fig. 1 Digital beamforming [12]
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array technologies find its extensive use in military systems; however, the cost is
high. Also, with the swift growth in digital processor technology, leading to entirely
digital arrays catering to substantial enhancements in its functioning and ability and
reduction in cost. There are three types of phased array passive, active, and digital.

3 Passive Phased Array

The early electronically steered passive phased array consist of central high power
transmit amplifier and receiver that fed the array. At each element a low loss power
combining network and a phase shifter was connected.

The constraint of this array is that the low loss beam former networks was huge
and hefty therefore it was difficult to incorporate it into airborne or space borne
platforms. Secondly, the centralized transmit power amplifier was a failure. The RF
losses generated by the passive beam former and phase shifter limited the radar
performance [16] (Fig. 2).

4 Active Phased Array

In an active phased array, each element had individual transmit and receive
amplifier. This configuration reduced the RF losses between transmit amplifier and
free space. The result was the noise figure was reduced by a factor of two or more of
the array thus leading to better sensitivity and extended operating ranges (Fig. 3).

Fig. 2 Passive phased array
architecture [16]
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5 Digital Phased Array

In digital phased array the RF signals were first transformed to digital at element
level and the beamforming was done by DSP. Two categories of digital phased
array (a) Sub-array digital phased array (b) Element level digital phased array
(Fig. 4).

The Sub-array digital phased array has both analog beam former and digital
beam former. In Element level digital phased array the signals are converted to
digital at the element level and processing is done by digital computer to form

Fig. 3 Active phased array
architecture [16]

Fig. 4 Element level digital
phased array architecture [16]
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digital beams. The challenge toward employing DBF is the use of RF transceiver
and digitizers at each element of the array [17–19].

6 Pulsed Doppler Radar

Doppler radar has been used for a wide variety of applications, among them are
measurement of speed of vehicle and storm tracking. The latest evolvement in
biomedical and healthcare uses of Doppler radar is remotely detecting heartbeat and
respiration in human beings [20].

Xampling techniques have been projected by Cohen et al. to successfully deal
with rate bottleneck that disrupt the connection among radar signal bandwidth and
sampling rate since conventional DSP is done on received samples at Nyquist rate.
It is done in frequency domain [21].

Pulse Doppler radar is used to detect target under severe clutter environment and
is generally used in military and commercial applications. Some, e.g., are weather,
anti-ship missiles, and low-flying aircraft. It is specifically used for discovering
small moving targets concealed by severely cluttered environment. It has the
capability to detect range, angle and velocity but is does not have anti-jamming
features [22].

6.1 Block Diagram of Pulse Doppler Radar System

I. RF Transmitter

The RF transmitter includes radar source, oscillators, modulations, amplifiers, and
filters. The radar signal is a function of pulse repetition frequency (PRF), power,
and pulse width. The radar transmitter has the radar source which has a pulse width
of 500 ns, PRF of 10 kHz, and BW of 47 MHz. The source data is sampled at
120 MHz. This data is then sent through the modulator having the carrier frequency
of 10 GHz. The up-converted signal is then amplified using an amplifier (Fig. 5).

II. Antenna and Target Return Signal with Clutter

Radar Antenna: Signal Incident Angle is 90° and antenna rotation angle is 60°
which is specified to form the beam direction and propagation. Target return signal:
Doppler frequency 8125 Hz and channel delay are generated to describe the target
return signal with different velocities and distances.
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III. Receiver

The RF signal received via the channel is demodulated and the carrier is removed.
The baseband signal is then converted to a complex signal using rect to cx block
which is sent for further processing.

IV. Moving Target Detection (MTD)

MTD is an important processor for PD radar. The moving target detection (MTD) is
used for detecting moving target more efficiently. FFT operators or a bank of
Doppler filters cover all likely probable target Doppler shifts. The MTD output is
used for CFAR processing.

V. Constant False Alarm Rate (CFAR)

The input to CFAR is the output of MTD. As Contemporary radar needs
auto-detection, CFAR is used by PD Radar to govern the false alarm rate. Or else
the radar will not work. It can be done in frequency or time domains or both. The
averaging amplitude value of reference cells is used as the threshold to stop false
alarms [24].

6.2 Results and Plots

See Figs. 6, 7 and 8.

Fig. 5 Block diagram of pulse doppler radar system [23]
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Fig. 6 Spectrum of received return target plus clutter [23]

Fig. 7 Spectrum of target detected with PD process [23]
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7 Spread Spectrum Digital Beamforming Radar

A novel approach that combines the features of spread spectrum and digital
beamforming is the Spread Spectrum Digital Beamforming technique, being used to
overcome the limitation of conventional digital beamforming by use of “one
transceiver per element”. This makes the SSDBF technique CSWAP (cost, size,
weight and power) empowered. It uses low cost/low profile/low power DBF phased
arrays. It can range to high frequencies (e.g., X, Ku, and Ka bands) and high
bandwidth (e.g., hundreds of MHz to GHz). Its waveforms and parameters are agile
and programmable, it can be made to support any radar or communication appli-
cations [25–27].

7.1 Block Diagram of Single Channel SSDBF

See Figs. 9 and 10.

I. Transmitter

The preliminary stage in the transmitter section is the generation of Spread
Spectrum waveform, code such as polyphaser code can be used for spreading. This

Fig. 8 Spectrum of return target shown CFAR processor [23]

Fig. 9 Radar transmitter [28]
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process is followed by digital beamforming block. DBF process is done in the base
band, the task of DBF like phase shifting and amplitude scaling are done using
general purpose DSP’s or dedicated beamforming chips. Then, each data output
from DBF block will be multiplexed using a multiplexer. Thus the multiplexed
output will be passed through RF up-conversion block where the baseband signal
will be converted to RF. After RF conversion de-multiplexing is a vital operation to
provide feed for each antenna element [28, 29].

II. Receiver

In the receiver section, RF signals are received by multiple antenna elements.
Multiplexer combines the output of each antenna element. The multiplexed RF
signal is then down converted to BB by the RF down conversion block. This BB
signal is then de-multiplexed, followed by DBF process. Then finally the signal is
correlated and further passed for Radar signal processing.

7.2 Comparison of Pulse Doppler Radar and SSDBF Radar

See Table 1.

Fig. 10 Radar receiver [28]

Table 1 Comparison of pulse doppler radar and SSDBF radar

S. No. Pulse doppler SSDBF

1 Single antenna system Multiple antenna systems (MIMO)

2 It can measure target velocity and target
distance accurately but it cannot detect
target under severe channel condition

It has the capability to detect target
under severe channel condition

3 No anti-jamming capability It has anti-jamming capability

4 Spread spectrum and digital
beamforming techniques not used

Use of spread spectrum and digital
beamforming techniques for improved
anti- jamming features and increased
SNR at the receiver and is a CSWAP
system

5 Does not use digital method for
transmitting information

Use of digital method for transmitting
information
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8 Conclusion

The Pulse Doppler radar is widely used radar and it has the capability to measure
target velocity and range precisely but it does not possess anti-jamming capabilities.
Therefore, it is not a better choice in some applications such as missile seeker since
it has zero anti-jamming capability. Therefore, in this paper we have presented an
overview of different techniques used in RADAR and also projected the idea of
integrating the Spread Spectrum and Digital Beamforming techniques to develop
SSDBF Radar which has capability to resist jamming and is a CSWAP (cost, size,
weight, and power) enabled system.
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An Empirical Analysis of Three Moments
on Sattriya Dance Single-Hand Gestures
Dataset

Mampi Devi and Sarat Saharia

Abstract The single-hand gestures of Indian classical dance are termed as
‘Asamyukta Hastas,’ which is a combination of two Sanskrit words, asamyukta
meaning ‘single’ and hastas meaning ‘hand gestures’. There are eight officially
recognized classical dance forms in India. This paper focuses on the 29 single-hand
gestures of Sattriya dance which is one of the Indian classical dance forms. It
presents an analysis on recognition of single-hand gestures of Sattriya dance form
images using different classifiers such as k-nearest neighbor (k-NN), naive Bayes,
Bayesian network, decision tree, and Support Vector Machine (SVM). In this work,
we have used Hu’s seven invariant moments, Zernike moments, and Legendre
moments up to tenth order each. In this analysis, it indicates that Legendre moments
show a better performance compared to other moments for all variation of dataset,
and could achieve an accuracy of 96.03%.

Keywords Sattriya classical dance � Hand gestures recognition
Moments features � Machine learning classifiers

1 Introduction

Sattriya dance originated in the state of Assam. It is one of the popular dance forms
among the eight Indian classical dance forms. This classical dance uses several
hand gestures, most of them are similar to other classical dances which is performed
by both male and female dancers. The Indian classical dances on which research
work of gesture recognition have been done are Bharat Natyam [1–3], Odissi [4, 5].
However, no work has been reported in the literature on Sattriya dance. One of the
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applications of this research is to create universal communication environment for a
dance drama which is independent of the language of the associated song. It has
also applications in the self-judgement and e-learning of dances. In the art of dance
learning, hand gestures are first and the most important step to learn because of its
flexibility and utility. The hand gestures used in classical dance form are known as
mudras, where as in Sattriya dance they are known as hastas [6]. The single-hand
gestures which are used in Sattriya dance are known as Asamyukta hastas. It is
mentioned in the book ‘Sattriya Nrittyar Rup Darshan’ by Borah [6], there are
totally 76 hastas used in Sattriya dance. Among them 29 are single-hand gestures
and remaining 47 are double hand gestures. These double hand gestures are divided
into Samyukta hastas and Nritya hastas.

This paper focuses on single-hand gestures of Sattriya dance. The main chal-
lenges of hand gesture recognition are the feature extraction which is the most
important step for any recognition system. Moments features are considered as the
rotation, translation, and scaling invariant features, which has many applications in
shape analysis and hand gesture recognition. There are two types of moments in the
literature: non-orthogonal and orthogonal. Non-orthogonal moments are those
moments where reconstruction of images is quite difficult. However, the orthogonal
moments has minimal information redundancy which makes it easy in recon-
struction of images.

In this paper, three types of moments namely M.K. Hu’s seven invariant
moments, Zernike orthogonal moments, and Legendre moments are used on
Sattriya dance single-hand gestures dataset. Also, the performance analysis of
different machine learning classifiers on this feature set is evaluated. The experi-
mental results show that the performance of Legendre moments better than other
classifiers, which can give up to 96.03% accuracy. The rest of the paper is orga-
nized as follows: Sect. 2 provides the overview of proposed gesture analysis sys-
tem. Experimental results are discussed in Sect. 3. Section 4 presents the related
work in this domain. Finally, Sect. 5 concludes the paper and discusses the scope of
future work.

2 Proposed Methods for Gesture Recognition

The objective of the proposed gesture recognition method is to recognize a set of 29
hastas of Sattriya dance. The schematic diagram for overall recognition system for
asamyukta hastas is shown in Fig. 1. The proposed recognition system consists of
the following steps: (i) Preprocessing, (ii) Moments Features Computation, and
(iii) Classification. Each step of this diagram is explained in the next subsections.
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2.1 Preprocessing

This step is an important step to do any further processing. In this method, the
preprocessing step is done in two substeps: background removal and Gaussian
filtering. Background removal is done by using GMM [7] on RGB images. Then, a
Gaussian filter approach has been used to make the images smooth and noise free.
Thereafter, the RGB images are converted into gray images and binary images by
using MATLAB function and continue to the next section. The binary images are
represented by ‘1’ and ‘0’ where objects are represented by ‘1’ and remaining part
by 0. Size of all the images are normalized into 200 x 200 pixels. After size
normalization, the Gaussian filter with window size of 25 x 25 and sigma value 15
is used to make all the images noise free.

2.2 Moments Features Computation

The main aim of feature extraction is to transform the input images into set of
numeric values which is also known as feature vector. The extracted features are
used to find out the meaning of gestures. In this paper, three set of moments features
are extracted for all the 1450 images. They are Hu’s seven invariant moment
features [8], Zernike orthogonal moment [8] features up to tenth order, and
Legendre moments [8] up to tenth order.

3 Experimental Results

The experimental description and the obtained outcome for the proposed method on
Sattriya dance single-hand gestures dataset are discussed in the following
subsections.

Input
Hasatas 

Preprocessing Recognized 
Hastas 

Classifier Moments 
features 

Computation 

Database 

Fig. 1 Schematic diagram for the proposed recognition system
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3.1 Dataset Creation

The dataset used in this experiment is our own dataset. This dataset is created by
capturing 1450 images from six volunteer dancers for 29 hastas using a digital
camera of 13 megapixels. The dataset sample of 29 hastas is shown in Fig. 2 and
the name of each hasta is ardhasuchi, kartarimuka, pataka, tripataka, ardhachandra,
tamrachuda, chatura, urnanava, sarpasira, shasaka, khatkhamukha, singhamukha,
padmokosha, trishula, sandhangsha, suchmukha, krishnasarmukha, dhanu, sikhara,
mukula, bhromora, mustika, granika, ankusha, kopittha, tantrimukha, alpadma, ban,
hangsamukha, respectively. Out of six volunteers 290 images from each of four
dancers and 145 images from each of the remaining two dancers are collected. So,
1450 (29 types � 10 variation � 4 individuals) + (29 types � 5 variation � 2
individual) with different angle variations are used for this experiment. The samples
of datasets are collected from different Sattras like Nikamul, Kamalabari, Auniati
Sattras of Assam. The volunteer dancers belong to different age groups ranging
from 16 to 26. All the captured images are cropped and resized to 200 � 200
resolutions for this experiment.

3.2 Results and Discussions

In this paper, we adopt Hu’s invariant moments, Zernike moments, and Legendre
moments methods on asamyukta hastas (single-hand gesture) of Sattriya dance
dataset to extract the features value from the images. The overall classification
accuracy achieved for these hastas of Sattriya dance for Hu’s invariant feature set,
Zernike moments feature set, and Legendre moments are shown in three consec-
utive tables. Here, five popular machine learning classifiers are selected k-NN,
Bayesian network, naive Bayes, decision tree, and SVM to classify the asamyukta
hastas. Moreover, the SVM classifier is experimented on three types of kernel:
linear, polynomial and RBF kernel. The analysis of Hu’s moment feature set with

Fig. 2 Sample of 29 asamyukta hastas (single-hand gestures) of Sattriya dance
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different classifiers is shown in Table 1. All the experimented are done in binary
image dataset. Tables 2 and 3 show the performance analysis of Zernike moments
and Legendre moments features. Among all these classifiers, Legendre moments
achieves good performance with 96.73% accuracy. The comparison evaluation
result of five classifiers using three moments features set are shown as Fig. 3.

Table 1 Accuracy of Hu’s moments features set

Classifiers Total no. of
instances

Correctly
classified

Average recognition
rate (%)

K-nn (n = 5) 1015 727 71.68

Bayesian network 1015 637 72.66

Naïve Bayes 1015 720 70.93

Decision tree 1015 818 80.59

SVM-linear Kernel (c = 1,
E = 1)

1450 986 68.00

SVM-polynomial 1450 960 66.20

SVM-RBF (c = 9,
gamma = 0.033)

1450 1031 71.10

Average recognition rate for Hu’s moment features 71.59

Table 2 Accuracy of Zernike moments features set

Classifiers Total no. of
instances

Correctly
classified

Average recognition
rate (%)

K-nn (n = 5) 1015 710 69.95

Bayesian network 1015 380 35.17

Naïve Bayes 1015 285 28.16

Decision tree 1015 714 71.03

SVM-linear kernel (c = 1,
E = 1)

1450 1013 69.86

SVM-polynomial (C = 1,
E = 1)

1450 990 68.27

SVM-RBF (C = 8,
gamma = 0.0321′)

1450 1044 72.00

Average recognition rate for Zernike moments features 59.20
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4 Related Work

Generally, the hand gestures are mainly used by deaf people. However, in
day-to-day life, hand gestures are even used by any normal persons for the better
understanding of expressions while talking or exchanging views in a conversation.
In similar way, Irrespective of the language associated with the song, dance

Table 3 Accuracy of Legendre moments features

Classifiers Total no. of
instances

Correctly
classified

Average recognition
rate (%)

K-nn (n = 5) 857 622 72.57

Bayesian network 857 750 88.37

Naïve Bayes 857 775 90.43

Decision tree 857 823 96.03

SVM-linear kernel (c = 1,
E = 1)

857 807 94.61

SVM-polynomial (C = 1,
E = 1)

857 799 93.23

SVM-RBF (C = 8,
gamma = 0.0321′)

857 779 90.90

Average recognition rate for Legendre moments features 89.45
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Hu's moment Zernike- moment Legendre-momentFig. 3 Comparison results

for three moments features set
with different classifiers on
Sattriya dance single-hand
gestures dataset
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gestures have capability to express universal expressions. Historically, Effron was
the pioneer of the research work on gestures recognition. He started the work in the
year 1941 [9]. And, in the area of moments invariant Hu’s first started the work in
the year 1961 [10]. Some of the related works based on moment’s invariants and
gestures recognition are presented in Table 4.

5 Conclusion and Future Direction

In this paper, a Sattriya dance single-hand (asamyukta hastas) dataset of 1450 images
are used. We adopt Hu’s seven invariant moments, Zernike moments and Legendre
moments feature extraction method on this dataset. Five machine learning classifiers
namely K-nearest neighbor, Bayesian network, naive Bayes, decision tree, and SVM
with different kernels are used to analyze the Sattriya dance single-hand gestures
recognition. In this experiment, the result indicates that Legendre moments classifier

Table 4 Related works based on moments and gesture recognition

Year Research domain Description

1961 [10] Image analysis Geometric moment for automatic character
recognition

1962 [11] Pattern recognition Geometric moment for digital character
recognition

1971 [12] Ship identification Automatic ship photo interpretation using
moment features

1977 [13] Artifact identification Automatic recognition of aircraft types from
optical images using moments

1977 [14] Pattern matching Pattern matching under affine transformations

1980 [15] Introduced orthogonal
moment

Provided the basic concept on Legendre and
Zernike moment

1981 [16] Geometric moment became
extended to radial moments

Provided a general framework for deriving radial
and angular invariants

1984 [17] Introduced complex moments

2000 [18] Gestures recognition Pose classification

2003 [19] Image analysis using
Krawtchouk moments

To extract the local features from any
region-of-interest in an image

2003 [20] Legendre moments Representation of printed character with
Legendre moments

2004 [21] Chebyshev moments and
Legendre moments

A comparative study on two orthogonal
moments for representation of printed characters

2007 [22] Hand gesture recognition Visual-based human machine interface using
hand gestures

2010 [23] Hand gesture recognition A study on static hand gestures recognition using
moments

2016 [24] Hand gesture recognition Indian sign languages
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shows a better performance compared to other classifiers for all variation of dataset,
and could achieve an accuracy of 96.03%. The results show that the recognition
accuracy for each individual class is good but it can be improved. The reason behind
some of the hand gestures are misclassified may be because of the fact that most of
the asamyukta hastas are very similar to each other, thus low accuracy. Thus, our
future work focuses on the application of other orthogonal moments on these images
so that a better accuracy can be achieved.
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Implementation of Doppler Radar
at 24 GHz

Manisha Das, Tarini Singh and Soumyasree Bera

Abstract Doppler radar has applications in many fields. It can be used in weather
forecasting. It can also be used to check speeding violations of vehicles and in air
traffic control radar to detect incoming and outcoming aircrafts. Astronomers use it
to discover new planets and stars. This effect is analyzed using transforms like Fast
Fourier Transform (FFT), Short-Time Fourier Transform (STFT), and Wigner–
Ville Distribution (WVD). WVD has been preferred more for its high resolution. In
software, low Doppler will be detected while in hardware due to limitations, low
Doppler will not be detected. In this report, the methods of extraction and miti-
gation of Doppler are explained with viable algorithms and results.

Keywords Fast Fourier Transform (FFT) � Short-Time Fourier Transform
(STFT) � Wigner–Ville Distribution (WVD) � Doppler radar

1 Introduction

The Doppler radar uses the Doppler effect to measure the velocity of a moving
object. The change in frequency of a wave caused by the relative motion between the
source and the observer is called Doppler effect. A radar transmits a signal toward the
target and after interaction of the signal with the target, it returns to the receiver. The
returned signal is affected by the characteristics of the target. Consider an object that
emits wave. When the object moves toward the observer, the frequency nearer to the
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observer increases, and when it moves away from the observer, the frequency
decreases.

Microwave sensor radars are applicable to calculate the distance and velocity of
a detected object. If the radar frequency is higher, the resolution will be better and
the size of the sensor will be smaller [1]. Radars are being used for long-range
forecasting of southwest monsoon rainfall over India using Ensemble Linear
Multiple Regression (EMR) and Projection Pursuit Regression (PPR) [2]. Radar
validation is used for surface rainfall intensity which is more accurate because radar
measurement is totally based upon reflectivity factor and the surface instrument
observations [3]. Doppler radar application can also be implemented using FFT in
FPGA. Heart rate detection accuracy can be generated using stepped frequency
continuous wave in FPGA [4, 5] (Fig. 1).

2 Mathematical Modelling

There are different methods that can be used for implementation of Doppler radar.
They are as follows.

2.1 Fast Fourier Transform

FFT is basically the fastest method for finding the Discrete Fourier transform
(DFT). A complicated signal can be broken down into simple waves. In Fourier
transforms, the broken waves are analysed in terms of frequencies for the analysed
signal [6].

Mathematical Expression:

X kð Þ ¼
XN�1

n¼0

x nð Þ � e�j 2p
Nð Þnk ð1Þ

Fig. 1 Block diagram of doppler radar
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Here, k = 0, 1…N − 1. An FFT rapidly computes such transformations by
factorizing the DFT matrix into a product of sparse (mostly zero) factors.

2.2 Short-Time Fourier Transform

In Short-Time Fourier Transform, the function f(t) is divided into sections by
applying a window w(t) and then the Fourier transform of each section is taken out
[7].

A Short-Term Fourier transform that correlates f with all time–frequency shifts
(s, x) of the window w(t) can be defined as

SW s;xð Þ ¼
Z1

�1
f tð ÞW� t � sð Þe�jxtdt ð2Þ

The window w(t) is symmetric and real, so that

w � t � sð Þ ¼ w t � sð Þ ¼ w s� tð Þ: ð3Þ

2.3 Wigner Distribution Function

The WVD does not suffer from leakage effects as the STFT does. Hence, the WVD
gives the best spectral resolution. The autocorrelation function in terms of average
time and time lag is calculated and then the lag is Fourier transformed. This gives
the Wigner function.

Wx t; fð Þ ¼
Z1

�1
x tþ s

2
; t � s

2

� �
e�2pisf ds ð4Þ

Limitations: If FFT and STFT is to be compared, WVD has better time and
frequency resolution. But the limitation of the WVD is the cross-term interference.
This phenomenon shows the frequency components that do not exist in reality
which affect the illustration of the time–frequency plane. Practical applications of
WVD are affected by cross-term interference [8–11] (Fig. 2).
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3 Result and Discussion

The methods used in Doppler extraction are first studied, then designed and further
tested in LabVIEW. Here, the work has been divided into two parts: Software and
Hardware.

First, the simulations of the methods were simulated using LabVIEW. After
verifying the results in simulation, all the three methods have been tested consid-
ering actual Doppler-shifted signal.

3.1 Software Simulation Using LabVIEW

The platform allows the virtual implementation of the hardware components on a
software platform. First, signal is generated, the generated signal is applied to each
of the three methods and following are the results of the same.

3.1.1 For FFT

The signals used are a sine wave at 450 Hz and other acts as an added Doppler
signal at 50 Hz which are added and then FFT is implied. This provides the desired
result at 50 Hz (Fig. 3).

Fig. 2 Flowchart for a FFT, b STFT and c WVD
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3.1.2 For STFT

Here, the signal under analysis is chirp signal that is signal with variable frequency
at variable time. Figure 4 depicts the generated chirp signal also the time–frequency

Fig. 3 LabVIEW front panel and block diagram for FFT of test signal

Fig. 4 Front panel of STFT O/P

Implementation of Doppler Radar at 24 GHz 679



analysis of the same signal. Since the signal has variable frequency at different time
instances, hence the time–frequency spectrogram of the signal shows different
frequencies at different times.

Figure 5 shows the actual block diagram of the system.

3.1.3 WVD

The signals used are a sine wave at 450 Hz and other acts as an added Doppler
signal at 50 Hz which are added and then FFT is implied. This provides the desired
result at 50 Hz (Fig. 6).

Fig. 5 Block diagram of STFT for chirp signal

Fig. 6 The WVD output for a sine with Gaussian noise signal
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3.2 Hardware Result

The results of the software simulation are considered and then analysed by
replacing the test signals with real-time signals from the surroundings and the
values are taken (Table 1).

Hardware Setup:

1. First 24 GHz continuous waves are transmitted whose frequency is modified
using a rotating fan.

2. Then the Doppler radar signal is received via the antenna and the Doppler is
extracted from the same signal.

3. This is done using the Data Acquisition Card in LabVIEW.
4. The actual RPM of the rotating fan is measured using stroboscope (Fig. 7).

Table 1 System parameters

Parameters Specification Remarks

RF 24 GHz Transmitted waves

Doppler range 100–300 Hz Doppler created using a small rotating fan

Antenna with
transceiver

– Combination of transmitter and receiver in the same
package

Data acquisition
card

LabVIEW Converts the incoming analog signals to digital form so
that it can be interpreted by the computer

Stroboscope – Finds the rotation per minute (RPM) of a signal

Fig. 7 Hardware setup
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3.3 FFT Results

As discussed earlier, FFT does not show the change in frequency with respect to its
time (Fig. 8). Therefore, STFT and WVD is used to remove this limitation.

3.4 STFT Results

Here the result (Fig. 9) shows that there is a linear change in the frequency of the
signal.

3.5 WVD Results

Since WVD has better resolution than STFT and FFT, therefore the graph Fig. 10 is
more accurate.

Fig. 8 FFT of real-time signal and faster signal

Fig. 9 STFT output in Hanning Window
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4 Conclusion

This paper presents FFT, STFT and WVD approach for the extraction of Doppler
features of radar returned signal from the moving targets. From the results of FFT
approach (Table 2), it is observed that as the velocity of the waves increase, the
Doppler shift also increases with it. But WVD is preferred as it has more resolution
capability than the other two methods. In software, low-range frequency was
detected but in hardware due to limitations, low Doppler has not been able to detect
but works have been done.

Fig. 10 WVD output in Hanning Window

Table 2 Measured RPM with respective doppler shifts in carrier frequency

Rotations per minute (RPM) Velocity (m/s) Doppler shift at 24 GHz C.F (Hz)

591 3.52 283.56

521 3.10 249.72

499 2.977 239.25

482 2.87 231.19

451 2.69 216.69

335 1.99 160.31

284 1.69 136.14
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Efficient Use of Location of Unlicensed
Users in Improving the Utilization
of Licensed Spectrum

G. Verma and O.P. Sahu

Abstract The success of the CR systems which are based on energy
detection-based scheme depends primarily on the selection of threshold ðkÞ. This k
is selected either by using the CDR principle in which the probability of detection
Pd is kept constant or by using the CFAR principle in which the probability of false
alarm Pfa is kept constant. The approach used in this paper is based on the power
received from primary transmitter. To properly utilize the licensed spectrum,
schemes used are namely: CDR under opportunistic spectrum access scheme
(OSA) and spectrum sharing with sensing scheme. Compared to the approach
where the CDR principle is used blindly the throughput under the proposed
approach experiences a significant gain.

Keywords Cognitive radio � Energy detection � Distance � Spectrum sensing
Transmission power

1 Introduction

The problem of spectrum scarcity is increasing due to increase in wireless services
[1]. But the studies of FCC shows that the spectrum is not utilized properly [2].
Most of the spectrum allocated to PUs remains vacant. This underutilized spectrum
can be used by SUs. CR is one such technology that helps in achieving this. It
searches for vacant spectrum and allocates it to SUs in a way that the services of
PUs are not hindered [3]. Spectrum sensing plays a major role in the proper
working of CR. Spectrum sensing is the process by which CR detects the presence
of PUs. For spectrum sensing, energy detection scheme is widely popular. Under
energy detection, probability of false alarm Pfa and probability of detection Pd are
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the two major parameters [4, 5]. Pfa is probability to falsely detect the signal and it
should be low. Pd is the probability to correctly detect the signal and it should be
high to ensure a certain quality of service for PU. To access licensed spectrum, SU
can use namely two schemes: spectrum sharing (SS) and opportunistic spectrum
access (OSA) [4–8]. In case of SS the spectrum is accessed independent of its
status, but it should ensure that primary users are not interrupted, while in case of
OSA it is accessed only if the status is idle.

The success of the energy detection scheme depends on the value of the
threshold selected. It is very important to properly select the threshold to find the
status of target band [4, 9, 10]. With a low value of k, the value of Pfa increases
which in turn affects the utilization of licensed spectrum. On the other hand, if the
value is high then Pd decreases which in turn affects the services of PU. This value
of k is calculated either by CDR principle or by CFAR principle. In [5, 6, 10]
authors used CFAR principle while in [6–8] CDR principle was taken under
consideration. CDR principle is adopted when the priority is the protection of PUs
but sometimes it becomes overprotective in nature and hinders the proper utilization
of spectrum. In this paper, the proposed approach utilizes the opportunities missed
by the blind use of CDR principle. To accomplish this spectrum sharing is adopted
when the distance between transmitter and receiver is large.

The distance between SU and PU has been found by using the signal-processing
techniques. Works in [11, 12] also aim to find the distance between transmitter and
receiver. In this proposed approach, the worst case scenario is considered, in which
the receiver is located on the cell boundary of primary cell. The critical distance dc
is calculated such that the signal-to-interference-plus-noise ratio (SINR) at receiver
equals to the value of SINRth. SINRth is the minimum value of SINR. After the
value of dc is calculated, at distance dmin ¼ dc þR minimum power Pmin is cal-
culated. Here, R is the service range of transmitter. If CR detects the power from
primary transmitter lesser than Pmin then distance is assumed to be more than the
value of dmin. For the case in which P\Pmin spectrum-sharing scheme is used,
otherwise OSA scheme is preferred.

In comparison to the cases where CDR principle was used blindly [4–8], or
where both CDR and CFAR principles were adopted the throughput achieved under
this approach is significantly improved.

2 Throughput of CR Under the CDR-OSA Scheme

The values of Pfa and Pd under the consideration that primary user signal is
phase-shift keying and noise signal is circularly symmetric complex Gaussian
signal (CSCG) are given by [5–7, 9, 10]:
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Pfa ¼ Q
k
r2u
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Under CDR principle, Pdð¼PdÞ is constant, the values of threshold kð¼kdÞ and
probability of false alarm Pfað¼Pfa;CDRÞ are given as

kd ¼ r2u Q�1 Pd
� � �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2SNRp þ 1

N

r !
þ SNRp þ 1

 !
ð3Þ

Pfa;CDR ¼ Q Q�1 Pd
� � �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2SNRp þ 1

N

r
þ SNRp

 ! ffiffiffiffi
N

p !
ð4Þ

Transmission rates C00 and C01 for a CR system using frame structure of Fig. 1
are given as [4, 9, 10]:

C00 ¼ log2 1þ Prs

r2u

� �
¼ log2 1þ SNRsð Þ ð5Þ

C01 ¼ log2 1þ Prs

r2u þPPr

� �
¼ log2 1þ SNRs

1þ SNRp

� �
ð6Þ

where C00 and C01 are transmission rates of CR when target channel is detected as
idle under H0 and H1 respectively. Prs is power of SU received at its receiving end,
and SNRs is corresponding SNR. In case of CDR-based OSA scheme Prs which
uses the fix value of transmission power Ppre is given by

Prs ¼ c � Ppre � 1
drss

ð7Þ

SS                 DT                SS                   DT               ……   SS                 DT                 ....

τ T-τ τ T-τ τ T-τ

frame 1                            frame 2                                        frame n

Fig. 1 General frame structure of CR where SS spectrum sensing and DT data transmission
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where dss is the distance between secondary transmitter and receiver, r is path loss
exponent and c is a constant term. Total throughput of CR system under CDR-OSA
approach is given as:

CCDR�OSA ¼ T � s
T

� �
P H0ð Þ 1� Pfa;CDR

� �
C00 þ T � s

T

� �
P H1ð Þ 1� Pd

� �
C01: ð8Þ

3 The Proposed Approach

The PU network is considered in this paper has one fixed primary transmitter,
which is serving as a base station with service range is R (Fig. 2) [6, 8, 10]. The
proposed approach is given in Fig. 3 in which SU first computes its distance dps
from primary transmitter by using any of the works as given in [10–12]. dps is used
to calculate the distance d of primary receiver from CR transmitter as:

d ¼ dps � R ð9Þ

After the value of distance has been computed, it is compared with critical dis-
tance dc. The critical distance dc is given in Eq. (12), and is computed as follows:

Under the case of missed detection, CR starts transmitting and corresponding
power Prsp received at primary receivers given by

Prsp ¼ a � Ppre � 1dr ð10Þ

where Ppre is preset value of SU transmission power, d is closest distance between
primary receiver and secondary transmitter (as shown in Fig. 2), a is a constant
term and r is path loss exponent.

SINR value in the case when primary receiver is situated at boundary of the cell
is given by

SINR ¼ b � Pp � 1
Rr

a � Ppre � 1
dr þ noise

ð11Þ

ST                                PR             PT

R
d

Fig. 2 System model
considered for the proposed
approach
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where the numerator term in Eq. (11) shows the transmitted power Pp of primary
transmitter, received at its receiver section.

In the case of simultaneous transmissions by PU and SU, primary receiver can
decode its own information if SINR in Eq. (11) is greater than or equal to a

threshold value ¼SINRthð Þ or in other words SINRn ¼ SINR
SINRth

[ 1 only, where

SINRn is the normalized SINR. So, the critical distance dc corresponding to the case
SINR ¼ SINRth is given by Eq. (12) and is also shown through in Fig. 4.

dc ¼ exp
1
r
� ln a � Ppre � SINRth

b � Pp � 1
Rr � noise � SINRth

 ! !
ð12Þ

Using critical distance dc, we find the distance dmin and the corresponding power
Pmin as follows:

dmin ¼ dc þR ð13Þ

If
P ≥Pmin

yes

Use CDR –OSA 
principle

E ≤ λCDR

yesNo

Use Spectrum sharing

No

H
0

H
1

Compute d c

Received Energy E

Compute SNRpmin

Fig. 3 Flowchart representation of the proposed approach
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and

Pmin ¼ c � Pp � 1
drmin

ð14Þ

the SNR corresponding to Pminði:e:; SNRpminÞ can be written as

SNRpmin ¼ Pmin

r2u
ð15Þ

The proposed approach can be explained much better with the help of flowchart
in Fig. 3, as follows: During sensing, when the condition P � Pmin exists, the
licensed spectrum is accessed using the CDR-OSA scheme of spectrum access. In
the case P\Pmin where d[ dc and PU communication remains protected, the CR
communication is performed using the scheme of spectrum sharing (with sensing).
The CR throughput under the scheme of spectrum-sharing with sensing is given by

CCFAR ¼ T � s
T

� �
P H0ð ÞC00 þ T � s

T

� �
P H1ð ÞC01 ð16Þ

The spectrum-sharing scheme is used after ensuring that P is less than Pmin. The
advantages of proposed approach as compared to conventional CDR-based OSA
scheme are as follows:

(1) Proposed approach does not require spectrum sensing during each frame of CR
when d[ dc, because at this distance SINR received is greater than SINRth and
protection of PU remains no more a primary concern. Therefore, full frame
duration (T) is used for transmission due to which throughput of CR increases.
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Fig. 4 The graph showing
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(2) When the distance d between receiver and transmitter is large, CR can com-
municate with higher power without causing any interference to PU. In the
proposed approach, CR adopts its transmission power corresponding to dis-
tance d and transmits with high power when distance d is more which is not
possible in CDR-based OSA scheme.

(3) In the condition when P\Pmin, the CR remains free from the problem of
frequent channel hand-offs.

4 Results and Analysis

For simulations the parameters are assumed as follows. Total frame duration
T = 100 ms, time required for sensing s = 14.2 ms, P H1ð Þ = 0.2, path loss expo-
nent r = 4.2, frequency of the target channel is 60 MHz, PUs transmission power
Pp is 1 W, SU’s transmission power Pts = 0.1 W, gain of transmitting and
receiving antenna is unity, SINRth = 8 dB which is the minimum value of SINR
required to demodulate the binary phase-shift keying (BPSK) signals having bit
error rate of 2e� 4 and SNRs = 20 dB. Figure 5 plots the variations in SUs
throughput with respect to SNR of PU received at the secondary transmitter node.
For SNRp � SNRc, the throughput of SU is same for the proposed approach and
also to the conventional approach. But for SNRp [ SNRc, the proposed approach
which opportunistically adopts spectrum-sharing scheme gives better throughput
than the conventional approach blindly following the CDR principle.
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Figure 6 plots the throughput of SU under the proposed approach with respect to
SNRp, for different values of r. As the value of r increases, path loss between PU
receiver and CR transmitter increases. Due to increase in path loss, interference to
the primary receiver decreases and creates more transmission opportunities for SU.
Therefore as r increases, throughput of SU also increases (as shown in Fig. 6).

5 Conclusion

In the proposed approach, advantages of both OSA scheme and spectrum-sharing
scheme are taken. The proposed approach is more efficient than the techniques in
which CDR principle is used blindly or in which both CDR and CFAR principles
are used. This approach proves efficient results when working in low SNR region
also.
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Parking Places Discovery and Reservation
Using Vehicular Ad Hoc Networks

Alak Roy, Jayati Paul, Ratnadeep Baidya and Mampi Devi

Abstract In today’s digital era, to discover a parking places in urban city is a very
challenging task due to rapid increases in the number of vehicles. In this situation,
Vehicular Ad Hoc Networks (VANETs) can help a vehicle to communicate with
each other and with road infrastructure. This paper mainly focuses on the on-board
unit (OBU)–road side unit (RSU) communication in VANETs. In this paper, we
proposed an approach for parking places discovery and reservation for the parking
in an urban city. Also, we have implemented a small part of our proposed approach
using Network Simulators-2 and present the performance of different routing pro-
tocols such as AODV, DSDV, and DSR based on different parameters. Here, we
used IEEE 802.11 MAC protocol for simulation results.

Keywords Parking places discovery and reservation � VANETs
Architecture � OBU–RSU communication

1 Introduction

In early days, to avoid traffic congestion, drivers use their voice, horns, observation of
each other’s trajectory, and gestures. But as the vehicles are increasing day by day, it is
not possible to control the traffic by the traditional methods. Thus a new kind of
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MANET’s wireless ad hoc network is introduced that allows vehicles to communicate
with each other with roadside infrastructure known as Vehicular Ad Hoc Networks
(VANETs) [1–3]. This network provides benefits to billions of users around theworld.
It has enormous amount of applications to improve vehicle safety and road safety. It
not only gives comfort to the passenger and driver but also provides a communication
tool between the user and the road infrastructure [2]. Various communications
of VANETs include vehicle-to-vehicle, vehicle-to-roadside, and vehicle-to-
infrastructure communication. VANETs address all the issues related to the wire-
less communications that supports more customized and complete information to be
exchanged [4, 5]. As compared to other types of MANETs, VANETs have unique
characteristics, such as high node mobility, fast topology change, variable network
density, high computational ability, and geographic position availability.

In this paper, we proposed an approach about parking place discovery and
reservation problem. As the number of vehicles is increasing drastically, so, to
avoid accidents, jams and to improve road safety, the drivers need a space where
they can park their car after reaching their destination. If they have the up to date
information about the traffic situation and the available parking spots around des-
tination then this will decrease traffic jams. Otherwise, searching for available
parking places require much waiting time and wastage of diesel, gasoline and incur
great economical losses. For example, in Munich, Germany, searching for a free
parking spot causes the following problems: economical damage of total 20 million
Euros, 170,000 h of waiting time, every second a vehicle is searching for an
available parking spot amounts 45% of the entire traffic area, gasoline, and diesels
are wasted for the searching of free parking space. That is why the discovery of
parking places is a most important issue now a day.

The rest of this paper is organized as follows. Section 2 provides an overview of
the proposed approach for parking place discovery and reservation. The simulation
studies has been carried out in Sect. 3 to implement a part of the proposed approach
and to evaluate the performance of AODV, DSDV, and DSR routing protocols
considering packet delivery ratio and end-to-end delay. Finally, Sect. 4 concludes
the paper with possible research directions.

2 Proposed Approach

In this section of this paper, we discuss about the discovery and reservation of a
parking place in municipal areas. In a municipal traffic situation, searching for a free
parking place is a great challenge for millions of city dwellers every day. For
example, let someone is driving into a crowded city area. He is going to cinema hall
to see a movie. He wants to park his car near his destination. If there is an efficient
parking guidance service for the drivers then the searching time and cost of the
parking spaces would be greatly reduced and as a result to some extent the traffic
congestion would also be relieved. So, the discovery of parking places is necessary
part of our daily life.
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In the recent past, several existing approaches are available [6–10]. However our
approach is differ from the existing approaches like we take care about discovery of
reservation at a time and discuss about how all the blocks work communicate with
each other. Furthermore, this approach also overcomes some problem related to
parking such as congestion, competition between the vehicles and duplication of
messages. The most important applications of parking places are in the high traffic
areas for example municipality area. In municipal areas there are huge numbers of
vehicles moving every second. So the people have to suffer from road jams
everyday. Therefore, to decrease road accidents, jams, and to improve road safety,
user safety, parking place discovery of parking place is a necessary task in these
areas. The steps for discovery of parking place and reservation for this place is
explained in the next subsection.

2.1 Parking Place Discovery

In this section, we propose an approach for discovering parking places. Here, we
consider a network that consists of parking meters (PM), road side units (RSU), and
vehicles (OBU) as shown in Fig. 1. Considering the RSUs are deployed in an area

Fig. 1 A scenario for parking place discovery and reservation
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and each of the RSU covers a smaller area. There are many parking meters are
scattered in this area. The RSUs are gathering the parking information from the PM
by communicating with the PMs in its range from the nearby intersecting RSUs,
and stores the information in its parking profile. Since there is a broadcast interval,
each RSUs will send the current parking status of the area to all the OBUs in its
communication range. The vehicle that lies within that range will get the infor-
mation. At the same time they can query for suitable place where they want park. In
this way, parking necessity people can directly communicate with the PM via RSU
and can reserve a parking slot. The flowchart for discovery of parking place is
shown in Fig. 2.

Fig. 2 Communication flowchart for parking place discovery
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2.2 Parking Place Reservation

In this section, we discuss about reservation of parking spots along with flowchart
shown in Fig. 3 and algorithm. The limitation of this process is that vehicles should
place within certain limited range. Otherwise, it may be of hazardous situations for
parking of other vehicles. The main aim of this approach is to give the systematic
way to quickly identify the interested vehicles which are very close to the parking
zone for reservation. Thus, all the RSU periodically broadcasts regarding

Fig. 3 Flowchart for parking place reservation
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availability of the PM so that the nearest OBUs could get the information. This
allows each OBU to communicate nearby PM via RSU for reserving a free parking
space. After receiving the confirmation message from OBU, the OBU is ask to give
the detail about parking information to the PM via nearest RSU. If several OBU can
communicate with the same RSU at the same time then the RSU gets the advan-
tages to sort out the number of vehicles for reservation in the way of FCFS.
The RSU matches the OBU Block and the parking profile, if a match then RSU
communicates with the PM to reserve the spot. Then PM reserved a space for the
particular vehicle. Otherwise the RSU broadcast a message “Not Accepted”. So,
after reserving the parking slot for that vehicle, PM changes its parking space
record. The again PM broadcasts its updated parking status to its nearby RSUs and
RSU rebroadcast new parking status to all the RSUs, OBUs in its range. In case no
vehicle replies, the RSU repeatedly broadcast the message.

3 Experimental Evaluation

This section presents a simulation study of the proposed approach using NS-2 [11]
with network topology depicted in Fig. 4. Moreover, it also presents a simulation
study of AODV, DSR, and DSDV routing protocols [4, 5] with respect to IEEE
802.11 MAC protocol [3]. The main of this task to select the best routing protocol
that performs best and is applicable for implementation of our approach. For the
simulation study, we use IEEE 802.11 as the MAC protocol because of its most
popular and widely used basic standard among the various MAC protocols avail-
able for VANETs [3]. Here, we consider that the vehicular traffic model is based on
the amount of traffic planning and patterns in the time from 7:00 am to 11:00 am. In
the simulation study, we will determine how many vehicles are searching for a
free parking spot over the time. The simulation starts after setting all parameters.

Fig. 4 A snapshot of the parking discovery and reservation simulation using NS-2
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Then, it is possible to see the graphical simulated output along with movements of
all nodes. In the simulation process, it also generate trace file to analyze output
further.

For simulation study, a network topology of size approximately 1800 � 900 m2

as shown in Fig. 4 is considered. The average dimensions are 900 m2 in
north-south and 1800 m2 in east-west. In this topology, considering two parking
meters (PMs) and four road side units (RSUs) as fixed nodes, and thirteen vehicles
known as on board units (OBUs) moving into the area. The four RSUs are RSU1
(node 0), RSU2 (node 1), RSU3 (node 2), and RSU4 (node 3) as shown in the
Fig. 4 with maroon color. The PMs (node 6 and node 7) are shown as red color, and
nodes 4, 5, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20 are moving vehicles and
RSUs, OBUs, and PMs are represent by circle as depicted in Fig. 4. The radio
transmission range of 300 m is considered among these nodes. Keeping this
topology as fixed, apply three different routing protocols at different data rates.
Here, TCP connections are used for RSU to RSU communication as they are fixed
nodes and UDP connection for RSU to OBU communication as OBUs are mobile
nodes. At time 0.0 the simulation starts and stops at 7 ms. From 0.0 to 0.5 ms the
PM node at node 7 sends the current parking status to the RSU1. Figure 4 shows
the snapshots of the simulation which represent the PM and RSU communication
and reservation. After receiving the parking info from PM the RSU1 send this status
to other intersecting RSUs which are RSU2 and RSU3. It sends the parking info to
RSU2 from 0.6 to 0.8 ms. Then it sends to RSU3 from 1.1 to 1.5 ms. At 1.6 ms the
RSU2 send again the same parking info to RSU4 up to 2.0 ms. At 2.0 ms, RSU1
send the parking info to an OBU (node 4) which lies in its range. After receiving the
parking info, the OBU 4 will communicate with the PM via RSU1 for reservation.
The RSU4 then informs PM to reserve a spot. At 3.0 ms the PM has became
reserved for the OBU.

On the other way, to analyze the performance of the AODV, DSR, and DSDV
routing protocols in terms of packet delivery ratio (PDR) and end-to-end delay
(E2E), we use the simulation parameters as available in [12]. Here, the term packet
delivery ratio (PDR) is defined as the ratio of total number of delivered data packets
to the destination, and end-to-end delay is the average time for a data packet to

Fig. 5 a PDR and b delay analysis of routing protocols to be used for reservation
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arrive in the destination. In case of PDR, we found that AODV gives highest PDR
among AODV, DSDV, and DSR at different data rates as shown in Fig. 5a. In case
of E2E delay, AODV gives average E2E delay and DSDV gives lowest E2E delay
at different data rates as shown in Fig. 5b. Hence, after analyzing the performance it
can be concluded that AODV is more applicable for implementing the proposed
approach since it has the capacity of fast delivery of packets among other routing
protocols. In this paper, it also shows a part of simulation study of the proposed
approach, where we can say AODV performs better among the others.

4 Conclusion

In this paper, an approach for parking place discovery and reservation is proposed
to reduce road jams and accidents. When the proposed approach is coupled with
GPS receiver, it became helpful for drivers to find a parking place. In this approach,
IEEE 802.11 as well as IEEE 802.11p MAC protocol can be used. This paper also
analyzed the PDR and delay of three routing protocols, viz, AODV, DSR and
DSDV at different data rates through simulation studies. The simulation results
showed that AODV performs better than DSR and DSDV for parking place dis-
covery and reservation. Implementation of the proposed approach using AODV and
IEEE 802.11 MAC is a challenging task which is left as our future work.
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Design of 5.8 GHz Rectenna
for Space-Based Solar Power

Deepak Kumar and Kalpana Chaudhary

Abstract In this work, a simple and inexpensive microstrip rectenna is designed
and tested. The rectenna circuit consists of microstrip patch antenna array resonate
at 5.8 GHz and Rectifier Schottky diodes. An HSMS-8202 diode has been inves-
tigated for the antenna and rectifier circuit impedance matching and rectification
efficiency. Further Dickson charge pump voltage multiplier has employed in the
rectifier circuit to increase output voltage for small microwave input power con-
dition. The charge pump methodology with different stages is tested and analyzed
performance wise.

Keywords Microwave � Power � Rectenna � Voltage multiplier
Space-based solar power

1 Introduction

There is a populace increment around the world. Present day progress is more rely
on upon the innovation hardware/software apparatus that requires higher electrical
vitality generation [1]. The vast majority of the power plants on the planet are
fossils fuel based. It has issues like a worldwide temperature alteration and their
restricted assets for merely a few of more decades. In this manner, there is a
necessity of environmentally friendly power vitality assets. Therefore, the broad
association of renewable vitality assets required for higher electrical power gen-
eration to fulfill global energy demand [1, 2]. Sun-powered power is richly
accessible on the earth as heat and light. Sunlight-based photovoltaic are to changes
in sun-oriented irradiance into electrical vitality. In any case, Sun-based irradiance

D. Kumar (&) � K. Chaudhary
Department of Electrical Engineering, Indian Institute of Technology BHU,
Varanasi 221005, India
e-mail: Deepak.rs.eee14@iitbhu.ac.in

K. Chaudhary
e-mail: Kchaudhary.eee@iitbhu.ac.in

© Springer Nature Singapore Pte Ltd. 2018
A. Kalam et al. (eds.), Advances in Electronics, Communication
and Computing, Lecture Notes in Electrical Engineering 443,
https://doi.org/10.1007/978-981-10-4765-7_73

705



shifts self-assertively in the day time and it goes terminated during the night. In this
manner, Sun-based photovoltaic are not reasonable for base load power [2].
P. Glaser proposed space-based solar power (SBSP) strategy in 1968 [3]. In a
space-based solar power station, space satellite gathers sunlight-based vitality and
photovoltaic proselytes it into electrical vitality. The electrical power further
transforms into the microwave and radiating that microwave power remotely to
rectenna on the Earth [2–4]. The antennas-associated rectifiers change over
microwave power back to electrical power. Like this, power is accessible to supply
grid power after reasonable handling. In this way, it is reasonable to supplant
customary wellsprings of power generation sources. SBSP has a few advantages
over earthbound sunlight-based power because of unrestricted and unvarnished
Sun-powered irradiance accessible in space. The SBSP has more than three-overlay
increments in power production limit over the earth-based solar power system.
Though, SBSP has some innovation difficulties and there are major economic issues
for practical implementation [4].

2 Space-Based Solar Power Global Research

Numerous space exploration associations have studied SBSP and researchers are
taking a shot at the improvement of its acknowledgment strategies. Remote power
exchange for such substantial separation is a sturdy assessment that necessities
exploratory execution. In the early stage, National Aeronautics and Space
Administration (NASA) and Department of Energy (DOE) mutually recommended
an SBSP reference system. Although in 1997, the Fresh-Look-SBSP presented an
enhanced space-based solar power model [4]. The suggested “Sun Tower” SBSP
demonstrate has various spearheading thoughts that diminish SBSP comprehension
operation and also the implementation cost [4]. The Japan Aerospace Exploration
Agency (JAXA) is concentrating on the SBSP calculated and specialized possibility
at various technology levels. For the space solar energy, it is conceivable to beam
space power down to the Earth utilizing either microwave or laser technique. The
microwave strategy is gaining particularly fast growth, yet the optical strategies
perpetually have climate related issues. In 2001, a 5.8 GHz 1 GW SBSP JAXA
model utilized microwave transmission [5]. A variety of designs not quite the same
as the NASA-DOE model have been technically amended, practically assessed, and
recommended. It has also proposed that sunlight-based gathering and microwave
transmission ought to be performed on the same Sun facing surface. This way the
rear is freely available for heat dissipation. Radiation movement (Sun-oriented
power gathering and microwave transmission) happens on one side, and undesir-
able heat would be dissipated from the opposite side. So the powered Sun cells and
transmission antenna are all on the same surface, that is, adjusted one next to the
other [4, 5].
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3 System Architecture

In the SBSP space fragment, mostly microwave innovation is included. The ground
section is rectenna and power processing unit. For the successful SBSP as illus-
trated in Fig. 1, a high directivity and high gain antenna are imperative. On real-
izing appropriate antenna design, one can outline profoundly order directivity. The
microwave beam density on the rectenna has a constraint. As per United States
Occupational Safety and Health Act (OSHA), work environment presentation limits
for the microwave is 10 mW/cm2 [6]. The microwave beam density restriction
chooses the rectenna estimate for the required electrical power generation. The
rectenna proficiency is an essential consideration toward fruitful remote power
exchange [7]. In this way, SBSP requires profoundly productive rectenna arrays. In
small power rectenna, losses are due to threshold and breakdown voltage and
device parasitic. Diode nonlinearity produces harmonics generation. These har-
monics can reradiate antenna bringing about abrasion. Proper impedance matching
requires among antenna and rectifier circuit for the most extreme power exchange
[7]. For microwave frequency in GHz, determination of diode is an extreme errand.

This work is a design and performance analysis of a 5.8 GHz rectenna frame-
work as shown in Fig. 2, considering space-based solar power system (SBSP). The
simulation and rectenna outline prepare was performed in Agilent ADS program-
ming (ADS) [8, 9]. The design procedure utilizes ADS tool compartments,
microstrip line transform tool, Smith graph for impedance coordinating, and filter
design. The antenna array design utilizes S11 simulation and EM full wave sim-
ulation in ADS. Rectenna execution investigation utilizes Harmonic Balance
method. The rectifier execution investigation and Dickson charge pump topologies
of various stages are attempted and examined [8, 9].
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Fig. 1 Space-based solar power diagram [2]
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4 Rectenna Design

4.1 Rectifiers

For higher frequency operation, i.e., 5.8 GHz application Schottky diode is used for
converting AC to DC. Schottky diodes have confined by plating a metal contact on
n or p-sort semiconductor. This metal semiconductor convergence goes about as a
diode with lower forward voltage drop. Little crossing point capacitances of a
Schottky diode make it speedier trading among coordinating and non-driving mode
[8]. The Schottky diode linear model is presented in Fig. 3. In this work, an
HSMS-8202 surface mount microwave Schottky Mixer Diodes made by Avago
Technologies is used.

4.2 Harmonics Rejection Filter

An input filter is a low-pass filter, which is required in the rectenna system to
prevent harmonics. These harmonics reflection can reradiate antenna and cause
losses. Harmonics rejection filters must be capable of transmitting radiation fre-
quency microwave power toward the rectifier circuit [8]. Any filter design can adopt
with ease of fabrication and minimal cost. Maximally, flat filter designs are fre-
quently used due to low-order design and thus easy for microstrip conversion [10].

Harmonics
rejection filter

Impedance
Matching DC filter Resistive

load

Antenna

Fig. 2 Rectenna circuit components [3]

Fig. 3 Schottky diode linear
model [5]
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4.3 Impedance Matching

For outlining rectenna framework, it is crucial to decide input impedance of rectifier
circuit. The information impedance of the rectifier is characterized in ADS software
using Harmonic Balance simulation for order 5. A 5.8 GHz power source with
50 X interior impedance has utilized. The input impedance of rectifier has found
−67.41 + j131.12 as illustrated in Table 1. Input impedances of harmonics are not
to mind as it will sift through utilizing low-pass filter among antenna and rectifier
circuit.

The discovered estimation of rectifier’s information impedance must match to
50 X considering 50 X microstrip lines at antenna yield. For impedance matching
Smith chart tool is utilized in ADS filter design guide toolbox. Microstrip open stub
and line length has utilized for the coordinating reason for the simplicity of man-
ufacture. Standardized esteem as Normalized value has chosen in Smith chart for
unproblematic impedance matching [11].

5 Voltage Multiplier Rectifier Circuit

For low-power rectenna design, where required yield voltage is high, voltage
multiplier is the undeniable decision. Voltage multipliers are charge pump, for
rectifier’s non-directing period it charges input capacitor, though in leading time the
first-charged capacitor supplies voltage to the output load. This work utilizes
multi-organized Dickson charge pump rectifier topologies. Dickson n stages charge
pump approach as exhibited in Fig. 4 [9, 10].

Here we utilize Harmonic balance simulation tool in ADS for rectenna circuit
assessment and performance analysis. A single tone frequency power source with
impedance 50 X has utilized [10].

The Schottky diode HSMS 8202 ADS simulation model is accessible in ADS
library under high-frequency diodes. The rectenna circuit is nonlinear in nature, and
therefore either time domain or frequency domain analysis is possible. In the time
domain, the recognized answer for the solving nonlinear circuit is large to small
signal analysis methods. In the frequency domain, harmonic balance solving is the
prescribed solution. The simulation setup like AC simulation and DC simulation is

Table 1 Rectifier input
impedance values for
fundamental and harmonics

Frequency (GHz) Input impedance

5.8 152.372/116.071

11.6 50.000/−2.096E−14

17.4 50.000/−2.188E−14

23.2 50.000/2.769E−15

29 50.000/3.677E−14
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not appropriate for high-frequency operation of the nonlinear circuit. Therefore,
rectenna circuit has simulated in harmonic balance simulation environment in
ADS [8–12].

6 Results and Discussion

The circuit is simulated and tested for different capacitor values in the range 100 nf
to lf using sweep parameter setup in ADS. The variation in capacitor values has
minimal impact on circuit performance and result. The parameter sweep has applied
to vary load from few ohm to kilo ohms. The rectifier’s voltage profile and effi-
ciency improve at high load resistance. At a fixed load of 2-kX, output voltage
profile for varying input power as presented in Fig. 5. The input power ranged from
−20 to 40 dBm. At low input power less than 0 dBm, the output voltage is very
low, and charge pump does not work. As the input power increases, the rectifier’s
output voltage profile improves. With the growth of charge pump stages, the output
voltage reaches a higher value. Within 20 dBm, out DC voltage follow square law
slightly masked by noises and offset. At higher dBm value, the voltage profile slope
depends on operating frequency, diode junction capacitance, and load resistance.
The rectenna efficiency is more than 70% achieved. The rectenna efficiency profile
has shown in Fig. 6. At low dBm the efficiency is low. The efficiency plot has a
maximum at 10 dBm around. It is expected that the rectenna circuit matched for
this power level. Further increase in the dBm power efficiency decreases. The diode
forward voltage drop guides the reason of increasing efficiency plot. The reason
efficiency decreases with dBm power is led by reverse breakdown voltage limit of
the diode. The higher efficiency up to 70% has achieved in the present design.

Fig. 4 Voltage multiplier circuit [9]
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Fig. 5 Rectifier’s output voltage versus input power (dBm)

Fig. 6 Rectifier efficiency versus input power (dBm)
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7 Conclusion

A 5.8 GHz rectenna framework has been analyzed, discussed, and designed in this
work to investigate actualizing space-based Sun power. Utilizing Dickson charge
pump rectifier topology, the simulation results have identical rectification properties
according to the theoretical perspective. As per with the increase of charge pump
stages, the yield voltage achieves a higher esteem. In the impedance matching
segment, the stub-lengths were satisfactory for the HSMS-8202 diode and the
match was accomplished with good results. Impedance matching performed con-
sidering 10 dBm power. The high rectenna circuit efficiency of 70% has attained.
With the development of charge pump arranges, the rectenna efficiency has a most
extreme at 10 dBm around. The planned rectenna framework can be effectively
executed in SBSP ground-based microwave to DC control transformation.
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Dynamic 2-D Pattern-Based Passive
Communication in Swarm Agents

V. Navya Deepthi, Chayan Banerjee and Shubhra Saxena

Abstract In a swarm of autonomous agents, agent to agent communication plays a
vital role. A sustained communication over a large deployment area always con-
tributes handsomely to the power budget. Indirect or passive communication
methods can be a way out, where an agent does not directly communicate with
another agent, but they do so by changing one’s own appearance in some way. In
the proposed framework, a robot will display its status or any important information
in a 2-D barcode like, binary pattern, using low power led-based displays.
Adjacent/neighbor robots with their onboard camera will capture the displayed
pattern and decode it to know about the information. We have implemented and
tested it for readability over different ranges and lighting conditions. The framework
is found to work efficiently within a small to medium sized neighborhood (3–4 ft.).

Keywords Extended hamming code � Image thresholding � Led matrix
Normalization � 2-D barcode

1 Introduction

Autonomous robotic swarms both aerial and terrestrial have become a much
researched topic and its application in a number of fields has proven quite effective,
especially in the domains of surveillance, exploration of unknown terrains,
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localization, and mapping tasks. Despite the general availability of immediate
communication devices, present onboard autonomous robotic agents, a range of
factors that can either be of external or internal nature can compromise their reli-
ability. Physical damage of a communication device conventionally leads to a
permanent loss of competency to communicate, while a failure to establish a
communication link between agents’ results in temporal communication impair-
ment [1–3]. Though the above approaches are applied to robot human interaction
cases, involving gesture-based communication. But we try to involve two robots in
pattern display, and machine vision-based communication. To specifically state, a
major part of the energy of the robots is spent by the wireless communication
subsystem that connects all the agents in the group into a network. Though there
has been a lot of research in this field to reduce the communication energy budget,
using sleep–awake mechanisms, etc., but it is necessary to rethink about the
necessity to engage all the robots in a single network, or take other options like
multi-hop communication, etc. Besides we also need to consider the amount of
information that is needed to be transferred between the robots and the size of the
neighborhood that a robot is willing to address and these parameters should dictate
the type of communication that the agents should follow.

Our objective was to develop a framework which will help to communicate
between the robots, using a type of indirect or passive communication strategy. In
challenging circumstances like a post-disaster scenario or a natural calamity, direct
communication can become severely constrained. SLAM techniques may work but
again it may not be very efficient in mobile swarm robotic systems constrained in
power and processing capabilities due to their sheer size. In the proposed frame-
work, a robot will display its status or any important information in a 2-D barcode
like, binary pattern, using low power led-based displays. Adjacent/neighbor robots
with their onboard camera will capture the displayed pattern and decode it to know
about the information. Section 2 presents a brief survey of approaches that have
used pattern-based techniques for robot–robot or environment–robot communica-
tion, information gathering and localization. Sections 3 and 4 explain in detail the
hardware and implementation of the proposed approach. Section 5 provides con-
clusion with clear points of improvement and future work.

2 2-D Barcode Data Representation

Recently, there has been a lot of application of barcode (both 1-D and 2-D)-based
tags for identification and marking issues in robotics.

Inherently, the robots contain data like their position, orientation, and their
identifier, which can be exceptionally valuable for alternate people to know.
Therefore, the capability to recognize other robots relative outlook and location is
very serene for implementation of large amount complex swarm algorithms (e.g.,
[7, 8]). In [6] for detection of landmark and other robots, four main features are
introduced: QR code, Robot LED, and Robot body pattern (see Fig. 1).
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The principle approach for identification of these components is to first utilize
fundamental filters for highlighting the required data and after that zooming into the
informative part of the picture for understanding it in more details. QR code is used
here for dense data communication. In [9], similar feature-based framework is used
for insect-inspired robot coordination. To empower visual robot–robot discovery, a
robot (Turtle bot) was equipped with six unique markers, which were oriented in a
way that at least one marker is visible from any angle. To track and decode these
markers a toolkit called ALVAR was used. Kalman filtering was applied to get
better and more stable readings, and therefore a more precise estimate of the
detected robots position, heading and speed. These parameters are used again for
collision avoidance.

In order to simplify the computer vision required by the robots to see the blocks,
localizable 2-D barcodes called April Tags [10] are added to the faces of the block.
Apart from representing a certain landmark or a certain encoded robot ID, the
barcode can represent a set of much other information. What we are proposing to
use a Led Dot Matrix display to make a 2-D barcode like feature can be accessed by
any one of the neighbors of the robot and acted upon on the information. Now there
can be different types of information that a certain swarm robot may wish to
broadcast or narrowcast. The following variety of behavioral messages can be
exchanged:

• Information about location, i.e., “I’m here”
• About Intention, i.e., “I am committed to this action”
• Ability, i.e., “I’m able to do this”
• Opportunity for Action, “These are the conditions for this action”
• About action accomplishment, i.e., “These are the conditions for this action”
• Informing about goal, “I have this goal”
• Informing about result, “This is the result”

There are different types of barcodes available in the market, namely QR code,
Data Matrix, Aztec Code, etc. They vary in data density and complexity of
implementation. There are two basic issues that all the popular barcodes tries to
address; first, the proper identification of the tag’s orientation by the code reader

Fig. 1 The detectable features [6], a landmark barcode, b the QR code, c the LEDs on robot,
d robot orientation pattern
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software and second, erasure correction, i.e., in the case the tag is not completely
readable, the code will be able to correct and reclaim the unread part.

In our approach, since we are using a solid-state led-based display, we devised a
simple Hamming-based format, since it is not quite possible to display QR and
codes on small (8 � 8) LED-based displays. Besides in goods and other products
where these tags are used, the robots are very rarely toppled and thus we found the
inclusion of orientation data in the code, quite unnecessary.

3 Proposed Technique of Passive Communication

We propose the use of a LED matrix-based display to broadcast the current state of
a robot. As shown in Fig. 2, every robot in this framework would have a low power
8 � 8 led-based displays, on each side and would also have an onboard camera to
capture the pattern displayed by the neighborhood robots. The processor with the
robots will be able to decode the pattern and let the other robot know about the fact
that the pattern is displayed for.

4 Hardware Implementation and Analysis

4.1 Implementation Basics

We have used an extended Hamming code for the matrix. The data is read using a
camera and across a distance, there may be a chance of erroneous readings on the
status of the led’s, in the LED matrix. So here we have used an extended version of
Hamming error detection and correction code. Through the industry standard for

Fig. 2 Passive communication: a, b accessing of the 64 bit pattern on the LED display, by
onboard camera of the neighbor robot
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error detection and correction is Reed Solomon encoding, but for simplicity we
have chosen the Hamming method.

Hamming belongs to the group of linear block codes. A systematic Hamming
code has the following form (see Fig. 3), with properly separated Information Bits
and Parity Bits.

May be represented as a (n, k) block code.

n: Block length of code = 2r − 1,
k: Information length of code = 2r – r − 1
r: Parity bits, where r = n − k

A block code can correct up to t errors, where t = ½ (dmin − 1) and dmin is the
minimum distance. And can also detect up to l number of error patterns. ‘t’ and ‘l’
are called the error correction and error detection limits. For Hamming code,
dmin = 3, thus it can detect up to two error patterns and can correct up to one error.

We have implemented an extended Hamming code (n + 1, k), which involves
incrementing the block length and the parity bit by 1.

The led matrix which we are using contains 64 LEDs, thus using the extended
setting, total block length (code-word length) = 64.

Using unextended Hamming r = 6, since 2r − 1 = 63.
Hence using extended setting, r = 7 and thus n = 63 + 1 = 64. The Hamming

code can now be represented as (64, 57, and 7) or (64, 57). Though there are 57
information bits available, we only use 56 (=7 � 8) bits as we have considered 8
bits per message symbol. This bit remains always in High state, marking the left-
most corner of the matrix, and helps in image acquisition and pattern recognition by
image processing programs. The extended Hamming is able to correct a single error
and detect double errors.

As it is clear from Fig. 4, the topmost row of the matrix contains the parity bits
as will be generated by the Hamming coder. The rest of the rows will contain the
rest of the code-word (or the information section of the block code).

We consider the symbols as an ASCII character, and first convert it to the
equivalent 8 bit binary form. The serially appended binary sequence serves as the
information bits for the Hamming coder. The Hamming coder generates a
code-word, with seven parity bits and this bit sequence is finally displayed on the
led matrix.

A neighbor robot may access this pattern using its onboard camera and using
proper image processing algorithms will be able to decode the information
embedded in the pattern.

Fig. 3 Code word pattern for Hamming code
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The most important thing about this method of pattern generation and display is
that the pattern is dynamic and two robots may also use this framework to com-
municate with each other.

5 Hardware Implementation

For the hardware implementation, we have used an ATMega-328 based Arduino
board and a MAX 7219 driver based, LED matrix display. Table 1, shows the
complete encoding of a message, LOC22 using extended Hamming code.

Fig. 4 Hamming encoded data representation: a, b on Led Matrix

Table 1 Complete encoding of a message, LOC22 using extended Hamming code

Information Individual
symbols
(ASCII)

Binary
equivalent

LOC4022
(Above message conveys the information about the current
location ‘LOC’ of the robot, in ‘x = 40’ and ‘y = 22’
coordinates)

L 01001100

O 01001111

C 01000011

4 00110100

0 00110000

2 00110010

2 00110010

Appended information binary sequence [56 + 1(Unused Bit, X)]
010011010010011110100001100110100001100000011001000110010
Hamming code-word (57 information + 7 parity)

0100110100100111101000011001101000011000000110010001100101100000
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Figure 5a, shows the representation of the encoded data on the led matrix and
(b) shows the pattern displayed using the Led matrix.

6 Image Capture and Processing

The photographs were taken using a low resolution camera under different lighting
conditions (indoor). The two dimension-scaled (without optical zoom) and grays-
cale images from two different distances (see Fig. 6) show that the pattern of the led
matrix is clearly legible within a range of 2–3 ft., the image starts to get blurred if
the capture distance goes beyond 4 ft. Still due to the availability of cheap and
portable webcams with zoom and autoimage adjustment features (e.g., Logitech
C170, C270, C310 etc.) the pattern can be easily captured from a greater distance
and under relative motion of the vehicles and successfully decoded with no or
minimum errors.

Parikh and Jancke [11] explains in detail the process of image localization and
segmentation. But unlike our case they work with a 2-D color barcode. But still the
initial steps of barcode localization apply well to our cause. The image is first
captured, converted to gray scale, and normalized to remove changes brought in a
single image by lighting variations. The image is then globally thresholded to
remove the background. The step is followed by corner localization and barcode
localization processes, like row localization and symbol localization. This paper
does not cover the details of image processing and decoding techniques for our led
matrix-based pattern.

Fig. 5 Representation of coded data in led matrix: a data arrangement, b pattern as displayed on
led matrix
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However, we present a comparison of normalized threshold images, see Figs. 7
and 8. The image captured from 2 to 3 ft. (see Fig. 7) provides a clean pattern when
thresholded. Image captured from a distance of around 4–5 ft. (see Fig. 8) is
blurred, but when thresholded it provides a legible pattern which can be easily
decoded without or with a little enhancement.

Fig. 6 Greyscale images captured from a distance of: a 24 in. b 48 in.

Fig. 7 Image capture distance < 2 ft.: a image in greyscale, b after global threshold, set threshold
point = 0.90
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7 Conclusion and Future Work

We have proposed a new approach of indirect or passive communication in
autonomous agents, while working in a group. In this approach the agents with low
power, led matrix-based display will advertise or narrowcast information to its
immediate neighborhood, inform of an encoded 2-D binary pattern. To exemplify,
we took arbitrary location information, encoded it in extended hamming code and
displayed it on the matrix. We showed that the pattern image thus captured by a
neighbor robot in a neighborhood radius of below 4 ft. and a clear line of sight can
be evidently decoded for the embedded information.

Robots are mobile beings and so at a given instant a neighbor cannot guarantee
that it will have a clear line of sight of the display of the intended robot. Another
robot or an obstruction may block the view. Replacing the Hamming code with
Reed Solomon may resolve the issue. RS code works well for erasure correction
and so in our case it may work out well for partially visible/captured pattern image
also. There is also a need to work on the image processing and enhancement of the
captured image, such that the range of the neighborhood of a robot can be extended.
An experimental study should also be made on the effect of robot agent velocities
when they are displaying and capturing the information/pattern.
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Cloud-Based Cognitive Premise Security
System Using IBM Watson and IBM
Internet of Things (IoT)

Shubhradeep Nandi

Abstract This paper is a humble effort to demonstrate how we can capitalize on
democratized artificial intelligence, commoditized internet of things, and convert
our regular consumable hardware into a cost-efficient cognitive premise security
system. Today, most of the commercial organizations either choose human security
guards or deploy costly biometric systems to enable premise security. This
approach is a stepping stone to replace such costly hardware with a convenient,
reliable, scalable, and smart alternative that is built using IBM Watson and IBM
internet of things.

Keywords Artificial intelligence � Cloud computing � Cognitive computing
IBM Watson � Internet of things (IoT) � Visual recognition

1 Introduction

We did a random survey in Bangalore, India and found that organizations, insti-
tutions, and residential complexes still handle their gate security either manually
using human guards or using very expensive biometric systems.

While the former is prone to breaches due to human error, the latter is based on
closed protocols where upgradation to efficient open-source protocols or incorpo-
rating any add-on features is an uphill task.

Two key technological advances of this decade are:

(1) IBM opening up its powerful cognitive artificial intelligent system Watson for
public consumption via APIs

(2) Rapid innovation and fast commoditization of internet of things platforms.

As a data science solution architect and research scholar gave me an opportunity
to innovate and build a cost-effective cognitive premise security system.
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My approach was primarily to combine a hardware device that gets used in our
day-to-day activities and build a system around it combining artificial intelligence.

2 IBM Watson and Its Relevance in Solving the Problem

IBM Watson is an artificial intelligence platform that combines the power of
learning algorithms, understanding of natural language, and helps discover
knowledge from volumes of unstructured data formats [1].

It can analyze unstructured data, understand complex questions, and present
answers in form of recommendations using confidence scores. It learns a new
subject from both structured and unstructured information provided to it and then
when poised with a challenge it can find billion of data pointers to meaningfully
extract an answer [2, 3]. Watson can collate, score, and identify the quality of the
data pointers. It then uses its rank algorithm to weigh all possible replies taking into
cognizance the weights of its supporting data pointers [4].

As of now Watson has around 25+ APIs exposed for public consumption via its
platform as service called Bluemix [5]. Some of the key APIs include Alchemy API
for Text Analytics, Sentiment Analysis, Visual Recognition, Natural Language
Classifier, Conversation, and Tradeoff Analytics.

For building our innovative solution, the API that played the key role is visual
recognition.

2.1 Watson Visual Recognition

Watson’s vision helps a user to understand what composes an image or a video
frame [6]. The user can request to the service to explore the content of an image of
relevance, and it analyzes the image with a deep learning algorithm, post analysis it
comes back with a quantized value of relevance for the identified class [6] repre-
senting the entities within.

The key value that Watson vision brings are as follows:

• Does this image hold any value for the use case in hand?
• Value proposition of collating and sequencing the content within the images?
• The taxonomy, richness, entity classification that can add value to the overall

use case.

Customization of vision based on self-prepared images is possible as shown in
Fig. 1 making it robust for personalized and customized domain-specific use cases.
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3 Internet of things and Its Relevance

The internet of things (IoT) is to connect physical as well as smart devices and
enable them to collect and exchange data [7]. Once the data pipeline is made
available, it enables real-time analysis of that data [7] and then aid toward building
an integrated or segregated holistic network of meaningful devices that can aid in
building solution of business critical problems.

3.1 IBM Internet of things Foundation

The IBM internet of things service helps your application connect and, consume
data transmitted by your connected devices, sensors, and gateways. IBM has built a
set of organized recipes that make it easy to get devices connected to internet of
things cloud platform. Also it is relatively easier to control and command devices
distributed across geography via the combination of Cloud and very light MQTT
protocol as shown in Fig. 2 [8].

Prepare 
images

Prepare
training

data

API

Train and
Create new 
classifier

Classify,

Detect faces,

Recognize 
text

View
results

Fig. 1 Using the Watson visual recognition as defined by IBM

Device/Gateway

Watson IoT pla orm

M

Q

T

T

Applica on on Cloud

A

P

I

Fig. 2 Using the IBM internet of things platform as defined by IBM
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4 The Edison Module for Compute from Intel

This compute module [9] is a double-core central processing unit and it has one
core mc that can perform crunching of complex problems yet consuming less
power. We have used this device to interpret logical commands that are transmitted
from IBM IoT platform in accordance with recommendations from IBM Watson.

5 Building the Cognitive Premise Security System

To build this system, four key entities were brought into existence as shown in
Fig. 3.

1. The Passport—A hardware that holds the key to authentication and identifica-
tion and is the one that is both personal and handy and used in our day-to-day
usage.

2. The brain—A customizable analytical engine that has visual recognition capa-
bilities and is capable of classifying images in various classes.

3. The Master Mediator—An algorithm based logical gateway that has three key
capability.

a. Authenticate and register hardware.
b. Consume coordinate and location intelligence.
c. Capability to logically bridge the communications from passport to brain and

brain to executor.

4. The Executor—A device that can act as a microcontroller ensuring opening and
closing of the premise gateway (cognitive entrance).

Brain and Mediator

Passport
App on Mobile

Executor
IoT controller moderated from 

cloud

Cognitive 
Entrance

Cognitive, IoT and Runtime on Cloud

Fig. 3 Cognitively premise security system
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5.1 The Passport

The passport includes an essential hardware that we use in our day-to-day life and a
smart application installed on it.

The essential hardware that we have chosen is mobile as that has slowly become
a non-detachable entity in our day-to-day life. From the smart application per-
spective, we have written a native android application that captures the real-time
image of an individual from the camera, intercepts the location using the global
positioning system, and transmits the same to cloud as shown in Fig. 4.

5.2 The Brain

The brain consumes the information transmitted by the passport and takes the
decision whether to allow or dis-allow an individual to enter the premise.

The brain in our case is IBM Watson an artificial intelligent system with cog-
nitive capabilities that amplifies human cognition and is democratized via APIs in
IBM Bluemix platform as a service [5]. We trained the system as shown in Fig. 5.
With a set of specialized images from the individuals who are allowed to enter the
authorized premise.

The Watson AI system internally uses its deep learning convolution network
algorithms to classify the images into authorized and rejected buckets.

Once a request for entry to a secured premised is received, it is combined with a
real-time image from the individual taken at the entry location. This image

GPS Loca on

Image
Cloud where 
the 
authoriza on
is done

Fig. 4 Passport

Visual 
Recogni on

Images Convo-Net

Fig. 5 Training the brain
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subsequently forms the basis for visual recognition and authentication by the brain
as shown in Fig. 6.

This information is further transmitted to the master mediator engine which
conveys it further down to the executor.

5.3 The Master Mediator

The master mediator is the one which consumes the request from passport, initiates
the brain to recommend, and prescribes the executor to take the appropriate action
as shown in Fig. 7.

The master mediator in our case is IBM internet of things Platform which
includes internet of things service and Node based master application runtime
platform available on IBM Bluemix [5].

Each time there is a request for accessing a premise the following steps are
followed:

(1) The internet of things service identifies whether the device raising the request
is among the set of registered devices using unique id and holds the generated
authentication token.

Visual 
Recogni on

{“authorize”:1}

{“authorize”:0}

Fig. 6 Testing the brain

Authoriza on Algorithm

Image and 
Loca on Packet

Executor 
command 
Packet

Fig. 7 Master mediator engine

728 S. Nandi



(2) The master runtime consumes the location coordinates and uses it as the
second step of authentication. In the second step of authentication, it consumes
the device coordinates and uses the location intelligence algorithm to validate
the device proximity.

(3) Once the proximity is validated, the image is send to the brain that is the
custom trained Watson visual recognition service to identify the individual and
his real-time surrounding.

(4) Once the image is validated, the master runtime commands the executor to
take the necessary action.

5.4 The Executor

The executor is one which consumes the digital command from the master mediator
and help trigger an analog event on the underlying hardware in our case it is the
automated gate or security alarm as shown in Fig. 8.

In our case, the executor is Intel Edison microcontroller device which based on
the digital command from master mediator either opens up the automated gate or
triggers a security alarm for human intervention or escalation.

Executor 
Module

Executor 
command 
Packet Automated

Gate

Security 
Alarm

Fig. 8 Executor
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6 Benefits of Deploying this System

There are multiple key benefits of deploying this cloud-based internet of things
enabled artificially intelligent premise security system.

1. As it is a cloud-based pay as you go system you pay only for the resources that
you use. Also the IBM platform as a service cloud Bluemix has a freemium
model which brings down the overall cost [5].

2. World class deep learning algorithms for visual recognition that provide precise
recommendations using spatial pixel data analysis.

3. Algorithms run on a highly scalable infrastructure that leaves no room for
latency or delay.

4. Training the Watson algorithms is quick owing to the advanced convolution
network based on visual recognition algorithm.

5. Data security is the responsibility of IBM and it has been a pioneer in enterprise
delivery over decades.

6. IBM IoT platform uses MQTT a light messaging protocol that helps quicker
transmission of messages across devices.

7. Device security, authentication is taken care by robust IBM IoT platform.
8. Human errors are no more a concern as machines work tirelessly and with

precision.
9. Mobile is an essential smart hardware that all of us carry so there is no need to

invest on any separate hardware.
10. Application can be customized for generic or specific clusters.
11. Global positioning system [10] does not need an active internet connection

hence can still transmit the location data offline in a localized network
deployment. The localized network deployment can open a secured channel to
Internet and talk to a public cloud for decision making.

7 Conclusion and Future Scope

The premise and perimeter security today is primarily handled using manual
workforce and this accounts to 93% of all the security breaches.

Biometric systems although effectively involve special hardware which comes
with separate cost. It also involves additional cost of integration, algorithms,
platform, and hardware to execute them. These systems are also prune to hacking as
they are built using closed local algorithms and are installed and run on the premise.

This project is a humble effort to secure the premise with a cognitive, scalable,
customizable, legitimate, and reliable system yet without involving any costly or
dedicated hardware.
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This project is now at its nascent state, but I have received significant accuracy
during our pilot deployment and the prototype has also been well accepted in our
demonstration workshops.

Acknowledgements I would like to thank International Business Machines Corporation
(IBM) for providing me all the software tools and devices for carrying out this experiment. I would
also like to thank Mr. Rajesh Jeypaul my colleague at IBM for his contribution in programming the
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A MATLAB-Based Simulator
for Amorphous Silicon and Polycrystalline
Silicon Thin Film Transistor

Suman Das, Subham Datta and Somenath Chatterjee

Abstract High-performance active matrix organic light emitting diode
(AMOLED) display is driven by a matrix of thin film transistors (TFTs) as a back
plane technology. Nowadays, the majority of large area AMOLED display uses
a-Si:H TFT and Poly-Si TFT to control the driving current in each and every pixels
of AMOLED display. AMATLAB-based simulator for a-Si:H and poly-Si based
thin film transistor (TFT)is proposed to address the pixel of AMOLED display. The
purpose to design the simulator is to provide a ready reference of the output
parameters of conventional (mentioned above) TFTs for the optimization of fab-
rication processes. This simulator is able to explain transfer characteristics, output
characteristics and field effect mobility for both the TFTs.

Keywords a-Si:H TFT � Poly-Si TFT � MATLAB based graphical user
interface � Transfer characteristics � Output characteristics and field
effect mobility

1 Introduction

Amorphous silicon TFT [1] and polycrystalline silicon TFT [2] are the two back-
plane technologies used as a switching device in AMOLED display [3]. Earlier
a-Si:H TFT dominated in back plane technology market for large area electronic
display but due to its low mobility slowly a-Si:H TFT was replaced by poly-Si TFT.
But due to higher cost poly-Si TFT is mainly used in small display technology.
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In this context, a semi-empirical MATLAB-based modelling was introduced in
previous work [4].

In this work, a MATLAB-based graphical user interface (GUI) simulator
(TFT) is reported for a-Si:H TFT and poly-Si TFT which has not been reported yet
in the other literature. In this paper, we are introducing our TFT simulator in
MATLAB software environment with its own GUI to obtain the transfer charac-
teristics, output characteristics and mobility which has a good settlement with the
experimental data reported in the other published article.

The advantage of user interface is referred to a ready information regarding the
performance of TFTs (a-Si:H TFT and poly-Si TFT)to optimize the design as well
as selection of materials based on the properties. The objective of this work is to
make an easy understanding of TFT using a semi-empirical model-based simple
simulator. This simulator has the ability to take the input from user and generates
the characteristic curve.

2 Software Structure

A MATLAB GUI-based TFT simulator is proposed here. It will simulate its m-file
program when the software will get inputs from the user. The GUI interface is
simple and user friendly which will provide the following curves

• Transfer characteristics for a-Si:H TFT (Drain-to-Source Current IDS vs.
Gate-to-Source voltage VGS).

• Transfer characteristics for Poly-Si TFT (Drain-to-Source Current IDS vs.
Gate-to-Source voltage VGS).

• Output characteristics for a-Si:H TFT (Drain-to-Source Current IDS vs.
drain-to-Source voltage VDS).

• Output characteristics for Poly-Si TFT (Drain-to-Source Current IDS vs.
drain-to-Source voltage VDS).

• Field effect mobility for a-Si:H TFT (Field effect mobility µFET vs.
Gate-to-Source voltage VGS).

• Field effect mobility for Poly-Si TFT (Field effect mobility µFET vs.
Gate-to-Source voltage VGS).

Figure 1 shows the flowchart of the TFT simulator.
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3 Modelling and Validation of a-Si:H TFT
Using TFT Simulator

3.1 Basic Equations Used in Modelling

Transfer characteristics of a-Si:H TFT is divided into three regions of operations
namely leakage region, subthreshold region and above threshold region [5–7].
Hence, the current in leakage region is modelled as [5]

Ileak ¼ IOL exp
VDS

VDSL

� �
� 1

� �
exp

�VGS

VGSL

� �
exp

EAL

q
1

Vtho
� 1
Vth

� �� �
þ r0VDS ð1Þ

where IOL is zero bias leakage current, VDSL is hole leakage current drain voltage
parameter, VGSL is hole leakage current gate voltage parameter, EAL is activation
energy for hole leakage current and r0 is minimum leakage current parameter. The
subthreshold current is modelled as [6]

Isub ¼ q � lBand � nso
tm
TOX

Vgfbe

V0
e

� � 2V0
Veð Þ

�W
L
� Vdsffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ Vds
asatVgte

M
q ð2Þ

Fig. 1 Flowchart of TFT simulator used to design the GUI
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where µBAND is the conduction band mobility, W is the width of the channel layer
and L is the length of the channel layer; where nsb is the sheet electron concentration
in subthreshold region which depends upon nso the dark sheet carrier density, TOX
the thickness of the insulating region, Ɛ the relative dielectric constant of the gate
insulator region, V0, the characteristics voltage of the deep state and tm the charge
channel thickness and M is the knee shape parameter.

Vgte ¼ VMIN

2
1þ Vgt

VMIN
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2 þ Vgt

VMIN
� 1

� �s 22
4

3
5 ð3Þ

where aSAT is the saturation modulation parameter, VMIN is the convergence
parameter and Δ is the transition width parameter.

In above threshold region, the current equation becomes [8]

Ia ¼ lBAND
Vgs � VT

VAA

� �c

�W
L
� e
q
Vgte

TOX

Vgte

Vaat

� �c

�Vdse � 1þ k � Vdsð Þ½ � ð4Þ

where k is the output conductance parameter, µBAND is the conduction band
mobility, VAA is the characteristic voltage for field effect mobility (determined by
tail states) and c is the power law mobility parameter.

Vaat ¼ VAA � exp EMU
q � c

1
Vth

� 1
Vtho

� �� �
ð5Þ

where EMU is the field effect mobility activation energy.

4 Modelling of Transfer Characteristics Using a-Si:H TFT
Simulator

Based on Eqs. (1), (2) and (4), an efficient modelling of transfer characteristics of
a-Si:H TFT is presented here in MATLAB GUI environment. This a-Si:H TFT
simulator is based on inverted staggered bottom-gated structure. It is taking the user
inputs like drain to source voltage, insulator thickness, channel layer (active layer)
width and channel layer length. After giving all inputs, plot command simulates the
background MATLAB code and generates the outputs. The transfer characteristics
of a-Si:H TFT is presented using TFT simulator as shown in Fig. 2.
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5 Modelling of Output Characteristics Using a-Si:H TFT
Simulator

The output characteristics are obtained using Eq. (4) and it is depicted using our
TFT simulator as shown in Fig. 3. It is taking the user inputs like gate to source
voltage, insulator thickness, channel layer (active layer) width and channel layer
length. Output characteristics are generated by plot command shown in the
simulator.

Fig. 2 Transfer characteristics of a-Si:H TFT for a VDS = 1 V, b VDS = 10 V taking W = 20 µm,
L = 5.3 µm and TOX = 76 nm
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6 Modelling of Field Effect Mobility Using a-Si:H
TFT Simulator

The simulated field effect mobility versus gate to source voltage for a-Si:H TFT is
shown in Fig. 4 using a-Si:H TFT simulator. Here the observed mobility for
VGS = 1 V is almost 1 cm2/Vs.

Fig. 3 Output characteristics of a-Si:H TFT for a VGS = 10 V, b VGS = 15 V
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7 Modelling and Validation of Poly-Si TFT
Using TFT Simulator

7.1 Basic Equations for Modelling

The poly silicon TFT suffers from relative high off current and this is the limitation
of poly silicon TFT in large area electronics [9]. The leakage is expressed as

Ileak ¼ q � VOL � Nt �
e0n � e0p � CnCpnp

e0n þ e0p þ nCn þ pCp
ð6Þ

where VOL is the effective volume if the region where traps contribute to the leakage
current and Nt is the trap density.

e0n ¼ rnvnNC exp
� Ec � Etð Þ

KT

� �
exp

e

a Tð Þb
 !c" #

ð7Þ

where e0n is the expression for field emission rate in the presence of electric field, en
is the electron emission rate of a trap in the absence of electric field and vn is the
thermal velocity of electron. NC is effective density of states in the conduction band.
rn is the electron capture cross section and Et is the trap energy, where T is the
temperature and a, b are the fitting parameters. Similarly,

Fig. 4 Field effect mobility versus VGS for a-Si:H TFT using a-Si:H TFT simulator
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e0p ¼ rnvpNV exp
EV � Et

KT

� �
exp

e

a Tð Þb
 !c" #

ð8Þ

e ¼ Vds

d1
� VGS � VFB

d2
ð9Þ

d1 and d2 gate oxide thickness.
Nv is the effective density of states in valance band. vp is the thermal velocity of

hole. rp is the hole capture cross section.
In subthreshold region, the drain current, Isub can be modelled as

Isub ¼ lsCOX
W
L

gVthð Þ2 exp VGS � VT

gVth

� �
1� exp

�VDS

gVth

� �� �
ð10Þ

where µs is the subthreshold mobility, COX is the insulating oxide layer capacitance,
W is the width of the active region and L is the length of the active region.

VT ¼ VON � DVTð Þ � DVTO T � TNOMð Þ½ � � AT � V2
DS þBT

L
ð11Þ

where AT and BT are DIBL parameter, VON is the ON voltage, DVT is the difference
between theVON and threshold voltage andDVT0 is the temperature co efficient ofVON.

In the above threshold region the drain current, Ia can be modelled as

Ia ¼ lFETCOX
W
L

VGTVDS � V2
DS

2asat

� �
For VDS\asatVGT ð12Þ

Ia ¼ lFETCOX
W
L
V2
GTasat
2

For VDS � asatVGT ð13Þ

where field effect mobility is denoted by

1
lFET

¼ 1
l0

þ 1

l1
2VGT
Vsth

� �M ð14Þ

l1 ¼ MU1� DMU1 T � TNOMð Þ ð15Þ

asat ¼ ASAT � LASAT

L
� DASAT T � TNOMð Þ ð16Þ

where µ0 is the high field mobility, µ1 is the low field mobility, M is the low field
mobility exponent, ASAT is the proportionality constant of VSAT, DASAT is the
temperature co efficient of ASAT and DMU1 is the temperature co efficient of µ1.
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8 Modelling of Transfer Characteristics Using Poly-Si
TFT Simulator

Based on Eqs. (6), (10), (12) and (13), an efficient modelling of transfer charac-
teristics of Poly-Si TFT is presented here in MATLAB GUI environment. The
transfer characteristics of Poly-Si TFT is presented using TFT simulator shown in
Fig. 5.

Fig. 5 Transfer characteristics of Poly-Si TFT for a VDS = 1 V, b VDS = 10 V taking
W = 20 µm, L = 5.3 µm and TOX = 76 nm
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From Figs. 2 and 5, it is well cleared that for same drain to source voltage poly-Si
TFT simulator is showing less off current and more on current than a-Si:H TFT
simulator. Relative ON/OFF ratio can be obtained from the simulator extracted data.

9 Modelling of Output Characteristics
Using Poly-Si TFT Simulator

The output characteristics is obtained using Eqs. (12) and (13) and is depicted using
our TFT simulator which is shown in Fig. 6.

Fig. 6 Output characteristics of Poly-Si TFT for a VGS = 10 V, b VGS = 15 V

742 S. Das et al.



10 Modelling of Field Effect Mobility Using Poly-Si
TFT Simulator

The simulated field effect mobility versus gate to source voltage for Poly-Si TFT is
shown in Fig. 7 using Poly-Si TFT simulator. Here the observed mobility for
VGS = 1 V is almost 100 cm2/Vs which is 100 times greater than a-Si:H TFT
simulator.

11 Conclusion

A simulator for a-Si:H TFT and Poly-Si TFT is developed to produce and explain
the transfer characteristics, output characteristics and mobility in MATLAB GUI
environment. All the curves are well visualized and it is well explained. From the
above simulated outputs, it is clear that Poly-Si TFT exhibit better electrical per-
formance than a-Si:HTFT. The main advantage of this simulator is it can take user
inputs and can produce the outputs without any time delay. Thus, it is very user
friendly and less complex.

Fig. 7 Field effect mobility versus VGS for Poly-Si TFT using Poly-Si TFT simulator
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Relay Node Selection Using Analytical
Hierarchy Process (AHP) for Secondary
Transmission in Multi-user Cooperative
Cognitive Radio Systems

Jyoti Sekhar Banerjee, Arpita Chakraborty and Abir Chattopadhyay

Abstract In this paper, we have proposed a very new relay selection scheme based
on the decision-making technique of analytical hierarchy process (AHP). Unlike
many existing works where signal-to-interference-plus-noise ratio (SINR) is con-
sidered as the only parameter for relay selection, here the underlying decision
criterion considers SINR at secondary destination (SD) as well as reliability and
relative link quality (RLQ) of the relay node from destination.

Keywords Cognitive radio networks � Cognitive relay � Relay selection
Secondary transmission � Decision making � Analytic hierarchy process

1 Introduction

Cognitive radio (CR), the most contemporary buzz word [1–4] and one of the new
long-term developments in wireless communication is empowered with the solution
to alleviate the spectrum insufficiency problem by employing dynamic spectrum
access where secondary user (SU) is allowed to access the licensed spectrum along
with the primary user (PU) maintaining certain threshold value, i.e., interference
temperature. First, cooperative diversity, then cooperative diversity [1, 5] based on
relay selection has been studied in [6] for both the cognitive and non-cognitive
systems, where transmission occurs in two channels. In this correspondence, we
have specially concentrated on the formulation of the best relay selection criteria in
cooperative CR networks [5, 7, 8]. Our major contributions can be summarized as
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follows. First, we have proposed an AHP-based relay selection scheme [5, 9] which
considers receiving SINR at secondary destination (SD) of the relay node, relia-
bility, and relative link quality as the decision factors. Second, simulation shows a
significant low latency in CR networks to select relay node using AHP.

2 System Model

Here an underlay cognitive relay [5, 6] network has been considered where both
primary transmitter (PT) and secondary transmitter (ST) transmit their data message
parallelly to the primary destination (PD) and secondary destination (SD), respec-
tively, occupying the same frequency band (see Fig. 1). In this correspondence, we
have depicted a secondary network model consisting of a single Source (ST) as well
as a single destination node (SD) along with K relaying nodes (shown in Fig. 1).
Here, the concept of aggregate channel model has been adopted that treats both path
loss and slow Rayleigh fading [6] to simulate the wireless environment. In the
underlay approach, time is divided into number of slots tf f is any integer[ 0j� �
and each one is further divided into two sub-slots tf ið Þ i 2 1; 2ð Þj� �

viz obser-
vation interval and relaying interval that refers to two transmission phases. During
the observation interval, all CR users try to listen to the primary user signal, and
during the relaying interval each CR user behaves as a relay node. The fading
coefficient is assumed to be constant during one time slot and varies independently
with each time slot (see Fig. 2).

Observation interval/First sub-slot tf i ¼ 1ð Þ� �
: During observation

interval/the first sub-slot tf i ¼ 1ð Þ� �
ST transmits its data xS tf i ¼ 1ð Þ� �� �

of data

Fig. 1 Basic relay model
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rate RST to both secondary Relays (SRs) and secondary destination (SD) consuming
power PST simultaneously with the PT, who transmits its data xP tf i¼ 1ð Þ� �� �

of
data rate RPT with power PPT. Thus the signal received at the secondary relays
(SRs) and SD becomes:

YSRi2R tf i ¼ 1ð Þ� � ¼ ffiffiffiffiffiffiffiffi
PST

p
hST;SRi

tf i ¼ 1ð Þ� �
xS tf i = 1ð Þ� �

þ ffiffiffiffiffiffiffiffi
PPT

p
hPT;SRi

tf i = 1ð Þ� �
xP tf i ¼ 1ð Þ� �

+ nSD tf i ¼ 1ð Þ� �

ð1Þ

YSD tf i ¼ 1ð Þ� � ¼ ffiffiffiffiffiffiffiffi
PST

p
hST;SD tf i ¼ 1ð Þ� �

xS tf i ¼ 1ð Þ� �

þ ffiffiffiffiffiffiffiffi
PPT

p
hPT;SD tf i ¼ 1ð Þ� �

xP tf i ¼ 1ð Þ� �þ nSD tf i ¼ 1ð Þ� � ð2Þ

where hST;SD and hPT;SD are coefficients of fading of the channel from ST to SD and
from PT to SD, respectively, and nSD tf i ¼ 1ð Þ� �

indicates an additive white
Gaussian noise. On receiving the signal from ST, all the SRs try to decode the
received message. Only the SRs who are able to successfully decode the received
message constitute a group named as decoding set and is represented as below:

UD tf i ¼ 1ð Þ� � ¼ u u 2 / [uK ; k ¼ 1; 2. . .; 2K � 1
��� 	

The Relaying Interval/Second sub-slot tf i¼ 2ð Þ� �
: If the Best Relay SRBESTð Þ

gets selected from the non empty Decoding set u
k

� �
then during this phase SRBEST

transmits its correctly decoded message to the SD. Hence the received signal at SD
is as follows:

YSD tf i ¼ 2ð Þ� �
u¼uk

�� ¼ ffiffiffiffiffiffiffiffi
PST

p
hSRBEST;SD tf i ¼ 2ð Þ� �

xS tf i ¼ 2ð Þ� �

þ ffiffiffiffiffiffiffiffi
PPT

p
hPT;SD tf i ¼ 2ð Þ� �

xP tf i ¼ 2ð Þ� �

þ nSD tf i ¼ 2ð Þ� � ð3Þ

On the other hand, if u ¼ /, i.e., when not a single SR is able to decode the
message correctly, consequently ST has to retransmit the original message to the
SD over the direct link. Finally, SD executes MRC (Maximum ratio Combining) on
the two copies of the received signal.

Fig. 2 Time slots of secondary transmission
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3 Best Relay Selection Parameters

So far, the existing studies reveal different best relay selection schemes which are
based on received SINR at the SD [5, 6]. In this paper, for the first time, we have
shown AHP-based relay node selection technique from the decoding set u

k

� �
.

3.1 Signal-to-Interference-Plus-Noise Ratio (SINRSD)

It is a widely used metric for relay selection and is calculated at the destination by
performing MRC on the two copies of the received signal transmitted by ST and
SRi nodes, respectively. Hence, the SINR obtained at SD is as follows:

SINRSD SRið Þ i2uk

�� ¼ PST hST;SD tf i ¼ 1ð Þ� ��� ��2
PPT hPT;SD tf i ¼ 1ð Þ� ��� ��2 þN0

þ PST hSRBEST;SD tf i ¼ 2ð Þ� ��� ��2
PPT hPT;SD tf i ¼ 2ð Þ� ��� ��2 þN0

ð4Þ

3.2 Relative Link Quality (RLQ)

It determines the selected Relay node’s channel quality relative to the other relay
nodes belonging to the decoding set u

k

� �
.

cSRi;SD i2uk

�� ¼ HSRi;SD
1
K

PK
i¼1 HSRi;SD

¼ hSRi;SD

�� ��2
1
K

PK
i¼1 hSRi;SD

�� ��2 ð5Þ

where hSRi;SD is the channel impulse response between nodes SRi and SD.

3.3 Reliability

By the term Reliability, a relay node’s performance to transmit a signal to the
destination successfully, is expressed. As the correct copy of the signal reaches to
the destination, an ACK (Acknowledgement) is delivered to both the ST and the
corresponding SRi indicating successful transmission, and likewise NACK is
delivered to indicate failure transmission. Let during the time interval
D t Where D t ¼ t1 � t2ð Þ total numbers of ACK and NACK received by the
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relay node SRi are NACK
SRi Dtj and NNACK

SRi Dtj , respectively. Rate of successful transmission

kS SRi;Dtð Þð Þ of SRi node may be defined as

kS SRi; D tð Þ i2uK

�� ¼ NACK
SRi Dtj

NACK
SRi Dtj þ NNACK

SRi Dtj
ð6Þ

Now let us consider that during D t time interval, probable number of trans-
missions carried by the SRi node be denoted by: n SRi;Dtð Þ 2u K :j ) Average number of
successful transmissions carried by the SRi relay node thus becomes

CS SRi;Dtð Þ i2uK

�� ¼ kS SRi;Dtð Þ i2uK

�� � n SRi;Dtð Þ 2u Kj ð7Þ

Thus, we may calculate the reliability bSRi

� �
of the particular node SRi which is

nothing but the average number of successful transmissions carried by the SRi relay
node over a longer period of time say T where T ¼ t � D t t is any integer and 6¼0

��� �
as

considered in this paper.

bSRi
¼

XT
j¼1

CS SRi ;D tj
� � ¼

XT
j¼1

kS SRi ;D tj
� �

i2uK

�� � n SRi;Dtð Þ 2uKj : ð8Þ

4 AHP-Based Relay Node Selection

The analytic hierarchy process (AHP) is a method which is used in decision making
where multiple criteria are involved. AHP is carried out in four main steps: (1) the
problem needs to be decomposed into sub-problems or decision factors in decision
hierarchy, (2) pairwise comparison of each decision factor, (3) evaluation of con-
sistency, and (4) synthesize the entire results to obtain a final ranking of each
alternative. In this paper, AHP is used to determine the relay node selection for
secondary transmission in cooperative cognitive radio networks. Figure 3 shows the
AHP hierarchy for proposed relay node selection scheme. At the top, the goal
“selection of relay node” is mentioned. In the middle level, three criteria are con-
sidered as the decision parameter: (1) relative link quality (RLQ), (2) reliability, and
(3) SINRSD. The ‘n’ relay nodes of the decoding set stay at the bottom level of the
hierarchy.

The weight of each criterion to the goal and weight of each alternative under
each criterion are considered as local weights. Based on local weights, global
weights, or final ranking of each alternative is calculated. After constructing the
hierarchy, a matrix is developed using a pairwise comparison of each criterion with
respect to the final goal. A pair of elements when compared, its result is a ratio of
relative significance and it is expressed in fundamental 1–9 scale (see Table 1).
Pairwise comparison results are presented in a square matrix A,
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A ¼ aij
� �

n�n¼
a11 a12 a13
a21 a22 a23
a31 a32 a33

0
@

1
A ð9Þ

where aij indicates the ratio of the ith and the jth decision factor, and n is the
number of decision factors. In other term, every element in the matrix A is a
pairwise ratio of the corresponding local weights or the matrix whose rows provide
the ratio of the weights of each element with respect to all others, i.e., aij ¼ wi



wj

where i, j = 1, 2… n. The matrix A also maintains reciprocal property aij ¼ 1=aji.
Again, the matrix A becomes a consistent matrix if every element satisfies the

following equation:

aijajk ¼ aik; i; j; k ¼ 1; 2; . . .; n ð10Þ

For the pairwise comparison-based matrix A, the priority weight vector is
obtained using the theory of eigenvectors and eigenvalues. In the case of a con-
sistent matrix A, the priority weight vector is the eigenvector of A in accordance
with the maximal eigenvalue ‘n’, eigenvalue can be obtained based on the matrix
equation AW ¼ nW . For the matrix whose judgments are not fully consistent, the
eigenvalue kmax is different from ‘n’ and the matrix equation is AW ¼ kmaxW . The
elements of priority vector WT ¼ w1;w2; . . .;wnf g are considered as the local

Fig. 3 AHP hierarchy for proposed relay node selection scheme

Table 1 The fundamental 1–9 scale

Intensity of importance in a numeric scale Definition

1 Equal significance

3 Moderate significance

5 Essential or strong significance

7 Very strong significance

9 Extreme significance

2, 4, 6, 8 In between values of the two adjacent judgments
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weight of the criteria. In this paper, we consider relative link quality (RLQ), reli-
ability, and SINRSD are the three criteria; hence, the local weight can be expressed
as WT

j ¼ wa;wb;wc
� 	

, where wa;wb;wc are the local weights of RLQ, reliability
and SINRSD correspondingly. Due to the people’s random judgments, most of the
matrices are not perfectly consistent. The judgments errors can be measured by the
consistency ratio (C.R.), which is determined as the ratio of consistency index (C.I.)
to random index (R.I.) defined as C.R. ¼ C.I.=R.I.. All R.I. values for different
number of decision factors are given in Table 2. And C.I. of the AHP matrix is
defined as C.I. ¼ kmax � nð Þ= n� 1ð Þ.

Where

kmax ¼ 1
n

Xn
i¼1

ðAWÞi
Wi

ð11Þ

For the consistent matrix, the value of C.I. is equal to zero; otherwise C.I. should
have positive value. When C:R:� 0:1, the judgment error is within the limit and
weight coefficients of the local weight Wj are considered as the weight of the
criteria. Adjustment of the pairwise comparisons is needed when C:R:[ 0:1 to
satisfy the consistency check. This process is continued to the downward level by
level to the bottom of the hierarchy, for calculating the weights of the alternatives.
In this paper, authors consider that three relay nodes can decode the signal; hence,
the weights of three relay nodes under the three decision factors, i.e., RLQ, relia-
bility, and SINRSD result in a 3� 3 matrix, defined as wnij, present below:

wnij ¼
RLQ Reliability SINRSD

n1
n2
n3

w11 w12 w13

w21 w22 w23

w31 w32 w33

0
@

1
A ð12Þ

Consider n1, n2, and n3 represent the relay nodes. The final or global weight
matrix wni is formulated as

wni ¼ wnij :wj ð13Þ

Table 2 Random index (RI)

Average random consistency index (RI)

n 1 2 3 4 5 6 7 8 9 10

RI 0 0 0.58 0.90 1.12 1 24 1.32 1.41 1 45 1.49
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Here final or global weight of each alternative can be computed as

wni¼
Xn
j¼1

wnij :wj ð14Þ

In this paper n = 3. Hence, the relay node with the highest weight is selected as
the best relay to forward the decoded data to SD.

5 Results and Discussion

Authors describe the relay selection AHP process in cognitive radio networks using
the following example as shown below;

A ¼

RLQ Reliability SINRSD

að Þ bð Þ cð Þ
a
b
c

1 1=2 1=4
2 1 1=2
4 2 1

0
@

1
A

ð15Þ

where the three decision factors are expressed by a; b; and c. In this paper,
authors consider SINRSD is the most important decision factor, reliability is the
second significant decision factor, and RLQ is the third significant decision factor or
criterion. The relative significance of the decision factors is a:b:c ¼ 1:2:4.
Hence, the pairwise comparison of three possible pairs are expressed as a:b ¼ 1:2,
b:c ¼ 1:2, and c:a ¼ 4:1. The eigenvector is calculated as WT

j ¼
0:1429; 0:2857; 0:5714f g based on the above-mentioned assumption, which shows

the local weights of RLQ, reliability, and SINRSD correspondingly. The eigenvalue
kmax¼ 3:0 can be also calculated according to the Eq. 11. Therefore, the value of
consistency ratio can be calculated as C:R: ¼ 0:0\0:1 which indicates that matrix
A is a perfectly consistent. Relative importance of relay nodes determines the
weight matrixes of alternative relays under the three decision factors. Finally, each
alternative relay’s weight is calculated based on Eq. 14. Thus, the relay node with
the highest weight (relay 2 with weight 0.4823) is selected as the best relay (see
Fig. 4a). The amount of latency which is introduced by the decision-making pro-
cess need to be kept as minimum as possible. In Fig. 4b, the simulation of average
latency is shown as a function of alternative relay nodes. This depicts a significant
low latency in CR networks.
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6 Conclusion

AHP-based decision-making technique for best relay selection considers three input
parameters along with their individual weights as per their relative significance in
the problem and thus is a practicable solution to find out the best relay for sec-
ondary data transmission. The simulation software programs for the proposed
system are very simple and do not consume much time to respond.
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Mutual Information-Based Hierarchical
Band Selection Approach
for Hyperspectral Images

Sonia Sarmah and Sanjib Kumar Kalita

Abstract Hyperspectral images consist of hundreds of spectral bands with rela-
tively narrow bandwidth and hence records detailed information of the objects. Due
to this detailed and enormous amount of information content, the use of hyper-
spectral images has become very popular in various fields such as land cover
monitoring, agriculture, defense, etc. However, this increased spectral dimension
results in increased computational complexity. Hence, the selection of minimal
subset of spectral bands to represent the actual information effectively without
much degradation is a challenge in the field of hyperspectral image analysis. This
paper proposes a hierarchical band selection approach by constructing a spectral
partition tree-based on mutual information. Initially, each spectral band has been
considered as a leaf node. To minimize the redundancy of information carried by
neighboring bands, in every level, new nodes are created by merging adjacent
bands or group of bands, for which mutual information has been used as the
deciding criterion. Finally from each group of bands, a representative band is
selected which jointly form the set of selected bands. Experiment is carried out on
the AVIRIS Indian Pines dataset by designing training and testing samples con-
taining only the selected set of bands. The experimental results of the proposed
method are found to be very promising and competitive with the existing
techniques.

Keywords: Hyperspectral images � Spectral partition tree � Entropy
Mutual information � Support vector machine
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1 Introduction

Hyperspectral sensors capture images with narrow and contiguous spectral bands
covering spectrum not only from the visible range, but also from the ultra violet and
infra red region. The resultant datasets are three-dimensional which are represented
as data cubes of size P � Q � N, where P and Q are the spatial dimensions and
N is the spectral dimension. Each spatial plane can be viewed as collection of
two-dimensional scenes containing P � Q pixels, each taken at a specific wave-
length k and each pixel can be viewed as a vector consisting of N reflectance values.
One such sensor is the airborne visible/infrared imaging spectrometer (AVIRIS)
that captures images with up to 224 spectral bands ranging from 400 to 2500 nm
[1]. With such high spectral dimension, much more detailed and discriminative
information of the objects can be acquired which results in increased classification
accuracy. However, performance of many supervised classification methods get
strongly affected by increased dimensionality. Hence, spectral dimension reduction
is a crucial step in hyperspectral image analysis. Though the hyperspectral images
capture a wide range of spectrum, not all bands are equally important for classi-
fication purpose as each band does not contribute equally toward the discrimination
of the objects. Some bands contain very little or no relevant information. Moreover,
the adjacent bands often share redundant information. Thus, this is important to
remove such redundant and noisy information before going to the classification
phase.

In literature, many dimension reduction techniques are available. Techniques
like PCA and ICA map the higher dimensional feature space in to lower dimen-
sional feature space by carrying out linear or nonlinear transformations [2, 3]. In
such transformations, original interpretation of spectral data gets compromised.
Feature selection is another method for dimension reduction where only the most
salient features are selected. This type of methods can broadly be divided into two
categories (1) wrappers and (2) filters [4]. In wrappers, a learning algorithm is
applied to examine the utility of the features of the dataset. As feature selection is
highly dependent on the learning algorithm to be applied, in wrappers it is difficult
to switch among the learning algorithms. Moreover, for large databases containing
many features, wrappers may become intractable as each and every potential subset
of features is evaluated by the learning algorithm. In filters, subset of features is
selected as a preprocessing step irrespective of the learning algorithm to be applied
and hence is relatively more general compared to wrappers [5, 6].

In feature selection techniques, the main objective is to select the set of features
which carry maximum information about the class and yet with minimum corre-
lation between each other. In [2, 7], authors have shown that the adjacent bands of
the hyperspectral images are highly correlated and they have utilized the correlation
effectively to reduce the number of bands. However in these schemes, the corre-
lation with the class was not considered. In our proposed algorithm, to avoid
redundant information carried by adjacent bands, initial band grouping phase is
carried out. In this phase, bands are partitioned into K ðK �NÞ groups by
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constructing a bottom up spectral partition tree by recursively merging adjacent
spectral bands with redundant information. In the second and final phase, a band is
selected from each group as representative which jointly forms the filtered set of
selected bands. Both the phases are discussed in Sect. 3.

2 Entropy and Mutual Information-Based Band
Selection Scheme

2.1 Entropy

In information theory, entropy is the measure of information content of a random
variable in terms of uncertainty. Let X be a discrete random variable with proba-
bility distributions p(x), where x 2 X, the entropy is defined by

H Xð Þ ¼ �
X

x2X
p xð Þ log pðxÞ ð1Þ

In literature, entropy has been used as band selection criteria for hyperspectral
images [2, 3, 8, 9]. Entropy of each spectral band is calculated to measure their
information content. The one with the higher entropy values are selected for
classification purpose. As only the bands with highest information contents are
selected, the classification accuracy is often high. However, the measured infor-
mation content by entropy suffers from lake of reference or objective. The infor-
mation content in some bands, though high, may not have any relevance to the
target classification.

2.2 Mutual Information (MI)

Mutual information is another technique used to evaluate the effectiveness of a
spectral band. Unlike entropy, in mutual information-based approaches apart from
measuring the information content of the individual spectral bands, the relevance of
the information with the target (reference) image is also considered [10, 11]. In
information theory, MI measures the mutual dependence between two random
variables. Mathematically, if X and Y are two discrete random variables with
probability distributions p(x) and p(y), joint probability distribution p(x, y), where
x 2 X and y 2 Y, then MI is calculated as [12],

I X; Yð Þ ¼
X

x2X

X

y2Y
p x; yð Þ log pðx; yÞ

p xð ÞpðyÞ ð2Þ
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¼ H Xð Þ � H XjYð Þ ð3Þ

¼ H Xð ÞþH Yð Þ � HðX; YÞ ð4Þ

Here, H(X) and H(Y) are the entropies of X and Y, respectively. H(X|Y) is the
conditional entropy of X with respect to Y and H(X, Y) is the joint entropy of X and
Y. Equations (5, 6) represents conditional and joint entropy.

H XjYð Þ ¼ �
X

x2X

X

y2Y
p x; yð Þ log pðxjyÞ ð5Þ

H X; Yð Þ ¼ �
X

x2X

X

y2Y
p x; yð Þ log pðx; yÞ ð6Þ

In [11], authors have calculated MI of each band in the dataset with the corre-
sponding reference image to measure the effectiveness of the spectral bands in
terms of information content about the various classes (Fig. 1).

3 Proposed MI-based Hierarchical Band Selection
Approach

In this paper, we have proposed a hierarchical band selection scheme based on
mutual information. The algorithm is divided into two phases: (i) band grouping
and (ii) band selection. Figure 2 shows the proposed MI-based band grouping and
selection method.

3.1 Band Grouping Phase

The binary partition tree (BPT) in hyperspectral images was introduced in [12, 13]
to merge regions based on spatial features. Inspired by the BPT concept, in the
proposed algorithm we have constructed a spectral partition tree (SPT) by iterative
bottom up merging of the spectral bands. The individual bands form the initial

Fig. 1 Diagrammatic representation of entropy and mutual information
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nodes, i.e., the leaf nodes of the SPT. Thereafter, in each iteration the nodes for the
upper level are created by merging two adjacent nodes. The merging criterion is
decided by the difference of MI values of the spectral bands with the reference
image and the complementary threshold T. In the first iteration where the input is
the set of N spectral bands of the image, two adjacent bands n and n + 1, are
merged if the difference d(n) = |MI(n) − MI(n + 1)| < T. This condition ensures
that the adjacent bands which do not carry any significant complementary infor-
mation are grouped. The new node which is formed as a result of merging is
represented in the next level as a set of the merged spectral bands. The nodes which
cannot be merged are left as it is for the next iteration. For the rest of the iterations,
any two adjacent nodes, which may contain more than one spectral band (as a result
of merging in the previous iterations), are merged if dmax(n) = |max(MI(n)) − max
(MI(n + 1))| < T and dmin(n) = |min(MI(n)) − min(MI(n + 1))| < T. Here
dmax(n) is the difference between the largest MI values of the nth and n + 1 th node
respectively. Similarly, dmin(n) is the difference between the smallest MI values of
the nth and n + 1 th node, respectively The algorithm stops if two consecutive
iterations produce the same set of nodes. Figure 3 depicts an example of con-
struction and representation of spectral binary tree.

3.2 Band Selection Phase

In this phase, a representative band from each group of the K groups formed in
band grouping phase is selected. From each group, the band yielding the highest MI
value is selected as the group representative. Any representative band having less
MI value than a desired threshold h, is discarded.

Fig. 2 Block diagram of the proposed method

Fig. 3 Example of
construction and
representation of the spectral
binary tree
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Algorithm: Band Selection
Input: band groups formed in phase 1
i 1
S ;
while i�K do

select the band B, with maximum MI value from the ith group.
if MI(B)< h then do

S S [B
else

S S [ S
end if

end while

4 Experimental Setup and Results

4.1 Dataset Description

For our experiment, we have used the AVIRIS Indian Pines Dataset which was
collected over Northwest Indiana in June 1992 by AVIRIS sensor. The dataset
contains the Indian pine image consisting of 220 spectral bands and 21,025 pixels
(145 � 145). The image is accompanied with a reference image where 10,249
pixels are labeled with a number from 1 to 16, denoting the class to which a pixel
belongs to. The rest 10,776 pixels are labeled as 0 indicating that these either
belong to areas which are not of interest or could not be labeled due to technical
difficulties. Out of the 16 classes only nine classes, as listed in Table 1, have been
considered for our experiment. Other classes are discarded as the rest have rela-
tively limited number of labeled samples (Fig. 4).

Table 1 Numbers of
samples for different classes
in Indian pine image dataset

S. No. Class Number of samples

1 Corn-no-till 1428

2 Corn-min-till 830

3 Grass-Pasture 483

4 Grass-Trees 730

5 Hay-windrowed 478

6 Soybean-no-till 972

7 Soybean-min-till 2455

8 Soybean-clean 593

9 Woods 1265
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4.2 Experiment and Result

Experiment was performed by first calculating the MI of each spectral band of the
Indian Pine image with the reference map. Figure 5 shows the calculated results
plotted against the band numbers. It can be seen that some band have very low MI
values. This is due to water absorption in those bands.

In the band grouping phase, the construction of the spectral binary tree was
experimented with different thresholds. For band selection phase, the threshold h
was set as 0.30. Number of groups formed in band grouping phase and number of
selected representative bands from the groups for each threshold are listed in
Table 2. For classification, support vector machine was used as it is known to work
well with high input space. For training and testing, 200 random samples from each
class with selected bands were taken. The classifier was also tested with samples
from the original Indian pines image (containing 220 bands) and the corrected
image (containing 200 bands). Table 2 shows the achieved experimental results.

From the experimental results, it is observed that as we limit the number of
bands, the overall accuracy (OA) of classification also decreases. However, this
decrease is not that significant and results are still comparable with that when all the
bands are used. As the number of bands decreases from 200 to 38, the classification
accuracy decreases by only 0.23%. However, when the number of bands further
gets decreased to 27 the degradation in classification accuracy is a bit higher. The
most significant observation is that with all the 220 bands the achieved OA is lower

Fig. 4 False color image of the reference image for Indian pines dataset showing the various
classes present
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Fig. 5 Mutual information of the spectral bands of the Indian Pie image with the reference image

Mutual Information-Based Hierarchical Band … 761



than that using 38 bands. This is due to the rejection of the groups of bands which
have very low MI with the target image. The proposed algorithm discards the bands
which are noisy and do not contain any relevant information are avoided. In the
corrected image with 200 bands, the noisy bands are already removed and classi-
fication accuracy is higher.

5 Conclusion

In this paper, we have proposed a hierarchical band selection approach based on
mutual information. A spectral partition tree is constructed to group the adjacent
bands carrying redundant information. From each group in the band selection
phase, only one band which carries maximum information about the target image is
selected to eliminate redundancy. From the results, it has been seen that the bands
that get selected through the proposed algorithm, though limited, are highly capable
of representing original image without losing much information. Through this
algorithm, the noisy and irrelevant bands gets automatically discarded in the band
selection phase. When the threshold is high, very few numbers of bands get selected
and the achieved overall accuracy of classification is also low. As more number of
bands is added to the selected set, the overall accuracy also improves significantly.
However, after some limit, this growth in classification accuracy with number of
selected bands tends to be slower. The additional accuracy achieved becomes
insignificant compared to the increase in spectral dimension.
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Abstract In real time, most of the tasks are deadline based. The deadline-based
task has different parameters: arrival time, start time, execution time, and deadline.
Many performance-based task scheduling algorithms are proposed by number of
researchers theoretically. But due to change of implement environment, the per-
formance varies. Petri net is a graphical and mathematical model to evaluate and
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paper, we designed and modeled the Petri net for scheduling deadline-based task by
resolving the conflicts. We also proposed a scheduling mechanism and firing rules
to schedule deadline-based tasks. The designed model increases the resource uti-
lization of a physical system in cloud computing. The performance of the proposed
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1 Introduction

Since the last few years, task scheduling in cloud computing comes forward as a
challenging and interesting area for researchers. A better resource utilization can be
achieved by adapting new and modified task scheduling algorithms. The basic
concept of task scheduling is to schedule all the tasks within the deadline with
limited resources. Optimal scheduling problem is known as NP-hard problem [1].
In cloud computing, the pool of resources is distributed geographically and is
available for the users on pay for use basis. Resources are allocated or released
according to the requirement of user applications at any time and charged.
However, resource under-provisioning usually decreases the system’s performance,
whereas resource over-provisioning always leads to idle resources [2]. Therefore, it
is a challenge for cloud providers to provide the exact amount of cloud resources to
the user with minimum cost.

The OpenNebula is one of the open source cloud platforms which provides a
flexible platform for both cloud users and cloud service providers. The OpenNebula
supports basically three types of leases: (1) Advance reservation, (2) Best Effort
Leases, and (3) Immediate Leases [3]. The user request is called task or lease in
OpenNebula. In real time, when a time constraint is associated with the best effort
lease, it is called deadline sensitive leases [4, 5]. Many algorithms are used to
schedule deadline sensitive leases like swapping and backfilling algorithm [4, 6].
Backfilling algorithm performs better than swapping. In case of swapping algorithm
leases are non-preemptive, whereas in backfilling algorithm leases are preemptive
in nature. It provides better resource utilization than swapping by allocating more
number of leases. Moreover, different types of backfilling algorithms are proposed
by researchers like: EASY Backfilling, Conservative Backfilling, Slack-based
Backfilling, Selective Backfilling, Relaxed Backfilling, and Multiple-queue
Backfilling.

The Petri net is one of the power mechanisms which provides the representation
and analysis of concurrent systems [7]. The representation specifies the nature and
work flow of the system where as, analysis specifies the performance of the system
in real time. Resource allocation system (RAS) is mostly based on the analysis of
the system, control techniques that are used to evaluate the performance [8]. The
Petri net models can be used to analyze interdependencies among the tasks, criti-
cality which is occurred during system implementation. Moreover, it can also
handle substitution, conflicting resource priorities which is a common scenario. In
real time the available resources are in different variants, so it is more challenging to
allocate resources to the users. The above challenges can be handled by Petri net
[7]. The mechanism for conflict challenges in resource allocation is proposed using
AHP [9] when there is more than one similar tasks or having similar priorities.

In this work, we proposed a Petri net model for scheduling deadline-based tasks,
where the tasks are scheduled in parallel. The aim of the paper is to design a model
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using Petri net which can schedule tasks by allocating with required VMs and
observe the performance. The rest part of the paper is organized as: The related
work are discussed in Sect. 2, The problem formulation and proposed model using
Petri net is available in Sects. 3 and 4 presents the result and discussion of the
proposed model. The conclusion and future scope is presented in Sect. 5.

2 Related Works

Resource allocation is a challenging issue in cloud computing [10]. In a physical
machine, different virtual machines (VMs) are created according to the user request.
A single user may demand number of virtual machines [11]. In our previous work
[5], we discussed backfilling algorithm. In this paper, we observed some disad-
vantages and proposed a mechanism for truthful resource allocation in cloud
computing. Calheiros and Buyya [12] also proposed a mechanism for task
scheduling and task replication for deadline-based task. A resource cost opti-
mization technique is proposed by Chaisiri et al. [13] in cloud computing envi-
ronment. In recent year [14], an energy aware scheduling is also proposed. In this
work, the authors proposed a mechanism to reduce the energy in cloud computing
by efficient task scheduling. Kalra and Singh [15] discussed different metaheuristic
approach which is used for task scheduling in cloud computing. The work provides
the basic review of metaheuristic approaches in cloud computing.

The task replication is proposed by Calheiros and Buyya [12]. The tasks are
replicated if sufficient resources are not available within the deadline. Here the tasks
are associated with a deadline. Ergu et al. [16] proposed a scheduling algorithm
using the analytical hierarchy process in cloud computing. The work performs
better resource utilization as compared to other scheduling algorithm for
deadline-based task. Petri net is a basic model of parallel and distributed systems,
designed by Carl Adam Petri in 1962 [7]. The author used it for resource allocation
in the project. Moreover, Petri net is also used for server consolidation for
heterogeneous computing in cloud computing environment [17]. Petri nets are also
used to solve multi criteria fuzzy rules by evaluating priorities for the conflicting
process. In the real time information based system state is used to solve conflicts
using Petri nets [18].

Petri net is used to analyze and resolve the conflicts in a system. In this work, we
try to increase resource allocation performance. The system is modeled using Petri
net which allocated the required VMs. We also discussed how the different tasks are
fired within their deadline with their required resources. We also observed some of
the conflicts occurred during the system modeling and modified the firing princi-
ples. The detail of the proposed work is followed in the next section.
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3 Proposed Model

3.1 Background of Petri net

As we discussed in Sect. 2, Petri net is a graphical and mathematical model for
system to evaluate and analysis. Formally, a Petri net is a 5-tuple as [7]:

PN ¼ ðP; T;A;W ;MÞ

where

P ¼ fp1; p2; . . .; pMg is a finite set of places.

T ¼ ft1; t2; . . . tNpr2g is a finite set of transitions.

A� P� Tð Þ [ ðT � PÞ is a set of arcs.

W : A ! f1; 2; 3; . . .g is a weight function.

M : P ! f0; 1; 2; . . .g is the set of initial markings.
where P \ T ¼ [: and P [ T 6¼ Ø.

The transition (firing) rules are applicable in untimed Petri nets for simulating
the dynamic behavior of a system. Figure 1 shows the different states used in Petri
net. There is an initial position (outer circle) which contains a token (filled circle).
An initial position may contain more than one token as per the system design
requirement. There is an arc from the initial position to transition. It holds the
weight or capacity. Based upon the firing rules the transition is occurred from the
initial state to the destination state.

Fig. 1 States of a Petri net
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3.2 Task Scheduling Model

As we discussed in Sect. 1, the aim of the work is to model the task scheduling
algorithm using Petri net and to observe the performance. Here, we considered
backfilling algorithm to model using Petri net. During modeling, we changed the
firing rules and implemented some additional steps in Petri net. These steps are
added in the algorithm. In Open Nebula, user request is represented using following
parameters: lease number (Task serial number), node (Number of VMs), arrival
time, Start time, duration sand deadline. So a task T can be represented as

T ¼ fn;A;N; S;E;Dg

In OpenNebula, user needs the number of VMs. So the challenge is that how all
the leases or tasks could be scheduled within their deadline. As we discussed, the
backfilling algorithm provides better scheduling of tasks along with better resource
utilization. In backfilling algorithm, all the tasks are sorted according to their start
time. The first task is scheduled first. Then the free nodes are evaluated and another
task is selected from the queue whose start time is same with the first task where the
required node is less than or equal to the free nodes. The existing backfilling is used
for parallel scheduling. In this paper, we modeled it in a single physical machine.
The VMs are set as weight to fire transitions. The weights are adjusted by which
most of the tasks are scheduled. Moreover, we analyze the performance of proposed
model with different parameters that is discussed in Sect. 4.

Step 1: Initialize queue (Q) with n number of leases or tasks with their
start time

Step 2: Schedule 1st task from Q
Step 3: Select a task Ti which can be scheduled parallel with first task as

If Ti(S) == T1(S) and
Ti(N) � Nfree and meet its deadline at time slot t

Step 4: Schedule the next task at time slot ti where N is maximum and S is
equal.
And repeat Steps 3 to 4 until the Q is empty.
Else
Schedule next task with different S and repeat Steps 3 to 4 until Q
is empty

Step 5: end

The above backfilling algorithm is formulated in the Petri net with five tuple
form as
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PN ¼ fP; T ; I;O;Mg

where
P task
T number of VMs required by P
I input function with start time S
O output function
M initial marking at time t.

The transition firing is based on transition enable initiated by input function and
fire rules by which tasks are scheduled within the deadline. The VMs on the
physical machine goes from busy state to free state and vice-versa. The proposed
algorithms based on the earliest deadline of the task, number of VMs required by
the task, and the duration of the execution.

3.2.1 Proposed Steps

Step 1 Select the task according to its earliest deadline.
Step 2 Set the required VMs as the weight of arc.
Step 3 Put number of VMs required by that task in put stage.
Step 4 If resource available, fire transition.
Step 5 Move allocated VMs to busy state from free state.
Step 6 Execute lease for predefined time.
Step 7 Check the available VMs in initial state.
Step 8 Fire another transition where it meets the required at the same start time
Step 9 All VMs go to free state.
Step 10 Repeat Steps 1 to 8 until reach to maximum deadline.

3.2.2 Proposed Rules for Firing

Rule 1. Select transition delay (Tdl) as minimum execution time (Ei) of the tasks in
queue.
Tdl=min(Ei)

Rule 2. If Ei > Tdl, return the task to original place else move it out.

The Petri net model is varied for different set of tasks. The output is also changed
basis upon the type of Petri net used. In this work, the above task scheduling
algorithm is modeled using timed Petri net. Figure 2 shows the proposed model for
backfilling algorithm in Petri net. In each stage of the proposed model, VM has two
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states: busy state and free state. When the VM is allocated to any task, it goes to
busy state for the time duration of the execution duration of the task. When the task
is completed by the VM goes to free state. For better understanding, we considered
the below illustration.

In the model, there are number of inputs and number of outputs. This is to only
for designing the model that supports parallel execution of tasks. We used one
control input where maximum tokens are available. The tokens are nothing but the
number of VMs possible in physical machine. Moreover, there are some interme-
diate nodes in between input layer and output layer. The inputs, outputs, inter-
mediate, and control node is connected through arcs having different weights.
Whenever the task is executed, a number of the transitions is made called tangible
states. It is an interconnected network that looks like a directed graph.

4 Simulations and Result Analysis

In this work, we designed the model using PIPE (Platform Independent Petri Net
Editor) which is an open source Petri net tool. The simulation results are varied
from problem to problem. To observe the performances of the proposed model, we
considered the below illustration.

Fig. 2 Proposed Petri net model
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4.1 Illustration

Table 1 shows the tasks information. There are four tasks with maximum node
requirement four. The tasks are having their start time, duration and deadline.
Though Max(N) is 4, so in the physical machine four VMs will be created to
schedule these tasks. The tangible states of the illustration are shown in the Fig. 3.
There are 16 process which are computing as p0, p1, … p15.

Table 1 Information of leases or tasks

Task no. Nodes Submit time (AM) Start time (PM) Duration Deadline (PM)

1 2 11.10 12.00 20 12.30

2 3 11.20 12.00 40 01.00

3 2 11.30 12.00 30 01.50

4 4 11.40 01.00 20 01.50

Fig. 3 Tangible states of proposed model for illustration
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4.2 Performance

Moreover, the performance can be observed in many ways in PIPE. In this work,
we considered the following parameters of PIPE such as: forward incidence matrix,
backward incidence matrix, GSPN (general stochastic Petri net) steady-state anal-
ysis, P invariants, and simulation result. There are two types of matrixes used
among the process and transitions, that is forward incidence matrix and backward
incidence matrix [19] as shown in Fig. 4a, b.

The incidence matrix represents the communication among the process and the
transitions in the designed Petri net model. Here 16 process and 10 transitions are
occurred. Similarly, P-invariant is created for the model which is shown in the
Fig. 5. P-invariant is used to know the model is positive or negative. If the
P-invariant is positive, it means it is bounded and when it is unbounded then
the P-invariant is negative. The steady-state analysis specifies the states of the
process of the model in Petri net. Steady-state specifies the behavior of the system
or process that is unchanging in time. The steady-state of the system is shown in the
Fig. 6, which specifies that in the system two or more reversible process occurs at
the same time.

Fig. 4 a Forwards incidence matrix. b Backwards incidence matrix
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4.3 Results

Moreover, the simulation result is shown in Fig. 7 of the designed Petri net model.
The result depends upon the number of simulation and iteration. In Figure 7, one
iteration for one simulation is shown. As we modeled, parallel scheduling algorithm
number of out puts are came out. In the proposed model, p1, p3, p5, and p7 are the
output process. When we run the simulator, we need these tasks should be
scheduled in parallel. In simulation, the number of VMs is represented by number
of tokens.

In Figure 7, we can observe that only the process p1, p5 and p7 contains 1, which
specifies these tasks are scheduled in parallel. Similarly, the simulation also shows
the confidence intervals of the process when the simulation was executed. It also
shows all the processes with their average number of tokens in the simulation.

Fig. 5 P-invariant

Fig. 6 Steady-state analysis
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Moreover, the simulation result can be changed for second time simulation to
schedule another set of tasks. The average number tokens and confidence interval
will be changed according to the problem and nature of tasks.

5 Conclusions and Future Work

In this proposed work, we modeled existing backfilling algorithm using Petri net.
The existing backfilling algorithm is used for scheduling deadline-based tasks in
OpenNebula. The performance of the backfilling algorithm is observed by different
performance parameters as shown in Figs. 4, 5, 6, and 7. We assigned a number of
VMs to the tasks as per their requirements. The proposed model schedules the tasks
by which better resource utilization is achieved. This work provides an idea to
design task scheduling algorithm for resource in Petri net and to observe their
performances. Moreover, other performance parameters of Petri net can be
observed for scheduling algorithms in different scenario in future. In spite of this,
more models can be designed for task scheduling and can be simulated in Petri net
in future.

Fig. 7 Simulation result
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Opportunistic Selection of Threshold
Using Double Threshold in Cognitive
Radio Networks

G. Soumya and G. Verma

Abstract In cognitive radio selecting, the value of threshold is one of the important
and challenging works. This selection is done mainly using two principles. First
principle is constant detection rate (CDR), in which probability of detection is taken
as constant. Second principle is constant false alarm rate (CFAR), in which prob-
ability of false alarm rate is taken as constant. From these two principles, CDR is
preferable to give sufficient protection of licensed users. Here double threshold
technique, in which two threshold levels are present, is used. Interference is more
when signal-to-noise ratio is less. Implementation of double threshold method,
according to the farness of secondary transmitter from primary receiver gives some
better results to reduce that problem. In this paper, we proposed an approach by
taking the distance of secondary transmitter from primary receiver as a parameter,
double threshold and single threshold along with CDR principle.

Keywords Cognitive radio � Energy detection � CDR principle
Distance � Signal-to-noise ratio � Double threshold

1 Introduction

As the numbers of wireless users are increasing, spreading of new wireless
equipments and applications and demand of the radio spectrum is increased. The
accommodation of large number of wireless communication equipments with high
data rate within an available frequency range is a challenging and difficult task. This
leads to the problem of lack of spectrum [1]. Federal Communication Commission
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measurements revealed that some part of the radio spectrum is not utilized [2]. This
type of reports creates a situation to think about spectrum reuse. That leads to
introduce the cognitive radio. In the cognitive radio, primary users and secondary
users are present. Primary users are those to whom spectrum is actually allocated.
Primary users are called as licensed users. Secondary users are those who are ready
to utilize the spectrum when the spectrum is free from licensed users. Secondary
users are called as unlicensed users [3]. Two important parameters which are used
in the evaluation of the performance of cognitive radio are probability of detection
Pd and probability of false alarm Pfa. The value of Pd should be high for the
sufficient protection for primary users. The value of Pfa should below maximum
utilization of licensed channel [2]. The spectrum sensing is an important issue.
Energy detection scheme is preferable among the available techniques for spectrum
sensing. Because for energy detection scheme, no need to have prior information of
primary users and it is simple as it contains less complexity in computations [1].

In the cognitive radio system, threshold selection is done using mainly two
principles: principle of constant detection rate (CDR) and principle of constant false
alarm rate (CFAR) [1]. In this paper to give sufficient level of protection for primary
users, CDR principle is preferred. In CDR, cognitive radio kept Pd as constant and
then targets to decrease the value of . The authors in [4, 5] used the CDR principle
with one aspect, that is, increasing the achievable throughput. In low SNR region,
the results are not good for energy detection scheme because of noise uncertainty
[2]. To overcome this problem and to increase the reliability, double threshold
detection method is introduced especially in low SNR region. In double threshold
method, there are two threshold levels present.

Related to cognitive radio, already so much research have done by considering
distance of primary receiver from secondary transmitter is an important entity. In
[5], the authors explained a method to find detection threshold by considering
distance of primary receiver from secondary transmitter is main variable. In [6], the
authors used distance information to regulate the transmission power then unwanted
interference automatically reduced to some extent. In [7], the authors considered
distance of primary receiver from the secondary transmitter as an important
parameter, and proposed probability of interference to increase the utilization of
licensed channel.

In this paper, distance of secondary transmitter from primary receiver is con-
sidered as main variable. For that, one critical distance should be calculated from
[1]. When the distance is less than the critical distance, then primary user com-
munication will get affected [8]. So to reduce the problem to some extent, double
threshold is used here. If distance is greater than the critical distance, then single
threshold is used.

The rest of this paper contains: Sect. 2 presents overview of energy detection.
Section 3 contains overview of double threshold. Section 4 contains proposed
model. Section 5 contains simulation and results finally conclusion is presented in
Sect. 6.
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2 Overview of Energy Detection

The symbols H0, H1 represent the hypothesis which is used to indicate whether the
primary user is present or absent in a frequency band. These are represented as [9]:

H0 : y n½ � ¼ u n½ � ð1Þ

H1 : y n½ � ¼ s n½ � þ u n½ � ð2Þ

where s[n] is primary user signal and u[n] is noise signal. s[n] and u[n] are taken as
independent and identically distributed. The mean values of both signals are zero.
The variances are r2p and r

2
u, respectively. Here y[n] is complete signal gained by the

sensing node. The following equation shows test statistic of energy detection [10]:

n n½ � ¼ 1
N

XN
n¼1

jy n½ �j2 ð3Þ

where N is number of samples counted at the node of sensing and formulated as sfs.
Here s is the sensing time and T is the frame duration and fs represents sampling
frequency. If detection threshold is considered as k then Pd and Pfa are shown as [1]:

Pd ¼ Pr n n½ �[ kjH1ð � ¼ Z1

k

p1 xð Þdx ð4Þ

Pfa ¼ Pr n n½ �[ kjH0ð Þ ¼ Z1

k

p0 xð Þdx ð5Þ

Here p0 xð Þ and p1 xð Þ are the probability density functions of n n½ � under
hypothesis of H0 and H1, respectively. If s[n] and u[n] both are Circularly
Symmetric Complex Gaussian (CSCG), then Pd and Pfa are written as [5, 9]:

Pd ¼ Q
k
r2u

� SNRp � 1
� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

N
2SNRp þ 1

s !
ð6Þ

Pfa ¼ Q
k
r2u

� 1
� � ffiffiffiffi

N
p

ð7Þ

Here SNRp denotes the PU signal SNR is obtained at the sensing node given by [1]:

SNRp ¼ Pp

noise power
¼ r2p

r2u
ð8Þ

where Pp represents the power gained by the sensing node from primary signal.
From Eqs. (6) and (7) it is known that the values of N, SNRp, r2u, Pd and Pfa mainly
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depends on k. The selection of k properly to give better performance is a critical
task.

CDR principle:
In CDR, Pd value is given, i.e., Pd. The values of k and Pfa are computed as

kd ¼ r2u ðQ�1ðPdÞ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2SNRp þ 1

N

r !
þ SNRp þ 1Þ ð9Þ

Pfa;CDR ¼ Q
kd
r2u

� 1
� � ffiffiffiffi

N
p� �

ð10Þ

The transmitted power received at sensing node of primary user is given by [1]:

Prps ¼ Pp � Kps � ðd0dpsÞ
r ð11Þ

Here Pp is primary user transmitted power, dps is distance of sensing node from
primary user, d0 is chosen distance considered as reference. The Kps is a constant. It
depends on the value of path loss of free space and antenna characteristics; r is value
of path loss exponent. Here Kps and dr0 are constants. By substituting SNRp in
Eq. (9), we have the following equation

kd ¼ r2u Q�1 Pd
� � �

ffiffiffiffi
1
N

r
þ 1

r2u
� c � Pp � 1

drps
þ 1

 ! ffiffiffiffi
N

p !
ð12Þ

Here c is formulated as Kps � dr0. While substituting in Eq. (9), 2SNRp þ 1 ffi 1 is
assumed to avoid complexity in calculation.

Critical distance:
A network model is considered with one primary transmitter which acts as base
station with the range of service is R [1]. When primary receiver is located on
boundary of cell which is closer to secondary transmitter, the receiver SINR is [1]:

SINR ¼ Prpp

Prsp þ noise
ð13Þ

Here Prpp is received power of primary user at its receiver end and Prsp is the
secondary signal power obtained at its primary receiver end while missed detection.
By substituting Prpp and Prsp, we get the following equation [1]

SINR ¼ b � Pp � 1
Rr

/ �Ps � 1
dr þ noise

ð14Þ
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where d is the distance between primary receiver and secondary transmitter at worst
condition, Ps denotes the secondary user transmission power, r indicates path loss
exponent and / is a constant. Here the unknown term b is constant.

Under missed detection condition, required desired message can be translated at
the primary user if SINR > SINRth only. The minimum SINR, which is required for
the primary user to successfully decode the desired information, is represented by
SINRth. In Eq. (14), all the values of a; b,Pp, Ps are known values. It is observed
that SINR depends mainly on the distance of primary receiver from secondary
transmitter which is shown as d. Here SINRth should be considered as any marginal
value [1]. Then the critical distance can be written as [1]

dc ¼ exp
1
r
� ln / �Ps � SINRth

b � Pp � 1
Rr � noise � SINRth

 !
ð15Þ

3 The Overview of Double Threshold

In double threshold, two thresholds are present. If observed energy lies above upper
value, then primary user presence is considered. If it lies below the lower value,
then primary user absence is considered. The region which presents between both
levels is known as uncertainty region. Here CR unable finalizes any decision. In
these situations, sensing operation is repeated. Double threshold energy detection
method improves the reliability, but the number of sensing repetitions is more.
Thresholds in double threshold k1 and k2 are calculated as:

k1 ¼ 1� qð Þ ð16Þ

k2 ¼ 1þ qð Þ ð17Þ

where q; the uncertainty parameter and this is used in calculation of thresholds.

Throughput:
In every time frame, it is assumed that s is the sensing time then data transmission
time will be T − s [3]. Let us assume that probabilities of hypotheses are P H0ð Þ and
P H1ð Þ, respectively. Let SNRs indicates the SNR of the secondary point to point
link and SNRp the primary user’s SNR at the secondary receiver. Achievable
throughput of the secondary network is obtained from [3]:

u ¼ T � s
T

C0 1� Pfð ÞP H0ð ÞþC1 1� Pdð ÞP H1ð Þ½ � ð18Þ
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where C0 and C1 are the capacities of the secondary user in the absence and
presence of primary user, respectively. Those are formulated as:

C0 ¼ log2 1þ SNRsð Þ ð19Þ

C1 ¼ log2 1þ SNRs

1þ SNRp

� �
ð20Þ

4 The Proposed Model

In this paper, we are using both single threshold and double threshold. Here dis-
tance is unknown parameter. And one critical distance is calculated using Eq. (15).
Based on that, consider some range of distance and observe the through put. When
the distance is less than the critical distance, the interference is more. So in that
region, double threshold is used to reduce that problem. Here CDR principle is only
used to sufficiently protect the primary users for the total distance range. While
implementing double threshold using CDR principle, following parameters are:

Pdd ¼ Q
kdd
r2u

� SNRp � 1
� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

N
2SNRp þ 1

s !
ð21Þ

kdd ¼ 1� qð Þkd ð22Þ

Pfa ¼ Q
kdd
r2u

� 1
� � ffiffiffiffi

N
p� �

ð23Þ

5 Simulations and Analysis

As discussed in Sect. 1, s[n] and u[n] are taken as CSCG. The parameters are
considered as frame duration T = 100 ms, target frequency band = 60 MHz prob-
ability of hypothesisH0, i.e., P(H0) = 0.8, transmitted power of primary user = 1 W,
threshold signal-to-noise ratio = 8 dB, and service rang e = 450 m. In this paper, we
used CDR principle. Probability of detection is taken as 0.99. Critical distance is
calculated using Eq. (21). Up to critical distance, we used double threshold concept
and after that critical distance single threshold is used. Figure 1 shows how output is
varying according to the distance for double threshold and single threshold. Figure 2
shows the throughput variation along the distance for various path loss exponents
like 4.3, 4.4 and 4.5.

782 G. Soumya and G. Verma



6 Conclusion

In this paper, we first analyzed about the energy detection and CDR principle is
selected as the aim to provide sufficient protection for the primary user. Double
threshold overview is observed. Based on distance, double threshold is
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implemented where the interference is more. At distance which is less than the
critical distance, the interference is more. So in this paper, double threshold is
implemented in that region only. In future in cognitive radio applications if this
double threshold is introduced, then interference reduced and good results also
expected.
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X-Band Patch Array Antenna

Nitya Nirmal, Ayushi Agarwal, Arun Kumar Singh,
Rabindranath Bera and Bansibadan Maji

Abstract The following contains a detailed study as well as design of the hybrid
patch array antennas and their application in transmission of signals unaltered. The
different dimensions of design including substrate material, width, distance between
two patch and other elements have been done through various theoretical analysis
and techniques. Practical approach for triangular patches according to the distri-
bution of current is summarized below. The mathematical calculation related to the
array is emphasized and critical factors are also considered while determining the
development of this antenna.

Keywords Rectangular patch � Triangular patch � Return loss � Gain � X-band

1 Introduction

The purpose of this paper is to serve analytic and practical approach to the signal
reception in the X-band within the bandwidth of 8–11 GHz. The comprehensive
study of the mechanism involved in serving this process and to engage the prop-
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erties of the antenna is thereby explained. Wireless communication is the devel-
oping and innovative upgradation in technology and has a wide spectrum of
applications [1]. The acknowledgment of the patch array antenna is in demand for
the applications in specific resonating frequencies and to have a higher gain and
bandwidth response [2, 3]. The software design completion is done through HFSS,
i.e., high frequency structural simulator. The live examples of expertise comes in
the reception through DTH where the beam width is focused toward the satellite for
greater signal strength and quality [4]. The ideology surrounds the effective delivery
of the signal and lie under the desired output.

The mathematical modeling of patch antenna is done as per [5, 6]. All the
approach followed for the design was based on the standard derivation of dimen-
sions for rectangular patch antenna (Fig. 1).

2 Antenna Design

Figure 2 shows an array antenna of 1 � 3 which is designed in X-band. The current
distribution is shown in the figure. The return loss was decreased to a significant
value and the gain was also around 7 dB (Figs. 3 and 4).

In the 1 � 3 design, we find that there is an increase in gain, i.e., 7.5 dB and
with a return loss of −45 dB. Though the current distribution was uneven but higher
impedance matching and lower return loss, the efficiency was increased as com-
pared to simple rectangular designs (Fig. 5).

The design shows a hybrid type of patch array where rectangular patch is
designed together with triangular patch. Since rectangular patch has better current
distribution and triangular patch has better efficiency, the design will offer a system
with overall better performance (Figs. 6 and 7).

Fig. 1 Microstrip patch antenna schematic
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Fig. 3 Return loss versus frequency of X-band array antenna

Fig. 2 1 � 3 microstrip patch triangular array antenna

Fig. 4 Gain versus frequency of X-band array antenna
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Fig. 5 1 � 2 hybrid patch array antenna

Fig. 6 Return loss versus frequency of hybrid array antenna

Fig. 7 Gain versus frequency of X-band array antenna
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In the above design of hybrid antenna, the return loss is −29.5965 dB at
10.4 GHz and the gain is 10.3400 dB. As compared to triangular patch array of
1 � 3, the gain is increased by 3 dB. The advantage of hybrid antenna is thus
achieved in this design.

Since the previous design of 1 � 2 hybrid antenna yielded a better result, the
author has presented a 2 � 2 array of hybrid type. Figure 8 shows the fabricated
design of 2 � 2 hybrid array antenna.

Figures 9 and 10 shows return loss and gain of the X-band hybrid antenna.
Interestingly, the design of 2 � 2 hybrid antenna is multiband antenna which is
resonating at three different frequencies in the X-band. The return loss is around
–20 dB which is in acceptable range. The gain was found to be around 9 dB.

Fig. 8 2 � 2 hybrid patch array antenna

Fig. 9 Return loss versus frequency of 2 � 2 hybrid array antenna
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3 Summary/Conclusion

The X-band comprises of frequencies ranging from 8 to 12 GHz which itself
resembles its wide applications, from microwave transmission to DTH reception. It
is widely used for transmission purpose. The gain and return loss could be modified
as per its design parameters. The hardware design of this was basically done in the
conventional way which has larger exposure to human error. For improved out-
comes, the more scientific approach of laser cutting and exposure to UV radiation
can be performed. The future applications could be DTH reception on wheels where
no compromise with the signal quality and signal strength is done.
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A Compact Pentagonal Textile Microstrip
Antenna for Wide Band Application

Rachana Kushwaha, Vinod Kumar Singh, Nikhil Kumar Singh,
Anurag Saxena and Deepak Sharma

Abstract In this article, a compact-slotted pentagonal-shaped patch antenna for
multiband applications with improved bandwidth is presented. The presented
antenna is designed on a textile substrate with dielectric constant of 4.4. The
compact size of antenna is 50 � 50 � 1 mm. This presented antenna has been
simulated using CST tool. The presented antenna resonates at frequency 4 GHz
with the reflection coefficient of −31.84. It covers a bandwidth of 6.45 GHz
extending from 2.85 to 9.30 GHz. It has maximum directivity of 2.932 dBi.

Keywords Partial ground � Wide band � Wireless application � Patch antenna
CST tool

1 Introduction

Currently, the fast development of modern communication systems is required for
transportable devices for some important features which includes easy designing,
light weight, small in size, compatible with microwave, millimeter wave integrated
circuits, less production cost, and easy fabrication of microstrip antennas. The
microstrip antenna has numerous useful properties which includes minute size,
low-cost of the fabrication, light weight, ease of installation, but the main limita-
tions of printed antennas remains their narrow bandwidth features which limits the
range of frequency over which the antenna can work effectively. Microstrip antenna
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comprises three most important parts which is substrate, patch, and ground. One
side is radiating patch, ground plane on the other side, and a dielectric substrate
sandwiched between it. The conducting patch is placed on the dielectric substrate
which is used as a radiating element. On the other side of dielectric substrate, there
is a conducting layer used as a ground part [1–6]. Microstrip antenna plays very
significant role in wireless communication system. Microstrip antennas are used in
high performance aircrafts, radar, missiles, and other spacecraft. It has many
advantages such as its light weight, simple structure, ease of integration, and less
cost. Microstrip antenna requires very less space for installation as these are simple
and small in size. The only space required is the space for the feed line which is
placed behind the ground plane. Microstrip antennas are low profile, simple, con-
formable to planar and non-planar surfaces, inexpensive to manufacture using
modern printed circuit technology [7–14].

There are varieties of methods for enhancing the bandwidth of textile microstrip
antenna such as broadening the substrate thickness, utilizing low dielectric material,
using numerous feeding techniques, and impedancematching. But the bandwidth and
the thickness of the antenna are the both contradictory properties, that is, improvement
of bandwidth will increase the size and thickness of presented antenna [15–22].

2 Antenna Design Configuration

The presented antenna works for three resonant frequencies which is shown Fig. 1.
If there is more than one resonant part available with each operating at its own
resonant frequency, then the overlapping of multiple resonances lead to broadband

Fig. 1 Configuration of the proposed pentagonal textile microstrip antenna

794 R. Kushwaha et al.



applications. The basis of the proposed antenna was an annular ring with outer
patch radius 14 mm and inner patch radius of 10 mm. Then pentagonal shape was
obtained by cutting a pentagon shape slot from the circular patch, and finally the
proposed design was obtained by cutting a circle in pentagon (Table 1).

3 Optimization of Proposed Microstrip Antenna

The CST software has been used to design and optimize the results created by the
antenna. Initially, circular patch was used to achieve the desired bandwidth, then the
circular patch was modified to pentagonal-shaped patch and finally the proposed

Table 1 Dimensions of
proposed textile antenna

Design parameters Value

Permittivity of material (er) 1.70

The loss tangent (tand) 0.025

Thickness of substrate (h) 1.0 mm

Outer circle patch radius (R1) 14 mm

Inner circle patch radius (R2) 10 mm

Inner circle slot radius (R3) 4 mm

Pentagonal patch radius (R4) 5 mm

Microstrip feed line (L � W) 2 � 15

Substrate dimension (Ls � Ws) 50 � 50

Partial ground plane (Lg � Wg) 50 � 10

Fig. 2 Geometry of the proposed antennas a antenna1 b antenna2 c proposed antenna3
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shaped patch was achieved to optimize the results. Figure 2 shows the geometry of
antenna1, antenna2, and antenna3. The return loss for antenna1, antenna2, and
antenna3 has been denoted by blue, orange, and gray colored curves, respectively,
in Fig. 3.

4 Radiation Pattern

Figure 4 depicts simulated 2-D radiation pattern of proposed microstrip antenna at
4 GHz which describes the main lobe direction = 168° and angular width
(3 dB) = 73° at u = 90, and it gives a main lobe magnitude = 2.6 dBi and main
lobe direction = 180° at u = 90°. Figure 5 shows simulated 3-D radiation pattern
of proposed microstrip antenna at 4 GHz, The proposed antenna gives good radi-
ation efficiency of about −1.807 dB and directivity of 2.932 dBi as shown in Fig. 5.
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Fig. 4 Simulated 2D radiation pattern of proposed textile microstrip antenna at 4 GHz
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5 Conclusion

A pentagonal-shaped microstrip antenna is estimated for broadband application.
The overall dimension (50 � 50 � 1 mm) of presented antenna is very compact,
thus suitable for installation on heavy satellites. The results are obtained using CST
software. The antenna has maximum gain of about 2.932 dB. The antenna has a
stable radiation pattern over the entire 6.45 GHz bandwidth that extends from 2.85
to 9.30 GHz, thus the presented antenna is appropriate for broadband application.
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Similarity Measurement of Gene Using
Arc Tan Function in Gene Ontology

K. Vengatesan, S.B. Mahajan, P. Sanjeevikumar, R.M. Kulkarni
and Sana Moin

Abstract The Gene Ontology (GO) is a technique that measures second-hand the
semantic relationship of genes using an exponential and arc tan-based technique.
The proposed work develops an enhanced shortest path-based measure using GO
semantic relationship. The existing work presented an undeviating corridor based
on an amalgam appraise of ontological match. Using GO graph and in sequence
pleased are factors that improve the effectiveness of transfer functions of semantic
connection of gene ontology. The semantic technique evaluates weighted paths for
GO similarity measure. Other similarity measures use the shortest path in their
calculation but require the specificity of a concept in hybrid measure performance
of correlated genes.

Keywords Gene ontology � Semantic similarity � Shortest path
Arc tan function � Relational similarity
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1 Introduction

Computational ontology denotes officially designing the formation of a system, i.e.,
the appropriate entities and relations that appear since its observation, and which are
helpful to reasons. The gene ontology (GO) is cooperation between sculpt creature
information to explain gene harvest commencing all organisms using a reliable and
quantifiable language [1]. GO produces group of plainly definite, ordered vocab-
ularies that portray natural processes, molecular operations, and cellular mechanism
of gene harvest in together a central processing unit and human-understandable
way. The method explains solution aspects of GO, which, when unnoticed, know
how to basis unacceptable fallout, and deal with how these pitfalls can be unin-
volved [2]. The GO are organized vocabulary and category that encircle diverse
area of molecular and cellular environmental science and are munificently effort-
lessly reached for group of people exploit in the marginal note of genes, gene
foodstuffs and sequences. Most of the information on human being appearance and
genome explanation sets touch the GO and make a contribution their marginal note
sets for the GO supply [3]. The GO record incorporates the vocabularies and
contributed observations and gives whole right to use this in turn unusual structures.
The performed outlines of sequence deviation and descent of mitochondrial DNA
(mtDNA) alleles in the coconut crab, Birgus Zatro, treatment self-control enzyme
carry out. Populations from the Pacific Ocean had mtDNAs with boost multiplicity,
and a Poisson allowance of progression had a variety of, i.e., the inherited auto-
graph of swiftly mounting residents [4]. In which the build up a microscopic bodily
reproduction of premature development, where phenotype—creature life expecta-
tion—is straight connected to genotype—the faithfulness of its proteins in their
resident conformations which be capable of unwavering exactly in the sculpt [5].
Simulating sculpt on a mainframe and scrutinizing the “Big Bang’’ circumstances
repeatedly, exponential inhabitants development follows almost straight away as
industrious sequence–structure mixture (precursors of sure proteins) are dogged [6].
The transformation among Streptococcus pneumonia beneficiary strains and
benefactor DNA into related sprains and kind follows the explained exponential
connection. It explains that the Hex disparity restore structure fakes a momentous
barrier to recombination more the whole choice of progression divergence (0.6–
27%) studied [7]. The enduring non-Hex-mediated blockade to recombination can
be afforded by assortment of mechanism. The problem discusses the potential
further methods of sexual separation, in show of previous conclusion starting
Streptococcus, Escherichia, and Bacillus [8]. An exponentially narrowed form is
initiated addicted to multimode interference (MMI) strategy. Compared through a
parabolic ally conical arrangement, which has been effectively handled in MMI,
devices, this organization can more decrease the length of these devices. The
performances of the 1 � 2 MMI coupler among exponentially tapered form, like
the visual broadcast, the wavelength reply and the manufacture acceptance, are
explored by the 2-D limited variation beam dissemination system [9]. Gene regu-
latory networks have a significant task in every process of life, adding cell
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separation, metabolism, the cell cycle, and signal transduction. Studying the
dynamics of these networks can discard light on the devices of infections that occur
when these cellular processes are deregulated. Perfect predictions of the perfor-
mance of regulatory networks will also speed up biotechnological projects, i.e.,
calculations are faster and cheaper than the practical experiments [10]. The vibrant
behaviors are anticipated into depiction gene network incorporating regular bio-
chemical motifs and mingle modern technique for model heritable networks [11].

2 Proposed Model of Gene Ontology

Gene networks signify abstract models for difficult interaction approaches between
genes and proteins. Thus, while arithmetic structures can, e.g., predict appearance
levels of a miniature pair of genes in few well-studied pathways, the normal genetic
interactions remains in high level are unknown. As a result, various assumptions
concerning genetic interactions handled in unsupervised network reconstruction
methods may not generalize to new interaction types or organisms. Figure 1 rep-
resents the architecture diagram of exponential and arc tan-based shortest path
measure based on the weighted paths, biological gene ontology network, and hybrid
measure and diffusion kernels. From which biological gene ontology network
follows three steps such as protein functions, genes, and false positive or false
negatives.

As more interactions between genes are investigated, ally determined and/or
authenticated, statistical learning methods can be handled to both conclude the
nature of such interactions and also to handle this knowledge to calculate new and
unobserved interactions. But supervised approach of network renovation frequently
focuses on a particular type of genetic interaction. The exponential and arc
tan-based shortest path measures for semantic similarity in gene ontology are
divided into three phases.

An Enhanced 
Shortest Path 

Based
Measure

Using
Exponential
and Arc-Tan 

Function

Gene Ontology 
Semantic Similarity 

Relationship

Weight Path

Biological Gene 
Ontology Network

Hybrid Measure

Diffusion Kernels

Protein
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and False 
Negative

Superior
Permormance

Gene Ontology 
Similarity
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Fig. 1 Architecture diagram of exponential and arc tan-based shortest path measure
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2.1 Gene Ontology—Relational Similarity

Gene ontology is based on hierarchical relations in which consider the matrix of
gene pair shrewd similarities surmise true hierarchical arrangement narrate to
manifold higher level terms. These works find maximal relational weight induced
through progressive threshold of a correspondence template this process evaluates
the ability to reconstruct GO biological process ontology from similarity matrix.
This scheme constructs relational weight with a specified echelon in the ladder by
optimizing robustness utility from numerous germ nodes. The robustness function
includes a constraint tuned to find the several levels of chain of command.

2.2 Gene Exponential Relational

Gene exponential relation analyzes the relative changes in gene expression from
real-time quantitative exponential gene ranges. Gene exponential presents the
derivation, assumptions, and applications. It determines the absolute relation of
various exponents. Term mapping of gene exponential relation is evaluated using a
score function similarity of the group of genes assign to expressions (inherent
similarity). Another one is resemblance of the ontology hierarchy surrounding
every term. Every set of terms united and receives an arrangement attain ranging
commencing 0–1. 1 represents uniqueness in equally essential and relational
resemblance. Multimode exponential relation is done for supervised prediction of
gene networks. This scheme coupled with a penalized estimation for improved gene
relational prediction. Facilitates the analysis of gene networks with multiple edges
provides a systematic values for incorporating: initially multiple sources of bio-
logical data and second one is diverse attributes regarding function and location of
genes. Finally the structure of networks is observed.

2.3 Arc Tan-Based Shortest Path

Shortest path between two gene ontology similarity relational weights is made
proportional to constant angle of arc tan. The covariates of the arc tan constant are
gene ontology network attributes, added (i) degrees of nodes and the meagerly of
the observed network; (ii) data on gene activity in the cell, adding steady state, or
time course gene expression levels; and (iii) functional genes attributes, adding
genes are transcription factors, and their pathway membership. Weighted estimation
is arrived for arc tan shortest path for gene ontology pair similarity. Gene ontology
relational network is built by thresholding the absolute values of pair wise corre-
lations between genes at a higher similarity weight range.
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The shortest path between nodes are measured using Dijkstra’s algorithm that
follows the time complexity O (log (N * E)). The similarity between genes is
calculated using Eq. (1) and the dissimilarity between the genes are calculated
using Eq. (2). Finally, the overall similarity value between t1 and t2 are written
using Eq. (3).

Sim t1; t2ð Þ ¼ arctan simðt1; t2Þð Þ
P
2

ð1Þ

dis t1; t2ð Þ ¼ 1� arctan disðt1; t2Þð Þ
P
2

ð2Þ

SPBHM t1; t2ð Þ ¼
arctan simðt1;t2Þð Þ

P
2

þ 1� arctan disðt1;t2Þð Þ
P
2

� �

2
: ð3Þ

3 Performance Metric

This work quantifies the performance of exponential and arc tan-based shortest path
measure for semantic similarity in gene ontology. The analysis is done through the
Java platform. This scheme improves the effectiveness of transfer functions of
semantic similarity of gene ontology. The performance measures of the proposed
work are analyzed with the following metrics such as exponential relational rate, arc
tan shortest path range, and similarity ratio.

3.1 Exponential Relational Rate

This form develops and expands the framework of relational exponential for graph
model for supervised prediction of genetic interactions. This scheme is coupled
with a penalized estimation framework to improve the prediction performance.
Figure 2 demonstrates exponential relational rate. X axis represents the gene size
values, whereas Y axis denotes exponential relational rate using both the concept of
semantic similarity in gene ontology. When gene size increased, the exponential
relational rate increased accordingly. The shortest path measure for semantic sim-
ilarity (SPMSS) achieves high performance of 5–10% when compared to the
existing system (HMGO). In Table 1 exponential rates of HMGO and SPMSS is
compared.
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3.2 Arc Tan Shortest Path

The process of arc tan is to regularize the remoteness observed by summing the
weights of the phrases resting on the undeviating path. Consequently, the sum of
the weights on the shortest corridor is reliable through the supposed reserve and can
be utilized as its evaluation. A novel type of algorithm is utilized to discover the
shortest path on the novel edge-weighted graph. Figure 2 demonstrates arc tan
shortest path range. X axis represents the gene size values, whereas Y axis denotes
arc tan shortest path range using both the concepts of semantic similarity in gene

Fig. 2 Graph of gene size versus exponential relational rate (top left), gene size versus arc tan
shortest path range (top right), gene size versus similarity ratio (bottom)

Table 1 Tabularize form of gene size versus exponential relational rate, gene size versus arc tan
shortest path range, gene size versus similarity ratio for HMGO (existing) and SPMSS (proposed)

Gene
size

Exponential relational
rate

Arc tan shortest path Similarity ratio (%)

HMGO
(existing)

SPMSS
(proposed)

HMGO
(existing)

SPMSS
(proposed)

HMGO
(existing)

SPMSS
(proposed)

5 55 61 28 31 42 48

10 60 64 39 42 54 60

15 65 69 51 54 62 68

20 72 79 62 65 74 80
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ontology. When gene size increased, the arc tan-based shortest path range increased
accordingly. The shortest path measure for semantic similarity (SPMSS) achieves
the high performance of 10–15% when compared to the existing system (HMGO).
In Table 1 arc tan shortest path range for HMGO and SPMSS is compared.

3.3 Similarity Ratio

The objective of the legalization is to discover whether the anticipated semantic
likeness is in stroke through the correspondence based on the appearance data. The
connection based on the gene expression data is computed utilizing the Pearson
correlation and is submitted to as the appearance similarity. Normally, a high
correlation designates a better performance. Figure 2 demonstrates similarity ratio.
X axis represents the gene size values, whereas Y axis denotes similarity ratio using
both the concept of semantic similarity in gene ontology. When gene size increased,
the similarity increased accordingly. The shortest path measure for semantic sim-
ilarity (SPMSS) achieves the high performance of 10–15% when compared to the
existing system (HMGO). In Table 1 similarity ratio for HMGO and SPMSS is
compared.

4 Conclusion

The enhanced shortest path is a novel technique to measure the semantic similarity
via exponential and arc tan function. The proposed scheme improves the effec-
tiveness of transfer functions and semantic similarity of gene ontology. In calcu-
lation, the weights allocated to the underside are more constant with universal
elucidation than the earlier edge-based methods. The performance measures of the
proposed work are analyzed and compare with different metrics such as exponential
relational rate, arc tan shortest path range, and similarity ratio. In future work, we
noticed that different types of approach can also be used to improve the prediction
quality for other gene network attributes, such as protein–protein network and the
metabolic network.
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