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Preface

It is unlikely that even Steven Spielberg could do justice to the history
of Bacteriology, with its fascinating story of ignorance, blinding
enlightenment, industrial success and an ultimate denouement
that the reader is living through. This story is populated with some
of the most fascinating characters in science such as Antonie van
Leeuwenhoek, Louis Pasteur, Robert Koch, Elie Metchnikoff, Paul
Ehrlich, Alexander Fleming and Selman Waksman, to name but a few.

With some 5000 years of recorded human history, it is stunning to
realise that it was only in the 17th century that we saw bacteria for the
first time, through the ‘magic’ of Antonie van Leeuwenhoek’s single
lens microscopes. It was only 150 years ago that Pasteur firmly estab-
lished the concept of the microorganism. In the 30 years spanning the
last two decades of the 19th century and the first decade of the 20th
century, in what is the proverbial ‘twinkling of an eye’, the major
human bacterial pathogens were identified. No sooner had they been
identified than vaccination for bacterial diseases (e.g. anthrax) was
developed. Ehrlich developed the first antibacterial, Salvarsan, in
1910 and penicillin was discovered by Fleming in 1929, although in-
troduced into clinical practice only in the 1940s. In the 1940s and 50s,
Selman Waksman and others developed new antibiotics such as strep-
tomycin from soil organisms. However, antibiotics proved to be the
death-knell of bacteriological research and by 1969 the American
Surgeon General felt able to say ‘we can close the book on infectious
diseases’.

Thirty or so years later, the writers of this book, and its readers, are
facing a crisis — antibiotic resistance. It is the rapid rise in resistance to
antibiotics that has forced humanity to take another look at bacteria
and this has led to a renaissance in research in Bacteriology during the
past 10-15 years. Such research is revealing the enormous complexity
of the interactions occurring between bacteria and their hosts and is
dispelling for ever the belief that bacteria are simple organisms easily
defeated by our ‘wonderdrugs’. With pride-coming-before-a-fall we
need to remember that antibiotics in current clinical use are com-
pounds (or derivatives of these) made by microbes to kill or block the
growth of other microbes.

In the past two decades our understanding of the mechanisms of
bacterial infections has increased enormously. In the process, that
branch of bacteriology dealing with bacterial pathogenesis has
evolved into a new science by melding with Cell Biology, Molecular
Biology and Structural Biology to become a multiskill discipline,
which has been termed Cellular Microbiology. Current studies of the
mechanisms used by bacteria to cause disease utilise tools such as the
Human Genome Project database, prokaryotic genome sequence data-
bases, transgenic knockout animals, transposon mutagenesis, in vivo
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PREFACE

expression technology, high level expression systems and X-ray crystal-
lography. It is this new science, and its application to the problem of
bacterial infection, that is the subject of this textbook.

This textbook is designed for students (both undergraduate and post-
graduate) of the biological and medical sciences who need to under-
stand the complex cellular and molecular processes that are involved
when bacteria infect us and cause disease. The first two chapters
describe bacteria and the diseases they cause and adopt a generic
approach to these areas. Chapter 3 reviews the growing number of
genetic methods for analysing bacterial virulence mechanisms.
Chapters 4, 5 and 6 introduce the reader to the host response to bac-
teria and describe the very large number of strategies, from the purely
physical to the molecular, which have evolved to prevent or inhibit
infection. Chapters 7 and 8 describe the systems used by bacteria to
adhere to host cells and to invade these cells. Adhesion and invasion are
now perceived to be central activities in bacterial infection and survival
and the study of these subjects is revealing unexpected complexity.
Chapter 9 deals with a topic that has been the subject of extensive
research and which strikes fear into most hearts - toxins. Probing
the mechanisms of bacterial toxins has long been associated with
new discoveries in Cell Biology. Chapter 10 considers how bacteria
respond to the machinations of our immune systems and describes
the mechanisms that have evolved to enable bacteria to evade our
‘best shots’ in immunity. The final chapter gives a brief introduction
to the very latest areas in bacterial virulence and attempts to gain
insight from the crystal ball. Throughout the book we have emphasised
a key feature of bacteria host—cell interactions that has emerged only
during the last decade the amazing way in which bacteria manipulate
normal host cell functions for their own ends.

This book seeks to involve the reader and utilises a number of teach-
ing aids such as ‘Chapter outline’, ‘Aims’, ‘Concept check’ and ‘What’s
next?’ in each chapter to allow the reader to see where s/he is going and
what s/he has covered having been there. Each chapter includes a
sprinkling of ‘micro-asides’ to illustrate what the writers consider to
be particularly important or fascinating aspects of the subject and also
contains a number of questions to test the student in what s/he has
learned. While the book deals with the general aspects of bacterial
virulence and does not concentrate on any single organism, we have
chosen two ‘paradigm’ organisms — Escherichia coli and Streptococcus
pyogenes — and will describe them within the context of the individual
chapters. An extensive reading list is included at the end of each
chapter and includes appropriate books, review articles and some key
papers. Finally, like it or loathe it, the Internet cannot be ignored in
this day and age. We have, therefore, included the addresses of useful
websites at the end of each chapter. One of the problems with many
websites is that they are often set up with great enthusiasm but then
abandoned soon after. We have, therefore, been very selective in our
choice and have included only those sites that we believe are likely to
remain active over the next few years.
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We hope that you, the reader, will have as much fun with this book
as we have had in writing it and wish you well as you explore one of the
most fascinating stories ever written by evolution.

General reading

Cossart, P., Boquet, P., Normark, S. & Rappouli. R. (2000). Cellular
Microbiology. Washington, DC: ASM Press.

Henderson, B., Wilson, M., McNab, R. & Lax, A. (1999). Cellular Microbiology:
Bacteria—Host Interactions in Health and Disease. Chichester: John Wiley Ltd.

Salyers, A. A. & Whitt, D.D. (2001). Bacterial Pathogenesis: A Molecular
Approach, 2nd edition. Washington, DC: ASM Press.







Abbreviations used

Bacterial genera

Actinobacillus
Aeromonas
Bacillus
Bacteroides
Bordetella
Borrelia
Brucella
Campylobacter
Chlamydia
Clostridium
Corynebacterium
Coxiella
Enterococcus
Epulopiscium
Escherichia
Francisella
Haemophilus
Helicobacter
Klebsiella
Lactobacillus
Legionella
Listeria
Micrococcus
Mycobacterium
Mycoplasma
Neisseria
Pasteurella
Peptostreptococcus
Porphyromonas
Propionibacterium
Pseudomonas
Rickettsia
Salmonella
Shigella
Staphylococcus
Streptococcus
Treponema
Vibrio
Wolbachia
Yersinia

A.
Aer.

B.
Bac.
Bord.
Bor.
Br.
Camp.
Chl.

Cox.
Ent.
Epul.

Fran.
Hel.

Lac.
Leg.
Lis.

Mic.

Myec.

Pep.
Por.
Prop.
Ps.

Sal.
Shig.
Staph.
Strep.

< g <
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Other abbreviations

CAPK

CCPs

CD
CDEC
Cdk
cDNA
CDT
CEACAM

CF
CFIR

CFA
CFT
CFIR

CFU
CGD
c-GMP
CHD
CHO
CIP

attaching and effacing

ATP binding cassette

acyl-homoserine lactone

auto-inducer

acquired immunodeficiency syndrome
attachment-invasion locus

apoptotic protease-activating factor-1
antigen-presenting cell

adenosine triphosphate

avirulence protein

Bcl-2 associated protein

B cell lymphoma proto-oncogene product
bundle-forming pili

brain microvascular endothelial cell
botulinum neurotoxin

base-pair(s)

bacterial permeability-inducing protein
Bordetella virulence gene

C4-binding protein

cytotoxin-associated gene (in Helicobacter
pylori)

Cdc2-activating kinase

cyclic adenosine monophosphate
cationic antimicrobial protein
ceramide-activated protein kinase
ceramide-activated protein phosphatase
complement control protein repeats
cluster of differentiation

cell-detaching Escherichia coli
cyclin-dependent kinase
complementary DNA

cytolethal distending toxin
carcinoembryonic-antigen-related cellular
adhesion molecule

cystic fibrosis

cystic fibrosis transmembrane conductance
regulator

colonisation factor antigen
channel-forming toxin

cystic fibrosis transmembrane conductance
regulator

colony-forming units

chronic granulomatous disease

cyclic guanosine monophosphate
coronary heart disease

Chinese hamster ovary

Cdk inhibitory protein
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CKIs
CLDTEC

CLIP
CMR
CNF
COGs
ConA
coX
CR
CRE
CREB
CRP
CSF
csp
Csr
CT
DAF
DAG
DALPC
DC
DcR
DD
DED
DFI
DICE
DISC
DNT
DR3
DT
DTH
EAEC
EAST
EB
ECM
ECV
EF
EF2
EGF
EHEC
EIEC
EP
EPEC
ER
ERAD

ERK

ES

cyclin kinase inhibitors

cytolethal distending toxin-producing
Escherichia coli

class II-associated invariant chain peptide
comprehensive microbial resource
cytotoxic necrotising factor

clusters of orthologous groups
concanavalin A

cyclo-oxygenase gene

complement receptor

c-AMP response element

CRE-binding

Creactive protein

colony-stimulating factor

control of signal production gene
capsule synthesis regulator

cholera toxin

decay-accelerating factor
diacylglycerol

direct analysis of large protein complexes
dendritic cell

decoy receptor

death domain

death effector domain

differential fluorescence induction
disseminated insertion of class I epitopes
death-inducing signalling complex
dermonecrotic toxin

death receptor 3

diphtheria toxin

delayed-type hypersensitivity
enteroaggregative Escherichia coli
EAEC heat-stable enterotoxin
elementary body

extracellular matrix

endosomal carrier vesicle

oedema factor

elongation factor 2

epidermal growth factor
enterohaemorrhagic Escherichia coli
enteroinvasive Escherichia coli
endogenous pyrogen
enteropathogenic Escherichia coli
endoplasmic reticulum

endoplasmic reticulum-associated protein
degradation

extracellular signal-regulated kinase
(@ synonym for MAP)

embryonic stem cell
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ABBREVIATIONS

ESAT-6
ESI
EspB
EST
ETEC
ExoA
ExoS
ExoT
FAB
FACS
FADD
FAE
FAK
FAS
FasL
FDA
ffh
FGF
FGFR
FH
FHL

FMLP
fucP
GALT
GAMBIT

GAP
GAPDH
GCF
G-CSF
GDI
GEF
GFP
GM-CSF

GOD
GPCR
GPI
GSP
GTP
HBMEC
HC
HEV
HFF
HGF
HHV
hil
HIV

6 kDa early secretory antigenic target
electronspray ionisation

EPEC-secreted protein B

expressed signature tag

enterotoxigenic Escherichia coli

exotoxin A

exoenzyme S

exoenzyme T

fast atom bombardment
fluorescence-activated cell sorter
Fas-associated death domain
follicle-associated epithelium

focal adhesion kinase

fatty acid synthase

Fas ligand

Food and Drug Administration

fifty-four homologue

fibroblast growth factor

fibroblast growth factor receptor

factor H

factor H-like protein

femtomolar (1015 M)
N-formyl-methionyl-leucyl-phenylalanine
I-fucose permease gene

gut-associated lymphoid tissue

genomic analysis and mapping by in vitro
transposition

GTPase-activating protein
glyceraldehyde-3-phosphate dehydrogenase
gingival crevicular fluid

granulocyte colony-stimulating factor
GDP dissociation inhibitor

guanine nucleotide exchange factor
green fluorescent protein
granulocyte-macrophage colony-stimulating
factor

generation of diversity

G protein-coupled receptor
glycosylphosphatidylinositol

general secretory pathway

guanosine triphosphate

human brain microvascular endothelial cell
heavy chain

high endothelial venule

human foreskin fibroblast

human gingival fibroblast

human herpes virus

hyperinvasive locus

human immunodeficiency virus
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HLA
HPLC
Hsp
HUS
HUVEC
ICAM
ICAT
ICE
IDsg
IEL
IEN
IFN,
Ig

IKK

IL

II-1
IL-1RI
IL-1RII
IL-1ra
IL-1RacP
InlA
iNOS
1P3

ipa
ipg
IRAK
IS
IVET
IVIAT

JAK
JNK
kb

Ksr

LAMP
LBP
LC
LDsgo
LEE
LEM
Leu-Cam
LF
LFA
Lgp
LIF
LJp
LMP

human leukocyte antigen

high pressure liquid chromatography
heat shock protein

haemolytic uraemic syndrome

human umbilical vascular endothelial cell
intercellular adhesion molecule
isotope-coded affinity tag

pro-IL-13 converting enzyme

dose infective in 50% of experimental animals
intra-epithelial lymphocyte

interferon

interferon ~

immunoglobulin

IxB kinase

interleukin

interleukin-1

type I IL-1 receptor

type II IL-1 receptor

IL-1 receptor antagonist

IL-1 receptor accessory protein
internalin

inducible nitric oxide synthase

inositol 1,4,5-trisphosphate

invasion plasmid antigen gene
invasion plasmid gene

II-1 receptor-associated kinase
insertion sequence

in vivo expression technology

in vivo-induced antigen technology

in vivo induction of fluorescence

Janus kinase

c-Jun N-terminal kinase

kilobase-pair(s)

2-keto-3-deoxyoctulonic acid

kinase suppressor of Ras
lipoarabinomannan
lysosome-associated membrane protein
LPS-binding protein

light chain

lethal dose in 50% of experimental animals
locus of enterocyte effacement
leukocyte endogenous mediator
leukocyte cell adhesion molecule
lethal factor
lymphocyte-function-associated antigen
lysosomal glycoprotein
leukaemia-inhibitory factor

localised juvenile periodontitis

low molecular mass polypeptide
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ABBREVIATIONS

LPS
LT
LTA

MAC
MADD
MALDI
MALT
MAMP
MAP
MAPK
MASP

Mb

MBL
MBP
MCP

MCP
MCSF
MEK

MHC

mig

MIP

MOMP
MP-R
mRNA

MS
MSCRAMMs

msr
MTB
mxi-spa

MyD88
NAK
NCBI

NF
NGFR
NIK
NK

nM

NO
Nramp

NTEC
OHHL

lipopolysaccharide

heatlabile toxin

lipoteichoic acid

monoclonal antibody

membrane attack complex

MAP kinase-activating death domain
matrix-assisted laser desorption ionisation
mucosa-associated lymphoid tissue
microbe-associated molecular pattern
mitogen-activated protein (a synonym for ERK)
mitogen-activated protein kinase
mannose binding protein-associated serine
protease

megabase-pairs

mannose-binding lectin

mannose-binding protein

monocyte chemotactic protein (Chapters 4
and 8)

membrane cofactor protein (Chapters 6 and 10)
macrophage colony-stimulating factor

this acronym comes from a combination of
MAP and ERK

major histocompatibility complex
macrophage-induced gene

macrophage inflammatory protein

major outer membrane protein

mannose 6-phosphate receptor

messenger ribonucleic acid

mass spectrometry

microbial surface components recognising
adhesive matrix molecules

methionine sulphoxide reductase gene
main terminal branch

membrane expression of Ipas-surface
presentation of antigens locus

myeloid differentiation protein
NF-xB-activating kinase

National Center for Biotechnology
Information

nuclear factor

nerve growth factor receptor
NE-xB-inducing kinase

natural killer

nanomolar (10~° M)

nitric oxide

natural resistance-associated macrophage
protein

necrotoxic Escherichia coli
N-3-oxohexanoyl-I-homoserine lactone
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OMP
Opa
Opp
org
ORF
oriC
OSM
PA
PAS

PAF
PAGE
PAI
PAMP
PAP
PCD
PCR
PCV
PDE
PDGF
PE proteins

PEEC
PG
PHA
PHD
PI
PI3K
p1P,
PI-PLC
PKA
PKC
PLA,
PLC
PLD
PMN
PMT
PPE proteins

prg
PRR
PS

PTK
ptl

outer membrane protein

opacity-associated protein

oligopeptide permease

oxygen-related gene

open reading frame

origin of replication

oncostatin M

protective antigen

the Drosophila period clock protein, the
vertebrate aryl hydrocarbon-receptor nuclear
translocator and the Drosophila single-minded
protein

platelet-activating factor

polyacrylamide gel electrophoresis
pathogenicity island

pathogen-associated molecular pattern
pylonephritis-associated pilus

programmed cell death

polymerase chain reaction

post-capillary venule

phosphodiesterase

platelet-derived growth factor

a family of acidic, glycine-rich mycobacterial
proteins containing proline-glutamate (i.e. PE)
near the N-terminus

pathogen-elicited epithelial chemoattractant
prostaglandin

phytohaemagglutinin

pleckstrin homology domain
phosphatidylinositol

phosphoinositide 3-kinase
phosphatidylinositol 4,5-bisphosphate
phosphatidylinositol-specific phospholipase C
protein kinase A

protein kinase(s) C

phospholipase A;

phospholipase C

phospholipase D

polymorphonuclear neutrophil

Pasteurella multocida toxin

a family of acidic, glycine-rich mycobacterial
proteins containing proline-proline-glutamate
(i.e. PPE) near the N-terminus

phoP-repressed gene

pattern recognition receptor
phosphatidylserine

pertussis toxin

protein tyrosine kinase

pertussis toxin liberation gene
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ABBREVIATIONS

RAG
RAIDD

RAP-PCR
RB

RCA

RIP
RIVET
RNS/RNI
ROS/ROI
Rpf
rRNA
RT

RTK

RTX

SAA
SAgs
SALT
SCID-hu
SCR
SDH
SDS-PAGE

SEA
SEB
Sec
SfaS
Stbl
SH2
Sif
Sip
sir
SLA
SLO
SLPI
SLS
SLT
SOD
SODD
Sop
SOS
sp.
Spa
SP-A and D
SPE
SPI
Spp-
SptP
SR

recombination-activating genes
RIP-associated ICH-1/CED-3-homologous
protein with a death domain

RNA arbitrary primed PCR

reticulate body

regulators of complement activation
receptor-interacting protein
recombinase-based IVET system
reactive nitrogen species/intermediates
reactive oxygen species/intermediates
resuscitation promoting factor
ribosomal RNA

reverse transcriptase

receptor tyrosine kinase

repeat in toxin

serum amyloid A

superantigens

skin-associated lymphoid tissue
humanised severe combined immunodeficiency
short consensus repeat

surface dehydrogenase

sodium dodecyl sulphate-polyacrylamide gel
electrophoresis

staphylococcal enterotoxin A
staphylococcal enterotoxin B

secretory protein

S fimbria adhesin S

streptococcal fibronectin-binding protein I
src homology region
Salmonella-induced filament

Salmonella invasion protein

Salmonella invasion regulator locus
streptolysin A

streptolysin O

secretory leukocyte protease inhibitor
streptolysin S

Shiga-like toxin

superoxide dismutase

silencer of death domains

Salmonella outer membrane protein
son of sevenless

species (singular)

streptococcal protective antigen
surfactant proteins A and D
streptococcal pyrogenic exotoxin
Salmonella pathogenicity island

species (plural)

secreted protein tyrosine phosphatase
scavenger receptor
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SRP
sstl
ST
STATSs

STEC
STI
STM
Stx
TACO
TAP
Tat
TCP
TCR
TCSTS
TeNT
TFF
TGF

TI
TIGR
TIR

Tir

TLR
TNF
TNFR
TOE-MS
TRADD
TRAF
TRAIL
TRAMP
tRNA
TSH
TSS
TSST
Tus
UEA

VASP
VCAM

vMIP

VSG
WASP

yad
Yop
Ysc

signal recognition particle
susceptibility to tuberculosis 1 gene
stable toxin

signal transducers and activators of
transcription

Shiga-toxin producing Escherichia coli
Salmonella typhimurium inhibitor
signature-tagged mutagenesis

Shiga toxin

tryptophan aspartate-containing coat protein
transporter associated with antigen processing
twin-arginine translocation

toxin coregulated pilus

T cell receptor

two-component signal transduction system
tetanus neurotoxin

trefoil factor family

transforming growth factor

T helper cell

thymus-independent

The Institute for Genomic Research
Toll/IL-1R

translocated intimin receptor

Toll-like receptor

tumour necrosis factor

tumour necrosis factor receptor
time-of-flight mass spectrometry

TNF receptor-associated death domain
TNF receptor-associated factor
TNF-related apoptosis-inducing ligand
TNFR-related apoptosis-mediating protein
transfer RNA

thyroid-stimulating hormone

toxic shock syndrome

toxic shock syndrome toxin
termination utilisation substance

Ulex europeaeus agglutinin

urinary tract infection
vasodilator-stimulated phosphoprotein
vascular cell adhesion molecule

very late antigen

viral macrophage inflammatory protein
Vibrio cholerae pathogenicity island
variant surface glycoprotein
Wiskott-Aldrich syndrome protein
World Wide Web

Yersinia adherence gene

Yersinia outer membrane protein

Yop secretion protein
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Chapter outline

1.1 Introduction
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Aims
The principal aims of this chapter are:

« to describe the normal microflora of humans

« to discuss the role of the normal microflora in health and disease

« to describe the types of interaction that exist between humans and
bacteria

« to outline some of the diseases caused by members of the normal
microflora

« to give examples of diseases caused by exogenous pathogens

« to describe a classification system for infectious diseases based on
the presence or absence of key virulence factors of the causative
organism

« to introduce the paradigm organisms — Streptococcus pyogenes and
Escherichia coli

I.1 ‘ Introduction

Human beings display a tremendous range of attitudes to bacteria,
ranging from a paranoid loathing accompanied by an ultimately
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futile determination to extinguish all ‘germs’ from the immediate en-
vironment to an admiring appreciation of their tremendously impor-
tant role in the functioning of the biosphere. While a well-educated
biologist will, one hopes, tend towards the latter attitude, when it
comes to a consideration of infectious diseases, even s/he will often
exhibit a response (bacteriophobia) more characteristic of the former.
This retrenchment to a ‘them’ against ‘us’ confrontational attitude,
while understandable, is not particularly helpful in trying to unravel
the complexities of the origin of, and the mechanisms underlying,
infectious diseases. What many people fail to realise is that, when it
comes to viewing the bacterial world, it is not a case of ‘us’ and ‘them’
because we are, in fact, more ‘them’ than ‘us’. Hence, we do not exist as
germ-free (i.e. ‘gnotobiotic’) animals, but each of us is an ecosystem
comprising approximately 10* microbes (from more than 1000 differ-
ent species, of which most are bacteria) but only 10'®> mammalian cells.
For most of our lives, the mammalian component of this association
lives in harmony with its microbial ‘burden’, which is known as the
‘normal microflora’. Some of our closest friends, therefore, are mi-
crobes. However, many of these organisms can, under certain circum-
stances (to be described later), turn against their host and induce an
infectious process (known as an ‘endogenous’ or ‘opportunistic’ infec-
tion). Furthermore, some bacteria that are not normally members of
the normal microflora can also cause disease (these are known as
‘exogenous’ infections) and such organisms include the familiar ‘patho-
gens’ of humans such as Salmonella typhi, Vibrio cholerae, Neisseria gonor-
rhoeae, Bordetella pertussis and Mycobacterium tuberculosis. Examples of the
causative organisms of important endogenous and exogenous infec-
tions, together with their sites of action, are given in Figures 1.1 and
1.2, respectively.

While much of the emphasis in this book will be on diseases caused
by exogenous pathogens, it is appropriate, first of all, to learn more
about our close friends in the microbial world - the normal microflora.

1.2 ‘ The normal bacterial flora of humans

Only during the first nine months of our existence (i.e. in utero) are
humans composed entirely of mammalian cells. Once we leave the
protection of our mother’s womb we are exposed to microbes and
begin a life-long association with our normal microflora. Ultimately,
of course, the microbes take over completely as, once we have died, our
normal microflora rapidly takes advantage of the collapse of our
defence systems (which are described in Chapters 5 and 6) and avails
itself of the resulting enormous supply of nutrients.

The normal microflora consists of those microbes (mainly bacteria,
but it also includes fungi, viruses and protozoans) that are present on
body surfaces exposed to the external environment, i.e. the skin, oral
cavity, respiratory tract, gastrointestinal tract, vagina and urinary tract




1.2 THE NORMAL BACTERIAL FLORA OF HUMANS

3

Strep. pneumoniae
N. meningitidis Meningitis

Strep. pneumoniae}otitis media
H. influenzae

H. influenzae

Staph. aureus
H. influenzae

Strep. pneumoniae
H. influenzae

} Eye infections .
Strep. mutans (caries)

} Pneumonia Por. gingivalis (periodontitis)
Strep. pyogenes (pharyngitis)
Strep. sanguis (infective
endocarditis)

Staph. aureus infections

Strep. pyogenes} Skin
Prop. acnes

Hel. pylori (gastritis, cancer)

\

E. coli (urinary tract infection)

Cl. difficile
(pseudomembranous)
enterocolitis)

Cl. perfringens (gangrene)

Staph. aureus (osteomyelitis)

Beneficial aspects of the normal microflora

Some of the great |19th century pioneers of bacteriology and immunology, such as
Louis Pasteur and Elie Metchnikoff, were firm believers that the normal microflora
was essential for the well-being of humankind. This very enlightened attitude is sur-
prising in view of the fact that the existence, and all-pervading presence, of
invisible, disease-inducing organisms had only recently been discovered. To regard
these newly discovered organisms as potential allies certainly required considerable
insight. The normal microflora is now recognised as being beneficial to the host
from several points of view. In the first instance, these organisms bind to specific
receptors on host cells (see Section 7.3), so blocking these receptors and preventing
them from serving as sites of attachment for exogenous pathogenic organisms — if
the latter cannot adhere to the host then, generally, they will be expelled from the
host's body. As well as physically preventing adhesion of pathogens, members of
the normal microflora often produce antimicrobial factors that will help to kill, or
limit the growth of, pathogenic organisms. The complex interactions between
members of the oral microflora involving food webs, antagonistic agents, competi-
tion for nutrients, etc. also serve to control the relative proportions of the constitu-
ent organisms, so preventing the ‘overgrowth’ of species with disease-inducing
potential. The consequences of disrupting the normal microflora are dramatically
illustrated by the ills that can befall patients given broad-spectrum antibiotics or

IEEMSEN sore of che

bacteria that are able to cause in-
fections at the anatomical sites
indicated. As all of these
organisms can usually, or often,
be isolated from healthy indi-
viduals, the diseases are regarded

nistic’ infections due to ‘opportu-
nistic’ pathogens. In most cases,
the organisms cause disease at the
anatomical site that they usually
inhabit. However, some members
of the normal microflora cause
disease when they gain access to a
site that is normally sterile. For
example, Streptococcus sanguis
may cause infective endocarditis
when it gains access to the blood-
stream. For genus abbreviations,
see list on p. xxi.

as being ‘endogenous’ or ‘opportu-
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PR some of the

bacteria that are able to cause in-
fections at the sites indicated. As
these organisms are rarely
present in healthy individuals, the
diseases are considered to be
‘exogenous’ infections due to
‘classical’ pathogens. Although
most of the organisms have been
designated as causing an infection
at a particular anatomical site
(usually the site of entry), many of
them become disseminated
throughout the body. For genus
abbreviations, see list on p. xxi.

antibiotic combinations. These include enterocolitis due to the overgrowth of
Clostridium difficile in the colon, candidosis due to proliferation of Candida albicans
(a yeast) in the mouth or vagina and infections with environmental organisms such
as Pseudomonas aeruginosa. As well as serving a protective role, the normal micro-
flora also carries out a range of biochemical reactions that benefit the host.
Intestinal organisms, for example, produce proteolytic enzymes that can break
down proteins in food, thereby aiding digestion. They can also break down bile
acids to products that are important in the emulsification of fats. Furthermore, a
whole range of intestinal species produce vitamin K, which is needed for the
synthesis of prothrombin, an enzyme involved in blood clotting. More recently, it
has been established that the intestinal microflora plays an important role in the
development of the intestinal epithelium and the gut-associated lymphoid tissue
(see Chapters5and I ).

(Figure 1.3). Although the term ‘normal microflora’ is well established,
its use is questioned by many who point out that ‘normal’ is very
difficult to define and that ‘flora’ is inappropriate as microbes are
not plants! The term ‘indigenous biota’ has, therefore, been proposed
as a replacement. As pointed out previously, there are enormous

Brucella spp. (brucellosis)
Fran. tularensis (tularaemia)
Bor. burgorferi (Lyme disease)

Rickettsia spp. (typhus) N. gonorrhoeae (ophthalmia neonatorum)

Chl. trachomatis (trachoma)

C. diphtheriae (diphtheria)
Bord. pertussis (whooping cough)

Leg. pneumophila (pneumonia)
M. tuberculosis (tuberculosis)
Myc. pneumoniae (pneumonia)
B. anthracis (anthrax)
Chlamydia spp. (pneumonia)

Lis. monocytogenes (listeriosis)

Camp. jejuni (gastroenteritis)

Enteropathogenic E. coli
(gastroenteritis)

Sal. typhi (typhoid)

Shigella spp. (dysentery)

V. cholerae (cholera)

Yersinia spp. (yersiniosis)

M. leprae
(leprosy)

T. pallidum (syphilis)

N. gonorrhoeae (gonorrhoea)

Chl. trachomatis (non-gonococcal
urethritis)
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Oral cavity

+ very densely populated

- different regions (e.g. teeth, tongue
are colonised by different types
of bacteria

+ complex microflora, identity of
half of the bacteria present has \ ==
not been established

Skin
- sparsely populated, but
has a large surface area
+ dominated by Gram-
positive species

D

Urinary tract
« usually sterile except for
distal region of urethra

Vagina
- densely populated
* microflora dominated
by lactobacilli

G
A

Diagram showing,
in general terms, the distribution

of bacteria at different body sites.

Upper respiratory tract
(anterior nares, nasopharynx,
oropharynx)
» complex microflora
+ composition depends on
anatomical site

Lungs
» normally sterile

Internal tissues
» normally sterile

Gastrointestinal tract
(stomach, duodenum,
jejunum, colon)

» population density varies
with anatomical site —
stomach is sparsely
populated while colon is
very densely populated

+ contains most of the
bacteria (10') inhabiting
humans

+ very complex microflora,
many have not been identified

numbers of bacteria inhabiting these surfaces; they outnumber mam-
malian cells by a factor of 10 and comprise an appreciable proportion

of the total mass of our bodies (Table 1.1).

While our knowledge of the identity of the bacteria present on our
body surfaces is considerable, we know very little about the inter-
actions that occur between these organisms and the cells and tissues
to which they are attached. Important questions to be addressed
include: ‘How is a healthy balance between microbes and host cells

Table I.1. | Mass of the microflora associated with various body sites
Organ Associated microflora (grams wet weight)
Eyes |

Nose 10

Mouth 20

Upper respiratory tract 20

Vagina 20

Skin 200

Intestines 1000
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maintained?’ and ‘How do these very different types of cell commu-
nicate?’ Unfortunately, relatively little research has been conducted in
these areas — what is known will be described in Section 4.4.

The types of bacteria found associated with an individual vary en-
ormously from site to site within that individual so that it is essential
to speak in terms of the normal microflora of a particular anatomical
region, for example the skin, oral cavity, etc. Even within a particular
region, for example the oral cavity, there are large differences between
the types of bacteria found at particular locations such as the teeth, the
tongue, the gums, etc. These variations arise as a result of the differing
environmental selection factors operating at individual sites (Table
1.2). Hence the particular chemical, physical, biological and mech-
anical factors at the site combine to produce a unique environment
that limits the types of bacteria that can survive and grow at that
particular location. Variations between individuals with regard to
these factors complicate any attempt to define what constitutes the
normal microflora of a particular anatomical region. For example, it
is well established that the diet, hygiene practices, gender, age, etc. of
an individual can all markedly affect the types of bacteria to be found
at a particular anatomical site, particularly within the gastrointestinal
tract. The task of defining the normal microflora is rendered even more
difficult because most bacteriological research has focused on disease-
inducing bacteria rather than the ‘harmless’ species with which we are
colonised, so less is known about the latter. Furthermore, these micro-
bial communities are extremely complex and this leads to problems
with the isolation and identification of the species present. It has also

Table [.2. | Environmental selection factors that influence the survival of a
particular organism within a particular habitat

Factor Examples

Chemical Types and quantities of macronutrients available
Presence of essential vitamins and Jor growth
factors

Presence of trace elements
Composition of the gaseous phase (O,, CO,, etc.)
pH

Physical Temperature
Redox potential
Osmotic pressure
Hydrostatic pressure

Biological Host secretions
Host defence systems
Presence of other bacteria (that could produce
growth inhibitors or whose waste products could
serve as nutrients)

Mechanical ~ Mechanical and fluid shear forces
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been estimated that fewer than half of the microbes present in the gut,
oral cavity and skin have ever been cultivated in the laboratory. The
application of molecular techniques to ascertaining which organisms
are present in a particular habitat is revealing the considerable diver-
sity of the normal microflora. Although only a limited number of
studies have been carried out to date, the results of these suggest
that the number of different bacterial species inhabiting humans is
likely to be of the order of 1000. Bearing in mind the limitations
discussed, this section will summarise what is known of the nature
of the bacteria with which we, usually, live in harmony. For each
anatomical site, a brief description of the major environmental selec-
tion factors operating there will be given in order to provide some
insight into why particular organisms are to be found there.

[.2.1 The skin

The skin is a readily accessible region for bacterial colonisation and
comes into regular contact with a large number, and variety, of bac-
teria from the environment and from other anatomical sites, for
example the respiratory and gastrointestinal tracts. Many of these
(known as ‘transients’) cannot survive for long on the skin surface
while others (‘residents’) are able to grow and multiply there and
become established members of the community. The skin is rather
sparsely populated in comparison with other body surfaces and the
reasons for this will be described later. However, because of its large
surface area (approximately 2 m?), the total number of skin bacteria is
considerable and amounts to approximately 102 per person. So what is
the nature of the environment offered to bacteria attempting to colo-
nise the skin? It must be recognised that the various anatomical sites
provide very different environments. As a result of the distribution of
hair and sebaceous glands, as well as the gross anatomy, both the
moisture content and temperature vary enormously between sites.
For example, the armpits, which are enclosed, hairy regions with
many sebaceous glands, provide a warmer, more moist environment
than the back. The armpits, therefore, support a denser population
(several million per square centimetre) than the back (several
hundred per square centimetre). Even within these distinct sites, the
distribution of bacteria shows considerable variation. Hence, the actual
surface of the skin (the epidermis) is generally dry and so supports
fewer organisms than do the moister sweat glands and hair follicles
(see Figure 5.4). The principal sources of nutrients for skin bacteria are
sweat and sebum.

Sweat consists mainly of Na™ (0.13%), CI~ and K*, together with
small quantities of fatty acids, steroids and vitamins (mainly B; and
C), and the average adult produces approximately 500 ml/day. Sebum
consists of a mixture of the esters of a range of fatty acids. The ways in
which both of these secretions can act to reduce or prevent bacterial
colonisation (as well as other skin-associated antibacterial mechan-
isms) are described in Section 5.4.
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Bacteria and under-arm odour

Bacteriaare responsible for many of the unpleasant odours emanating from the oral
cavity, the gastrointestinal tract and various regions of the skin. With regard to the
skin, the most powerful and distinctive odours are those produced by the axillae.
In these regions, bacteria metabolise steroidal components of sweat (mainly 16-
androstene compounds such as androstadienone and androstadienol) to a mixture
of 3a- and 3B-androstenols, which have urine- and musk-like odours and, together,
are suggestive of under-arm odour. The microflora of the axillae is dominated by
Corynebacterium spp., Propionibacterium spp., Micrococcus spp. and Staphylococcus
spp. Of these, Corynebacterium spp., particularly Corynebacterium xerosis, appear to
be mainly responsible for odour generation. Hence, in a study involving 34 adult
males, those with the highest odour intensity had microfloras dominated by
Corynebacterium spp., whereas those with a low odour intensity had lower propor-
tions of these organisms, but higher proportions of Staphylococcus spp.
Furthermore, of the bacteria isolated, only the Corynebacterium spp. were capable
of odour production when incubated with material obtained (by swabbing with
ether) from the axillae of the volunteers.

Skin shedders

It has been estimated that the average person sheds approximately 5 x 108 skin
scales (squames) per day, of which approximately 10% have bacteria attached to
them. Not all regions of the skin contribute equally to the shedding process —the
nose and the perineal area are particularly active in this respect. As the latter two
areas are the preferred habitats of Staphylococcus aureus, the shedding of squames
constitutes an effective means of disseminating this organism — particularly by
males, who have been shown to shed more staphylococci than females. Indeed, the
number of staphylococci in the air can be increased |0-fold (to approximately
360cells/m?) by a ‘good’ skin shedder. The squames are dispersed into the air
when the individual moves or undresses and when contaminated articles such as
clothes or bedding are disturbed. In hospitals, transmission of Staph. aureus via
squames may be a major route by which other patients become infected. The
number of squames in the air may be reduced by dusting with damp cloths and by
preventing air circulating between infected and susceptible patients.

Bacteria on the skin have ready access to oxygen so that most of the
indigenous species are either obligate aerobes such as Micrococcus spp.,
or facultative anaerobes including staphylococci and Corynebacterium
spp. However, more anaerobic conditions prevail within hair follicles
and the ducts of sebaceous glands and this enables the survival of
anaerobic organisms such as Propionibacterium spp. and Peptostreptococ-
cus spp. Successful colonisers of the skin ought, therefore, to have the
following characteristics: be aerobic or facultatively anaerobic (or anae-
robic, if inhabiting hair follicles or sebaceous glands), be able to adhere
to keratinised epithelial cells, be able to utilise lipids as a carbon and
energy source and be able to tolerate high salt concentrations. In
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general, the skin microflora is dominated by bacteria with these char-
acteristics — the predominant organisms being species belonging to the
genera Staphylococcus, Micrococcus, Propionibacterium and Corynebacterium.
These are all Gram-positive organisms. The only Gram-negative organ-
ism regularly found on the skin is the obligate aerobe Acinetobacter
calcoaceticus.

Several members of the normal skin microflora are able to induce
disease under certain circumstances. The most important of these are
Staph. aureus (which is responsible for boils, wound infections, food
poisoning), Staph. epidermidis (infective endocarditis, infections of pros-
thetic devices) and Propionibacterium acnes (acne).

[.2.2 The oral cavity

The oral cavity contains such a varied set of habitats, each with its own
characteristic microflora, that it is meaningless to speak of a ‘normal
oral microflora’ without specifying which particular oral habitat
(Figure 1.4). More than 500 different bacterial species have been iso-
lated from the human oral cavity and it is likely that a similar number
of, as yet, uncultivated species may be present. The total number of
bacteria in the oral cavity is approximately 10!°. The main habitats are
the teeth, the buccal mucosa, the tongue and the gingival crevice (i.e.
the gap between a tooth and the adjacent gums). Each of these provides
an environment differing in terms of nutrients, oxygen content, redox
potential and pH. One of the unique features of the oral cavity is that it
contains the only non-shedding surfaces in the body, teeth, thus en-
abling bacteria to accumulate to form dense aggregates (or biofilms,
see Sections 2.7 and 7.2) known as dental plaques. These biofilms typic-
ally contain as many as 10! bacteria per gram wet weight. Bacteria in
the oral cavity are subjected to powerful removal forces, including the
constant flow of saliva, swallowing, tongue movements and chewing.
Consequently, the ability to adhere to oral surfaces (or to already

Gingival crevice

(very complex, streptococci,

Actinomyces spp.,

Gram-negative anaerobic
cocci and rods,

Gram-positive anaerobic
cocci and rods)
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(streptococci,
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adherent bacteria) is an essential prerequisite for an organism to colo-
nise the oral cavity. While ostensibly an aerobic environment, most
organisms in the oral cavity are facultative or obligate anaerobes,
with the relative proportions of each varying with the nature of the
microhabitat. The gingival crevice, for example, because of its low
redox potential, restricted access to oxygen and plentiful supply of
nutrients from a serum-like exudate (gingival crevicular fluid), har-
bours high proportions of Gram-negative obligate anaerobes such as
Fusobacterium spp., Veillonella spp. and spirochaetes. In contrast, the
microflora of a freshly colonised tooth surface is dominated by
aerobic and facultatively anaerobic bacteria such as Neisseria spp. and
streptococci.

The microflora of dental plaque is extremely complex, varies with
the nature of the anatomical site and also changes with time. Never-
theless, some generalisations can be made. The numerically dominant
organisms are invariably streptococci and Actinomyces spp., with
members of the following genera usually being present in smaller
numbers - Veillonella, Haemophilus, Neisseria, Fusobacterium and Propioni-
bacterium. The genus Streptococcus comprises a group of facultatively
anaerobic, Gram-positive, chain-forming cocci. Traditionally this
genus is subdivided on the basis of their effects on blood-containing
agar into three groups: non-haemolytic, f-haemolytic (complete de-
struction of red blood cells) and o-haemolytic (partial destruction of
red blood cells accompanied by a green coloration). a-Haemolytic (also
known as ‘viridans’ streptococci) and non-haemolytic species are the
most prevalent streptococci in the oral cavity and these can give rise to
endocarditis when they gain access to the bloodstream of individuals
with damaged heart valves.

Saliva has a very high content of bacteria (approximately 108 per
millilitre) but these are derived mainly from the teeth and oral
mucosal surfaces as a result of mechanical abrasion caused by
chewing, talking, swallowing, etc.

[.2.3 The respiratory tract

Because of the regular inhalation of air, the respiratory tract comes
into regular contact with a large number of bacteria, either freely
suspended or associated with particulate matter. Although it has
been estimated that the average individual inhales approximately
10000 bacteria per day, a number of mechanisms exist for reducing
colonisation by these organisms. The first barrier, hairs in the anterior
nares, serves to remove large particles. Any bacteria or particles over-
coming this defence system are expelled by the ‘mucociliary escalator’
(see Section 5.4). This very effective cleansing mechanism depends on
the existence of the ciliated epithelial cells and mucus-secreting cells
that line the respiratory epithelium. The mucus-secreting cells provide
a layer of mucus in which microbes become trapped. The mucus is
continually propelled along by the cilia towards the larynx where,
together with the entrapped microbes, it is either swallowed or
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coughed up. It has been estimated that the time required to clear
inhaled particles from the bronchi is approximately 30 minutes.
These systems serve to reduce microbial colonisation of the respiratory
tract and maintain the lower regions (bronchi and bronchioles) almost
microbe-free. Nevertheless, the anterior nares, nasopharynx and oro-
pharynx have a characteristic microflora.

In order to establish themselves as part of the normal microflora,
bacteria have to resist expulsion by the above mechanisms and must be
able to adhere to the epithelium lining the respiratory tract, as well as
overcome antibacterial factors present in mucus. The latter include
lysozyme, lactoferrin (a protein that binds iron thereby limiting bacter-
ial growth), secretory IgA antibodies (which prevent attachment of
bacteria to epithelial cells), complement components that can kill
bacteria (see Sections 6.4.2 and 6.6.1.3) and superoxide radicals gener-
ated by lactoperoxidase. Bacteria able to attach to the epithelium and
survive the host defences listed above (the means by which bacteria
evade such defences are described in Chapter 10) must then be able
to grow and reproduce in this aerobic environment in which the only
nutrients are those molecules secreted by host cells. The microflora is
dominated by aerobic and facultatively anaerobic species such as strep-
tococci, staphylococci, Corynebacterium spp. and Gram-negative cocci
(Figure 1.5).

The anterior nares have an epithelium, and an associated microflora,
essentially similar to those of the skin. The dominant organisms are
Staph. epidermidis, Micrococcus spp. and Corynebacterium spp. The oppor-
tunistic pathogen Staph. aureus is usually present in 20-40% of the
population.

The nasopharynx has a more complex microflora than that found in
the anterior nares containing, in addition to staphylococci and coryne-
bacteria, a number of Gram-negative species such as Haemophilus influ-
enzae, Moraxella catarrhalis and Neisseria spp. Some strains of H. influenzae
(those possessing particular types of capsule) may cause life-threaten-
ing infections such as meningitis, acute epiglotitis and pneumonia.
Such strains are present in approximately 4% of the population.
However, most strains are of low virulence and are generally associated
with less serious diseases such as otitis media and sinusitis. While most
of the Neisseria spp. found in the nasopharynx are unable to cause
disease in healthy individuals, as many as 10% of the population
harbour Neisseria meningitidis, which can cause a life-threatening me-
ningitis.

The microflora of the oropharynx exhibits a greater diversity than
that of the nasopharynx, possibly because of the availability of a wider
range of nutrients from food ingested by the host. Streptococci (mainly
o-haemolytic species) are the dominant organisms but the microflora
also includes species belonging to the genera Haemophilus, Neisseria,
Mycoplasma and Moraxella. As many as 10% of the population harbour
Streptococcus pyogenes, a B-haemolytic organism (strains of which are
also known as ‘group A streptococci’). This is the most frequent bacter-
ial cause of pharyngitis, which, in some cases, can be followed by
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rheumatic fever or acute glomerulonephritis. It is also the causative
agent of impetigo, cellulitis, lymphangitis and erysipelas. Up to 70% of
the population may have Streptococcus pneumoniae (an o-haemolytic
species) in their oropharynx and this is responsible for a wide range
of infections, including pneumonia, meningitis, otitis media and sinu-
sitis.

The lower respiratory tract (trachea, bronchi and alveoli) is usually
sterile owing to the efficient removal of particles and microbes by
specialised structures in the upper regions. Any organisms that do
reach the alveoli are usually destroyed by phagocytic macrophages.

[.2.4 The gastrointestinal tract

The gastrointestinal tract contains most of the bacteria inhabiting
humans (approximately 10, with a total mass of approximately
1000g) and has a large surface area amounting to approximately
200 m?2. It consists of several distinct regions (Figure 1.6), which have
in common a number of important environmental selection factors
that differ markedly from those affecting the anatomical regions dis-
cussed so far. Therefore (i) as there is very little ingress of air, these
ecosystems are predominantly anaerobic and have a low redox poten-
tial, (ii) bacteria inhabiting these regions are not dependent on host
secretions for nutrients as there are an enormous variety of nutrients
available from food ingested by the host, (iii) extremes of pH are
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Parties are bad for your health — or are they?

In 1996 there was an outbreak of meningococcal meningitis in a secondary school in
Wales. This consisted of two cases in a class of |15 to |6 year olds and one other case
in a different class — the causative organism was a group B strain of N. meningitidis.
In order to assess the risk factors for carriage of the organism, throat swabs were
taken from most (744) of the 760 pupils at the school and cultured for the presence
of N. meningitidis. At the same time, the pupils were asked to complete a question-
naire about various aspects of their home, lifestyle and behaviour. Neisseria meningi-
tidis was recovered from 60 (7.9%) of the pupils, of whom 33 (55%) were in the
same class as those who had contracted meningitis. The main factors associated
with carriage of the organism were: increasing age (>14 years), smoking (both
active and passive), receiving bad news, being in the same class as the two pupils
with meningitis and attending the end-of-year party. When data concerning
carriage of the particular meningococcal strain actually responsible for the two
cases of meningitis were analysed, it was found that the four main factors
governing carriage of this organism were being in the same class as the pupils who
had contracted the disease, being older than 14, being male, and having attended
the end-of-year party.

Do these findings support the views of most parents that their children should
stay at home and study rather than go to parties? Not necessarily. Pupils who go to
lots of parties and social events (particularly those who smoke) are more likely to
carry meningococci of all types. This would increase their long-term risk of con-
tracting meningitis but may protect them from infection by a virulent strain (by
having ‘primed’ the body's defence systems, for example antibody production,
against the organism) during an outbreak of the disease. In contrast, those who
spend their nights studying quietly at home for most of the year and then attend
the end-of-year party may be easy prey for a virulent strain of the meningococcus.
Life certainly isn't fair!

encountered, particularly in the stomach, and (iv) the tract consists of a
number of fluid-filled cavities so that the ability of an organism to
adhere to the mucosal surface is not an essential prerequisite for it
becoming established as a member of the normal microflora. There is
some difference of opinion as to which of the organisms found in these
cavities can be regarded as members of the microflora. Some argue that
only those organisms attached to the mucosal surfaces are truly part of
the microflora of these regions and any other organisms (i.e. those in
the intestinal lumen) should be regarded as being transients. The latter
spend only between 12 and 18 hours (the normal intestinal transit
time) inside the host.

As well as having the normal antibacterial mechanisms associated
with mucosal surfaces, the gastrointestinal tract also produces proteo-
lytic enzymes and bile salts that exert an antibacterial effect.

Because of its acidity (the pH is as low as 2) and the presence of
proteolytic enzymes, the stomach functions as a protective barrier to
the ingress of bacteria into the rest of the intestinal tract. Very
few bacteria (approximately 10° bacteria/ml) are found in the
stomach contents and these are mainly members of the aciduric
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genera Streptococcus and Lactobacillus (Table 1.3). Some of these are also
found attached to the gastric mucosa and so may be regarded as true
residents rather than as transients. More controversial is the situation
regarding Helicobacter pylori, a Gram-negative, spiral-shaped, motile bac-
terium that attaches itself to the mucosal wall or embeds itself in the
mucus associated with the wall. This organism causes gastritis and
peptic and duodenal ulcers but is also found in the stomach of
healthy individuals and it has been reported that, by the age of 10
years, it is present in up to 80% of the population. Interestingly, Hel.
pylori has been shown to produce antibacterial peptides similar in
structure to cecropins - antibacterial peptides produced by mamma-
lian cells (see Section 5.4.3.11). The organism is itself resistant to these
peptides so that their production may help to eliminate other, compet-
ing, organisms from this habitat.

The duodenum and jejunum, which are still quite acidic (with a pH
between 4 and 5), also have a sparse microflora (approximately 10°
bacteria/ml), although it is more complex than that of the stomach.
In addition to those organisms found in the stomach, members of the
genera Bacteroides and Bifidobacterium are also present. The ileum, the
next region of the small intestine, has a more substantial (up to 10°
bacteria/ml) and diverse bacterial flora, consisting of Lactobacillus spp.,
Bifidobacterium spp., Enterococcus faecalis, Bacteroides spp., Veillonella spp.,
Clostridium spp. and Gram-negative facultative rods such as Escherichia
coli.

Large numbers of bacteria are attached to the mucosal surface of the
colon and are present in the lumen, where they constitute approxi-
mately 55% of the solids. The pH of this region is approximately
neutral and very little oxygen is present. Nearly 500 bacterial species
have been isolated from the colon, although only approximately 40 are
regularly encountered, with one species, Bacteroides vulgatus, regularly
constituting 10% of the microflora. Obligate anaerobes comprise >90%
(approximately 10%° cells/g of intestinal contents) of the microflora,
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Table 1.3. | Normal microflora of the gastrointestinal tract

Anatomical Dominant Predominant organisms found
region environmental
features
Stomach Very acidic, aerobic, pepsin Sparse microflora; Streptococcus spp., Lactobacillus spp., Helicobacter pylori
(a protease), lipase
proteolytic enzymes
Duodenum Acidic, little oxygen Sparse microflora; Streptococcus spp., Lactobacillus spp., Bacteroides spp.,
jejunum present, contains bile and a Bifidobacterium spp.
range of digestive enzymes
(peptidases, nucleases,
amylase, disaccharidases,
lipase)
lleum pH almost neutral, Sparse, but more diverse, microflora than in stomach, duodenum and jejunum:
anaerobic, contains bile and Lactobacillus spp., Bifidobacterium spp., Enterococcus faecalis, Bacteroides spp.,
digestive enzymes Veillonella spp., Clostridium spp. and Gram-negative facultative rods such as
Escherichia coli
Colon pH almost neutral, Very dense and diverse microflora, at least 40 species regularly isolated: >90% of

anaerobic, very low redox
potential, very little oxygen

the microflora are obligate anaerobes; predominantly species of Bacteroides,
Eubacterium, Bifidobacterium, Peptostreptococcus, Fusobacterium followed by
Ruminococcus, Streptococcus, Clostridium and Enterococcus

with five genera accounting for most of these - Bacteroides, Eubacterium,
Bifidobacterium, Peptostreptococcus and Fusobacterium. Other numerically
important genera include Ruminococcus, Streptococcus, Clostridium and
Enterococcus. Species belonging to the following genera are regularly
isolated, although they comprise smaller proportions of the microflora:
Escherichia, Enterobacter, Proteus, Lactobacillus, Veillonella.

Common inhabitants of the colon that are known to cause infections
include CI. perfringens (gas gangrene), Bacteroides spp. (peritonitis, intra-
abdominal abscesses), Cl. difficile (pseudomembranous colitis), E. coli
(diarrhoeal diseases, urinary tract infections, neonatal meningitis).

[.2.5 The urogenital tract

The urinary tract consists of the urethra and the bladder and, apart
from the distal portion of the urethra, does not have a normal micro-
flora as it is regularly flushed by sterile urine. Bacteria from the skin,
anus and vagina often colonise the distal region of the urethra of
females so that streptococci, coagulase-negative staphylococci, lactoba-
cilli and E. coli are often found there.

Prior to puberty and after the menopause, vaginal secretions are
alkaline and the vaginal microflora is dominated by staphylococci
and streptococci. In contrast, between puberty and the menopause,
the secretions are acidic (pH4.7). This is the result of the fermentation
of glycogen (by host cells or bacteria), which accumulates in epithelial
cells due to the action of oestrogens. The low pH encourages colonisa-
tion by aciduric species such as lactobacilli (particularly Lactobacillus
acidophilus, Lactobacillus fermentum, Lactobacillus casei and Lactobacillus
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cellobiosus) that constitute the dominant members of the vaginal
microflora. This is a good example of the way in which host factors
(in this case oestrogens) can have a major effect on the composition
of the normal microflora. A variety of other bacteria have also been
isolated from vaginal secretions including staphylococci, corynebac-
teria, streptococci, Bifidobacterium spp., Peptostreptococcus spp., Peptococcus
spp., Eubacterium spp., Propionibacterium spp. and anaerobic Gram-
negative bacilli.

1.3 ‘ Bacteria and disease

[.3.1 Types of host—bacteria interaction

The relationship between the prokaryotes and eukaryotes comprising
Homo sapiens is harmonious and constitutes an example of mutualism,
i.e. where both partners benefit and neither suffers. Hence the host
provides a warm, moist, nutrient-rich environment for the bacteria,
which in turn provide protection against colonisation by pathogenic
species and also synthesise a range of vitamins (niacin, thiamine, ribo-
flavin, vitamin K) that may be utilised by the host. In the case of many
organisms inhabiting our body, however, we do not appear to derive
any benefit. The bacteria, on the other hand, are provided with nutri-
ents, moisture, etc. - such an association (while appearing rather
unfair, although ultimately not harmful to us) is termed ‘commensal-
ism’. However, for a variety of reasons, these harmless relationships
break down and can lead to a situation in which the prokaryotes
gain at the expense of the eukaryotes: such an association is described
as ‘parasitism’. This constitutes what is often termed an endogenous or
opportunistic infection and will be examined in more detail later in
Section 1.3.2. Furthermore, there are certain bacteria with which we do
not form such pleasant associations and when these organisms are
encountered (they do not usually constitute part of our normal micro-
flora) the result is a parasitic relationship in which the prokaryote
(known as an ‘exogenous pathogen’) causes considerable damage to
its host. This constitutes what most readers will recognise as the classi-
cal (exogenous) infectious disease (see Table 1.4). It must be remem-
bered that the most successful parasites are not those that kill their
host but those that can exploit the latter to ensure their continued
carriage, viability and dissemination to other hosts. On one hand, a
dead host presents the parasite with a huge problem - once this
source of nutrients has been exhausted it must gain access to a new
host. A successful parasite, on the other hand, will do minimal damage
to its host (thereby ensuring a long-term supply of nutrients) and use its
host’s respiratory (coughing, exhalation of aerosols), excretory (faeces),
reproductive (mucosa-mucosa contact) activities to optimise its
chances of reaching other hosts. Before describing which organisms
are responsible for the various infectious diseases of humankind, it is
important to realise that it is often very difficult to establish the
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Table | .4. | Examples of exogenous pathogens and their natural reservoirs

Organism Disease Natural reservoir

Clostridium tetani Tetanus Soil

Legionella pneumophila Pneumonia Water

Borrelia burgdorferi Lyme disease Deer, mice, other rodents, birds
Bacillus anthracis Anthrax Animals, soil

Yersinia pestis Plague Rodents

Vibrio cholerae Cholera Humans, water

Salmonella typhi Typhoid fever Humans

Brucella spp. Brucellosis Cattle, dogs, pigs, goats
Treponema pallidum Syphilis Humans

Mycobacterium tuberculosis Tuberculosis Humans

Corynebacterium diphtheriae Diphtheria Humans

Rickettsia rickettsii Rocky Mountain spotted fever  Ticks

Neisseria gonorrhoeae Gonorrhoea Humans

Shigella spp. Dysentery Humans

Campylobacter jejuni Enteritis Poultry

Listeria monocytogenes Listeriosis Domestic mammals, rodents, birds

aetiological agent of a particular disease. Fortunately, this task has
been greatly aided by Robert Koch, who, in 1890, proposed a set of
criteria necessary for establishing the causative agent of a disease
(Table 1.5). These are known as Koch’s postulates and they have
proved invaluable in identifying the aetiological agents of many infec-
tious diseases. However, there are a number of problems associated
with applying these postulates. Firstly, not all pathogenic bacteria
can be cultivated on artificial media, for example M. leprae, Treponema
pallidum and all viruses. Secondly, for some diseases, for example
meningococcal meningitis, there are no suitable animal models, as
the organisms responsible are only pathogenic for humans. Technolo-
gical advances, however, have enabled these problems to be circum-
vented, and a set of molecular guidelines now exists that can help to
determine whether or not a particular organism is responsible for a
disease (Table 1.6).

Regardless of the nature of either the disease or the organism re-
sponsible, several stages can be identified in the infectious process
that eventually lead to a recognisable pathology in the host and each
of these presents the organism with a series of, sometimes formidable,
problems. Once the organism has come into contact with its host, it
must establish itself at that site. This usually involves adhesion of the
bacterium to a host cell or extracellular component (see Chapter 7). It
must then avoid being destroyed, or expelled, by one or more of the
many host defence mechanisms that will usually come into play once
the organism has been ‘detected’ by the host (see Chapter 10). At the
same time, it must obtain from its immediate environment all of the
nutrients essential for its growth and be able to compete for these with
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Table |.5. | Koch’s postulates for determining whether or not an organism is the aetiological agent of a

particular disease

o The organism should be found in all cases of the disease and should be present in the lesions of the

disease

« ltshould be grown in pure culture on artificial media
« Inoculation of the pure culture into a susceptible animal should result in a similar disease
« Itshould be possible to recover the organism from the lesions of the diseased animal

Table 1.6. | Molecular Koch’s postulates

(i) Thenucleicacid sequence of a putative pathogen should be present in most cases of the disease.
The sequences should be found preferentially in those organs or sites known to be diseased but
not in those sites that lack pathology

(ii) The nucleic acid sequences should be absent (or in lower copy number) in healthy individuals

without disease

(iii) Resolution of the disease (e.g. following effective treatment) should result in a decrease in the
copy number of pathogen-associated nucleic acid sequences

(iv) The presence in a healthy subject of a nucleic acid sequence characteristic of a pathogen should
predict subsequent development of the associated disease in that individual

(v) The nature of the microorganism inferred from the available sequence should be consistent with
the known biological characteristics of that group of organisms

(vi) These sequence-based findings should be reproducible

members of the normal microflora at that site. These bacterial activities
will often result in some form of direct damage to the host or, as is
often the case, the response of the host can be overzealous so that
damage is selfsinflicted. Some organisms may then go on to actually
invade the host tissues, thereby causing more extensive damage (see
Chapter 8). Finally, the organism must escape from its host and ensure
that it is transmitted to another individual. The means by which an
organism accomplishes the above tasks are designated as its ‘virulence
factors’ (Table 1.7) and will be discussed in great detail in subsequent
chapters.

[.3.2 Diseases caused by members of the
normal microflora

First, a few points about terminology. The dictionary definition of the
word ‘disease’ is ‘an unhealthy condition of the mind, body or some
part thereof’. The meaning of ‘infectious disease’ is, therefore, quite
obvious - a disease that is caused by a microbe. Care must be taken,
however, with the term ‘infection’. Some consider it to be synonymous
with ‘infectious disease’. Others, however, use it to mean merely the
presence of a particular organism in the host regardless of whether it is
causing any damage. Difficulties in the use of the term ‘infection’
are encountered particularly when one speaks of diseases caused by
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The bacteriologist as guinea pig

Barry Marshall, who did much to bring Hel. pylori to the attention of the medical and
scientific communities is one of the few brave enough to use himself as a guinea pig
to test out his own hypothesis. He had noticed the association between what was
then known as ‘pyloric campylobacter’ and gastritis and was convinced that there
was a causal relationship between the two. Evidence had accumulated to satisfy the
first two of Koch's postulates but the remaining two needed to be tested —and this
he set out to do. His first step was to establish that he had no inflammation or
abnormality of his stomach by having biopsies taken from a number of regions. He
then swallowed a culture of Hel. pylori (10° colony-forming units), which had been
isolated from an individual suffering from gastritis, and the subsequent effects were
monitored. Eight days later he vomited a little mucus and then suffered from
headaches during the second week. He also became irritable and his colleagues
noticed that his breath had become putrid! Biopsy samples from his stomach
revealed the presence of helical bacteria adhering to the epithelial cells, which
appeared abnormal. The latter contained very little mucus and were devoid of
microvilli. Many polymorphonuclear cells were present and ‘pyloric campylobac-
ters’ were cultured from the biopsy specimens. The actions of this highly
committed researcher provided data to satisfy the remaining two of Koch'’s postu-
lates — that the inoculation of the organism into a susceptible animal (i.e. a human)
produced disease in that animal and the organism could be found in the disease
lesions of the inoculated animal.

organisms that are members of the normal microflora. Hence, in one
sense, most healthy individuals are ‘infected’ with Strep. sanguis, a
member of the normal microflora of the oral cavity, but most of us
are not suffering from an infectious disease (e.g. bacterial endocarditis)
caused by this organism.

In the previous sections, the types of organisms associated with par-
ticular anatomical sites were described and the point was made that
many of these organisms (known as ‘opportunistic pathogens’) are
capable of initiating an infectious process (termed an ‘opportunistic
infection’) but, in general, do not do so (Table 1.8). In considering such
diseases, therefore, one of the first questions to ask is: ‘what has upset
the pre-existing balanced state of affairs to precipitate the disease?’ The

Table |.7. | Bacterial virulence factors

Virulence factor Function

Adhesin Enables binding of the organism to a host tissue

Invasin Enables the organism to invade a host cell [tissue

Impedin Enables the organism to avoid one or more of the host's defence mechanisms
Aggressin Causes damage to the host directly, e.g. exotoxins, enzymes

Modulin Induces damage in the host indirectly by perturbing cytokine networks, e.g. LPS

LPS, lipopolysaccharide.
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Table |.8. | Examples of infections caused by members of the normal microflora

Infection

Causative organism(s)

Urinary tract infection
Infective endocarditis
Periodontal diseases

Caries
Aspiration pneumonia
Pneumonia following viral infection

Otitis media
Pharyngitis
Meningitis

Burn and wound infections
Acne

Toxic shock syndrome
Boils

Actinomycosis
Pseudomembranous colitis
Gas gangrene

Escherichia coli, Staphylococcus epidermidis, Proteus spp.

a-Haemolytic streptococci, Staphylococcus spp.

Porphyromonas gingivalis, Bacteroides forsythus, spirochaetes,
Actinobacillus actinomycetemcomitans

Streptococcus mutans, Lactobacillus spp., Actinomyces spp.

Oral anaerobes, Staphylococcus spp.

Streptococcus pneumoniae, Haemophilus influenzae, Staphylococcus
aureus

Haemophilus influenzae, Streptococcus pneumoniae

Streptococcus pyogenes

Haemophilus influenzae, Neisseria meningitidis, Streptococcus
pneumoniae

Staphylococcus aureus, Streptococcus pyogenes

Propionibacterium acnes

Staphylococcus aureus

Staphylococcus aureus

Actinomyces spp.

Clostridium difficile

Clostridium perfringens

Peritonitis Bacteroides spp.
Infections associated with prosthetic  Staphylococcus epidermidis, Staphylococcus aureus
devices

changes resulting in a switch from a mutualistic or commensal associa-
tion to a disease-inducing parasitic one have, in some cases, been
identified, although many remain obscure. Some of the most impor-
tant means by which opportunistic infections arise are described in the
following sections.

1.3.2.1 Damage to the epithelium

One of the most important functions of the epithelium is to exclude
the enormous number of bacteria that inhabit our body surfaces from
the underlying sterile tissues. The thickness of the epithelium varies
with the anatomical site but can be as thin as a single layer of cells.
Damage to this barrier allows ingress of the normal microflora, some
members of which are able to initiate a disease process. Burns and
wounds, for example, invariably result in some impairment of the
epithelium and the skin organism Staph. aureus often colonises, and
causes disease in, the damaged sites. Environmental organisms such
as Ps. aeruginosa, which are notoriously resistant to antibiotics, are also
frequent causes of burn and wound infections. A dreaded, life-threat-
ening, complication of bowel surgery or rupture of the appendix is
peritonitis due to gut organisms such as Bacteroides fragilis. Puncture
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wounds (i.e. penetration of the epithelium by a sharp object such as a
knife or thorn) can enable access of a wide range of organisms (from the
skin or the environment) to the bloodstream, resulting in a bacterae-
mia and, possibly, a septicaemia. Puncture wounds may also become
colonised by anaerobic, toxin-producing organisms such as Cl. perfrin-
gens — resulting in gangrene, a life-threatening condition. Using a
toothbrush may also damage the junction between the teeth and
gums, enabling the access of oral bacteria to underlying tissues and,
possibly, resulting in a transient bacteraemia. This does not appear to
be a problem for most people. However, in individuals who have con-
genital cardiac abnormalities or prosthetic heart valves, or who have
had rheumatic fever, the organisms may colonise the cardiac tissue or
prosthetic device and so cause endocarditis. This is a serious condition
that can be very difficult to treat.

1.3.2.2 The presence of a foreign body

Advances in surgery and the science of biomaterials have provided us
with a wide range of artificial body parts (prostheses) such as heart
valves and joints that can be used to replace their damaged natural
counterparts. A number of medical and surgical procedures also
involve the insertion of a variety of tubes (catheters) into body orifices,
or through the skin, where they remain for varying periods of time.
Unlike the epithelium, such devices do not have shedding surfaces and
so enable the accumulation of bacteria, resulting in the formation of
biofilms. Biofilms (see Sections 2.7 and 7.2) are less susceptible to phago-
cytosis and to the bactericidal effects of serum and blood because of the
altered physiological state of the bacteria and the presence of large
amounts of extracellular material. Such devices may also interfere
with blood and lymphatic flow in neighbouring tissues, hence render-
ing the host less able to deal with the adherent organisms. They can
also interfere with mechanisms designed to remove bacteria from
these sites, for example the flushing action of urine and the mucocili-
ary escalator in the respiratory tract. The types of organism associated
with such infections will depend on the anatomical site involved but
often include members of the normal microflora such as Staph. epider-
midis, Staph. aureus, and Candida spp. (yeasts) or environmental organ-
isms such as Pseudomonas spp. Diseases that are the result of some
medical procedure are termed iatrogenic.

1.3.2.3 The transfer of bacteria to sites where they are
not part of the normal microflora

The close proximity of the colon to the urethra in females facilitates
the colonisation of the peri-urethral area by members of the normal
microflora of the colon such as E. coli, Proteus spp. and Klebsiella spp. Such
organisms can then ascend the urethra to the bladder resulting in a
urinary tract infection. Females between the ages of 20 and 40 years are
particularly susceptible to urinary tract infections, with E. coli being the
most frequent causative organism. It has been shown that certain




22

AN INTRODUCTION TO BACTERIAL DISEASES

strains of E. coli predominate as the causative agents in a particular
geographical area, suggesting that the organism can be transmitted
from person to person (e.g. via food or water) and then become estab-
lished in the gastrointestinal tract.

As described previously, the lower regions of the respiratory tract are
usually sterile. However, members of the oral microflora, or other
organisms, can gain access to these regions when (i) an individual
loses consciousness, (ii) tubes are inserted, and (iii) food or gastric
fluid is inhaled. The presence of such organisms, particularly anaerobic
members of the oral microflora, in the lower respiratory tract can lead
to aspiration pneumonia - one of the most common causes of death in
the elderly. The disease is usually polymicrobial and a wide range of
organisms may be implicated, including anaerobes from the oral
cavity, Gram-negative bacilli (particularly Klebsiella spp. and Pseudo-
monas spp.) and staphylococci.

1.3.2.4 Suppression of the immune system by drugs
or radiation

Cancer therapy involves the use of radiation or drugs that are designed
to kill rapidly growing cells. Unfortunately, this includes polymorpho-
nuclear neutrophils, which constitute one of the major host defences
against bacteria (see Section 6.3.2). Other side effects of these proce-
dures include depressed antibody production and impaired comple-
ment function, both of which will weaken the individual’s ability to
deal with infecting organisms. The immune response is deliberately
suppressed in patients undergoing organ (liver, kidney, heart, etc.)
transplantation so as to decrease the chance of organ rejection. These
treatments, therefore, render the patient prone to infection by a wide
variety of bacteria that normally do not cause problems in individuals
with an intact defence system. Gram-negative bacilli (e.g. E. coli, Kleb-
siella spp. and Pseudomonas spp.), Staph. aureus and the yeast Candida
albicans are the most frequent causes of infections in such patients.
Many of these infections are acquired while the patient is in hospital
(termed a ‘nosocomial infection’) and, as many of the organisms
present in hospitals are antibiotic resistant, the treatment of such
infections can be very difficult.

1.3.2.5 Impairment of host defences due to infection by
an exogenous pathogen

Influenza is a common infection caused by orthomyxoviruses. These
viruses destroy cells lining the upper and lower respiratory tracts and
so impair the ability of the epithelium to exclude bacteria. They also
inhibit phagocytosis of bacteria by alveolar macrophages, so enabling
the survival of members of the normal microflora such as Staph. aureus,
Strep. pneumoniae and H. influenzae. These organisms can then cause an
often fatal pneumonia.

Infection with the human immunodeficiency virus (HIV), the causa-
tive agent of acquired immunodeficiency syndrome (AIDS), destroys
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one of the key cells (CD4 T lymphocytes, see Section 6.7) of the immune
response, leaving patients vulnerable to opportunistic infections. Many
of the organisms responsible for such infections are members of the
normal microflora such as Candida albicans, Pneumocystis carinii, Strep.
pneumoniae, Staph. aureus and Corynebacterium spp.

1.3.2.6 Disruption of the normal microflora by antibiotics

The microflora inhabiting a particular anatomical site consists of a
complex community in which the relative proportions of the different
species are controlled by, amongst other factors, positive and negative
interactions between the organisms present. These include competi-
tion for adhesion sites and nutrients, interdependence as a result of
food webs and the production of bacteriocins and other antagonistic
chemicals.

The administration of an antibiotic to an individual can have a
dramatic effect on these communities and can encourage the prolifera-
tion of those species that are intrinsically resistant to the particular
antibiotic. Consequently, an organism that may have been present in
only small numbers prior to administration of the antibiotic could
emerge as a dominant member of the new community and may be
able to initiate an infectious disease: this is often referred to as a ‘super-
infection’. This scenario is well documented in the case of broad-
spectrum agents such as tetracyclines, ampicillin and cephalosporins.
For example, administration of tetracycline can result in an over-
growth of Candida albicans in the oral cavity and this is often accom-
panied by thrush (candidosis). One of the most frightening, potentially
life-threatening, adverse consequences of the administration of anti-
biotics is pseudomembranous colitis. This is a diarrhoeal disease
caused by a member of the normal flora of the colon, Cl. difficile. The
organism is usually present in small numbers, being held in check by
complex interactions involving other members of the microflora. Ad-
ministration of antibiotics, especially ampicillin, clindamycin and ce-
phalosporins, can disrupt this balance, allowing the proliferation of
the organism and secretion of the potent toxins that are responsible
for the diarrhoea (for a discussion of these toxins, see Section 9.5.3.1).

1.3.2.7 Unknown precipitating factor

The commonest infectious diseases of humans are the inflammatory
periodontal diseases, which include gingivitis (when only the gingivae,
i.e. gums, are involved) and periodontitis (when tooth-supporting struc-
tures such as the alveolar bone are involved). These diseases, which are
caused by members of the normal oral microflora, affect everyone at
one time or another and are the major cause of tooth loss in adults. The
causative organisms (known as periodontopathogens) are mainly,
though not exclusively, anaerobes such as Porphyromonas gingivalis,
Prevotella intermedia, spirochaetes and Eubacterium spp. These may com-
prise part of the dental plaque community in the gingival crevice (the
gap between the tooth and gums) and, in the absence of disease, may be
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present in low numbers. Some environmental perturbation may then
occur that could favour the proliferation of one (or more) of these
periodontopathogens to disease-inducing levels. One possible event
leading to such a scenario would be an increased flow of nutrient-
rich, antibody-containing gingival crevicular fluid (GCF, an exudate
from serum) due to an inflammatory response to the accumulation
of dental plaque. The GCF may supply a key nutrient, the absence of
which may have been limiting the growth of one of the pathogens, or
may provide antibodies against a non-periodontopathogenic species
whose elimination may serve to allow pathogens to proliferate.

[.3.3 Exogenous infections

Bacteria that are capable of inducing disease in individuals with intact
specific and non-specific defence systems are usually referred to as
‘pathogens’. The ability of a particular pathogen to damage its host
(its ‘virulence’) is expressed in terms of the number of cells required
to elicit a particular pathogenic response in its host (Table 1.9).
Although the list of bacteria recognised as being pathogens continues
to grow steadily (owing, mainly, to advances in detection methods), it is
important to realise that the number of such species is minute in
comparison to the number of species with which we live in harmony.
Many of the most dangerous pathogens are not usually part of the
normal human microflora, although humans may be the natural
host, for example Bord. pertussis (the causative agent of whooping
cough), Shigella spp. (cause dysentery), M. tuberculosis (causes tuberculo-
sis), T. pallidum (causes syphilis). Others are primarily inhabitants of
other animals (e.g. M. bovis, Bacillus anthracis, Yersinia pestis) or are
found in the soil (e.g. Cl. tetani) or in water (e.g. V. cholerae). There are,
however, some exceptions to this generalisation as some organisms
(e.g. Sal. typhi, N. meningitidis, C. diphtheriae) can colonise certain indi-
viduals (known as ‘carriers’) without causing disease and can then be
transmitted to susceptible individuals. Furthermore, patients recover-
ing from an infection may harbour the causative organism for an
appreciable length of time and so can act as a source of infection for
other individuals. The most notorious example of the latter was
‘Typhoid Mary’, a cook who lived in New York state in the early
1900s. This lady was a carrier of Sal. typhi and, while working for a
number of different families, unwittingly infected approximately 200
individuals.

One complication associated with designating a particular bacterial
species as being a pathogen is that different strains of a particular
species can exhibit considerable differences in virulence. Such differ-
ences are attributable to the presence or absence in the strain of those
virulence factors that are considered to be important in the disease
process. Until relatively recently, the recognition of different strains
within a species was based on phenotypic characteristics, for example
the ability to ferment particular sugars or to produce parti-
cular enzymes. However, because of advances in molecular genetic
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Table I.9. | The terms pathogen, pathogenicity and virulence have been defined in a number of ways over the
years and these, together with a proposal for a new set of definitions, are shown below

Term

Previous definitions

Proposed definition

Pathogen

Pathogenicity

Virulence

Virulence
factor or
determinant

A microbe capable of causing disease

A microbe that can increase in living
tissue and produce disease

A microbe whose survival depends upon
its capacity to replicate and persist on or
within another species by actively
breaching or destroying a cellular or
humoral host barrier that ordinarily
restricts or inhibits other microbes

A parasite capable of causing or producing
some disturbance in the host

Capacity of a microbe to produce
disease

Degree of pathogenicity

Virulence is proportional to the reciprocal
of resistance

Strength of the pathogenic activity

Relative capacity to overcome available
defences

Disease severity as assessed by reductions
in host fitness following infection

Percentage of death per infection
A synonym for pathogenicity
Property of invasive power

Measure of the capacity of a microbe to
infect or damage a host

Relative capacity to enter and multiply in
agiven host

A component of a pathogen that, when
deleted, specifically impairs virulence
but not viability

Microbial products that permit a pathogen
to cause disease

A microbe capable of causing host
damage; the definition can encompass
classical pathogens and opportunistic
pathogens; host damage can result from
either direct microbial action or the
host immune response

The capacity of a microbe to cause
damage in a host

The relative capacity of a microbe to
cause damage in a host

A component of a pathogen that
damages the host; this can also include
components essential for viability
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techniques, there is now much greater interest in identifying strain
variation by analysing the genetic make-up of the organisms (i.e. ‘geno-
typing’). Such analyses have established the existence of large numbers
of clonal types in some pathogenic species. Some clones of a particular
organism may constitute part of the normal human microflora
whereas others are highly virulent and colonisation by these often
results in disease. A good example of the wide variation in virulence
displayed by strains of a particular species is H. influenzae, which exists
as six serotypes distinguishable on the basis of the antigenicity of their
capsular polysaccharides. Serotypes a, c, d, e and f are present in the
upper respiratory tract of most individuals, where they rarely cause
disease. In contrast, serotype b of this organism is highly virulent
and is rarely found in healthy individuals. It has been shown that in
North America 104 clonal types of H. influenzae serotype b exist. Further-
more, genetic analysis of serotype b strains has shown that only 6 of the
104 clonal types are responsible for 81% of disease outbreaks. At the
other extreme is the enteric pathogen Shigella sonnei, in which only one
clonal type has been identified. A common method of quantifying the
virulence of different strains of a pathogen is to determine the number
of cells (lethal dose, LD) necessary to kill 50% of a population of suscep-
tible animals - this number is known as the LDsq. It is important to
remember that, just as the virulence of members of a particular bacter-
ial species can differ, the susceptibility of the host to a particular
organism can vary markedly among individuals. The outcome
(disease versus no disease) of the interaction between a bacterium
and its host depends, therefore, not only on the virulence of the infect-
ing organism but also on the susceptibility of that particular indi-
vidual. Factors that are known to affect host susceptibility include
age, nutritional status, whether or not the individual has been
exposed previously to the organism and, as we are only now coming
to appreciate, a variety of genetic factors.

1.4 | The spectrum of bacterial diseases

The number of different diseases caused by bacteria is very large and,
when attempting to review the whole range of such diseases, it is con-
venient to classify them into a smaller number of groups, each of which
has certain features in common. The classification systems used by
authors of textbooks are, inevitably, biased towards the target audience
of the particular book. Hence, books written primarily for scientists
have tended to use the type of bacteria involved in the disease
process as the basis for their classification system, for example diseases
due to staphylococci, streptococci, etc. Books written for clinicians have
tended to regard the target organ or organ system as the basis of their
classification scheme, for example diseases affecting the respiratory
tract, skin, etc. As this book is concerned with disease mechanisms,
we have based our classification system on the bacterial virulence
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Effects of host genotype on susceptibility to
infectious diseases

A number of studies, involving a variety of approaches, have been carried out to
determine whether host genetic factors affect an individual's susceptibility to infec-
tious diseases. One approach has been to compare the susceptibility of a sibling of
an infected individual to a particular infection to that of the general population.
However, any increased susceptibility in such individuals may be attributable, in
part, to environmental rather than genetic factors. This problem can be overcome
in studies involving identical and non-identical twins. The susceptibility to
infection with M. tuberculosis, M. leprae and Hel. pylori has been shown to be more
similar in identical than in non-identical twins. As there is general agreement that
genetic factors do affect susceptibility to infection, the next question to ask is:
which genes are involved? To answer this question, the following approach is
necessary: (i) identify the range of variations (polymorphisms) found in a particular
gene which is likely to be involved, for example one of the many genes involved in
host defence systems, (ii) determine whether susceptibility to a particular
infection can be correlated with the presence or absence of a particular gene poly-
morphism. Most of these candidate genes chosen for study have been those
involved inimmune mechanisms, for example genes of the major histocompatibility
complex (also known as human leukocyte antigens, HLA) and genes encoding
cytokines and their receptors (see Sections 4.2.6 and 6.7.2). It has been found that
the class Il antigen HLA-DR2 is frequently, but not always, associated with suscept-
ibility to both leprosy and tuberculosis. The susceptibilities of individuals to
leprosy and meningococcal meningitis have also been shown to be associated with
polymorphisms in the tumour necrosis factor o (TNFa) gene while variations in
the genes encoding the interferon y (IFNYy) receptor or the interleukin 12 (IL-12)
receptor contribute to susceptibility to mycobacterial infections.

Host genetic factors also appear to influence the chances of developing gastric
cancer following infection with Hel. pylori. Individuals with particular genotypes
that increase production of the cytokine interleukin | (IL-1)show an increased risk
of Hel. pylori-associated gastric cancer. Among individuals infected with Hel. pylori,
those with the IL-IB-31T or the IL-| RN*2 allele of the IL- | B gene have a higher risk
of developing gastric cancer.

factors involved in the disease process. A remarkable feature of many
infectious diseases is the predictability of the course of the disease. This
gives rise to a characteristic set of features in the patient that is very
useful to the clinician who is trying to establish what is wrong with
that individual. Hence, a particular organism will usually infect a
certain tissue or organ, will either be limited to that tissue or spread
throughout the body, and will produce a characteristic pattern of
tissue destruction. Such predictable behaviour stems from the fact
that a particular bacterium possesses a defined set of virulence
factors that determine to which tissue an organism can adhere,
whether it can invade that tissue and what damage it causes. A
useful classification system for bacterial infections, which emphasises
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the underlying virulence mechanisms, is one based on the following
criteria: (i) their site of action, (ii) whether or not the organisms invade
the tissue and reach other parts of the body, (iii) whether the organisms
secrete toxins, and (iv), in the case of those species that invade the host,
whether the bacteria take up residence inside host cells (intracellular
lifestyle) or not (extracellular lifestyle) (Table 1.10). The scheme is not,
of course, ideal, as it largely ignores the role of the host in the infec-
tious process. Hence, an organism that is unable to induce a dissemi-
nated infection in one individual may readily do so in another,
particularly if the latter is very young, very old, malnourished or im-
munocompromised in some way. Another problem is defining what is
meant by an ‘invasive’ pathogen. Should any organism capable of in-
vading an epithelial surface be classed as ‘invasive’ or should the term
be restricted to those organisms that are habitually disseminated (by
the bloodstream or lymphatic system, or by carriage within phagocytic
cells) to many parts of the body? In our scheme, we have restricted the
term to mean the latter rather than the former as organisms capable of
causing a disseminated infection must possess a distinctive array of
virulence factors (Table 1.7), particularly impedins, to enable them to
withstand the full onslaught of the many facets of the host defence
system that can be mounted against them. Examples of each of the
major types of infection, based on this classification system, are
given below.

[.4.1 Infections that are not usually accompanied by
tissue invasion and dissemination

In order to maintain themselves in their host, bacteria must adhere to
some tissue (see Chapter 7). Once they have adhered, many bacterial
species are then able to harm their host. Such organisms do not gen-
erally invade the tissue to which they have adhered or, if they do, they
rarely reach the bloodstream and so are not carried to other parts of the
body. Examples of such diseases include diphtheria, pharyngitis,
cholera, whooping cough and some forms of gastroenteritis.

1.4.1.1 Infections confined to mucosal surfaces

[.4.1.1.1 Causative organism produces an exotoxin

Diphtheria is a disease that originates in the pharynx and is invariably
confined to the upper respiratory tract. It is caused by C. diphtheriae,
which is transmitted via a bacteria-laden aerosol. The organism causes
a very severe pharyngitis that can actually block the air passage result-
ing in suffocation of the infected individual. The bacteria also secrete a
toxin (the gene for which is carried by a bacteriophage) that enters the
bloodstream and is able to affect nearly all human tissues. Heart failure
is the usual cause of death, although many organs are damaged by the
toxin. On recovering from the infection, an individual will often
harbour the organism in the throat or nose for several weeks and so




Table 1.10. | Classification of bacterial infections. This scheme is very microbe centred and basically ignores the role of the host! It may not be valid when the

host is very young, very old, malnourished or immunocompromised

Involving tissue invasion and dissemination throughout the body

Generally not accompanied by dissemination throughout the body

Exotoxins involved

No exotoxins involved

Confined to mucosa

Confined toskin

Infecting Infecting Infecting Infecting Exotoxins No Exotoxins No
organism is organism is organism is organism is involved exotoxins involved exotoxins
intracellular extracellular intracellular extracellular involved involved
Dysentery Gangrene Tuberculosis Meningitis Diphtheria Gonorrhoea Tetanus Acne
(Shigellaspp.) (Clostridium (Mycobacterium (Haemophilus (Corynebacterium (Neisseria (Clostridium (Propionibacterium
perfringens) tuberculosis) influenzae) diphtheriae) gonorrhoeae) tetani) acnes)
Listeriosis Pneumonia Typhoid fever Meningitis Cholera Diarrhoea Impetigo Erythrasma
(Listeria (Streptococcus (Salmonella (Neisseria (Vibrio (enteropathogenic (Staphylococcus (Corynebacterium
monocytogenes) pneumoniae) typhi) meningitidis) cholerae) Escherichia coli) aureus or minutissimum)
Streptococcus
pyogenes)
Legionnaires’ Puerperal fever Brucellosis Whooping cough Vincent's stomatitis Scalded skin
disease (Streptococcus (Brucellaspp.) (Bordetella (Fusobacterium spp. syndrome
(Legionella pyogenes) pertussis) and Treponema spp.) (Staphylococcus
pneumophila) aureus)
Meningitis Lyme disease Some urinary Otitis media Boils
(Streptococcus (Borrelia tract (Haemophilus (Staphylococcus
pneumoniae) burgdorferi) infections influenzae) aureus)
Plague Trachoma Gastritis and Periodontitis Erysipelas
(Yersinia pestis) (Chlamydia peptic ulcers (Porphyromonas (Streptococcus
trachomatis) (Helicobacter gingivalis) pyogenes)
pylori)
Anthrax Pneumonia Tonsillitis
(Bacillus (Chlamydia (Streptococcus
anthracis) pneumoniae) pyogenes)
Gastroenteritis Typhus Gastroenteritis
(Yersinia (Rickettsia typhi) (Campylobacter spp.,
enterocolitica) enterotoxigenic
Escherichia coli)
Qfever Pseudomembranous
(Coxiella colitis
burnettii) (Clostridium difficile)

Staphylococcal toxic
shock syndrome
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can transmit the organism to others via aerosols or direct contact with
respiratory secretions.

The causative agent of cholera, V. cholerae, is transmitted in faeces-
contaminated water or food. Generally, quite high numbers (108-10°
cells) of the organism need to be ingested to induce the disease. The
organism colonises the mucosa of the small intestine and produces
an enterotoxin that stimulates epithelial cells to secrete chloride,
bicarbonate and water; this results in a profuse, watery diarrhoea
that can amount to more than 1 litre per hour. The infected individual
usually dies (the case fatality rate can be as high as 14%) unless the
water and electrolytes are replaced.

Whooping cough is a disease predominantly affecting young chil-
dren and is caused by Bord. pertussis, which is spread in aerosols
created by infected individuals. It is highly infectious, with attack
rates greater than 50% in susceptible individuals and it kills approxi-
mately 600 000 children worldwide each year. The organism adheres to
the cilia of the respiratory epithelia and secretes several toxins that kill
epithelial cells, cause dysfunction of the central nervous system and
induce hypoglycaemia. The prolonged paroxysms of coughing result in
apnoea and, eventually, death.

Infections of the urinary tract are more common in females than in
males and involve the colonisation of the urethra by organisms such as
E. coli and Proteus spp., which are normal inhabitants of the colon. In
order to resist the flushing action of urine, one of the prime require-
ments of a urinary pathogen is an ability to adhere strongly to mucosal
cells and in E. coli this is mediated by pili. Many uropathogenic strains
of E. coli also produce an exotoxin that can kill host cells and stimulate
an inflammatory reaction.

It is now recognised that the main cause of gastric and duodenal
ulceration is infection with Hel. pylori. This organism has been isolated
from as many as 80% of patients with gastric ulcers and from 95% with
duodenal ulcers. It is able to penetrate the protective mucus layer of
the stomach and attach to mucus-secreting cells, where it produces a
urease that liberates ammonia, so providing the buffering power
needed to enable it to survive at the low pH of the stomach. It also
secretes a vacuolating cytotoxin that plays a role in ulcer development.
The natural host for the organism is humans but its mode of transmis-
sion is uncertain. Gastric fluid containing the bacterium could reach
the oral cavity and so be transmitted via aerosols, or the organism
could be excreted in faeces.

[.4.1.1.2 Causative organism does not produce an exotoxin

Some non-invasive organisms induce disease without secreting any
toxins. For example, Mycoplasma pneumoniae, an aerobic, pleomorphic
bacterium without a cell wall, is one of the most common causes of
pneumonia in children and adolescents. It has been estimated that up
to 18% of pneumonias in non-hospitalised patients are due to this
organism. The normal habitat of Myc. pneumoniae is the nasopharynx
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Corynebacterium diphtheriae toxin

The main virulence factor of C. diphtheriae is its toxin, which, when injected into an
appropriate animal, can induce the characteristic features of the disease.
Remarkably, however, it has been shown that the gene (tox) encoding this toxin is
provided by a phage that infects the organism. Strains that are not infected with a
toxin-encoding phage are unable to cause diphtheria and, in fact, most strains of
the organism that are isolated from the throats of individuals outside epidemic
areas are non-toxinogenic. The expression of the tox gene is controlled by a
number of factors including pH, amino acid concentration, type of carbon and
nitrogen sources available and the concentration of iron. The effects of variations in
iron concentration on toxin production have been the most extensively investi-
gated and it has been shown that high concentrations (>0.5 pg /ml) inhibit produc-
tion of the toxin.

of humans and it is transmitted between individuals by aerosols. The
organism adheres to epithelial cells of the upper respiratory tract,
where it initially inhibits ciliary action, so enabling colonisation of
the lower regions of the tract, and then kills the cells. The mechanisms
underlying these processes have not yet been elucidated, although
there is evidence that in some Mycoplasma spp. the toxic effects are
due to their ability to produce hydrogen peroxide.

Gonorrhoea is caused by N. gonorrhoeae, an organism whose only host
is the human. It is a Gram-negative, aerobic, non-motile coccus that
does not survive for long outside its host, so that transmission of the
infection is invariably by direct person-to-person contact. It has been
estimated that approximately 1000 viable bacteria are needed to initi-
ate an infection in the male urethra. The bacteria adhere to columnar
epithelial cells of the cervix and urethra by means of pili and induce a
strong inflammatory response, giving rise to a characteristic purulent
discharge. This is presumably due to the induction of cytokine release
from host cells, although the bacterial constituents responsible for this
have not yet been identified. Following firm attachment, bacteria are
taken up by the epithelial cells and transported to the basement mem-
brane. However, in only approximately 1% of all cases does the infec-
tion become systemic, resulting in arthritis and, less commonly,
endocarditis.

1.4.1.2 Infections confined to the skin

[.4.1.2.1 Causative organism produces an exotoxin

Tetanus is caused by CI. tetani, which is widely distributed in the en-
vironment, being found in soil, in the faeces of humans (up to 40% of
the population) and other animals and in the dust of houses and
hospitals. The disease results from the contamination of minor punc-
ture wounds, but only if the conditions there are suitable for spore
germination and toxin production, and it has been estimated that
approximately one million cases of tetanus occur each year throughout
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Bacteria can cause cancer

Helicobacter pylori was first described only in 1982 but since then has been recognised
as a common bacterial pathogen and is thought to be present in the stomach of up
to 80% of adults. Once infected, an individual generally carries the organism for
life, unless it is eradicated by antibiotics. It was soon shown that Hel. pylori was re-
sponsible for gastritis but, surprisingly, it was also found to be the main cause of
gastriculcersand duodenal ulcers—which, in developed countries, occur in approxi-
mately 15% of individuals infected with the organism. For many years, it had been
assumed that gastric and duodenal ulcers were idiopathic in nature or attributable
to the use of aspirin or non-steroidal anti-inflammatory drugs. Even more astound-
ing revelations were to follow. For a number of years chronic gastritis had been
known to be linked to the development of adenocarcinoma of the stomach, this
being the most important gastric malignancy and the second most common cause
of death due to cancer. Increasing evidence then accumulated to support an associa-
tion between Hel. pylori and gastric carcinoma until in 1994 the International
Agency for Cancer Research declared that Hel. pylori was a carcinogen for humans.
The organism is also thought to be responsible for at least two other forms of
cancer — gastric non-Hodgkin's lymphomas and gastric mucosa-associated
lymphoid tissue lymphoma. Such is the interest in this organism, and closely
related species, that nearly 8% of all research publications in microbiology
between 1991 and 1997 concerned members of the Helicobacter genus.

The finding that Hel. pylori is a carcinogen has spurred research into determining
the possible involvement of bacteria in other carcinomas and in chronic diseases
such as arthritis, heart disease and even schizophrenia.

the world. The bacteria remain at the site of the wound but the toxin
binds to nerve terminal membranes, is internalised and then migrates
to the central nervous system. Its principal effect is to block the normal
inhibition of spinal motor neurones, which results in characteristic
muscular spasms. Estimates of the case fatality rate vary enormously,
but in the United Kingdom it is thought to be approximately 10%.

Cutaneous abscesses are invariably caused by Staph. aureus, a member
of the normal skin microflora. This organism produces a wide range of
toxins and extracellular enzymes of which the most likely to be in-
volved in abscess formation are the Panton-Valentine leukocidins
and o-haemolysin (which kill polymorphonuclear leukocytes), coagu-
lase (which walls off the lesion and protects bacteria from phagocytes)
and lipases (which release inflammatory fatty acids).

[.4.1.2.2 Causative organism does not produce an exotoxin

Acne is a disease caused by Prop. acnes, which is a member of the normal
skin microflora and, indeed, is probably the most common organism
found on human skin. These bacteria inhabit sebaceous glands and can
hydrolyse the lipids present in sebum to produce fatty acids that
induce the inflammation characteristic of the condition.
Corynebacterium minutissimum infects the stratum corneum of moist
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areas of the skin such as the toe webs and axillae, producing red scaly
patches - a condition known as erythrasma.

[.4.2 Infections accompanied by tissue invasion
and dissemination

Those organisms that are able to invade and traverse the protective
epithelial layers characteristically adopt either an intracellular or
extracellular lifestyle (see Section 8.4) and this is a useful criterion
for classification.

1.4.2.1 Causative organism produces an exotoxin

[.4.2.1.1 Infecting agent adopts an extracellular lifestyle

Clostridial myonecrosis (gas gangrene) is an aggresive, often lethal,
infection of muscle due mainly to CI. perfringens following contamina-
tion of deep wounds or after abdominal surgery. The organism is
present in soil and dust and is a member of the normal intestinal
microflora. Under appropriate conditions, the spores present in a
wound may germinate and the resulting vegetative organisms multiply
and then spread into adjacent groups of muscle, releasing a number of
potent toxins that cause extensive tissue destruction. The most impor-
tant environmental condition affecting the initiation of the infection is
the redox potential of the tissues. Clostridia cannot multiply in normal
tissues because they need a highly reducing environment (with a redox
potential below approximately +75mV). Normal tissues have a much
higher redox potential (>+120mV). However, tissue damage often
results in a decreased supply of (oxygenated) blood to the damaged
area, giving rise to tissue anoxia and hence a low redox potential and
thereby creating ideal conditions for the growth of anaerobic bacteria.
Gangrene can also be caused by other members of the genus Clostri-
dium, including CI. novyi, Cl. septicum and Cl. histolyticum.

Streptococcus pneumoniae, an a-haemolytic streptococcus, is present in
the nasopharynx of at least one-third of the human population.
However, it can also invade the respiratory epithelium and enter the
bloodstream to reach the meninges, where it is responsible for a life-
threatening meningitis. When the organism lyses it releases a potent
toxin (pneumolysin) that can kill host cells and can also act as a very
effective inducer of cytokine synthesis. Streptococcus pneumoniae is also
the most frequent cause of bacterial pneumonia acquired in the com-
munity (i.e. as opposed to pneumonia contracted in hospitals), account-
ing for between 30% and 50% of cases of the disease. Other diseases due
to this organism include otitis media, sinusitis and chronic bronchitis.

1.4.2.1.2 Infecting agent adopts an intracellular lifestyle

Bacterial dysentery is a gastrointestinal infection in which blood
is often present in the accompanying diarrhoea. Any of the four
species of the genus Shigella may be responsible for the infection.
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These bacteria are essentially human pathogens and are usually trans-
mitted via contaminated food or water, although, as the infectious
dose is so low (a few hundred organisms), it can also be transmitted
by person-to-person contact. The bacteria cross the intestinal mucosa
via M cells and then invade epithelial cells via their basolateral faces
(see Section 8.2.1.1.3). They then spread to adjacent cells by forcing their
way through the intervening cytoplasmic membranes, killing the cells
as they go. They generally invade only the gut wall and the mesenteric
lymph glands - bacteraemia is not common. All four Shigella spp.
secrete toxins but Shig. dysenteriae also releases an intracellular Shiga
toxin on lysis that is enterotoxic, neurotoxic and cytotoxic and is
thought to be responsible for an, often fatal, acute kidney failure.
Patients recovering from the infection often continue to excrete the
organism in their stools for several weeks and some become persistent
carriers of the organism.

Legionella pneumophila is an organism that is ubiquitous in aquatic
environments - both natural and artificial. Inhalation of aerosols (e.g.
from air-conditioning systems, showers, etc.) can lead to a potentially
fatal form of pneumonia known as Legionnaires’ disease. Once they are
inhaled, the bacteria invade and colonise predominantly the macro-
phages present in the lung alveoli but they can also invade, and
survive within, neutrophils and tissue monocytes. Tissue damage
results from the secretion of a number of proteases and exotoxins
including a heat-stable cytotoxin and a haemolysin. The bacteria are
often transported within phagocytes to other parts of the body, where
they may be released and so infect other cells.

1.4.2.2 Causative organism does not produce an exotoxin

1.4.2.2.1 Infecting agent adopts an extracellular lifestyle

Haemophilus influenzae forms part of the normal microflora of the upper
respiratory tract. Most of these normal residents are strains of low
virulence but colonisation by serotype b strains can result in a
number of serious infections including meningitis. Colonisation of
the nasopharynx by the organism can result in nasopharyngitis,
which is sometimes accompanied by a bacteraemia. However, little is
known concerning how the organism then invades the meninges to
cause meningitis. The organism is also responsible for a range of res-
piratory tract infections including otitis media, sinusitis, epiglottitis,
pneumonia and chronic bronchitis.

Neisseria meningitidis is found in the nasopharynx of as many as 10%
of the human population. It is responsible for a potentially fatal form of
meningitis, particularly in infants but also in older children and
adults, in which death may occur within 24 hours of the appearance
of symptoms. These include headache, fever, a skin rash and neck
stiffness. The disease is acquired by inhaling aerosols produced by an
individual who is either infected with, or a carrier of, the organism. The
bacteria then colonise the nasopharynx and invade the respiratory
epithelium, passing through this into the bloodstream. They are then
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carried to the meninges, which are invaded and become inflamed. If
the condition is left untreated, death occurs in approximately 85% of
cases.

1.4.2.2.2 Infecting agent adopts an intracellular lifestyle

Tuberculosis is a chronic infection that originates in the lungs follow-
ing inhalation of the causative organism, M. tuberculosis. This organism
is able to survive, and multiply, in alveolar macrophages and the
complex mechanisms allowing survival are described in Section
10.4.2.2.2. Macrophages containing the organism are able to fuse to
form giant cells. Eventually a walled-off lesion, known as a granuloma,
is formed which consists of a fibroblast covering together with bacteria,
T cells, myeloid cells and giant cells. This usually limits the primary
infection, as most of the mycobacteria cannot tolerate the low oxygen
content and pH at the centre of the granuloma. In some cases, the
organism spreads to infect the bones, joints, kidneys and meninges.
Some organisms also survive in a dormant form and, when reactivated,
can give rise to post-primary tuberculosis, resulting in severe damage
to the lungs and possibly to other regions of the respiratory tract, the
intestinal tract, bladder and kidneys.

Typhoid fever results from the ingestion of Sal. typhi (approximately
107 cells) in contaminated water or, less commonly, in food. The organ-
isms invade the outermost cells (M cells) of the Peyer’s patches of the
intestinal tract and lymphoid follicles, multiply in the submucosal
layers and then enter the bloodstream. They then multiply in the
spleen and liver and re-enter the bloodstream and exit through the
gut epithelium, which becomes severely ulcerated. During an attack
of the disease, the bacteria can be isolated from the faeces, blood and
urine of the patient. Most of the symptoms of typhoid fever are attri-
butable to cytokine induction by lipopolysaccharide (LPS) and other
components of the organism’s cell wall.

Brucella spp. normally infect domesticated animals such as cattle,
goats and pigs. Some species, including Brucella abortus (from cows),
Br. suis (from pigs) and Br. melitensis (from goats and sheep), can cause
infections (brucellosis) in humans. Brucellosis is, therefore, an example
of a zoonosis. The infection is transmitted via direct contact with in-
fected milk, vaginal secretions or carcases. It is a chronic disease char-
acterised by recurrent episodes of fever, sweating, aches and pains and
hence is also known as undulant fever. The bacteria can penetrate
mucous membranes or skin abrasions and are then disseminated
widely to become intracellular parasites of cells of the mononuclear
phagocyte system (see Section 6.3). A number of other animal patho-
gens can give rise to disease in humans and examples are given in
Table 1.11.
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Table I.11. | Examples of diseases of humans (zoonoses) that are caused by organisms whose normal host is

another animal

Disease Causative organism Normal host Mode of transmission to humans

Anthrax Bacillus anthracis Domestic mammals (sheep, cattle, Inhalation of spores or entry via skin
horses) abrasions

Brucellosis Brucella spp. Domesticated mammals (pigs, goats, ~ Milk, cheese, inhalation, occupational

Leptospirosis

Pasteurellosis
Rat bite fever
Qfever
Psittacosis
Salmonellosis
Listeriosis

Lyme disease

Leptospira interrogans

Pasteurella multocida
Streptobacillus moniliformis
Coxiella burnetii
Chlamydia psittaci
Salmonella spp.

Listeria monocytogenes

Borrelia burgdorferi

sheep, cattle, dogs)
Rodents, foxes, domestic mammals

Dogs, cats, birds, wild mammals
Rats, cats

Domestic animals

Parrots, turkeys, other birds

Fowl, domestic mammals
Domestic mammals, rodents, birds

Deer, rodents

contact (vets, farmers, slaughterhouse
workers)

Ingestion of contaminated water or food,
skin abrasions

Animal bites

Animal bites

Inhalation

Inhalation

Ingestion in contaminated food

Ingestion in contaminated food

Bite of a tick that has previously fed on an
infected animal

Plague Yersinia pestis Rats, other rodents Bite of a flea that has previously fed on an
infected animal

Typhus Rickettsia typhi Rats Bite of aflea that has previously fed on an
infected animal

Relapsing fever  Borrelia spp. Rats, wild mammals Bite of aflea that has previously fed on an

infected animal

Tularaemia Francisella tularensis Rabbits, ticks Direct contact with infected rabbits, tick bite

1.5 | Concept check

« All body surfaces with access to the external environment are colo-
nised by bacteria and other microbes - such organisms are known
collectively as the ‘normal microflora’.

« The composition of the normal microflora is extremely complex.

« In humans, bacterial cells outnumber mammalian cells by 10 to 1.

« The microflora at a particular anatomical site has a characteristic
composition dictated by local environment factors and is stabilised
by bacteria-bacteria and host-bacteria interactions.

« A healthy individual and his/her normal microflora are engaged in
a mutualistic relationship.

« Most of the species comprising the normal microflora do not
induce disease under normal circumstances.

« The normal microflora is essential for human well-being.

« Medical and surgical interventions can render individuals suscep-
tible to infection by members of the normal microflora.

« The ‘virulence’ of an organism is a measure of its ability to cause
disease in a healthy host.

« Members of the normal microflora able to cause disease are known
as ‘opportunistic pathogens’ and their virulence is low.
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« Exogenous pathogens are highly virulent and are able to cause
disease in a healthy individual.

« Identification of the causative agent of an infection is often difficult
and requires the application of a set of criteria such as Koch’s postu-
lates or their molecular equivalent.

« In order to cause a disease, an organism must possess one or more
virulence factors.

« The virulence factors possessed by a particular organism result in a
disease with a characteristic pathology and this can form the basis
of a useful classification scheme for infectious diseases.

1.6 | Introduction to the paradigm organisms

In each chapter of this book two organisms, Strep. pyogenes and E. coli,
will be used as paradigms to exemplify the particular ways in which
specific organisms have evolved to deal with issues raised in that
chapter.

1.6.1 Streptococcus pyogenes

Streptococcus pyogenes is a Gram-positive, facultatively anaerobic, non-
motile coccus that typically forms chains of cells (Figure 1.7a). The
organism is found only in humans and is present in the throats of as
many as 20% of healthy children. Carriage rates are somewhat lower in
adults. It is usually transmitted from person to person via aerosols
created from saliva or respiratory secretions. Streptococcus pyogenes pro-
duces a wide range of extracellular enzymes and toxins (more than 20)
that account for its versatility as a pathogen. Some of these toxins are
haemolysins, which give rise to characteristic zones of haemolysis (see
Section 1.2.2) when the organism is grown on blood-containing media
(Figure 1.7b). The organism is responsible for a wide range of diseases
including pharyngitis, tonsillitis and impetigo (all three being loca-
lised, non-invasive infections) as well as puerperal fever, meningitis,
endocarditis, necrotising fasciitis and toxic shock syndrome, all of
which involve invasion by the organism. A characteristic feature of
infections with this organism is that they can lead to a number of
potentially life-threatening complications once the acute illness has
passed. Rheumatic fever, the most serious of these, can affect as many
as 3% of infected individuals. It occurs two to three weeks after the
infection and involves damage to the muscles and valves of the heart
but also affects the joints and central nervous system. The mechanisms
underlying this disease have not been fully established but it is known
that certain antigens of the organism have structures similar to that of
antigens present in heart tissue - damage may result when these
cardiac antigens bind to antibodies that the body has raised to
protect itself against the organism. Recurrent infections lead to progres-
sive damage and therefore the patient must be protected against the
organism with antibiotics such as penicillin. Acute glomerulonephritis




38

|AN INTRODUCTION TO BACTERIAL DISEASES

[ZEUTCHNA  (2) Transmission

electron micrograph of Streptococ-
cus pyogenes, showing characteris-
tic chain formation. Magnification
4640 . (Reproduced with permis-
sion from V. A. Fischetti, the
Laboratory of Bacterial Pathogen-
esis and Immunology, the Rocke-
feller University, New York,
USA. Website: http://www.rocke-
feller.edu/vaf) (b) Streptococcus
pyogenes growing on a blood-
containing agar plate, showing
characteristic zone of haemolysis
around each colony.

@

&

(b)

may also occur several weeks after infection with Strep. pyogenes. The
damage to the kidneys that accompanies this condition is the result
of inflammation induced by the deposition of antigen—antibody com-
plexes in the blood vessels (glomeruli) of this organ. Only a limited
number of strains of the organism (nephritogenic strains) are able to
cause glomerulonephritis and, unlike rheumatic fever, recurrence of
this complication is rare and requires reinfection by a nephritogenic
strain. It has been estimated that as many as 15% of individuals infected
with a nephritogenic strain will develop acute glomerulonephritis.
Since the mid-1980s, there has been a resurgence of infections due to
this organism. Hence, there has been an increase in the number of
outbreaks of rheumatic fever, streptococcal toxic shock syndrome and
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severe invasive skin and soft tissue infections. The reasons for this
remain unknown but may be due to the emergence of certain serotypes
of the organism, for example, M protein serotype 1 (see Section 2.9.1) is
very often associated with invasive disease.

1.6.2 Escherichia coli

Escherichia coli is a Gram-negative, facultatively anaerobic, motile bacil-
lus that constitutes part of the normal microflora of humans and most
warm-blooded animals (Figure 1.8). In humans, it is the predominant
facultative organism of the large bowel, where, for many years, it was
considered to be a harmless commensal. It was known, however, that
outside its normal habitat E. coli could induce disease, for example in
the urinary tract. The first indication of its ability to cause disease
within its normal habitat was in the 1940s, when it was shown to be
responsible for outbreaks of ‘summer diarrhoea’ in infants. Since then,
the organism has been shown to be a major cause of a number of
intestinal tract infections in adults - these range from a mild diarrhoea
to a life-threatening condition. It is now known that specific strains of
the organism are responsible for the various diseases and these ‘entero-
virulent’ strains have been grouped into six major classes, each of
which induces disease by a characteristic mechanism (Table 1.12). The
nomenclature of such strains can be confusing, as some researchers use
the term ‘enteropathogenic’ to mean any E. coli strain capable of causing
gastroenteritis (i.e. synonymous with enterovirulent), while others
reserve the term for one of the six main classes of diarrhoea-inducing
strains. Furthermore, as not all Shiga toxin-producing E. coli (STEC)
strains are pathogenic for humans, the term enterohaemorrhagic
E. coli (EHEC) has been introduced to denote a subset of strains of
STEC that cause disease in humans. To further complicate the matter,
two other enteropathogenic classes of the organism have recently
been proposed - cell-detaching E. coli (CDEC) and cytolethal distending

[ZE-OI R Transmission

electron micrograph of Escheri-
chia coli, showing its characteristic
rod shape. This particular cell has
four flagella and numerous (much
shorter) hair-like projections
(fimbriae). Magnification 15770x.
(Copyright Dennis Kunkel Micros-
copy.)
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Table I.12. | The principal types of enterovirulent strains of Escherichia coli

Type of E. coli

Pathogenic mechanism

Clinical symptoms

Source of infection

Enteropathogenic (EPEC)

Diffusely adherent
(DAEC)

Enteroaggregative (EAEC)

Shiga toxin-producing
(STEC)

Enteroinvasive (EIEC)

Forms microcolonies at a limited
number of sites on the epithelial
cell ('localised” adherence),

induces an attaching /effacing lesion

Does not form microcolonies,
induces an attaching [effacing lesion?

Forms a thick, mucoid biofilm,
secretes enterotoxins

Secretes enterotoxins belonging to
the Shiga toxin family, forms an
attaching Jeffacing lesion

Invasive, secretes enterotoxins?

Watery diarrhoea,
fever

Diarrhoea?,
vomiting common

Watery and mucoid
diarrhoea, fever

Watery and bloody
diarrhoea. Induction
of haemolytic
uraemic syndrome

Watery diarrhoea
sometimes with

Water, possibly
fresh fruit and
vegetables

Water, possibly fresh
fruit and
vegetables

Water, raw |
undercooked
hamburgers,
sausages, chicken,
vegetables, milk

Water, cheese,
guacamole

blood, sometimes fever
Enterotoxigenic (ETEC) Water, fresh fruit

and vegetables,

Secretes a heat-labile enterotoxin,
aheat-stable enterotoxin or both

Watery diarrhoea
without blood, no

fever scallops, soft cheeses
Cell detaching (CDEC) Produces an a-haemolysin ! ?
Cytolethal distending Produces cytolethal distending ? !

toxin-producing (CLDTEC) toxin

toxin-producing E. coli (CLDTEC). Although both CDEC and CLDTEC have
been isolated from children with diarrhoea, their association with the
disease process has not been definitively established.

Escherichia coli constitutes a good example of the difficulty of designat-
ing a particular species as being a pathogen or a commensal - many
strains inhabiting the gastrointestinal tract do not cause disease. It is
thought that many enterovirulent strains of the organism acquired
their virulence-associated genes from more well-known enteric patho-
gens such as V. cholerae and Shig. dysenteriae.

1.7 | What’s next?

This chapter has served as a general introduction to bacteria as agents
of disease. Most of the remaining chapters are devoted to describing
how bacteria cause disease, the defence systems that have evolved for
preventing bacterial infections and the ways in which bacteria over-
come these systems. A central theme will be the many ways in which
bacteria manipulate normal cellular functions for their own benefit
and these are summarised diagrammatically in Figure 1.9 to whet the
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reader’s appetite for what is to come. However, before describing the Diagram showing
mechanisms involved in the initiation and progression of an infectious  some of the ways in which
process, it is important to familiarise the reader with key aspects of the  bacteria can interfere with the
biology of bacteria. Chapter 2, therefore, will describe those aspects of  normal functions of the host cell
the structure, genetics and physiology of bacteria that are essential for  for their own benefit. In each

an understanding of the mechanisms underlying the initiation and  case only one example of a

progression of infectious diseases. bacterial species with the stated
ability is given — many other

examples will be described in sub-

.8 ‘ Questions sequent chapters. For genus ab-

breviations, see list on p. xxi.

1. Define the terms pathogen, parasite, commensal, opportunistic
infection, symbiosis, mutualism, superinfection, virulence. Give
specific examples of each, explaining how they conform to your
definitions.

2. The normal microflora is essential to the well-being of its host:
discuss.

3. Describe and compare the normal microfloras of the various
regions of the human gastrointestinal tract. How do such differ-
ences in microfloras arise?

4. Describe how modern medical and surgical procedures have ren-
dered patients vulnerable to a broader range of infectious diseases.

5. Antibiotics do more harm than good: discuss.

6. Staphylococcus aureus is a more successful parasite than Salmonella
typhi: discuss.

7. Describe the range of diseases caused by Streptococcus pyogenes.
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8. Escherichia coli is a harmless commensal of the human gastrointest-
inal tract: discuss.

9. Explain why certain body sites with access to the external environ-
ment (e.g. the alveoli, the stomach) are largely free from bacteria
while others (e.g. the pharynx, the colon) support a large bacterial
population.

10. Why is it thought that modern, molecular methods of bacterial
identification will revolutionise our knowledge of the normal
human microflora?

1.9 | Further reading

Books

Fischetti, V. A., Novick, R. P., Ferretti, J. F., Portnoy, D. A. & Rood, J. L.
(2000). Gram-Positive Pathogens. Washington, DC: ASM Press.

Murray, P. R., Baron, E. J. & Pfaller, M. A. (1999). Manual of Clinical
Microbiology. Washington, DC: ASM Press.

Nataro, J. P., Blaser, M. J. & Cunningham-Rundles, S. (2000). Persistent
Bacterial Infections. Washington, DC: ASM Press.

Scheld, W. M., Craig, W. M. & Hughes, ]J. M. (2000). Emerging Infections.
Washington, DC: ASM Press.

Tannock, G. W. (1995). Normal Microflora. London: Chapman & Hall.

Tannock, G. W. (1999). Medical Importance of the Normal Microflora. Dordrecht:
Kluwer Academic Publishers.

Review articles

Adamsson, I., Edlund, C. & Nord, C. E. (2000). Microbial ecology and
treatment of Helicobacter pylori infections. ] Chemother 2, 5-16.

Ashley, E. A, Johnson, M. A. & Lipman, M. C. (2000). Human
immunodeficiency virus and respiratory infection. Curr Opin Pulm Med 6,
240-245.

Bateson, M. C. (2000). Helicobacter pylori. Postgrad Med ] 76, 141-144.

Bellamy, R. (1999). Host factors in genetic susceptibility to infectious
diseases. Rev Med Microbiol 10, 175-183.

Besser, R. E., Griffin, P. M. & Slutsker, L. (1999). Escherichia coli O157:H7
gastroenteritis and the haemolytic uremic syndrome: an emerging
infectious disease. Annu Rev Med 50, 355-367.

Boman, H. G. (2000). Innate immunity and the normal microflora. Immunol
Rev 173, 5-16.

Brook I. (1998). Microbiology of common infections in the upper respiratory
tract. Prim Care 25, 633-648.

Brook, I. (1999). Bacterial interference. Crit Rev Microbiol 25, 155-172.
Casadevall, A. & Pirofski, L. (1999). Host-pathogen interactions: redefining the
basic concepts of virulence and pathogenicity. Infect Immun 67, 3703-3713.

Casadevall, A. & Pirofski, L. (2000). Host-pathogen interactions: basic
concepts of microbial commensalism, colonization, infection, and disease.
Infect Immun 68, 6511-6518.

Cohen, M. L. (2000). Changing patterns of infectious disease. Nature 406,
762-767.




1.9 FURTHER READING

43

Collins, M. D. & Gibson, G. R. (1999). Probiotics, prebiotics, and synbiotics:
approaches for modulating the microbial ecology of the gut. Am J Clin
Nutr 69, 10525-1057S.

Cunningham, M. W. (2000). Pathogenesis of group A streptococcal
infections. Clin Microbiol Rev 13, 470-511.

Davies, H. D. & Schwartz, B. (1999). Invasive group A streptococcal
infections in children. Adv Pediatr Infect Dis 14, 129-145.

Desselberger, U. (2000). Emerging and re-emerging infectious diseases.

J Infect 40, 3-15.

Ernst, P. (2000). The disease spectrum of Helicobacter pylori — ulcers to
cancer. Annu Rev Microbiol 54, 615-640.

Fein, A. M. (1999). Pneumonia in the elderly: overview of diagnostic and
therapeutic approaches. Clin Infect Dis 28, 726-729.

Fredericks, D. N. & Relman, D. A. (1996). Sequence-based identification of
microbial pathogens: a reconsideration of Koch’s postulates. Clin Microbiol
Rev 9, 18-33.

Gaydos, C. A. & Quinn, T. C. (2000). The role of Chlamydia pneumoniae in
cardiovascular disease. Adv Intern Med 45, 139-173.

Gilligan, P. H. (1999). Escherichia coli. EAEC, EHEC, EIEC, ETEC. Clin Lab Med
19, 505-521.

Gold, R. (1999). Epidemiology of bacterial meningitis. Infect Dis Clin North Am
3, 515-525.

Graham, D. Y. (2000). Helicobacter pylori infection is the primary cause of
gastric cancer. | Gastroenterol 35, Suppl 12, 90-97.

Graham, M. R., Smoot, L. M., Lei, B. & Musser, ]J. M. (2001). Toward a
genome-scale understanding of group A streptococcus pathogenesis. Curr
Opin Microbiol 4, 65-70.

Greenberg, D., Leibovitz, E., Shinnwell, E. S., Yagupsky, P. & Dagan, R.
(1999). Neonatal sepsis caused by Streptococcus pyogenes: resurgence of an
old etiology? Pediatr Infect Dis | 18, 479-481.

Guerrant, R. L., Steiner, T. S., Lima, A. A. M. & Bobak, D. A. (1999). How
intestinal bacteria cause disease. J Infect Dis 179, Suppl 2, S331-S337.

Habash, M. & Reid, G. (1999). Microbial biofilms: their development and
significance for medical device-related infections. J Clin Pharmacol 39,
887-898.

Hentschel, U., Steinert, M. & Hacker, J. (2000). Common molecular
mechanisms of symbiosis and pathogenesis. Trends Microbiol 8, 226-231.
Hill, A. V. (1998). The immunogenetics of human infectious diseases. Annu

Rev Immunol 16, 593-617.

Huebner, J. & Goldmann, D. A. (1999). Coagulase-negative staphylococci:
role as pathogens. Annu Rev Med 50, 223-236.

Kerr, J. R. & Matthews, R. C. (2000). Bordetella pertussis infection:
pathogenesis, diagnosis, management, and the role of protective
immunity. Eur J Clin Microbiol Infect Dis 19, 77-88.

Kononen, E. (2000). Development of oral bacterial flora in young children.
Ann Med 32, 107-112.

Lyczak, J. B., Cannon, C. L. & Pier, G. B. (2000). Establishment of
Pseudomonas aeruginosa infection: lessons from a versatile opportunist.
Microbes Infect 2, 1051-1060.

McNicholl, J. M., Downer, M.V., Udhayakumar, V., Alper, C. A. & Swerdlow,
D. L. (2000). Host-pathogen interactions in emerging and re-emerging
infectious diseases: a genomic perspective of tuberculosis, malaria,




44

AN INTRODUCTION TO BACTERIAL DISEASES

human immunodeficiency virus infection, hepatitis B, and cholera. Annu
Rev Pub Health 21, 15-46.

Murphy, T. F. (2000). Haemophilus influenzae in chronic bronchitis. Semin
Respir Infect 15, 41-51.

Nataro, J. P. & Kaper, J. B. (1998). Diarrheagenic Escherichia coli. Clin Microbiol
Rev 11, 142-201.

Prier, R. & Solnick, J. V. (2000). Foodborne and waterborne infectious
diseases. Contributing factors and solutions to new and re-emerging
pathogens. Postgrad Med 107, 245-252.

Qureshi, S. T., Skamene, E. & Malo, D. (1999). Comparative genomics and
host resistance against infectious diseases. Emerg Infect Dis 5, 36-47.

Schneider, R. F. (1999). Bacterial pneumonia. Semin Respir Infect 14, 327-332.

Smith, H. (2000). Host factors that influence the behaviour of bacterial
pathogens in vivo. Int. J. Med. Microbiol 290, 207-213.

Stevens, D. L. (2000). Streptococcal toxic shock syndrome associated with
necrotizing fasciitis. Annu Rev Med 51, 271-288.

Tannock, G. W. (1999). Analysis of the intestinal microflora: a renaissance.
Antonie Van Leeuwenhoek 76, 265-278.

Papers

Fitzpatrick, P. E., Salmon, R. L., Hunter, P. R,, Roberts, R. J. & Palmer, S. R.
(2000). Risk factors for carriage of Neisseria meningitidis during an
outbreak in Wales. Emerg Infect Dis 6, 65-69.

Marshall, B. J., Armstrong, J. A., McGechie, D. B. & Glancy, R. J. (1985).
Attempt to fulfil Koch’s postulates for pyloric Campylobacter. Med | Aust
142, 436-439.

Rennie, P. J., Gower, D. B. & Holland, K. T. (1991). In-vitro and in-vivo studies
of human axillary odour and the cutaneous microflora. Br | Dermatol 124,
596-602.

Tai, S. P., Krafft, A. E., Nootheti, P. & Holmes, R. K. (1990). Coordinate
regulation of siderophore and diphtheria toxin production by iron in
Corynebacterium diphtheriae. Microb Pathogen 9, 267-273.

.10 | Internet links

1. http:/[www.asm.org
The website of the American Society for Microbiology has a great
deal of information and links to other relevant sites. It can be
accessed by non-members but many sections are available only to
members.

2. http:/[www.socgenmicrobiol.org.uk
The website of the Society for General Microbiology. Primarily
about the activities of the society but also has links to other rele-
vant sites.

3. http:/[www.sfam.org.uk
The website of the Society for Applied Microbiology. Primarily
about the activities of the society but also has links to other rele-
vant sites.

4. http://[www.amm.co.uk
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10.

11.

12.

13.

14.

15.

The website of the Association of Medical Microbiologists. Not much
accessible information here but a useful list of links to relevant sites.

. http://gsbs.utmb.edu/microbook/toc.htm

A complete Medical Microbiology textbook on line - easy to use and
search.

. http://www.bact.wisc.edu/microtextbook/toc.html

A complete set of lecture notes from the undergraduate microbiol-
ogy course at the University of Wisconsin-Madison.

. http:/[www.cdc.gov/mmwr

Free access to Morbidity and Mortality Weekly Reports, which docu-
ments data on notifiable infectious diseases.

. http://pages.prodigy.net/pdeziel/

Infectious disease weblink. A wealth of information plus many
links to other sites.

. http:/[www.phls.co.uk

Public Health Laboratory Service of the United Kingdom. Data on
infectious diseases in the United Kingdom and a list of useful links.
http://omni.ac.uk/subject-listing/WC100.html

The communicable diseases section of OMNI (Organising Medical
Networked Information). A list of well over 100 links to sites
devoted to infectious diseases.
http://web.bham.ac.uk/bcm4ght6/res.html

A website devoted entirely to one of our paradigm organisms - E.
coli. Contains much useful information about this organism and
has many links to related internet sites.
http:/[www.vet.uga.edu/mmb/pathogenic/WEBFILES/margie/In-
tro.htm

A course on pathogenic microbiology from the University of
Georgia College of Veterinary Medicine. Key concepts are well illus-
trated with photomicrographs and animated images.
http://www.mic.ki.se/Diseases/c1.html

A jump-station (compiled by the Karolinska Institute, Sweden) to a
huge number of websites covering all aspects of infectious diseases.
http://microbiol.org/vimicro/index.htm

The section of the WWW Virtual Library that deals with Microbiol-
ogy and Virology. Basically, a jump-station divided into sections on
culture collections, databases, educational sites, journals, govern-
ment and regulatory sites, images, medical microbiology, univer-
sity departments, virology, protista, and references to news groups,
email lists, and other resources for the microbiologist.
http://[www.cdc.gov/ncidod/index.htm

The website of the National Center for Infectious Diseases of the
USA. A wealth of information on all aspects of infectious diseases
arranged according to the Center’s major programmes — AIDS, STD,
and TB Laboratory Research; Bacterial and Mycotic Diseases; Hospi-
tal Infections; Vector-Borne Infectious Diseases; Viral and Rickett-
sial Diseases. Particularly useful are the pages dealing (in great
detail) with more than 200 different infectious diseases.
(http://www.cdc.gov/ncidod/diseases/index.htm).
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Aims
The principle aims of this chapter are:

« to provide a basic understanding of those aspects of bacterial
structure and function that are particularly relevant to disease
pathogenesis

« to describe the various mechanisms used by bacteria to export
virulence factors and other proteins

« to provide an introduction to bacterial genetics, with emphasis on
virulence mechanisms and the evolution of pathogens

« to introduce the concept of bacterial biofilms

2.1 ‘ Introduction

In the succeeding chapters we will, time and time again, refer to the
means by which bacteria damage their host, interfere with host cell
functions and avoid the defence systems mounted by the host. All of
these features of the lifestyle of a pathogenic bacterium are attributa-
ble either to the molecules of which the organism is composed (mainly
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those located on its surface) or to those molecules that it secretes into
its environment. A knowledge of bacterial ultrastructure and the
means by which bacteria export molecules is, therefore, central to
understanding bacterial virulence mechanisms. However, this is only
part of the story. New developments in molecular and genetic tech-
niques are enabling us to make rapid strides in determining how
bacteria have acquired those genes that encode virulence factors as
well as how these genes are regulated. Such information not only
contributes to our knowledge and understanding of these fascinating
organisms but also could form the basis of new approaches to control-
ling bacterial diseases. In this chapter, therefore, we will describe those
bacterial structures that contribute to bacterial virulence, the means
by which bacteria export molecules involved in disease pathogenesis
and the genetic basis of bacterial virulence.

2.2 ‘ Bacterial ultrastructure

Due to their extremely small size, little can be discerned of bacterial
ultrastructure by light microscopy. Nevertheless, some important in-
formation can be obtained, both directly and with the use of certain
stains (Gram stain, dyes to reveal capsule, flagella, etc.), such as bacter-
ial shape and organisation, and this can provide some very important
and rapid clues to the diagnostic microbiologist regarding the identity
of the organism.

Electron microscopy has provided us with a more detailed view of
bacterial ultrastructure (Table 2.1, Figure 2.1) and this has revealed the
absence of a nuclear membrane enclosing the chromosomal DNA as
well as the absence of other membrane-bound organelles. Qutside the
complex and rigid cell wall, there may be an additional layer - the
capsule or glycocalyx — as well as one or more of a variety of surface
appendages (fimbriae, flagella, fibrils). Some bacteria, notably the
mycoplasmas, do not have a cell wall.

2.2.1 Size, shape and organisation

Most bacteria appear as rods (bacilli), as spherical cocci or as spiral-
shaped cells. Cocci may be seen as single units. Often, however, they
appear in arrangements that are characteristic of the species, for
example pairs (Neisseria gonorrhoeae), chains (Streptococcus spp.),
bunches (Staphylococcus spp.). Rod-shaped bacteria vary greatly in their
length : width ratio; coccobacilli such as Haemophilus spp. are very short
and stubby, whereas others (e.g. Fusobacterium spp.) grow as long fila-
ments. Vibrios are curved bacteria, while spirochaetes have a tightly
coiled morphology. In some instances there is no characteristic shape
associated with an organism and these bacteria are described as pleio-
morphic as is the case for mycoplasmas, which lack a rigid and shape-
defining cell wall.
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Table 2.1. | Bacterial ultrastructure

Structure Function

Cytoplasmic Selectively permeable barrier, location of

membrane some important metabolic and biosynthetic
activities, energy generation, environmental
sensing

Ribosomes Protein synthesis

Inclusion bodies
Nucleoid

Cell wall
Periplasmic space

Capsule, slime
layer, S layer

Storage, e.g. of carbon or phosphate
Tightly coiled chromosomal DNA
Shape and mechanical strength
Nutrient processing and uptake

Adhesion, protection from phagocytosis and
desiccation

Schematic
showing the major structures that
may be present in a bacterial cell.
Not all bacterial species possess
all of these structures.

Fimbriae, pili, Adhesion, protection from phagocytosis,
fibrils horizontal DNA transfer
Flagella Motility
Endospore Survival under harsh environmental
conditions
Fibrils/fimbriae Nucleoid Inclusion body S layer
Capsule

Flagellum

Cell wall

Cytoplasmic Periplasmic
membrane space
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The size of bacteria is limited primarily by two key constraints.
Firstly, the volume has to be sufficient to allow packaging of the bacter-
ial chromosome and ribosomes. Secondly, the upper limit is deter-
mined by diffusion limitation; with a larger size comes a smaller
surface area:volume ratio that restricts the diffusion of nutrients.
Bacteria vary in size, with diameters ranging from 0.1 to 50 pm - the
diameter of the ‘average’ bacterium being approximately 1.0 pm,
although there have been recent reports of bacteria that lie outwith
the limits set above.

Size matters

Epulopiscium fishelsoni is truly a monster among bacteria. This cigar-shaped organism
lives in the intestines of Red Sea brown surgeonfish (Acanthurus nigrofuscus) and has
a diameter of some 50 um and a length ranging from 200 to 600 um (i.e. up to
0.6 mm long —almost visible to the naked eye). Initially reported as a protist, DNA
sequencing of its 16 S rRNA confirmed that Epul. fishelsoni is a bacterium related to
the Gram-positive genus Clostridium. Diffusion limitation problems posed by its
large size are overcome by having a highly convoluted plasma membrane that
greatly increases its surface area. Decreasing in size from the behemoth Epul. fishel-
soni, we pass through the size range occupied by most bacteria (diameter | pm). At
the lower end of the range lie the mycoplasmas — pleomorphic, spherical or pear-
shaped bacteria with a diameter of 0.3 to 0.8um. The smallest coccoid forms
capable of independent growth are 0.2t0 0.3 pm in diameter, around the size of pox-
viruses. Mycoplasma genitalium is an obligate intracellular parasite that has lost
many biochemical functions and consequently has a reduced genome size (0.6 Mb
compared with Escherichia coli at 4.6 Mb and Streptococcus pneumoniae at 2.0 Mb),
which may account for its reduced size. Other limitations to size include packaging
sufficient ribosomes for synthesis of the structural and biochemical components
required by bacteria. Recently, the lower limit to bacterial size has been challenged
by the description of tiny (diameter 0.05 to 0.5um) bacterium-like entities in
human blood and urine. These so-called nanobacteria are capable of forming a
calcium phosphate shell that renders them very resistant to heat and chemicals.
There has been speculation that these are the equivalent of the fossilised structures
found recently on a Martian meteorite. The occurrence of nanobacteria in kidney
stones has led to the suggestion that the calcium carbonate shells formed by nano-
bacteria act as foci for crystallisation and stone growth. However, the subject is
highly controversial and many scientists suggest that the particles are not life
forms but are merely unusual crystal structures. Nevertheless, rRNA genes have
been amplified from them and DNA sequencing of these has placed nanobacteria in
a group of bacteria that includes the genera Brucella and Bartonella, species of which
are pathogenic to humans and animals. Watch this space (see Section | |.4)!

2.2.2 Cytoplasmic membrane

The innermost layer of the cell envelope in all bacteria is the cytoplas-
mic membrane. The unit membrane comprises a phospholipid bilayer
in which integral membrane proteins are embedded. Peripheral
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membrane proteins may be associated with both the inner and outer
leaflets. The bacterial membrane differs from that of eukaryotic cells in
that it lacks cholesterol, although some bacterial membranes may
contain hopanoids, cholesterol-like molecules that probably help to
stabilise the membrane. However, the cytoplasmic membrane of Myco-
plasma spp., which lack cell walls, may contain cholesterol. As well as
being a semipermeable barrier, the cytoplasmic membrane is the site of
respiration and also of the synthesis of cell wall components.

2.2.3 Cytoplasm

Contained within the cytoplasmic membrane is the cytoplasm itself. In
contrast to eukaryotic cells, the prokaryotic cytoplasm is devoid of
membrane-bound organelles, although it has abundant ribosomes.
Ribosomes may also be associated with the inner surface of the cyto-
plasmic membrane. The cytoplasm is thought to have a gel-like consis-
tency due to its high protein content. The cytoplasm of some bacteria
may contain inclusion bodies — granules of glycogen, poly-B-hydroxy-
butyric acid or polyphosphate - for storage of carbon and phosphate,
respectively.

The single circular bacterial chromosome is not delineated by a
nuclear membrane, although it is often visible as a compact structure
known as the nucleoid. The DNA in the nucleoid is, by necessity, tightly
packed: the E. coli chromosome of 4.6 Mb has a length of approximately
1mm, some 500 times the length of the bacterium itself. The DNA is
tightly looped and coiled, probably with the aid of nucleoid proteins,
while the negative charge of the molecule is partially neutralised by
polyamines and Mg?*.

Many bacteria also contain plasmids, i.e. small, usually circular, mol-
ecules of DNA that can replicate independently of the chromosome.
Although not generally required for the viability of the organism, many
plasmids carry antibiotic resistance genes or encode accessory func-
tions related to virulence. Some plasmids, including those of the
spirochaete Borrelia burgdorferi (which causes Lyme disease), are linear
molecules.

2.2.4 Bacterial cell wall

Lying outside the cytoplasmic membrane is the cell wall, which pro-
vides mechanical strength and also defines the shape of the cell. On the
basis of a simple staining procedure developed over 100 years ago by
Christian Gram, bacterial cells can be divided into two major groups:
Gram positive and Gram negative. Electron microscopy studies have
revealed that this differential staining reflects quite marked differ-
ences in wall structure and organisation.

The structural polymer giving strength to cell walls is peptidoglycan
and is found in both Gram-positive and Gram-negative walls, though it
is present in greater proportions in the former. The peptido-
glycan backbone is composed of alternating N-acetylglucosamine -
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(a) The side chains of E. coli
peptidoglycan are cross-linked
directly

~G—M—G—M—G—[M—G],

(b) The side chains of Staph. aureus
peptidoglycan are linked via a
pentaglycine interbridge

N-acetylmuramic acid residues (Figure 2.2). Attached to the carboxyl
group of N-acetylmuramic acid is a peptide side chain of four amino
acid residues, some of which (p-glutamic acid, p-alanine, diaminopime-
lic acid) are not found in proteins. Peptidoglycan strands are intercon-
nected either by direct cross-links between peptide side chains, or else
by means of a peptide interbridge (Figure 2.2). The exact nature and
composition of the side chains and cross-bridges is species dependent.
Peptidoglycan synthesis is the target for a number of commonly used
antibiotics such as the penicillins, cephalosporins and vancomycin.

Many of the wall components of disease-causing bacteria, including
peptidoglycan, have important roles in host-bacteria interactions and
in the induction of pathology.

2.2.4.1 Gram-positive cell wall

Peptidoglycan is the main component of the Gram-positive bacterial
cell wall, being approximately 20 to 40 layers thick (Figure 2.3). The
other major components of the wall are anionic polymers such as
teichoic acid and lipoteichoic acid. Teichoic acids are polymers of gly-
cerol or ribitol linked by phosphodiester bonds, and are covalently
attached to N-acetylmuramic acid residues of the peptidoglycan. The
amino acids p-alanine and 1-lysine are common substituents of teichoic

Protein
Lipoteichoic Teichoic acid
acid\§ g
< S/ 2=
N = / < Peptidoglycan

ST &
ﬁﬁ%ﬁﬁﬁﬁ%ﬂ@%ﬁfﬁﬁﬁﬁ
SABLEARAE ALIUEEL ™

m Peptidoglycan
structure. (a) The peptide side
chains in the peptidoglycan of
Gram-negative bacteria (e.g. Es-
cherichia coli) are cross-linked
directly. In contrast, the peptide
side chains in the peptidoglycan of
Gram-positive species are linked
by a peptide. In (b) the structure
of the peptidoglycan of Staphylo-
coccus aureus is shown; in this case
the cross-linking peptide is penta-
glycine. G, N-acetylglucosamine;
M, N-acetylmuramic acid; DAP,
diaminopimelic acid.

Cross-section
through the wall of a typical
Gram-positive bacterium. Pepti-
doglycan is the main constituent
of the wall of such organisms
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acids. Lipoteichoic acids are polymers of glycerol phosphate and are
substituted with p-alanine and sugars. They are covalently attached
not to peptidoglycan but to membrane lipids. The function of these
polymers remains unclear, although they can function as adhesins (see
Section 7.3.3) and may help to maintain cell wall structure. Addition-
ally, a number of surface proteins of certain pathogens are held at the
cell surface by interaction with teichoic acid and lipoteichoic acids.
Thus pneumococcal surface protein A is anchored at the cell surface
by interaction with choline residues attached to the teichoic acid and
lipoteichoic acid of this bacterium. Similarly, InlB of Listeria monocyto-
genes, required for invasion, is associated with lipoteichoic acid.

Teichoic acids and lipoteichoic acids appear to extend to the surface
of the peptidoglycan layer and may contribute to the net negative
charge of Gram-positive bacteria. Additionally, both are antigenic
and often constitute the major somatic antigens. Lipoteichoic acids
and peptidoglycan may be recognised by the host through Toll-like
receptor 2 (TLR2) and scavenger receptors and this initiates an innate
immune defence against Gram-positive bacteria (see Section 6.6.2.1). In
infections due to Gram-positive organisms, these molecules may con-
tribute to inflammatory pathology due to their ability to stimulate the
release of pro-inflammatory cytokines (Section 6.4.4).

Cell-wall-anchored proteins of Gram-positive bacteria can also play
an important role in pathogenesis. These proteins may be involved in
evasion of host defences, adhesion, host tissue destruction and induc-
tion of cytokine release. Important examples include the anti-phagocy-
tic M proteins of Strep. pyogenes, immunoglobulin-binding protein A of
Staph. aureus, and the invasion-associated InlA protein of Lis. monocyto-
genes (see Chapter 10). Many cell wall-associated proteins of Gram-pos-
itive bacteria are covalently linked to the amino acid side chains of
peptidoglycan by an only recently defined mechanism (see Micro-
aside, below). Others, as described above, interact with teichoic acid
and/or lipoteichoic acid.

Sortase as a target for novel antimicrobials

Gram-positive pathogenic bacteriadisplay an array of proteins on their surfaces that
may interact with host cells and tissues and contribute to virulence. Many of these
are anchored by a common mechanism that involves covalent attachment of the C-
terminus of the protein to the cross-bridge of peptidoglycan, a reaction catalysed
by the enzyme sortase. Mutants of Staph. aureus no longer expressing sortase were
found to be defective in the assembly and display of surface proteins, and were
greatly attenuated in virulence in a mouse model of infection. Thus the LDs
increased |00-fold. Sortase has been detected in many Gram-positive bacteria and
displays a high degree of sequence conservation, particularly around the catalytic
domain. This fact, along with the surface location (and thus accessibility) of sortase,
makes it an ideal target for the development of novel therapeutics against Gram-
positive bacteria (for further discussion of future antimicrobial agents, see
Section |1.3).
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2.2.4.2 Gram-negative cell wall

The cell wall of Gram-negative bacteria has a more complex multi-
layered structure than that of Gram-positive species (Figure 2.4). The
peptidoglycan layer is very much thinner (possibly only a single layer
thick) and lies between the cytoplasmic membrane and a second mem-
brane known as the outer membrane. The peptidoglycan is highly
hydrated, with a low degree of cross-linking and is attached to the
outer membrane by the so-called Braun lipoprotein. The fluid-filled
region lying between the cytoplasmic and outer membranes is
known as the periplasm or periplasmic space. The inner leaflet of the
outer membrane consists mainly of phospholipids. In contrast, the
outer leaflet is composed of lipopolysaccharide (LPS). LPS is an amphi-
pathic molecule comprising three regions: (i) a glycolipid (lipid A) that
is responsible for most of the biological activities of LPS, (ii) a core
oligosaccharide containing a characteristic sugar acid, 2-keto-3-deoxy-
octulonic acid (KDO), and other sugars including a heptose, and (iii) an
antigenic polysaccharide composed of a chain of repeating oligosac-
charide subunits (O antigenic side chain) (Figure 2.5). The lipid A com-
ponent is embedded in the outer leaflet of the outer membrane and the
remainder of the LPS molecule projects out from the cell surface,
renders the bacterium highly hydrophilic, and may also contribute to
the net negative charge of Gram-negative bacteria.

LPS is the main somatic antigen of Gram-negative bacteria and its
structure is strain dependent. Although readily recognised by the
immune system, some bacteria can rapidly change the nature of
their O antigen side chains to avoid host immune defences. LPS can
provoke a wide range of responses in animals and many of these are
due to its ability, even at extremely low levels (pg/ml), to induce the
release of cytokines by a variety of host cell types (see Sections 6.6.1.1
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and 10.3). The receptor on cells responsible for the inflammatory effects
of LPS is TLR4 and such signalling will be described in more detail in
Sections 4.2.6.6.2 and 6.6.1.2.

As well as LPS and phospholipids, the outer membrane contains a
large number of proteins comprising some 50% of the dry mass. These
outer membrane proteins (OMPs) include porins that form trimers and
span the outer membrane to create a narrow channel with a diameter
of approximately 1 nm, allowing the passage of small, relatively hydro-
philic molecules up to around 700Da in size. Larger molecules may
have their own transport proteins. Porins, which can also be potent
inducers of cytokine release from monocytes and lymphocytes, are
tightly associated with LPS, which is involved in assembling and main-
taining porin structure.

2.2.4.3 Cell wall of Mycobacterium spp.

Members of the genus Mycobacterium are important pathogens of
humans and animals and cause chronic diseases, including leprosy
and tuberculosis. The peptidoglycan of mycobacterial cell walls is
covered by a complex, lipid-rich layer comprising some 60% of the
dry mass of the wall. A variety of lipids, glycolipids and lipoproteins
are present and several of these contain mycolic acids, unique to the
genera Mycobacterium, Nocardia and Corynebacterium. This layer renders
the bacterial cell surface waxy and highly hydrophobic and, as a result,
cells are inherently more resistant to many antimicrobial agents (and
also to a variety of stains) due to the inability of these agents to pene-
trate the cell. A major component of the cell surface is lipoarabinoman-
nan, a phosphatidylinositol-linked lipoglycan containing arabinan and
mannose sugars. Lipoarabinomannan is essential for the survival of
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mycobacteria in the host, and is a potent inducer of cytokine release
from certain immune cells.

2.2.5 Surface appendages

Many bacteria are motile and, in most cases, motility is due to the
presence of one or more flagella. Flagella are long, thin appendages
that are clearly visible by electron microscopy but cannot be seen by
light microscopy unless stained. Their arrangement on the cell surface
is species specific and varies from a single polar flagellum to multiple
flagella arranged in tufts (lophotrichous), or distributed evenly over the
cell surface (peritrichous). Motility permits the organism to move
towards, or away from, beneficial or adverse environmental conditions,
respectively, and there are bacterial species that display phototaxis,
chemotaxis, aerotaxis and magnetotaxis.

Flagella are composed of multiple flagellin subunits polymerised in a
helical arrangement to form a long (up to 20 pm) hollow filament that
terminates in a complex structure - the basal body — which is anchored
in the cytoplasmic membrane and cell wall. More than 40 genes are
required for the structure, assembly and function of flagella in Salmo-
nella and Escherichia spp. Other important pathogenic bacteria that
express flagella include Clostridium spp., Vibrio cholerae, Pseudomonas
spp., Campylobacter spp. and Helicobacter pylori. Flagellins are highly anti-
genic and constitute the H antigens of motile bacteria.

Fimbriae (also, confusingly, termed pili) are generally shorter (0.5 to
10um) and thinner than flagella, and are not involved in motility.
Instead, many fimbriae appear to be involved in mediating the adhe-
sion of bacteria to various surfaces, including host cells, and to other
bacteria. Fimbriae are composed of helically-arranged identical protein
subunits (fimbrillins or pilins) that range in size from 14 to 30 kDa.
Some fimbriae are known to carry adhesins as minor components,
either along their sides or at their tip. At least 34 different types of
fimbriae have been identified on different types of E. coli strains, many
of which provide different host cell specificities for attachment. A
detailed description of the role of fimbriae/pili in adhesion is provided
in Section 7.3.3. Fimbriae are expressed predominantly by Gram-nega-
tive bacteria, but are also found on some Gram-positive organisms
including Streptococcus spp. and Actinomyces spp.

Conjugative (sex) pili are similar in structure to fimbriae, although
longer and thicker, and there are generally only 1 to 10 per cell. Pili are
involved in the horizontal transfer of DNA during bacterial conjuga-
tion. Additionally, however, they may act as receptors for certain
viruses. For example, the toxin co-regulated pilus of V. cholerae is the
receptor for the filamentous phage CTX¢, which carries the cholera
toxin genes (see Micro-aside, p. 491).

Fibrils are shorter (up to 0.5pum) and much thinner than fimbriae,
and may be present in high numbers on the bacterial surface. Less is
known about fibrils, though some from Gram-positive bacteria are




56

BACTERIAL CELL BIOLOGY

known to be composed of large (about 300 kDa), wall-anchored proteins
and are involved in adhesion.

2.2.6 Cell-surface-associated components

Many bacteria, especially when first isolated from their natural en-
vironment, have additional layers external to the normal wall
structure. These include capsules, slime layers and crystalline S
layers, and they often contribute to the virulence of the organism.

The capsule of a bacterium is a highly hydrated, gelatinous matrix
composed of polysaccharide and/or protein which is loosely associated
with the cell surface and is often shed by the bacterium. Capsules are
highly antigenic and constitute the K antigens of bacteria. They may
function in attachment to surfaces, resistance to phagocytosis, desicca-
tion and hydrophobic toxic agents such as detergents, and also in the
sequestration of nutrients from the environment. Capsules play an
important role in virulence for many pathogenic bacteria including
Strep. pneumoniae (see Micro-aside, below), Pseudomonas spp., Klebsiella
Spp., Neisseria spp. and Haemophilus influenzae. Slime layers, produced
notably by Staphylococcus spp., are more hydrated and less well orga-
nised than capsules and are generally less firmly attached to the bacter-
ial surface.

Some bacteria have a cell surface layer (an S layer) composed of a
highly ordered two-dimensional array of protein or glycoprotein sub-
units, and this can constitute up to 15% of the total cellular protein of
the bacterium. The major function of these crystalline S layers is not
fully understood, but in pathogenic bacteria they may function like
capsules in resistance to phagocytosis and in adhesion.

The capsule of Streptococcus pneumoniae

Streptococcus pneumoniae is a common human commensal organism that normally
colonises the nasopharynx but is, nevertheless, an important cause of invasive
diseases associated with high morbidity and mortality. The capsule of Strep. pneumo-
niae is a key virulence factor and is believed to provide protection against non-
specific host defences including phagocytosis —strains lacking a capsule are severely
attenuated in animal models of infection.

There are some 90 structurally distinct capsular serotypes of Strep. pneumoniae.
Some serotypes are more strongly associated with invasive disease than others,
and it is thought that the capsule structure may influence virulence. Antibody
against capsular polysaccharide provides strain-specific protection from disease,
and the current vaccine against the disease consists of a combination of purified
capsular polysaccharide from the 23 serotypes most frequently associated with
serious disease. Unfortunately, this vaccine is only poorly effective in the young
and elderly, whose immune systems do not respond well to polysaccharide
antigens. The next generation of vaccines for pneumococci is being developed in
which the immune response to polysaccharide antigens is improved greatly by
coupling them to specific pneumococcal surface proteins.

Approximately |9 genes are required for capsule synthesis and assembly and
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these are clustered in a ‘capsule cassette’ located in the same position on the
chromosome of all pneumococcal strains. Interestingly, the genes that define the
different chemical composition of each capsule are often flanked by genes that are
common to most serotypes. This cassette-like arrangement allows shuffling of
capsule-type-specific genes by homologous recombination (Figure 2.6): Strep. pneu-
moniae is naturally competent for transformation and can take up naked DNA
from its environment, including the chromosomal region encoding a different
capsular polysaccharide. There is disturbing recent evidence that a multiply antibio-
tic-resistant Strep. pneumoniae strain has given rise to several different serotype
strains that are otherwise very closely related, if not indistinguishable, in overall
genotype, including multidrug resistance.

2.3 | Bacterial cell cycle

For most bacteria, growth of an individual cell continues until the cell
undergoes binary fission to produce two daughter cells of equal size.
Four main phases can be recognised to comprise the bacterial cell cycle:
bacterial growth, DNA replication, DNA segregation, and cell division.
These processes are subject to tight temporal and spatial regulation to
ensure that each daughter cell receives a copy of the chromosome,
together with sufficient numbers of other macromolecules (e.g. ribo-
somes), monomers and inorganic ions to survive as an independent
cell. The whole cycle can take as little as 20 minutes for Escherichia
coli growing under ideal conditions, but is considerably longer in
many other bacteria. The cell cycle of E. coli remains the best studied,
although the asymmetric cell division by Bacillus subtilis during endo-
spore formation (see Section 2.4) is also well characterised.

DNA replication is a complex process that involves over 30 different
proteins. Initiation of replication of the circular bacterial chromosome
occurs at a specific site, the origin of replication (oriC). This short
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sequence is the site of binding of multiple copies of a protein (DnaA)
that promotes unwinding of the DNA helix to allow assembly of the
replication machinery that includes DnaB (a helicase to unwind the
DNA in front of the replication fork) and DNA polymerases. DNA repli-
cation is bi-directional away from oriC, and DNA is synthesised at a rate
0f 1000 nucleotides per second. Replication terminates within a 450 bp
region (ter) directly opposite oriC. This region contains two ‘traps’ that
prevent continued movement of the two replication origins. The traps
are unidirectional to allow full replication of the chromosome: the
clockwise replication fork passes through one Ter site, designed to
stop the counter-clockwise fork, before being trapped by the second
Ter site, and vice versa. Termination by the traps requires Tus (termina-
tion utilisation substance), which acts as a contra-helicase and blocks
further unwinding of the template DNA.

Once the replication forks meet in the ter region, separation of the
daughter chromosomes occurs, a process requiring DNA gyrase and
topoisomerase IV. This takes place within a few minutes of completion
of DNA synthesis, and thus there is essentially no equivalent of the
eukaryotic G, phase in bacteria (see Section 10.6.1.1). The DNA mol-
ecules are then segregated into those regions of the mother cell that
are destined to become daughter cells. Partitioning of the chromo-
somes involves a number of Muk (Japanese mukaku = anucleate) pro-
teins. MukB, which forms a complex with MukE and MukF, has a
domain structure that resembles those of the eukaryotic motor pro-
teins, kinesin and myosin, and can bind DNA as well as ATP and GTP.
MukB is proposed to function as a motor protein driving the separation
of chromosomes, possibly binding to, and using, the FtsZ ring (see
below) to provide leverage.

Cell division involves the formation of a septum at the mid-point of
the cell. The septum is an invagination of the cell wall and membrane
and ultimately divides the parent cell into two daughter cells. The
formation of the septum is directed by a cytoskeletal element known
as the FtsZ or Z ring (fts is from temperature-sensitive filamentation).
The Z ring is formed by polymerisation of tubulin-like FtsZ protein
monomers and their assembly as an annular structure on the internal
face of the cytoplasmic membrane at the mid-point of the cell. A whole
series of other proteins are recruited to the Z ring. The functions of
many of these are not fully understood, although FtsI is a septum-
specific penicillin-binding protein required for the synthesis of pepti-
doglycan, while FtsK may be involved in resolution of chromosome
dimers. Soon after cell division, a new Z ring appears and marks the
future cell division site. Septum formation results in a double layer of
peptidoglycan across the middle of the dividing cell, and this is cleaved
by the action of specific peptidoglycan hydrolases. This is the end of the
process for Gram-positive bacteria. In contrast, Gram-negative bacteria
have an additional layer, the outer membrane, and invagination of this
structure occurs as the separation of the double peptidoglycan layer
takes place. This process requires EnvA (also known as LpxC), an
enzyme involved in lipid A biosynthesis.
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2.4 | Sporulation

Sporulation in bacteria describes the formation of a specialised struc-
ture - the endospore — which is very resistant to heat, desiccation,
ultraviolet radiation and harsh chemicals. The endospore is a survival
structure produced under adverse conditions, and spore-forming
bacteria are found most commonly in the soil. Because of their remark-
able heat resistance, and because many sporulating bacteria are dan-
gerous pathogens (see Micro-aside, p. 60), sporulation is a considerable
problem in food preservation and medical microbiology. Endospores
can also remain viable for very long periods of time, certainly for
decades and possibly even for many millions of years. For example,
they have been found preserved in the guts of extinct bees embedded
in amber from Dominica.

The endospore structure is complex (Figure 2.7). The outermost layer,
the exosporium, is a thin proteinaceous covering within which lies the
spore coat, comprising layers of spore-specific proteins. Underneath the
spore coat is the cortex, which is composed of peptidoglycan with less
cross-linking than that found in vegetative cells. Within the cortex, is
the core, which comprises a normal cell wall (core wall), cytoplasmic
membrane, cytoplasm, nucleoid, etc. The resistance shown by spores to
extreme conditions is not fully understood, but may arise by several
mechanisms. The spore protoplast contains only 10-30% of the water
content of the vegetative cell, and this contributes to heat resistance.
Dipicolinic acid (a spore-specific compound), complexed with calcium
ions, may make up some 15% of the endospore dry weight and may
stabilise spore nucleic acids.

Spore formation, best studied in Bacillus and Clostridium spp., involves
as many as 200 genes encoding spore-specific structural proteins and
regulatory proteins involved in a complex cascade of signalling. Entry
into sporulation is established, in part, by changes in cell division and
chromosome partitioning. The symmetrical cell division of vegetative
growth is replaced by an asymmetric division to generate the smaller
forespore and larger mother cell necessary for the production of the
mature endospore. The bacterial cell signalling pathways regulating
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this switch have received intense study. There are a number of spore-
specific genes switched on very early in the proceedings by alternative
o factors and other spore-specific transcriptional factors, and some of
these are involved in the relocation of the Z ring to a polar position.

The conversion of an endospore back to an actively growing vegeta-
tive cell is a three-stage process involving activation, germination and
outgrowth. Activation of spores, at least in the laboratory, is most easily
achieved by heating the spores briefly. Many normal nutrients such as
sugars and amino acids can then stimulate germination of the acti-
vated spore. Germination is relatively rapid and involves a loss of re-
sistance to heat and chemicals, together with the degradation, or
release, of spore components. The germinating spore swells due to
water uptake and active synthesis of nucleic acids and proteins, and
the cell emerges from the remains of the spore coat and eventually
begins to divide in the normal vegetative fashion.

Spore-forming pathogenic bacteria include members of the genera
Clostridium and Bacillus. The histotoxic clostridia, for example Clostri-
dium perfringens and Cl. septicum, cause necrotising infections of skeletal
muscle (clostridial myonecrosis) when spores contaminating tissue in-
juries germinate and the vegetative bacteria produce a barrage of
toxins (see Chapter 9). Similarly, Cl. tetani spores can germinate in
skin wounds and the vegetative cells produce tetanus toxin. Botulism
is a form of food poisoning caused by the toxins of Cl. botulinum. The
most common source of infection is home-canned food that has not
been heated sufficiently to kill the spores. Within the can, the spores
germinate and Cl. botulinum grows and produces a potent neurotoxin
(BONT; see Section 9.5.3.3.1). If the contents of the can are consumed
without adequate heating to inactivate the toxin, disease (flaccid paral-
ysis) ensues.

Inhalation anthrax and the germination of spores in
lung macrophages

Anthrax is caused by B. anthracis, which infects mainly herbivores such as cattle and
sheep but whose spores remain viable in soil and animal products for many
decades. Bacillus anthracis produces an unusual three-component AB toxin respons-
ible for the symptoms of anthrax (see Section 9.4.1.1.3). Infection is most
commonly via a break in the skin and cutaneous anthrax ensues. If the spores reach
the intestines, gastrointestinal anthrax may result. However, disease arising from
inhalation of anthrax spores (pulmonary anthrax, or woolsorter's disease), though
not common, has elicited much interest due to the spectre of biological weapons.
The course of inhalation anthrax is dramatic and the mortality rate is high. The
onset of disease may be influenza-like, but progression to hypotension and haemor-
rhage may occur within | to 2 days. A rapid decline culminating in septic shock,
respiratory distress and death within 24 hours is not uncommon. The high
mortality rate, rapid disease progression, the robust nature of the spores and the
ease of dissemination mean that the potential use of anthrax as a biological weapon
is taken very seriously.

When anthrax spores are inhaled they are rapidly phagocytosed by lung macro-
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phages and can be carried via the lymphatic system to local lymph nodes. Ina mouse
model of inhalation anthrax, spores germinate within the phagolysosome of
alveolar macrophages as early as 30 minutes after infection. There is also a rapid
onset of expression of the anthrax toxin genes, carried by a large plasmid, pXOl,
which also encodes genes required for germination. Bacillus anthracis is thus
capable of responding rapidly to changes in environmental conditions, and it may
be that the acid environment of the phagolysosome acts as the spore activation
trigger. Once in the phagolysosome, spores can germinate and grow to fully
formed, encapsulated vegetative cells within 30 minutes.

2.5 | Bacterial protein secretion systems

In order to survive and proliferate, bacteria must be able to sense, and
interact with, their external environment. Hence, they must be able to
respond appropriately to environmental changes, obtain nutrients
from their surroundings and, in the case of those organisms that live
in or on animals and plants, interact with host cells and tissues. The
ways in which bacteria sense, and respond to, their environment are
described in Section 4.3 and later in this chapter (Section 2.6.1). An
important means by which bacteria obtain nutrients from their en-
vironment is by secreting enzymes (proteases, nucleases, polysacchar-
idases, lipases) to degrade macromolecules to their small molecular
mass constituents, which are then taken up by the cell by diffusion
or active transport. Interaction with host cells (described in greater
detail in subsequent chapters — particularly Chapters 7, 8 and 9) is
often mediated by proteins secreted by the bacterium. Both nutrient
sequestration and interaction with host cells, therefore, require the
export of proteins from the bacterium. It has been estimated that
approximately 20% of the polypeptides synthesised by bacteria are
destined for a location outside of the cytosol. In addition to secreted
toxins and extracellular enzymes, such molecules will include protein-
aceous surface structures (such as flagella) and other cell-surface-
associated proteins, and integral cytoplasmic membrane and cell
wall proteins. How, then, do bacteria orchestrate the translocation
and correct targeting of proteins from their site of synthesis (the cyto-
plasm) to their ultimate destination? Although the ultrastructure of
bacteria may seem quite primitive compared with that of eukaryotic
cells (with their internal membrane-delineated organelles), Gram-nega-
tive bacteria in particular possess several distinct compartments. Thus
there is the cytosol, cytoplasmic membrane, periplasm, outer mem-
brane and, finally, the external environment. Secreted proteins must,
therefore, be transported across all of the intervening barriers. Gram-
positive bacteria are simpler as they lack an outer membrane and,
consequently, a membrane-defined periplasmic space. Collectively, bac-
teria have a number of pathways available for the export of proteins to
their final destination, and these include the general secretory
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pathway (GSP) and the type I to type IV secretion systems (summarised
in Figure 2.8).

2.5.1 The general secretory pathway

The GSP is the major system by which proteins are translocated into, or
across, the bacterial cytoplasmic membrane. This system is sufficient
for the export of proteins of Gram-positive organisms. However,
proteins destined for beyond the periplasm of Gram-negative bacteria
need to be transported across the periplasm and inserted into, or
transported across, the outer membrane by means of the so-called
terminal branches of the GSP (see below).

Protein substrates of the GSP system (i.e. pre-secretory proteins) have
a characteristic N-terminal signal sequence, or leader peptide, that is
removed by an enzyme, known as signal peptidase, during transloca-
tion across the cytoplasmic membrane. The signal sequence is typically
18 to 26 amino acid residues long (often longer, up to 45 residues, in
Gram-positive bacteria) and has a characteristic modular design
(Figure 2.9). The central hydrophobic domain is important, and this
tends to be more hydrophobic in integral membrane proteins. The
primary amino acid sequence within the polar C-terminal region of
the signal sequence is important for signal sequence recognition and
cleavage by signal peptidase. For some periplasmic proteins of E. coli,
the signal sequence can be dispensed with, although the translocation
efficiency is reduced, indicating that sequence information in the
mature portion of some proteins may also be involved in translocation
signalling.

The GSP of E. coli (the best-studied organism) comprises a membrane-
associated Sec (secretory) translocase and one or more cytoplasmic
molecular chaperones. The Sec translocase comprises at least five in-
tegral membrane proteins, SecD, E, F, G and Y. SecA is a peripheral
membrane protein that binds as a homodimer to the SecYEG
complex. Cytoplasmic SecB is a chaperone that is specific for exported
proteins. SecB binds as a tetramer to a subset of nascent pre-secretory
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per step) by repeated nucleotide-induced cycles of SecA membrane
insertion and de-insertion. SecD and SecF may function to prevent
backsliding of the target protein in the translocation channel and
may also be involved in release of the protein from the channel. No
clear homologue of SecB has been found yet in Gram-positive bacteria.

SecB mutant strains of E. coli suffer a relatively mild translocation
defect that affects only a subset of pre-secretory proteins, indicating
that there are additional routes to Sec targeting. A second general
targeting system was identified by searching for homologues of the
eukaryotic signal recognition particle (SRP) system. The eukaryotic
SRP is a ribonucleoprotein complex comprising a 7S RNA molecule
associated with six different polypeptides. A 54kDa protein (SRP54)
interacts with signal sequences. The SRP receptor comprises a periph-
eral membrane protein, SRa, and an integral membrane component,
SRP. Escherichia coli has a simplified version of the eukaryotic system
that has three components: Ffh, a homologue of SRP54 (Ffh stands for
fifty four homologue) and 4.5 S RNA comprise the prokaryotic SRP; and
FtsY, a homologue of SRa, comprises the receptor for SRP (Figure. 2.10).
Ffh, 4.5 S RNA and FtsY can partially substitute for the corresponding
component in eukaryotic systems, and vice versa. SRP binds to nascent
pre-secretory proteins after the first 70 to 150 amino acid residues have
been incorporated, and hydrophobic sequences within the signal se-
quence are important for Ffh binding. Binding of SRP arrests further
protein synthesis, and the SRP-ribosome complex is then targeted at
the membrane-associated FtsY. Once bound at the membrane, SRP is
released from the pre-secretory protein, thus relieving the translational
arrest, and the pre-secretory protein is delivered to the Sec translocase
(Figure 2.10). SRP-dependent translocation is thus co-translational, as
opposed to SecB-dependent post-translational translocation. The
primary substrates for the SRP targeting system are integral membrane
proteins, which may explain the preference of SRP for highly hydro-
phobic signal sequences. By arresting translation, the SRP system may
prevent misfolding and aggregation in the cytoplasm of highly hydro-
phobic integral membrane proteins.

Thus SecB and SRP form two different targeting routes that converge
at the Sec translocase. When the pre-secretory protein is not recognised
by SecB or SRP, the signal sequence of that protein may target it
directly at membrane-associated SecA. In E. coli, other chaperones
such as DnaK and its associated proteins, Dna] and GrpE, might also
contribute to translocation in the absence of SecB or SRP chaperones.

2.5.2 The Tat export pathway

Before we move on to deal with the terminal branches of the GSP and
with other specific export pathways, mention should be made of a
relatively recently described distinct second general pathway. This
pathway has been termed the twin-arginine translocation (Tat)
system as substrate proteins have a characteristic amino acid motif
that includes invariant consecutive arginine residues within the
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signal sequence (see Figure 2.9). As we have just learned, proteins
secreted by the Sec system are generally bound by cytoplasmic chaper-
ones to prevent folding prior to export and are ‘threaded’ through the
Sec translocase in an extended conformation. In contrast, proteins
targeted to the Tat system are already folded. In most cases, the sub-
strates of the pathway are proteins that must bind co-factors in the
cytoplasm and hence fold prior to translocation. These proteins func-
tion predominantly in the respiratory and photosynthetic electron
transport chains. Some translocated proteins even pre-assemble into
oligomeric complexes prior to transport, and a Tat-specific signal se-
quence on a single subunit may be sufficient to mediate translocation
of the whole complex. Other proteins lacking co-factors may fold too
fast, or else require cytoplasmic ‘foldases’, to obtain the correct con-
formation, and thus must use the Tat system rather than Sec. Analysis
of the E. coli genome sequence indicates that 22 gene products may be
Tat-exported. Apart from E. coli, many other bacteria, both Gram-
positive and Gram-negative, have a Tat export system. Notable excep-
tions include obligate intracellular parasites, methanogens and organ-
isms that are wholly fermentative and therefore do not possess
membrane-associated respiratory chains. Like SRP, the Tat system has
its eukaryotic counterpart, being closely related to the ApH-dependent
protein import pathway of the plant chloroplast.

The signal sequence of Tat-exported proteins has a similar tripartite
structure to Sec-dependent proteins. However, the Tat signal contains
the twin-arginine motif and the H domain is generally less hydropho-
bic. The lower hydrophobicity of the signal sequence, in conjunction
with the occurrence of basic residues within the C region, is thought to
function as a Sec-avoidance mechanism. The twin arginines are abso-
lutely required for translocation, and replacing a Sec-specific signal
sequence with a Tat sequence is sufficient to redirect the protein via
the Tat pathway.

What, then, is known about the Tat translocase machinery? Clearly,
any pore formed in the membrane to allow translocation of folded
proteins and protein complexes must be relatively large - probably
up to 7nm in diameter. Such a pore would require careful control to
prevent full movement of ions across the membrane, and this might be
achieved using a translocase capable of dilating and contracting to fit
snugly around the translocating protein as it crosses the membrane;
however, this is still purely speculative. In E. coli, four integral mem-
brane proteins are involved in Tat translocation. Three of these, TatA,
TatB and TatC are encoded by a four-gene operon that also encodes the
cytoplasmic protein TatD. The fourth transmembrane protein, TatE, is
encoded at a separate chromosomal location. TatC has six transmem-
brane domains and is essential for translocation. TatA, B and E each
have a single transmembrane domain and share some sequence homol-
ogy. Each may interact with a different subset of folded proteins. TatD
does not appear to be essential for Tat-mediated translocation. How
these components assemble to form the translocation apparatus is,
as yet, unknown.
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2.5.3 Terminal branches of the GSP

The GSP delivers proteins into or across the cytoplasmic membrane. For
Gram-positive organisms this is sufficient, and exported proteins may
be released from the cell or else attached covalently, or non-covalently,
to various cell wall polymers. In Gram-negative bacteria, however, the
GSP delivers the protein only as far as the periplasm. For some proteins,
this may be the final location. However, outer membrane proteins and
secreted proteins must be inserted into, or translocated across, the
outer membrane, respectively.

The insertion of proteins into the outer membrane is only poorly
understood and may involve either a periplasmic intermediate or
else direct insertion at, as-yet-unconfirmed, contact sites between the
inner and outer membrane, the so-called Bayer’s bridges. For secretion,
there are several minor branches of the GSP. These include autosecre-
tion of proteins, for example the immunoglobulin (Ig) A1 protease of N.
gonorrhoeae, where C-terminal sequence information is sufficient to
direct outer membrane translocation. The list of so-called autotran-
sporter proteins is growing and includes a number of virulence
factors of Gram-negative bacterial pathogens (see Micro-aside below).
Other proteins have dedicated integral outer membrane components
that mediate secretion, as is the case for the Serratia marcesens haemo-
lysin ShlA. However, the great majority of secreted proteins of Gram-
negative bacteria, including many exoenzymes and exotoxins involved
in disease, are translocated across the outer membrane by means of the
main terminal branch of the GSP, also known as type II secretion (types
I, IIT and IV secretion will be discussed soon). Another important term-
inal branch of the GSP is the chaperone-usher pathway, which is
important for the assembly of certain structures such as fimbriae and
pili.

D-1-Y protein translocation

This terminal branch of the GSP was first described for the IgA | protease of N. gonor-
rhoeae and was initially termed type IV secretion. Recently, however, the system
has been renamed type V secretion, although the term autotransporter is
preferred, since, as the name implies, all the information required for translocation
across the outer membrane is contained within the precursor of the secreted
protein itself. Autotransporter proteins comprise three domains: (i) an N-
terminal signal sequence that directs translocation of the protein into the
periplasm via the Sec system (some autotransporters have an extended signal
sequence, although the significance of this is not yet known); (ii) a surface-located
or secreted mature protein (termed the passenger or o-domain); and (iii) a C-
terminal domain (termed the B- or pore-forming domain) that mediates transloca-
tion across the outer membrane. The B-domain is predicted to form a |4-stranded
B-barrel within the outer membrane to create a pore. This is a structural motif
that appears also in bacterial pore-forming toxins (see Section 9.4.1.1).

The current model of autotransporter secretion proposes that the protein enters
the periplasmic space via the Sec system, with concomitant cleavage of the signal
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sequence. Once in the periplasm, the B-domain spontaneously inserts into the outer
membrane to create a pore. The passenger domain, still attached to the B-barrel, is
translocated through the pore to the cell surface. Once on the surface of the
bacterium, the autotransporter may be cleaved to release the passenger domain
into the external milieu. This is the case for the IgA| proteases, although whether
the processing is autoproteolytic or whether it requires a surface-located
accessory protease is not clear. For some autotransporter proteins, cleavage does
not result in secretion of the passenger domain, which instead remains associated
non-covalently with the B-domain. A third group of autotransporters are not
processed and remain anchored at the cell surface by the B-domain. This is the case
for the Hsf fibrillar protein that mediates the adhesion of H. influenzae to human
respiratory epithelial cells. Autotransporter proteins have been shown to function
in adhesion, invasion and serum resistance. Secreted autotransporters include the
IlgAl proteases, which may function in immune avoidance, and other serine
proteases. The vacuolating cytotoxin of Hel. pylori (VacA) is one of several auto-
transporter toxins.

2.5.3.1 The main terminal branch (type Il secretion)

The main terminal branch (MTB), or type II secretion system, was first
described in Klebsiella oxytoca and subsequently shown to be widespread
in Gram-negative bacteria. The system is complex and involves some 12
to 14 components, most of which are, perhaps paradoxically, integral
cytoplasmic membrane proteins. The protein substrates for transloca-
tion require to be folded correctly in the periplasm before transloca-
tion. Indeed, some proteins must first be organised into higher-order
structures. Thus the B pentamer of cholera toxin (see Section 9.5.1.1)
must be assembled prior to secretion, and export of the A subunit also
requires the B pentamer. It is not yet clear how the system distin-
guishes between periplasmic proteins and those destined for secretion,
although tertiary structure information is thought to play a role. The
secretion apparatus of Pseudomonas aeruginosa, responsible for the
export of virulence factors such as lipase, elastase, alkaline phospha-
tase and exotoxin A, is composed of 12 proteins. Eleven of these com-
ponents are integrated into, or associated with, the cytoplasmic
membrane. One component is an integral protein of the outer mem-
brane. It is fascinating to note that five components of the Pseudomonas
system have signal sequences typical of type IV pilin subunits and also
share some sequence homology with the pilins. Other non-pilin com-
ponents of the type II system also have counterparts in the type IV pilin
biosynthetic system. Type IV pili are involved in adhesion and twitching
motility of many Gram-negative bacteria. Like pilin subunits, the Pseu-
domonas pseudo-pilins are processed in the periplasmic space by pre-
pilin peptidase. It is very tempting to speculate that the pseudo-pilins
constitute a pilus-like structure between the cytoplasmic and outer
membranes for translocation of proteins. However, as yet there is
little direct evidence that a stable transperiplasmic structure is
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formed, and it is worth remembering that type II secreted proteins are
first delivered to the periplasm by the GSP and are folded in the peri-
plasm, and thus would probably have to enter such an apparatus from
the side. Nevertheless, very recent work has demonstrated that, when
the pullulanase type II secretion system of K. oxytoca was overexpressed
in E. coli, one pseudo-pilin, PulG, was assembled into pilus-like bundles.
The pullulanase system is probably best understood and has two addi-
tional components: PulS, an outer membrane lipoprotein, and PulE, a
cytoplasmic protein that may associate with the Pul complex at the
internal face of the cytoplasmic membrane (Figure 2.11).

The outer membrane component of the type II system is a member of
a larger family of outer membrane proteins, the secretins. Secretins
function also in type III secretion, type IV pilus assembly and in the
extrusion of filamentous phage. The secretins are rich in B-sheet struc-
ture and form homomultimers of some 10 to 12 units that define a
transmembrane pore of up to 9 nm, sufficient for the export of folded
proteins and protein complexes, and for the extrusion of filamentous
phage and pili. As with the Tat system, careful control is required to
prevent the free movement of ions across the membrane.

In the absence of solid evidence for the existence of a transperiplas-
mic pseudo-pilus tube, a second mechanism has been proposed for type
II secretion. In this model, proteins are delivered to the periplasm by
the GSP and fold into their final structure. These then assemble at the,
presumably shut, secretin complex in the outer membrane. Transient
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construction of a pseudo-pilus then shunts the proteins through the
secretin channel, resulting in their secretion.

In many Gram-negative bacteria, natural competence for DNA
uptake requires a subset of the type II secretion/pilus biosynthetic
system components. Furthermore, competence in the Gram-positive
bacterium B. subtilis requires four pre-pilin-like proteins and two
further proteins, all of which have homology to components of the
above systems.

2.5.3.2 The chaperone-usher pathway

This system is required for the synthesis of a number of adhesive pili or
fimbriae, including type I and P pili that are widespread amongst the
Enterobacteriaceae. These structures can be relatively complex. P pili,
for example, are composite fibres composed of five different proteins.
PapE subunits form a short, slim tip fimbrillum that is joined to the
end of the main pilus rod (polymerised PapA subunits) by PapK. The
PapG adhesin is attached to the tip fimbrillum by PapF accessory
protein, and PapH terminates the rod pilus and is thought to anchor
the pilus in the membrane (Figure 2.11). Despite such a complex
organisation, only two pilus-specific proteins, a chaperone (PapD in
the case of P pili) and an usher (PapC), are required for subunit
export and pilus assembly.

Sec translocase normally releases its substrates into the periplasmic
space. However, the chaperone component is required for release of
pilus subunits. The chaperone binds to pilus subunits as they enter
the periplasm and facilitates correct folding. Binding of the chaperone
also caps the pilin interactive surfaces and prevents the aggregation of
subunits within the periplasm. The chaperone-pilin complexes are
then targeted to the outer membrane usher assembly sites where the
chaperone dissociates from the subunit. Ushers are members of the
secretin family of outer membrane proteins that were described
above, and form homomultimers (6 to 12 subunits) defining a central
transmembrane pore approximately 2 to 3 nm in diameter. This is wide
enough to accommodate the tip fimbrillum but not the assembled
6.8nm diameter helical pilus rod. It is proposed that oligomerised
pilus subunits are exported across the outer membrane as a linear
fibre, which, upon reaching the outer surface of the bacterium,
‘snaps’ into the 6.8 nm diameter helical pilus rod.

2.5.3.3 Type IV secretion

Pertussis toxin (PT), produced by Bordetella pertussis, is a slightly unusual
ABs toxin that is composed of five different protein subunits (see
Section 9.5.2.1). Two copies of subunit S4, together with single copies
of subunits S2, S3 and S5, form a pentameric ring that mediates host
cell receptor binding and translocation of the toxigenic S1 subunit (an
ADP ribosyltransferase). The individual subunits of PT are delivered to
the periplasm of Bord. pertussis by the Sec pathway. Secretion of fully
assembled PT then requires a dedicated type IV system. This secretion
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apparatus is assembled from nine gene products encoded on the same
operon as the ptx genes. The ptl (pertussis toxin liberation) genes are
closely related to the tra genes required for conjugal transfer of
self-transmissible plasmids, and to the vir genes of Agrobacterium tume-
faciens required for transfer of oncogenic DNA into plant cells. In the
latter systems, a transfer pilus is synthesised that traverses the mem-
branes of donor and recipient (bacteria and plant) cell. Like the type II
system, many of the type IV constituents are membrane associated and
one has homology to the pilin proteins. It is not clear whether a secre-
tion pilus is formed or whether PT is injected directly into target cells.

A full understanding of the type IV secretion system has yet to be
obtained, but it does provide an excellent example of the ability of
bacteria to appropriate and adapt groups of proteins to fit new
needs. The question arises, however, as to why PT is not secreted by
the type II system, which efficiently exports other AB toxins, including
the structurally related cholera toxin.

More recent work has revealed that other bacteria utilise type IV
systems to export proteins and/or DNA. In the case of Legionella pneumo-
phila and Hel. pylori, the type IV system is used to deliver bacterial
proteins into the host cell (see also the type III secretion system de-
scribed in Section 2.5.5). The protein delivered by the intracellular
pathogen Leg. pneumophila (LcmX) is essential for the establishment of
an intracellular organelle within the host that avoids fusion with en-
docytic vesicles. Helicobacter pylori translocates the CagA protein that is
responsible for activation of host cell signal transduction leading to
cytoskeletal reorganisation and induction of an inflammatory re-
sponse. CagA, and its associated type IV secretion system, are
encoded on a 40 kb pathogenicity island (cai pathogenicity island, see
Section 2.6.4). Evidence suggests that CagA is exported directly from the
cytoplasm of Hel. pylori into the target cell cytoplasm. As such, the Hel.
pylori type IV system more closely resembles the vir system of Agrobactet-
ium tumefaciens than the ptl system of Bord. pertussis. As more bacterial
genome sequences are completed, potential type IV systems are appear-
ing with increasing frequency, for example in species belonging to the
genera Rickettsia, Actinobacillus and Brucella.

2.5.4 Type | secretion

As we have seen, most secreted proteins have cleaved N-terminal signal
sequences and cross the cytoplasmic membrane via the Sec or Tat
systems. Many bacteria also possess type I dedicated systems for the
export of specific proteins, peptides or, indeed, non-protein substrates.
These export systems are part of a larger family of so-called ABC
(ATP-binding cassette) transporters, present also in eukaryotes, which
mediate import or export of a wide range of substances. The name ABC
transporter is derived from the characteristic ATP-binding component
that provides the energy for transport via hydrolysis of ATP. Associated
with this are transmembrane components (with 6 or 12 transmem-
brane helices) thought to provide a translocation channel. In importer




2.5 BACTERIAL PROTEIN SECRETION SYSTEMS

71

(a) (b)

__—Substrate binding
protein
) ,
AT

L ADP+P

ADP:;‘\\

ATP

TolC
OQuter
membrane
HylD Periplasm
HyIB Cytoplasmic
membrane

v
] (g) Haemolysin

systems, these components are generally separate (Figure 2.12). In con-
trast, for most export systems, these components are fused to produce a
single polypeptide (Figure 2.12). In Gram-negative systems, there is an
accessory factor that may serve to bridge the periplasmic space, as well
as, in some cases, an outer membrane component. The accessory factor
is generally part of the operon encoding the ABC transporter. Interest-
ingly, some ABC exporters of Gram-positive bacteria possess homolo-
gues of the accessory factor. Given the lack of an outer membrane and
associated periplasm, the function of the accessory factor of Gram-pos-
itive bacteria remains to be determined.

The best-defined type 1 protein secretion system is that required for
export of the RTX (repeat in toxin) toxin, haemolysin, of E. coli
(Figure 2.12, see also Section 9.4.1.4.1). The gene encoding the outer
membrane component, TolC, is not linked to the hyl operon. RTX
toxins are produced by a range of other Gram-negative bacteria and,
in all cases, the toxin is secreted by a dedicated type I transport system.
The secretion signal lies in the C-terminus of the HylA toxin and is not
removed during secretion. Other proteins secreted by type I systems
include an alkaline protease of the opportunistic pathogen Ps. aerugi-
nosa. Type 1 secretion systems are also responsible for the export of
some antibacterial peptides (bacteriocins, lantibiotics) of both Gram-
positive and Gram-negative bacteria. These peptides vary in length
(generally less than 11kDa in size) and often undergo significant pro-
cessing and unusual post-translational modifications.

m ABC transporter

systems. (a) In most uptake
systems, the ATP-binding cassette
components, which provide
energy for the translocation
process by hydrolysis of ATP, are
separate from the transmembrane
components. (b) In contrast, for
many export systems, these
protein components are fused
with the transmembrane pore-
forming components. Note that
in Gram-positive bacteria, which
lack an outer membrane, the
substrate-binding component of
the ABC importer is lipid-
modified and thus anchored in the
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2.5.5 Type lll secretion

Type III secretion systems mediate the injection of proteins (known as
‘effector’ proteins) directly into eukaryotic cells. They are not, there-
fore, secretion systems in the true sense (i.e. they do not export bacter-
ial products to the external environment) but are specialised systems
for delivering specific virulence factors directly into the cytoplasm of
the target host cell. As protein translocation was initially thought to be
triggered by contact of the bacterium with the target cell, the process
was also termed °‘contact-dependent secretion’. It is now known,
however, that environmental signals can also trigger secretion in Sal-
monella and Shigella systems. Type III secretion systems are found in a
number of Gram-negative pathogens, where they play an important
role in virulence, including adhesion, invasion and cytotoxicity
(Table 2.2, see also Chapters 7, 8 and 9). As well as being present in
the organisms listed in Table 2.2, the system has also been detected (but
less extensively studied) in other organisms including Chlamydia

Table 2.2. | Type III secretion systems of human pathogens

Organism Secreted Rolein Genetic
proteins  virulence location

Yersinia spp. Yop Cytotoxicity, Plasmid

inhibition of

phagocytosis
Yersinia Ysp Initial invasion Chromosomal
enterocolitica of Peyer's

patches?
Salmonella Sip Cell invasion, SPI-1 pathogenicity
typhimurium induction of island®

apoptosis

Sse Proliferationin  SPI-2 pathogenicity

macrophages island?
Shigella flexneri Ipa Invasion, Plasmid

apoptosis
Enteropathogenic  Esp, Tir ~ Adhesion, LEE pathogenicity
Escherichia coli induction of island?

attaching and

effacing lesions
Pseudomonas Exo Cytotoxicity, Chromosomal
aeruginosa inhibition of

phagocytosis

7 See Section 2.6.4.
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pneumoniae, Chl. trachomatis, Bord. bronchiseptica, Bord. pertussis and Bur-
kholderia pseudomallei.

Like type I secretion, the type III system is Sec-independent (although
some components of the secretion apparatus itself are transported by
the Sec system), and substrates for translocation lack a cleaved signal
sequence and, indeed, a periplasmic intermediate form. One of the first
type III systems described was that of pathogenic Yersinia spp. (see also
Section 9.5.4), and this system will serve as a paradigm. Some six
translocated effector proteins (designated ‘Yop’ - Yersinia outer mem-
brane protein) have been characterised, and these have a range of
cellular effects that are mediated, on the whole, by interruption or
modification of host cell signalling pathways (see Table 9.9; for
details of signalling mechanisms, see also Chapter 4; and, for a fuller
description of the interaction of Yersinia spp. with host cells see Section
82.1.1.1).

The type III secretion apparatus is complex, involving up to 29 gene
products and the majority of these are thought to be associated with
the cytoplasmic membrane (Figure 2.13). Although the translocated
effector proteins differ in sequence and function, many of the appara-
tus components (designated ‘Ysc’ - Yop secretion) are well conserved
among bacteria. Additionally, some components demonstrate signifi-
cant homology to components of flagellar biosynthesis systems of
Gram-positive and Gram-negative bacteria. Nevertheless, a definitive
model for type III secretion systems has yet to be obtained. In the
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Yersinia system, LcrD (also known as YscV) is an integral membrane
protein with six or possibly eight transmembrane helices and may
define a channel across the cytoplasmic membrane. Other proteins
thought to be involved in the formation of such a channel include
YscD, YscR, YscS and YscT. YscU is also in the cytoplasmic membrane
and this may interact with the YscN cytosolic ATPase required for
energising translocation. Ysc] is an outer membrane lipoprotein that
may also be anchored via its C-terminus in the cytoplasmic membrane
and thus traverse the periplasmic space. A second lipoprotein, YscW, is
important for the correct insertion of YscC into the outer membrane
and may also be part of the transperiplasmic apparatus. YscC is the only
confirmed outer membrane protein and is a member of the secretin
family that we have already encountered (type II secretion, chaperone-
usher pathway). This protein forms a ring-shaped structure in the outer
membrane that has a central pore with a diameter of about 5nm. The
substrates for translocation have no definable amino acid sequence
directing them to the translocation apparatus. Instead, the structure
of the 5/ end of the mRNA may be involved in targeting via an as yet
unknown mechanism. Cytosolic chaperones are required for secretion
of some Yops. For example, SycG and SycH serve as chaperones for YopE
(cytotoxic factor) and YopH (inhibition of phagocytosis), respectively,
and these may also help to target their respective Yop to the secretion
apparatus.

An intriguing feature of this system is that, in Yersinia spp., it is
contact dependent. Thus proteins are not translocated until the bacter-
ium makes contact with a host cell. YopN (possibly in association with
TyeA and LcrG) is a regulator of secretion. This protein is associated
with the bacterial surface but, on contact with the target cell, or in
conditions that are thought to mimic this event (low calcium ion con-
centrations), YopN is released into the external environment
(Figure 2.13). YopN is thought to act as a channel ‘plug’ preventing
early release of Yop effectors. Nevertheless, Yop secretion is also
tightly regulated at the level of transcription and translation. The
first Yops to be translocated through the secretory apparatus are
YopB and YopD. These hydrophobic proteins form a channel in the
host cell membrane, thereby enabling the translocation of other Yops
into the host cell. Several effector proteins are injected into the host
cell and these have a variety of effects such as interfering with cytoskel-
etal rearrangements and cytokine release as well as inducing apoptosis.
These effects will be described in more detail in Sections 8.2.1.1.1,
9.54.1, 10.3.3, 10.4.2 and 10.6.2.2.1.

As well as the plasmid-encoded Yop system, Y. enterocolitica has two
chromosomally encoded type III systems, one of which is required for
the secretion of at least eight Ysp effector proteins that are thought to
be involved in the early stages of the infection process. Furthermore,
the flagellar biosynthetic apparatus has been shown to mediate also the
secretion of several proteins including the phospholipase virulence
factor YplA.

Although the most intensively studied of the type III systems, the
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secretion apparatus of Yersinia spp. has not yet been visualised.
However, the apparatus (termed a ‘secreton’ or ‘injectisome’) has
been observed in both Salmonella spp. and Shigella spp. and is shown
in Figures 8.12 and 8.16. In both cases, it can be seen to consist of a
syringe-like structure through which the bacterial proteins are injected
directly into the host cell.

At the time of writing, more than 20 effector proteins have been
identified as being injected into host cells by the various organisms
with type III secretion systems. These effectors display a variety of
activities and include the ability: (i) to mediate adhesion of the organ-
ism to the target cell, (ii) to interfere with host cell signalling, (iii) to
induce cytoskeletal rearrangements and (iv) to up-regulate or down-
regulate cytokine production. Details of the specific activities of the
effector proteins of the various organisms are given in Chapters 7, 8
and 10.

As yet, type Il secretion systems have been found only in Gram-nega-
tive bacterial species. Recently, however, it has been shown that Strep.
pyogenes is also capable of injecting an effector protein directly into the
cytoplasm of a host cell. Delivery of the effector molecule (an NAD-
glycohydrolase that can interfere with eukaryotic signal transduction)
into the host cell cytoplasm is dependent on streptolysin O, a choles-
terol-dependent cytolysin. The streptolysin O secreted by the bacterium
forms a pore in the membrane of the host cell through which the
effector molecule can pass. As cholesterol-dependent cytolysins are
widely distributed among Gram-positive organisms, such cytolysin-
mediated translocation may constitute the functional equivalent of
the type III secretion system found in Gram-negative species.

2.6 | Genetic aspects of bacterial virulence

It is not within the scope of this book to provide a definitive discourse
on bacterial genetics. Indeed, the subject is large and complex enough
for a book in its own right and the reader is directed to any number of
excellent texts, some of which are listed at the end of this chapter.
What this section will try to do, instead, is highlight aspects of bacterial
genetics that have a significant role in virulence. These include bacter-
ial sensing of, and responding to, environmental cues, the regulation of
gene transcription and the organisation of genes and operons into
large, virulence-associated regulons. Additionally, we will look at the
impact of mobile genetic elements, including pathogenicity islands, on
bacterial virulence and, indeed, on bacterial evolution as a whole.
Life in the developed world is relatively pleasant in terms of the
living conditions to which we are exposed. Air conditioning and
central heating, for example, take the sting out of the year’s tempera-
ture extremes. The guesswork is mostly removed from global travel too;
via the information superhighway we have immediate access to
current weather conditions and forecasts for our destination and so
can pack accordingly. We can also keep abreast of environmental
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(natural disaster) or social (civil unrest) factors that might impact on
our trip, and immunise ourselves against diseases endemic in the
destination country. In other words, we can foresee the likely con-
ditions we may have to face and we can prepare for most eventualities.
On a cellular scale, the majority of eukaryotic cells that make up the
human body also live a cosseted life. Their environment is kept rela-
tively constant, as is the supply of oxygen, nutrients and removal of
waste products. Spare a thought, then, for the perilous plight of bac-
teria. For example, oral bacteria present in plaque that forms on teeth
must learn to cope with a variety of assaults that include being
scrubbed off daily, exposed to very hot and very cold foods and sub-
jected to significant fluctuations in pH and redox conditions. Certain
oral bacteria, notably the o-haemolytic streptococci, when introduced
into the bloodstream by routine dental procedures, have the ability to
cause infective endocarditis. Conditions in blood differ radically from
those of the oral cavity, and the bacteria must respond to the new
conditions by modifying gene expression accordingly. The likely fate
of aquatic V. cholerae cells when ingested by humans in contaminated
water, should they survive the acid conditions in the stomach, is simply
to pass through without pause. Unless, that is, V. cholerae cells have
been infected with bacteriophage VPI¢$ (see Micro-aside, p. 491). In
which case, cells have the wherewithal to adhere to intestinal
mucosal surfaces and, therefore, to colonise humans, a very different
environment for growth and replication. Clearly then, many bacteria
are capable of rapid, and often profound, changes in gene expression in
response to changing environmental conditions.

2.6.1 Gene regulation

In order to survive in its host, a bacterium must be able to induce the
expression of appropriate gene products, i.e. those needed to cope with
the new environment in which it finds itself (e.g. to enable adhesion to
host cells, to obtain nutrients, etc.) and those essential for avoiding
host defence systems (e.g. anti-phagocytic mechanisms, invasion of
host cells, antigenic variation, etc.). This requires the involvement of
two processes — the sensing of environmental cues and the regulation
of gene transcription, i.e. the switching on of some genes and the
turning off of others.

2.6.1.1 Sensing changes in the environment

Two-component signal transduction systems (TCSTSs) are probably the
most important means by which bacteria sense and respond to their
environment. TCSTSs are involved in regulating many diverse cellular
functions including sporulation, chemotaxis, quorum sensing, survival
within eukaryotic cells, and the expression of substrate uptake
systems, toxins and other virulence factors. Despite this myriad of
functions, most two-component systems can be stripped down to
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certain modular protein domains, and these are described in detail in
Section 4.3.1.2.

A TCSTS detects an external signal and directs the organism to make
a response conducive to its survival. This response is achieved by the
induction or repression of the transcription of appropriate genes.

2.6.1.2 Gene transcription

Unlike eukaryotic cells, bacteria lack a nuclear membrane. Conse-
quently, transcription (the synthesis of RNA from a DNA template)
and translation (the synthesis of protein from an mRNA template)
occur within the same compartment. Indeed, translation of an mRNA
molecule can begin as soon as its transcription starts. Ribosomes attach
in succession to the ribosome-binding site (also known as the Shine-
Dalgarno sequence) of the nascent mRNA chain and move along as the
mRNA molecule is synthesised. This gives rise to a polysome that can be
visualised by electron microscopy (Figure 2.14). When the expression of
a gene is initiated, mRNA molecules appear as soon as 2.5 minutes later
and the corresponding protein some 30 seconds afterwards. Bacterial
messages are highly unstable and the degradation of an mRNA mol-
ecule often follows close behind its translation (Figure 2.14). Thus,
coupled transcription and translation, and rapid turnover of messages,
enable bacteria to adapt quickly to new environmental conditions.

Nascent mRNA molecules
being transiated

DNA
Direction of transcription
RNA
polymerase
™ /A (N L) pNa
Ribosomes
N\
— E) Degradation
—
4 ~ of mRNA

S W RER  Transcription,

translation and mRNA degrada-
tion can occur concomitantly. The
upper diagram is based on an
electron microscopic image of
coupled transcription and transla-
tion. The lengths of the mRNA
transcripts, laden with ribosomes,
indicate the direction of transcrip-
tion. The lower diagram shows
that, once transcription is
initiated, ribosomes bind in suc-
cession to the nascent mMRNA
molecule and begin translation.
mRNA degradation follows close
behind.
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Additionally, a single mRNA molecule may encode two or more pro-
teins that generally have associated functions. The organisation of
tandem genes in transcriptional units (known as operons) further
speeds and co-ordinates bacterial responses. A good example of this is
the hylCABD operon of E. coli. The hylA gene encodes the haemolysin
toxin itself. hylC encodes an enzyme that activates HylA, while hylB
and hylD encode components of the type I secretion system required
for export of the haemolysin toxin (Figure 9.6). Regulons have an addi-
tional level of organisation. Regulons are groups of frequently un-
linked genes and/or operons that are subject to control by a single
transcriptional regulator. The vir regulon of Strep. pyogenes, for
example, is under the control of a transcriptional activator, Mga,
which demonstrates homology with response regulators of TCSTSs
(see Section 4.3.1.2). Mga controls the expression of multiple viru-
lence-associated genes and operons, including those encoding M and
M-related proteins, oligopeptide permease and secreted cysteine pro-
tease, in response to CO, levels and bacterial growth phase.

Transcription of genes or operons requires RNA polymerase. RNA
polymerase core enzyme consists of four subunits, a,, B, B/, and cata-
lyses the incorporation of approximately 40 nucleotides per second,
unwinding DNA as it advances along the template. A fifth component,
sigma (o) factor, has no catalytic activity but, instead, helps the core
enzyme to recognise promoter elements. Once the RNA polymerase
holoenzyme has bound and transcription is initiated, the o factor
falls off and is available for directing other core enzymes (Figure 2.15).
Most bacteria can synthesise several distinct ¢ factors that recognise
different promoter sequences. This means that by changing o factor
expression, bacteria can initiate transcription of a whole new set of
genes and operons that might be required for adaptation to a particu-
lar environment.

The primary o factor (¢7° in E. coli) is responsible for the transcrip-
tion of most genes expressed in growing cells and is essential for cell
viability. The main consensus sequences for ¢’ promoters are the
hexanucleotides TTGACA and TATAAT located approximately 35 and
10 nucleotides 5’ to the transcriptional start site, respectively. Non-
essential ¢ factors resembling ¢”° include those required for bacterial
adaptation to the stationary phase. For example, 6° of E. coli mediates
the general stress response. Alternative ¢ factors control the transcrip-
tion of specific sets of genes (regulons) under special environmental or
physiological conditions. Perhaps the best studied of the alternative ¢
factors are those involved in sporulation in Gram-positive bacteria.
Spore formation in B. subtilis requires five different alternative o
factors and these are differentially expressed during sporulation,
both temporally and spatially, as cells undergo asymmetric division.
Other alternative ¢ factors may control transcription of genes involved
in the biosynthesis of flagella, the response of cells to heat shock and
the synthesis of extracellular factors in response to environmental con-
ditions. These o factors recognise different —10 and —35 promoter
sequences. Members of a final group of ¢ factors, the ¢>* family, are
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unrelated to those described above. These factors are required for nitro-
gen-regulated genes.

Transcription of a gene or operon is terminated at a specific site that
lies just 3/ to the stop codon. Termination may or may not require the
help of a specific factor, rho (p), that binds to the core enzyme. All
terminator sequences consist of short inverted repeats that in the
mRNA form a hydrogen-bonded stem-loop structure that causes RNA
polymerase to pause or stop transcribing DNA (Figure 2.16). This allows
binding of p factor and subsequent dissociation of polymerase from the
template. Rho-independent terminators have a run of approximately
six uridine residues following the stem-loop and this facilitates release
of the core enzyme independently of p factor binding.

2.6.1.3 Gene induction and repression

The induction and repression of transcription allows a bacterium to
match gene expression to its cellular requirements. This is perhaps best
exemplified by looking at the expression of biosynthetic or catabolic
pathways regulated by repressor proteins. Repressor proteins bind to
an operator site that lies adjacent to, and may overlap, the promoter

m Initiation of

transcription. Core RNA poly-
merase (o 3p) acquires a

o- factor that directs the holoen-
zyme to bind to a subset of
promoters. Once transcription is
initiated, the c-factor is released
and can attach to another core
polymerase.
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site. Binding of an active repressor at the operator site interferes with
RNA polymerase binding, or function, such that transcription is
blocked. Furthermore, binding of accessory molecules to the repressor
protein can modify its activity. The end-products of some metabolic
pathways act as co-repressors, and binding of these molecules to inac-
tive repressor protein results in a repressor capable of binding the
operator site and thus blocking transcription (Figure 2.17). For
example, if a particular amino acid is present in the environment at
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a sufficient level for the bacterium’s needs, then the biosynthetic
pathway for de novo synthesis of that amino acid need not be expressed.
In some instances, the repressor protein is expressed in an active form
and binds directly to the operator site, thus blocking transcription. The
binding of an inducer molecule causes a conformational change in the
repressor, resulting in repressor inactivation and thus allowing
transcription (Figure 2.17). Perhaps the best example of this is the lac
operon, whose expression is required for the uptake and breakdown of
lactose (a galactose-glucose disaccharide). Allolactose, a modified form
of lactose, is the inducer of the lac operon. A basal constitutive level of
lac transcription allows the uptake of lactose, if present in the environ-
ment, and its conversion to the inducer allolactose.

The expression of many genes or operons is subject to positive activa-
tion. Activator proteins bind to specific sequences adjacent to the pro-
moter site. Activators may function by interacting directly with RNA
polymerase core enzyme or with the associated ¢ factor of the holoen-
zyme (Figure 2.17). Binding enhances the normal activity of RNA poly-
merase, promoting the initiation of transcription. Other activators are
thought to induce a sharp bend in DNA, altering the promoter con-
formation and enhancing the initiation of transcription.

Transcriptional attenuation is another means by which bacteria reg-
ulate gene expression. Attenuation is involved in the regulation of
several amino acid biosynthetic pathways and relies on the close
coupling between transcription and translation.

Two-component systems and contact sensing?

Escherichia coli has two stress response systems that sense, and respond, to the
presence of misfolded proteins in the bacterial envelope. The first system uses an
alternative factor, of, to detect overexpressed or misfolded outer membrane
proteins and is activated by general stresses such as heat or ethanol. G is normally
held at the cytoplasmic face of the inner membrane by a transmembrane anti-c
factor. Misfolded proteins are somehow detected at the periplasmic face of the
inner membrane by the anti-G factor, which then releases oF, allowing it to
interact with RNA polymerase (Figure 2.18). The of regulon includes degP,
encoding a periplasmic protease, and genes encoding envelope-folding factors as
well as other, as yet unidentified, genes.

Perhaps more interesting is the CpxA-CpxR TCSTS. Studies on P pilus assembly
by uropathogenic E. coli have provided much information on this fascinating
system. As we have learned, P pilus subunits are delivered to the periplasm by the
Sec machinery, whereupon they are capped by chaperone proteins in preparation
for assembly into the pilus rod by the usher complex. Overproduction of pilus
subunits in the absence of chaperones results in the accumulation of misfolded
aggregates associated with the periplasmic face of the inner membrane. The sensor
kinase is thought to interact with an inhibitor periplasmic factor (CpxP) that
maintains CpxA in an ‘off ' state. The activating signal, misfolded proteins them-
selves or other unknown intermediate signalling molecules, may bind to, or titrate
out, the inhibitory factor, resulting in autophosphorylation of CpxA and signal
transduction to the CpxR response regulator (Figure 2.18). The Cpx regulon also
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includes degP, encoding a periplasmic protease, as well as genes encoding envelope-
folding factors, including DsbA, which catalyses the formation of disulphide bonds.
DsbA, is required for proper folding of many envelope proteins including P pili
subunits and components of the toxin co-regulated pili of V. cholerae, for example.
Other genes switched on include those encoding virulence factors. Thus, in Shigella
spp., the Cpx system regulates the expression of the VirF transcriptional activator,
which is, in turn, required for expression of Ipa proteins involved in invasion of
host cells.

It has been proposed recently that Cpx functions as a sensory system to correctly
time the synthesis and assembly of adhesive structures such as P pili. Thus, when an
organism makes contact with a suitable host substrate, the outward growth of the
extending pilus is halted, resulting in the accumulation of misfolded subunits
within the periplasm. These are sensed by the Cpx system, leading to increased
expression of factors required for pilus assembly, including DsbA. This results inan
increase in the number of pili on the cell surface to strengthen adhesion.
Additionally, at least in Shigella spp., pilus contact with a suitable host cell may
prime the bacteria for invasion by the up-regulation of Ipa genes.

2.6.2 Antigenic and phase variation

The surface of a bacterium is the forum for interactions with its host.
Surface components such as pili, OMPs, S layer proteins, flagella,
lipopolysaccharide (LPS) and capsules are involved in a number of
host-bacteria interactions including adhesion and resistance to phago-
cytosis, and some may contribute towards the pathogenic effects of the
bacterium. Certainly, many of these components are dominant anti-
gens recognised by the host immune system. It is perhaps not surpris-
ing, then, that many bacteria, particularly those that normally reside
on mucosal surfaces and so are exposed to the mucosal immune system
(Chapter 5), have the means to switch on or off the expression of some
components (phase variation) or indeed to alter the antigenic nature of
these components (antigenic variation).

As well as providing a means of avoiding immune defences, anti-
genic or phase variation may contribute to the dissemination of
bacteria within a colonised host. For example, switching adhesion-med-
iating OMPs may confer altered adhesion specificity. Similarly, by
switching off the expression of pili, bacteria may be able to ‘de-camp’
from a particular site and spread back into the environment or to
another host. Finally, genetic diversity within a population makes it
more likely that some cells would survive a sudden environmental
change. Bacteria employ numerous means to facilitate antigenic or
phase variation and some examples are provided below.

2.6.2.1 DNA inversion

DNA inversion by site-specific recombination is a common means by
which bacteria control the expression of genes located within, or ad-
jacent to, the invertible region. One of the best-characterised examples
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is that of E. coli type I fimbriae. Escherichia coli uses DNA inversion to
switch on, or off, at relatively high frequency, the expression of
fimbriae and this is known as phase variation rather than antigenic
variation. A 314 bp invertible DNA sequence lies upstream from the
gene encoding the structural subunit (fimA). In the ON orientation, the
promoter is in the correct position to initiate transcription of fimA
(Figure 2.19). Inversion is mediated by FimB and FimE site-specific re-
combinases. Other co-factors are required, and these include global
regulatory proteins that may bend DNA, thus aligning the recombina-
tion sites so that strand exchange can occur.

In a modification of this simple ON«—OFF system, Salmonella spp.
regulate the expression of H1 or H2 flagellar antigens using an ONpy;/
OFFy<>0ONp,/OFFy; switch. The invertible 996 bp DNA fragment con-
tains the promoter that drives expression of H2 and also carries the site-
specific recombinase itself. Co-transcribed with the h2 gene is rh1, en-
coding a repressor of the h1 gene. DNA inversion means that h2 is no
longer transcribed nor is the rhl repressor, thus allowing hl gene
expression. As with the E. coli system, other cellular factors are required
and Figure 2.19 provides a simplified version of the system.

A similar switch is used to alternate S layer protein expression in
Campylobacter fetus and in Lactobacillus acidophilus, although in the latter
example the S protein genes are located within the invertible DNA
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fragment and are brought into juxtaposition with a stationary promo-
ter sequence (Figure 2.19).

2.6.2.2 DNA recombination

Neisseria spp. have developed several different mechanisms to permit
antigenic variation (Table 2.3). One mechanism uses homologous
recombination to shuffle the antigenic make-up of its type IV pilus.
The main subunit of the type IV pilus of N. gonorrhoeae is expressed at
the pilE (expressed) locus. There are, however, upwards of 50 silent loci
elsewhere in the genome that encode transcriptionally inactive alleles
of pilE called pilS (silent). Recombination occurs frequently and removes
the expressed gene and replaces it with a new gene from a pilS locus
resulting in a different pilin product. Occasionally, recombination
errors occur and this results in an ON—OFF phase variation such
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Table 2.3. | Mechanisms of antigenic or phase variation in pathogenic

Neisseria spp.

Surface component

Mechanism

Phenotypic change

Pilus

Opacity proteins

Opcouter
membrane protein

Homologous
recombination

Post-translational
modification

Slipped-strand
mispairing during
DNA replication

Transcriptional
slipped-strand
mispairing

Antigenic variation,
swapping of expressed
pilus subunit

Antigenic variation,
altered glycosylation
patterns

Phase and antigenic
variation, switch off or
on expression of various
Opa proteins

Phase variation, switch
off (low) or on (high)
expression of Opa

that no pili are formed. The causative agent of Lyme disease, Bor.
burgdorferi, uses a similar system for antigenic variation of surface
components.

Recombination between homologous sequences need not be con-
fined to DNA from within the same cell. Many mucosal pathogens
including H. influenzae, Neisseria spp. and Strep. pneumoniae are compe-
tent for DNA transformation. This allows intergenomic recombination,
thus widening the repertoire of antigenic variation, and an example
was described earlier for the capsule of Strep. pneumoniae (see Micro-
aside, p. 56).

2.6.2.3 Slipped-strand mispairing

Neisseria gonorrhoeae and N. meningitidis use this system for ON/OFF
phase variation of some opacity (Opa) proteins that are involved in
adhesion and invasion. There may be 11 to 12 opa loci in N. gonorrhoeae
and 3 to 4 in N. meningitidis, and strains exist that express none (Opa~),
one, or several opacity proteins.

In N. gonorrhoeae the opa genes contain a run of several tandem five
nucleotide repeat sequences (CTTCT). During DNA replication, transi-
ent mispairing can occur, leading to strand slippage. This results in the
incorporation of errors - typically the insertion or deletion of whole
repeats — in the daughter cell chromosome. The size of the repeat is
significant, as removal or addition of a repeat results in a frame shift
mutation leading usually to premature termination of opa mRNA trans-
lation (Figure 2.20). Genome sequencing projects are now revealing the
relatively widespread nature of this mechanism for phase variation
amongst bacteria, including Hel. pylori and Bord. pertussis.
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Expression of the Opc outer membrane protein of N. meningitidis is
modulated also by slipped-strand mispairing, although the control in
this case is at the level of transcription. Strand slippage results in the
addition or removal of cytosine residues at a poly(C) tract upstream
from the opc promoter. Increasing or decreasing the number of cyto-
sine residues in this tract of DNA affects the transcriptional start site of
RNA polymerase, resulting in no transcription (C < 10 or C > 15), mod-
erate (11 or 14 C) or high (12 or 13 C) levels of transcription.

2.6.2.4 Epigenetic variation

Epigenetic variation differs from the mechanisms described above.
Variations occur in the phenotype of the organism, but not the geno-
type. In other words, there are no genomic rearrangements or other
alterations to gene structure. Post-translational modification of surface
structures by the addition of sugar residues, for example, may give rise
to antigenic variability. In other cases, such as P fimbriae and antigen
43 OMP of E. coli, regulation of gene expression itself is modified by the
methylation of DNA. Deoxyadenosine methylase, Dam, of E. coli methy-
lates the adenosine residue of most of the 18 000 or so GATC sequences
that occur in the chromosome. However, some sites can be protected
from methylation. OxyR, the response regulator of a TCSTS, binds up-
stream from the agn43 (encoding antigen 43) promoter and blocks
transcription of the gene. The OxyR binding site contains three GATC
sequences and if any of these are methylated on both strands then
OxyR cannot bind and so agn43 is transcribed. A new round of DNA
replication generates hemimethylated binding sites (where the adeno-
sine residue on the template strand, but not the new strand, is methy-
lated), allowing OxyR to bind and thus block transcription, possibly by
interfering with RNA polymerase binding. OxyR binding also blocks
methylation of the three GATC sites.

2.6.2.5 Point mutations

Simple point mutations within the reading frame of genes encoding
surface components can give rise to antigenic variants no longer
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recognised by the host immune system. The best examples of organ-
isms that use this strategy include the human immunodeficiency virus
(HIV) and influenza A virus. However, point mutations are also used by
bacterial pathogens to generate antigenic variation. There are now over
100 recognised M protein serotypes of Strep. pyogenes (described in
Section 2.9.1). The M protein is an important adhesin and serves also
to block phagocytosis. Antibodies to a particular M protein provide
protection against only those organisms expressing that particular M
protein and not against other Strep. pyogenes serotypes.

2.6.3 Mobile genetic elements

A number of different types of mobile genetic element are found in
bacteria. These include plasmids, transposable elements and bacterio-
phages and they may play an important role in the virulence of bacter-
ial pathogens. Furthermore, since genomes evolve by rearranging
existing DNA and by acquiring new sequences, these elements, as
well as pathogenicity islands (discussed in Section 2.6.4) may have
contributed to the evolution of pathogens as we know them today.

2.6.3.1 Plasmids

The vast majority of plasmids are circular double-stranded DNA mol-
ecules that are capable of independent replication within the bacterial
cell. Some plasmids, for example those of the spirochaete Bor. burgdor-
feri, are linear. Sizes vary from around 1kb to over 100kb, and the
number per cell also varies from 1 to more than 40. Often the plasmids
are not essential for bacterial viability, at least in the laboratory, and
can be cured from cells. An episome is a plasmid that either can exist
independently or else can integrate into the bacterial chromosome and
be replicated with it. Other plasmids are capable of conjugal transfer
between bacterial cells. These plasmids carry genes for the synthesis of
conjugative pili or other cell-cell contact mechanisms, and for plasmid
mobilisation to recipient cells. Many conjugative plasmids have a broad
host range and plasmid transfer can occur between Gram-positive and
Gram-negative bacterial cells.

Over 300 different naturally occurring plasmids have been isolated
from strains of E. coli alone. Plasmids can be organised broadly into
several different categories, some of which have relevance to bacterial
pathogenicity and are described here (Table 2.4).

The resistance factors, or R plasmids, may carry multiple genes en-
coding antibiotic resistance mechanisms. Often the resistance genes
are carried on transposons, and this facilitates the rapid development
of plasmids with multiple resistance determinants. Furthermore, many
R plasmids are conjugative, or else can be mobilised by co-resident
conjugative plasmids, and this promotes widespread dissemination
of resistance genes.

Virulence plasmids are also widespread. These may be relatively
small plasmids carrying only one or a few genes encoding, for
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Table 2.4. | Examples of bacterial plasmids

Type Plasmid (size) Organism Phenotype
Resistance RP4 (54 kb) Pseudomonas spp. other Gram-  Resistance to ampicillin,
negative bacteria kanamycin, neomycin,
streptomycin
Conjugative
Virulence ColV-K30 (2 kb) Escherichia coli Siderophore for iron uptake

pO157 (93 kb)
pCDI (70kb)

pXOI (180 kb)

Escherichia coli O157 : H7

Yersinia pestis

Bacillus anthracis

Type Il secretion, RTX toxin

Type lll secretion system and
Yop effectors

Germination, A;B toxin,

adenylyl cyclase

example, a toxin or iron acquisition protein, but they may also be very
large and encode a complex virulence phenotype. Amongst this group
of large virulence plasmids are three that encode functions described
elsewhere in this book. Bacillus anthracis plasmid pOX1 is approximately
180 kb in size and carries some 140 or so predicted open reading frames
(ORFs). These include genes encoding the A;B components of anthrax
toxin (Section 9.4.1.1.3) and genes required for germination of B. anthra-
cis spores. Spread throughout the plasmid are multiple insertion se-
quences and transposons encoding associated transposase proteins
and there are many other cryptic (i.e. not-expressed) transposase
genes and gene fragments. This is a feature of many of these large
plasmids. The Y. pestis plasmid pCD1 (70kb) has approximately 100
putative ORFs and some 50 of these encode a type III secretion
system with associated chaperones and effector proteins (Figure 2.21).
Enterohaemorrhagic E. coli strain 0157 : H7 possesses a 93 kb plasmid,
pO157, that encodes a variant RTX toxin (see Section 9.5.1.2) and also a
type III secretion system amongst the 80 or so proposed ORFs.

2.6.3.2 Bacteriophages

Although bacteriophages have their own agenda, many of them can be
considered as mobile genetic elements that impinge on bacterial viru-
lence. Many bacteriophages are lysogenic and can therefore integrate
into the chromosome of the host bacterium, often at specific sites.
Some lysogenic bacteriophages carry toxin genes, and insertion of
the phage DNA into the host chromosome results in phage conversion
of bacteria from a non-toxigenic to a toxigenic phenotype. For example,
Shiga toxins Stx1 and Stx2 are encoded in the genome of lambdoid
phages (see Section 9.5.1.2) and, possibly as a result of this, over 100
serotypes of E. coli can produce Shiga toxins. Similarly, the genes
encoding cholera toxin are present on the genome of filamentous
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prophage CTX¢. Furthermore, the receptor for phage CTX¢ binding,
toxin co-regulated pilus (TCP), is itself encoded by another filamentous
phage, VPIo.

Bacteriophages can also mediate the horizontal movement of bacter-
ial DNA between cells by transduction. In generalised transduction,
during the lytic cycle of the phage, host bacterial chromosomal DNA
can be fragmented and pieces can be incorporated into the phage par-
ticle. On infection of the next host, the transported fragment of bacter-
ial DNA may recombine with the new host chromosomal DNA
producing a transduced cell (Figure 2.22). Specialised transduction
requires that the phage DNA is integrated into the host chromosome.
On induction of the lytic cycle, the phage genome excises from the
bacterial chromosome. Under rare conditions the phage genome is
excised incorrectly and can carry with it host DNA lying on either
side of the integration site and this bacterial DNA is carried to the
new host (Figure 2.22).

2.6.3.3 Transposable elements

Transposable elements are sequences of DNA that can move from one
site to another within a bacterial genome (Table 2.5). Transposition
does not require extensive regions of DNA homology, and this differ-
entiates transposition from other forms of genetic recombination.
Instead, a transposable element carries the gene(s) encoding protein(s)
responsible for facilitating transposition and is delineated by short

The virulence
plasmid pCDI of Yersinia pestis.
Similar plasmids are found in
Yersinia enterocolitica (pYV227)
and Yersinia pseudotuberculosis

(pIBI).
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M Transduction. (a)

In generalised transduction,
fragments of host bacterial DNA
may, at low frequency, be
packaged along with viral DNA in
a phage particle. (b) Specialised
transduction involves the
imprecise excision of integrated
prophage from the bacterial
chromosome. DNA flanking the
phage integration site may also be
excised, and this is replicated
along with the bacteriophage
DNA. Note that if excision is
imprecise, all progeny phage will
be capable of mediating transduc-
tion.

Infection and

Infection integration of

prophage
Phage replication
and degradation Prophage
of host excision
chromosome
Phage
replication

Phage assembly
and release
o @
VA

Phage assembly
and release

Transducmg phage @
Transducing phage

(a) Generalised transduction (b) Specialised transduction

inverted repeats (typically 5 to 40 bp, depending on the element) that
are recognised by the transposase. Nevertheless, transposable elements
can allow homologous recombination to occur by acting as portable
duplicate sequences upon which the cellular recombination system
can act. Many transposable elements carry antibiotic resistance

Table 2.5. | Examples of transposable elements of bacteria

Element Element type Size Genetic markers
IS Insertion 0.77 kb None
sequence
Tn5 Composite 5.7 kb, Kanamycin
transposon delimited by resistance
IS50 elements
Tn3 Type Il 5.0kb Ampicillin
transposon resistance
Tn916 Conjugative 18.0kb Tetracycline

transposon resistance
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(a) Transposase
‘ IS50L ‘ ‘ IS50R ‘
Kanamycin Bleomycin  Streptomycin
resistance resistance resistance

(b)

- Direct repeats created by

> Inverted repeats duplication of target site

markers and may also affect gene expression by bacteria. Thus transpo-
sition of an element within a gene or operon can disrupt its expression.
Conversely, it is now known that many elements have promoter DNA
sequences near either end that can result in activation of genes lying
adjacent to the site of insertion.

Insertion sequences (IS elements) are the simplest form of transpo-
sable element and carry no information other than that required for
transposition itself (Figure 2.23). IS elements are approximately 750 to
1500 bp in length and can be found on the chromosome and on plas-
mids. Several hundred distinct IS elements have been described. They
may be present in multiple copies, and a given bacterium may have
more than one type of IS element. Transposition events are relatively
rare, occurring at a frequency of less than 10~ per generation, compar-
able to spontaneous mutation rates. The target site for IS element
insertion varies from 5 to 9bp in length, and this is duplicated
during transposition, with one copy lying on either side of the IS
sequence.

Transposons are larger than IS elements and may carry additional
genetic information besides the transposase, such as gene(s) encoding
antibiotic resistance, toxins, or catabolic enzymes for the biodegrada-
tion of organic pollutants. There are several different types of transpo-
son. Composite transposons comprise two identical, or nearly identical,
IS elements either side of a gene or group of genes that are mobilised
along with the IS elements. Commonly, these IS modules are inverted
with respect to each other and, since the transposase gene of only one
IS module is required for movement, there is no selective pressure to
preserve both transposase genes, and frequently one is inactive due to
spontaneous mutation. Tn5 (5.7 kb) provides an example of this and
comprises a kanamycin resistance marker flanked by copies of IS50
insertion sequence (Figure 2.23). The IS50 module on the left-hand
end of Tn5 (IS50L) has a single base-pair change rendering its transpo-
sase inactive.

IS elements and composite transposons move by non-replicative (con-
servative) transposition. The transposase catalyses the excision of the
element and its insertion at the new target site. Thus transposition

RIS WXY  Structure of (a) an

insertion element and (b) a
composite transposon. Transposon
Tn5 comprises two copies of IS50
flanking kanamycin/neomycin,
bleomycin and streptomycin resis-
tance markers. The transposase of
IS50L is non-functional owing to a
point mutation within the trans-
posase gene (indicated by *)
resulting in premature termina-
tion of translation.
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does not increase the number of copies of that element within the cell.
In contrast, type II elements move by replicative transposition. Conse-
quently, a transposition event results in an increase in the number of
copies of that transposon. Type II transposons are not bound by IS
elements but are nevertheless flanked by short inverted repeats and
generate short direct repeats of the translocation target sequence.
Replicative transposition involves the formation of a transient co-
integrate molecule (where the original and replicated elements are
joined). Consequently, type II transposons require, in addition to the
translocase, a resolvase activity to mediate recombination between
transposons to resolve the co-integrate molecule and release the
donor and target elements.

Neither replicative nor conservative transposition involves the gen-
eration of a free transposon molecule in the cell. However, members of
a third group of transposable element, conjugative transposons, form a
covalently closed circular intermediate. This circular intermediate can
reinsert into host genomic DNA or can transfer by conjugation to a new
host and integrate into the recipient’s genome. There is no duplication
of the target site sequence. Conjugative transposons are more closely
related to bacteriophages and the site-specific recombinases associated
with transposition are members of the phage integrase family. Conju-
gative transposons, such as Tn916, have a very broad host range and
probably contribute as much as plasmids to the spread of antibiotic
resistance genes. Furthermore, the conjugation functions of this group
of transposons can also mobilise co-resident plasmids.

2.6.4 Pathogenicity islands

Pathogenicity islands (abbreviated to PAls or, when one is referring to a
specific, named pathogenicity island, the abbreviation used is Pai) are
large elements (frequently greater than 30kb in length) that are inte-
grated into the chromosome of pathogens and carry one or more
virulence determinants (Table 2.6). PAls are often located at tRNA
loci, the site of integration of many bacteriophages and conjugative
transposons. This feature of PAIs, plus the observations that many carry
features characteristic of mobile elements and that the G + C content
of the PAI often differs markedly from that of the host genome, suggest
that PAIs may have been acquired by horizontal gene transfer.

PAIs were first studied in detail in uropathogenic and enteropatho-
genic E. coli strains. Pai I (70kb) of uropathogenic E. coli strain 536
encodes a haemolysin. The PAI is flanked by direct repeats of length
16 bp and is inserted at the selC locus, which encodes a selenocysteine-
specific tRNA. Pai II (190 kb) encodes P fimbriae as well as haemolysin,
and is located at the leuX locus, which encodes a minor leucine-specific
tRNA and is flanked by 18 bp long direct repeats (Table 2.7). Both Pai I
and Pai II are lost from the chromosome at a frequency of 107 to 107>
per generation, and both have a G + C content of only 41% as com-
pared with the host genome content of 51%. The tRNA target sites for




2.6 GENETIC ASPECTS OF BACTERIAL VIRULENCE 93

Table 2.6. | Characteristics of pathogenicity islands

o Largeelements (frequently > 30 kb) that carry virulence genes

« Present in pathogenic strains but absent, or present sporadically, in
related non-pathogenic isolates

o Different G + C content as compared with the rest of the host
genome

o Associated with tRNA genes and Jor IS elements

o Carry (often cryptic) mobility genes

« Unstable

Pai I and II also serve as the attachment sites for bacteriophages $R73
and P4, respectively, and both PAIs carry cryptic (i.e. not-expressed)
phage-like integrase genes. In contrast, the tRNA target sites for Pai
IV (170 kb) and Pai V (110 kb) of uropathogenic E. coli strain J96, pheV
and pheR respectively, are the sites of integration of conjugative trans-
posons in Salmonella and E. coli strains. Pai IV encodes haemolysin and
adhesion-associated Pap pili whereas Pai V encodes cytotoxic necrotis-
ing factor (CNF) in addition to haemolysin and both have a G+ C
content of 41% as compared with the host genome content of 51%
(Table 2.7). DNA showing homology to the origins of replication of
plasmids, and to IS elements, are also present on many PAIs.

Enteropathogenic E. coli strains carry a PAI that is required for the
induction of attaching and effacing lesions on enterocytes (see Section
7.5.2.1.2.1). Pai Ill or LEE (locus of enterocyte effacement) encodes a type
III secretion system and a number of secreted proteins involved in host
signalling and pedestal formation. Pai IIl is located at the selC locus and
has a G + C content of 39%. Introduction of Pai III into non-pathogenic
laboratory strains of E. coli renders them capable of inducing lesions in
enterocytes.

PAIs are also found in a number of other Gram-negative pathogens
(Table 2.7). For example, five large PAIs have been found in strains of Sal.
typhimurium. Salmonella pathogenicity island (SPI}-1 is 40kb in length
and carries some 25 genes. Many of these comprise a type III secretion
system (Inv/Spa system) and secreted proteins that are responsible for
invasion of enterocytes (see Section 8.2.1.1.4). Induction of apoptosis
in Salmonella-infected macrophages also involves SPI-1. SPI-1 is not
located at a tRNA locus and appears to be stable within the Salmonella
chromosome. Nevertheless, it has a G + C content significantly differ-
ent from that of the Salmonella chromosome (42% compared with 52%),
suggesting SPI-1 was acquired by horizontal gene transfer. Interest-
ingly, the organisation of genes within SPI-1 is broadly similar to that
of the invasion genes of the Shigella virulence plasmid. SPI-2 is a 40 kb
element that encodes some 17 genes. These include a TCSTS and a
distinct type III secretion system (Spi/Ssa) that is required for survival
within macrophages and is important for systemic disease; mutants in
SPI-2 are severely attenuated in virulence. SPI-2 is located at the valV
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Table 2.7. | Pathogenicity islands (PAls) of some human pathogens

Pathogen Pathogenicity  Size G+ Ccontent  tRNA  Phenotype
island (kb) (PAl /host) locus
Escherichia Pai | 70 40/51 selC Haemolysin production
coli
Pai ll 190 40/51 leuX Haemolysin, P fimbriae
production
Pai lll (LEE) 35 39/51 selC Type lll secretion system,
induction of attaching and
effacing lesions
Pai IV |70 41 /51 pheV Haemolysin, pap pili
production
Pai V 10 41 /51 pheR Haemolysin, CNF production
Salmonella SPI-1 40 4252 - Type lll secretion system,
typhimurium invasion of enterocytes,
apoptosis
SPI-2 40 45/52 valV Survival in macrophages
SPI1-3 |7 47.5/52 selC Survival in macrophages
SP1-4 25 44.5/52 - Type | secretion system,
survival in macrophages
Salmonella SPI-5 9.5 4452 serT Enteropathogenicity
dublin
Shigella she PA 47 49/51 pheV Enterotoxin, autotransporter,
flexneri proteases
SHI-2 24 48.6/51 selC Iron acquisition, colicin,
immunity
Yersinia HPI 45 ! asn- [ron acquisition
enterocolitica tRNA
Helicobacter ~ cag-PAl 40 36/39 - Type IV secretion system,

pylori

pedestal formation,
inflammation, cancer?

? Not currently known; HPI, high pathogenicity island; for other abbreviations, see the text.

locus, encoding a valine-specific tRNA, and has a G + C content of 45%,
again marking it as having been acquired horizontally. A third SPI was
found by looking specifically at the selC locus, which in E. coli harbours
either Pai I or LEE. Sure enough, a 17 kb element, SPI-3, was found that
has a reduced G + C content (47.5%). SPI-3 encodes 10 proteins includ-
ing a putative autotransported protein, a putative regulatory protein
and a magnesium transporter, and is required for intra-macrophage
survival. SPI-4 encodes 18 putative ORFs organised as a singe operon.
Although not inserted at a tRNA gene, SPI-4 does contain a tRNA-like
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gene upstream from the operon. Some proteins may comprise a type I
secretion system like that used to secrete RTX toxins (see Section
9.4.1.4). Unfortunately, the functions of other ORFs are as yet
unknown or else the ORF shows homology only to hypothetical pro-
teins uncovered by genome sequencing projects. Gene inactivation
experiments indicate that SPI4 is involved in intra-macrophage survi-
val. A fifth SPI was located at the serT locus of Sal. dublin encoding a
serine-specific tRNA. SPI-5, which is present also in Sal. typhimurium, is
approximately 9.5kb and has a G 4 C content of only 44% and has
direct repeats at the left-hand and right-hand boundaries of the
element. SPI-5 carries six genes whose expression is linked to the en-
teropathogenicity of Sal. dublin, but which may not be involved in
systemic disease. One protein encoded by SPI-5, SopB, is translocated
into host cells and promotes fluid secretion and an inflammatory re-
sponse. Translocation of SopB is dependent on Sip (Salmonella invasion
protein) proteins (see Section 8.2.1.1.4) that are themselves secreted by
the Inv/Spa type III system encoded by SPI-1.

Apart from SPI-1 to SPI-5, numerous other genes or operons are
scattered throughout the Salmonella chromosome, some of which are
flanked by direct repeats and/or exhibit atypical G 4 C content provid-
ing evidence of horizontal acquisition. Collectively, these regions can
be considered to comprise a ‘pathogenicity archipelago’ within the
Salmonella chromosome, and are required for full virulence. Many of
these genes are regulated by the PhoP/PhoQ two-component system
that governs the adaptation of Salmonella to environments with a low
magnesium concentration. PhoP/PhoQ is present in both pathogenic
and non-pathogenic isolates. It is clear that after acquisition of PAIs
by Salmonella (and presumably by other organisms) the control of ex-
pression of PAl-encoded virulence factors has been integrated within
the regulatory networks of the host organism to ensure their correct
expression in terms of spatial and temporal cues.

PAIs have also been found in other human pathogens including Hel.
pylori (see Micro-aside, following), Shigella spp., and Yersinia spp.
(Table 2.7).

Chromosomal elements that correspond fully with the PAI criteria
provided in Table 2.6 have not yet been found in Gram-positive bac-
teria. There are, however, several examples of clusters of virulence
factors that may have been acquired by horizontal DNA transfer.
These include the PaLoc (19 kb) of toxigenic Cl. difficile, which encodes
TcdA enterotoxin and TcdB cytotoxin (see Section 9.5.3.1). This element
is not located at a tRNA locus nor is it delineated by direct repeats.
Nevertheless, Paloc is absent from non-toxigenic isolates of Cl. difficile.
Similarly, a cluster of six virulence genes is present on a 10 kb section of
the chromosome of Lis. monocytogenes, but is absent, or defective, in non-
pathogenic Listeria spp. Amongst the genes present at this locus are hyl,
encoding listeriolysin O, a cholesterol-binding cytolysin that is re-
quired for the escape of the organism from host cell vacuoles, and
actA, encoding a protein required for motility of the organism inside
host cells.
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Helicobacter pathogenicity island and cancer

Helicobacter pylori is responsible for a spectrum of diseases in humans, ranging from
superficial gastritis to duodenal ulceration. Furthermore, patients infected with
Hel. pylori have a three- to six-fold increased risk of developing gastric cancer.
Those strains expressing the 145kDa CagA cytotoxin-associated protein (see
below) are more frequently associated with cancer than are CagA~ strains. CagA
is one protein expressed by a 40 kb PAl called cag-Pai that carries some 40 genes in
total and is flanked by direct repeats of 31 bp long. A number of proteins encoded
on cag-PAl comprise a type IV secretion system similar to that used by Bord.
pertussis to secrete pertussis toxin (see above and Section 9.5.2.1). The type IV
system is essential for many of the pathological effects of Hel. pylori infection,
including cytoskeletal rearrangements, a pronounced inflammatory response
through the induction of IL-8 expression, and, indeed, cancer.

CagA is translocated directly into gastric epithelial cells by the type IV secretion
system, whereupon it is phosphorylated on tyrosine residues by an as yet unidenti-
fied host cell kinase. Phosphorylated CagA induces cytoskeletal reorganisation
resulting in the formation of a pedestal on which Hel. pylori sits in intimate contact
with the host cell. CagA has been shown to activate mitogen-activated protein
(MAP) kinase cascades, leading to the induction of expression of proto-oncogene c-
fos and phosphorylation of c-Jun that together comprise the transcription factor
AP-I (Figure 2.24). The AP-I family of transcriptional activators plays a pivotal role
in cell proliferation and neoplastic transformation and thus Hel. pylori strains
carrying cag-Pai can induce mitogenic signals and proto-oncogene expression in
gastric epithelial cells.

Mutations in the type |V secretion system encoded by cag-Pai result in bacteria
that are greatly impaired in their ability to induce interleukin (IL-8) secretion by
gastric epithelial cells. However, since cagA™ cells are relatively unimpaired in IL-8
induction, other cag-Pai-encoded effectors may be translocated by the type IV
system. The effector(s) are thought to up-regulate the activity of nuclear factor
NF-xB, which, together with AP-1, leads to induction of IL-8 expression
(Figure 2.24).

2.7 | Bacterial biofilms

In this chapter we have described various aspects of the cell biology,
physiology and genetics of bacteria and have done so from the point of
view that these organisms exist as isolated, single cells that are
independent of their neighbours. However, during the last two
decades it has become evident that, in many cases, the natural mode
of growth of bacteria is not as single cells suspended in an aqueous
environment (i.e. the planktonic mode) but as a community of
cells living together in an ordered structure known as a biofilm. The
classical definition of a biofilm is ‘an accumulation of bacteria and
their products on a surface’. Whereas such a definition may have satis-
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fied many bacteriologists 20 years ago, what has been learned since
then about the complexity of biofilms in terms of their structure,
organisation and intercellular communication renders this definition
woefully inadequate. Although no really adequate definition of the
term ‘biofilm’ exists, we can certainly recognise the main features of
a biofilm as being the following (Figure 2.25):

(a) It has a three-dimensional structure containing one or more bacter-
ial species.

(b) It forms at interfaces - solid/liquid, liquid/air, solid/air.

(c) It exhibits spatial heterogeneity due to physicochemical and chem-
ical gradients that develop within it.

(d) It is often permeated by water channels.

(e) The organisms within it display a marked decrease in susceptibility
to antimicrobial agents and host defence systems as compared with
their planktonic counterparts.

- W WY  Effect of cag-PAI-

encoded factors on host cells.
CagA is delivered into the host
cytoplasm by a type IV secretion
system, whereupon it is phos-
phorylated by host cell kinases.
Modified CagA induces a rear-
rangement of the host cytoskele-
ton, resulting in the formation of
a pedestal on which the
bacterium sits. y, tyrosine residue
that undergoes phosphorylation.
For other abbreviations, see the
text.
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representation of the overall
structure of a typical biofilm
showing mushroom-like stacks
containing bacteria embedded in
an extracellular matrix. The
stacks are separated by water
channels. The arrow shows the
direction of fluid flow.

The rapid advances made in our knowledge of biofilms stem from the
growing realisation that such films probably represent the natural
mode of growth of most bacteria on this planet. Indeed, it has been
suggested that broth cultures (i.e. the time-honoured approach to
growing bacteria in the laboratory) have outlived their usefulness.
While this may be an extreme view, it has to be recognised by
medical microbiologists that many infectious diseases are caused by
biofilms and, because bacteria display a different phenotype when in a
biofilm (see below), investigations of virulence, antibiotic susceptibility
and interactions with host defence mechanisms should be carried out
using biofilm-grown bacteria, not broth cultures. Examples of biofilm-
induced diseases include caries, gingivitis, periodontitis, osteomyelitis,
endocarditis, infections associated with prosthetic devices (e.g. cathe-
ters, artificial heart valves, implants) and lung infections in individuals
with cystic fibrosis. Examples of organisms that commonly form bio-
films include Ps. aeruginosa, Staph. epidermidis, Staph. aureus, E. coli, Lacto-
bacillus spp. and Streptococcus spp. Being a relatively new field, there is
considerable controversy regarding many aspects of biofilm formation,
structure and physiology and our understanding of these bacterial
communities is certainly destined to evolve rapidly. During the past
decade, for example, our knowledge of the structure of biofilms has
changed radically due to the advent of confocal laser scanning micros-
copy. This has enabled us, for the first time, to view biofilms in their
living, hydrated state. This is in contrast to electron microscopy, which
requires that the biofilms be dehydrated and examined in a vacuum -
such processing destroys the real structure of the biofilm (for electron
micrographs of one of the most prevalent biofilms in humans — dental
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plaque, see Figure 7.2). We will now describe some features of the
formation, growth, structure and physiology of bacterial biofilms.
Three stages can be recognised in biofilm formation on a solid
surface (termed a substratum): adhesion, colonisation and growth
(Figure 2.26). The first phase involves adhesion of planktonic bacteria
to the substratum. As any surface in an aqueous environment is invari-
ably coated with adsorbed molecules, adhesion is usually to this
coating (often termed a ‘conditioning film’) rather than to the material
of the substratum itself. It is well established that adhesion to a sub-
stratum often leads to changes in gene transcription (as described
above), resulting in an alteration in the phenotype of the organism.
If an adequate supply of nutrients is available and environmental
factors are conducive, adherent bacteria may then grow and reproduce
and this stage is known as colonisation. During this stage, the bacteria
begin to secrete extracellular polymers (usually polysaccharide) that
form a matrix in which the cells become embedded. The community
then grows and develops a characteristic structure, the nature of which
will depend on many factors including the species involved, the avail-
ability of nutrients, the hydrodynamic and mechanical shear forces
present, etc. In many cases, the organisms form stacks that are sepa-
rated by water channels (Figure 2.27). However, this may be character-
istic only of biofilms growing in an environment with a high fluid flow
rate and/or a low nutrient content. There is some evidence that, in a
nutrientrich environment with a low fluid flow rate, there are fewer
water channels and the biofilms have a less open structure. It has been
suggested that the water channels function as a primitive circulatory
system in that they could deliver fresh nutrients to the stacks of
bacteria and remove excretory products. Because of the high density
of packing of the bacteria in the stacks, penetration of nutrients, gases,
ions, etc. is inhibited to some extent. This results in gradients within
the stacks (both horizontally and vertically) in terms of nutrients,
oxygen, pH, waste products, etc. The net effect of this is that a vast
range of microhabitats is present within the biofilm (Figure 2.28).
This has two consequences. Firstly, because of this wide range of micro-
habitats, survival within the biofilm of organisms with a diverse set of

(AT WIY  Stages involved in

biofilm formation. Planktonic

bacteria adhere to the condition-

ing film of the substratum and

then grow and synthesise extracel-
lular matrix molecules. Further
growth and cell replication lead

to the formation of a biofilm.
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(XU A Scanning confocal

micrograph of a typical bacterial
biofilm (viewed from above)
showing stacks and water
channels. The ‘contours’
represent different distances from
the microscope objective —the
darker the colour the shorter the
distance. The biofilm was grown
in the laboratory from human
saliva and so consists of many
different bacterial species.

nutrient and physicochemical requirements is possible. Hence, obli-
gate anaerobes can survive in dental plaque, which grows in an essen-
tially aerobic environment - the oral cavity. Secondly, if the biofilm
consists of only a single species, the different microhabitats will enable
differential gene expression in the different regions of the biofilm.
Studies using promotor-reporter constructs (see Section 3.6) have
demonstrated that this does occur so that the same organism can
display different phenotypes depending on its location within the
biofilm.

Following the discovery that gene expression in some bacterial
species is regulated by the population density of the organism
(quorum sensing, described in Section 4.3.2.1), biofilms were an
obvious place to look for examples of this phenomenon. Many organ-
isms forming biofilms are known to utilise quorum sensing, for
example Ps. aeruginosa, Staph. aureus, Staph. epidermidis, E. coli, Vibrio
spp. and Lactobacillus spp. Finally, an important property of biofilms
from the point of view of infectious diseases is that they are remarkably
resistant to antibiotics and to host defence systems. Treatment of dis-
eases due to biofilms, therefore, is a major problem. The mechanisms
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underlying such resistance remain to be fully established. However,
factors thought to contribute to the ability of biofilms to tolerate
high concentrations of antimicrobial agents include: (i) binding of
the antimicrobial agent to the biofilm matrix, thereby limiting its
penetration; (ii) inactivation of the antimicrobial agent by enzymes
trapped in the biofilm matrix; (iii) that the reduced growth rate of
bacteria in biofilms renders them less susceptible to the antimicrobial;
(iv) that the altered microenvironment within the biofilms (e.g. pH,
oxygen content) can reduce the activity of the agent; and (v) that
altered gene expression by organisms within the biofilm can result in
a phenotype with reduced susceptibility to the agent. With regard to
host defences, bacteria within biofilms are less easily phagocytosed and
less susceptible to complement than their planktonic counterparts but
the reasons for this reduced susceptibility are not understood.

To summarise this brief description of the exciting world of bio-
films - these are cellular communities with an ordered structure and
a circulatory system, they display different physiologies within differ-
ent regions, have a form of intercellular communication and can resist
noxious chemicals and other threats from their environment. Does this
sound familiar? These properties are very similar to those exhibited by
multicellular organisms!

28 | Concept check

« Bacteria come in many different shapes and sizes but can be
divided broadly into two groups: Gram-positive and Gram-negative.

(i) Oxygen concentration decreases

(i) Redox potential decreases

)
)
(iii) Exogenous nutrient supply decreases
(iv) pH varies

)

(v) Endogenous nutrients vary

— Conditioning film

—— Substratum

Figure 2.28 IR el-LX]

habitats available within a biofilm
because of the formation of
nutrient, gaseous and physico-
chemical gradients from the
biofilm/liquid interface through to
the substratum and from the
outside of a ‘stack’ through to its
centre. The various shapes
represent different species of
bacteria.
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These groupings reflect fundamental differences in cell wall
structure.

« Many cell surface components such as LPS and lipoteichoic acid
may play a central role in the pathology of infection.

« Secreted proteins are important in ensuring the survival of bacteria
within the host and bacteria have evolved a variety of pathways for
exporting such proteins. Many of these systems are complex and
may have been adapted from other biological functions.

« Type III and type IV systems are recently discovered pathways of
protein secretion that enable the injection of bacterial proteins di-
rectly into host cells and thereby play key roles in the pathogenesis
of a variety of infections.

« Bacteria can sense their environmental conditions, and can respond
rapidly to changes through alterations in gene expression.

« By altering their cell surfaces (by phase or antigenic variation), bac-
teria can avoid host immune responses.

« Mobile genetic elements such as plasmids, transposable elements
and pathogenicity islands play an important role in bacterial viru-
lence, and may have contributed to the evolution of pathogens as
we know them today.

« Many organisms grow as complex communities known as biofilms.
These enable bacteria to survive (and cause disease) in hostile
environments.

2.9 | Cell biology of the paradigm organisms

As it would be very difficult to summarise what is known of the cell
biology of these two paradigm organisms in a reasonable space, we will
at this stage review briefly only their surface structures as these contain
molecules that play a central role in virulence, for example in adhesion,
invasion, evasion of host defence systems and the induction of damage
to the host. Other aspects of the cell biology of these organisms (e.g.
protein secretion, cell signalling, etc.) will be described subsequently in
appropriate chapters.

2.9.1 Streptococcus pyogenes

The cell wall of this organism has been shown to be a very complex
structure and is shown diagrammatically in Figure 2.29.

A conspicuous feature of the surface of cells of Strep. pyogenes is the
presence of fibrils (see Figure 7.28) composed of a protein known as the
M protein. The structure of this protein has been investigated
extensively and has been shown to have several distinct regions
(Figure 2.30). At the N-terminus is a signal sequence that directs the M
protein for secretion and is removed from the mature protein. Next is a
highly variable region that protrudes beyond the cell wall. This is fol-
lowed by a region rich in proline/glycine and threonine/serine residues
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that marks the passage of the protein through the peptidoglycan layer.
Finally, at the C-terminus is a wall-anchor domain that comprises a Leu-
Pro-X-Thr-Gly (where X is any amino acid) sequence, a hydrophobic
region that traverses the cytoplasmic membrane, and finally a region
of up to seven charged amino acid residues that protrudes into the
cytoplasm. The last two regions of the wall-anchor domain serve to
pause translocation of the protein through the membrane to allow
cleavage of the protein by the enzyme sortase between the Thr and
Gly residues of the Leu-Pro-X-Thr-Gly motif. The cleaved molecule is
then covalently attached to peptidoglycan via the Thr residue.

The highly variable region of the M protein has enabled the species to
be subdivided into a number of M types (approximately 100), which are
distinguishable on the basis of the antigenicity of the M protein.
M-typing is particularly important in distinguishing between those
strains of the organism that are associated with the various non-sup-
purative sequelae of infection by the organism (see Section 1.6.1) such as
glomerulonephritis (M types 2, 49, 57, 59, 60, 61) and rheumatic fever

Peptido- ' Wall-anchor domain
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of Streptococcus pyogenes. Carbo-
hydrate-containing molecules
include the group-specific C
antigen, the hyaluronic acid
capsule, teichoic acid and lipotei-
choic acid. Proteinaceous surface
components include the M
protein and a variety of other
wall-anchored or surface-asso-
ciated proteins (see Table 2.7).
The latter include glycolytic
enzymes.

Figure 2.30 QNETTEYFINN
(and their relationship to other
surface structures) of a typical M
protein of Streptococcus pyogenes.
The various regions are not
drawn to scale.
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Table 2.8. | A partial list of the proteins that have been detected on the surface of Streptococcus pyogenes

Protein Function /properties

M protein Anti-phagocytic, anti-opsonic, adhesion
lgA-binding group A streptococcal M-like protein 2 lgA-binding

(ARP2)

ARP4 lgA-binding

M-related protein 4 (Mrp4)

lgG [fibrinogen-binding

Fibronectin receptor A (FCRA) Fc-binding

Streptococcal Cha peptidase (SCP) Cba peptidase

Stb, PrtF, protein F2, SfBP1, Sfbll Fibronectin-binding
Fibronectin-binding protein 54 (FBP54) Fibronectin [fibrinogen-binding
Plasminogen-binding group A streptococcal M-like Plasmin-binding

protein (PAM)

Glyceraldehyde-3-phosphate dehydrogenase Adhesion to fibronectin

Glyceraldehyde-3-phosphate dehydrogenase, Generation of ATP?
phosphoglycerate kinase, phosphoglycerate mutase, a-
enolase, triosephosphate isomerase

(M types 1, 3, 5, 6, 14, 18, 19, 24). The M protein is important in evading
host defence mechanisms (see Sections 10.4.1.3 and 10.5.1.2), being anti-
phagocytic and anti-opsonic.

A variety of other proteins are found on the surface of Strep. pyogenes
(see Table 2.8), the functions of many of which are unknown, although
some are thought to be adhesins. Of particular interest is the presence
of a number of enzymes from the glycolytic pathway - specifically five
enzymes involved in ATP production. This implies that the organism
may be able to generate ATP on its surface. It is possible that this
extracellularly produced ATP is able to activate cells via purinoceptors
that bind ATP.

Streptococcus pyogenes has two major polysaccharide cell surface com-
ponents, the capsule and the group-specific C antigen. The capsule is
composed of hyaluronic acid, which is chemically indistinguishable
from that found in the connective tissue of humans and, therefore, is
non-antigenic. The latter property helps the organism to escape the
attention of the immune response. The capsule, like the M protein, is
an important anti-phagocytic component and is also involved in adhe-
sion to epithelial cells. The group-specific C antigen is an antigenic
carbohydrate that can comprise up to 10% of the dry weight of the
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organism and is used to subdivide the B-haemolytic streptococci into
groups (known as Lancefield’s groups, labelled A to O); Strep. pyogenes
belongs to group A of this classification scheme. The carbohydrate
consists of a backbone of rhamnose residues to which N-acetylglucos-
amine side chains are linked. Antibodies to this polysaccharide also
react with constituents of heart tissue such as myosin and this is
thought to contribute to the pathology of rheumatic fever.

Other carbohydrates that are exposed on the surface of Strep. pyogenes
include teichoic acid and lipoteichoic acid. Both of these are antigenic
and can stimulate the release of cytokines from host cells, the possible
role of lipoteichoic acid in adhesion is described in Section 7.8.1.

2.9.2 Escherichia coli

The cell wall of E. coli has a complex structure typical of that of Gram-
negative organisms. In addition, it has a range of surface-associated
organelles and molecules that are involved in disease pathogenesis in-
cluding a capsule, fimbriae, flagella, type III secretion apparatus, lipo-
polysaccharide, porins and outer membrane proteins (see Figure 2.4).

The capsule is a polysaccharide whose composition is very much
strain dependent and may consist of any of the following: it may be
one of the 80 distinct polysaccharides (designated as the K antigens), a
polymer derived from one of the 170 different O antigens of the LPS
molecule, or colanic acid. The first two types of capsule are important
virulence factors as they are anti-phagocytic, but colanic acid is unlikely
to be a virulence determinant as it is expressed only at temperatures
below 30°C.

The fimbriae (or pili) of E. coli are undoubtedly important in adhesion
of the organism to host cells. Four major types of fimbriae are recog-
nised among bacteria, but most clinical isolates of E. coli have type I
fimbriae, i.e. they can agglutinate erythrocytes and this is inhibited by
mannose. As well as possessing this classical type of fimbrium, some
strains can also produce coiled structures (curli) that also mediate
attachment to host cells and some (e.g. enteropathogenic strains)
produce bundle-forming pili (examples of type IV fimbriae) on contact-
ing host cells (see Section 7.5.2.1.2.1). Production of type I fimbriae is
phase variable and oscillates between an expressed and non-expressed
state. The suppression of fimbrial production helps the organism to
evade the immune response, as fimbrial proteins are highly antigenic.

Escherichia coli has approximately 10 flagella distributed over its
surface in an apparently random array. It is tempting to speculate
that chemotaxis (dependent, of course, on flagella) may be important
in enabling E. coli to find a suitable habitat in its host — there is, however,
little evidence in support of this. Flagella have been implicated in adhe-
sion and have also been shown to induce cytokine release from host
cells. The flagella are antigenic and constitute the H antigen of the
organism. More than 50 different types of H antigens have been recog-
nised in E. coli.
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LPS has long been known to be a key virulence factor of E. coli. This is
attributable mainly to its ability to stimulate the release of pro-inflam-
matory cytokines from a variety of host cells (see Chapters 5 and 6).
Similarly, a number of OMPs of the organism have also been shown
to possess this ability. Both LPS and OMPs may also function as adhesins.
The antigenic side chain of the LPS molecule constitutes the O antigen
of the organism and more than 170 different types have been recog-
nised in E. coli. Serotyping of the organism is usually based on the nature
of the O and H antigens of the organism. Hence, one of the most
notorious food-poisoning strains of the organism has the 0157
antigen and the H7 antigen and is designated E. coli 0157 : H7.

Another antigenic constituent of the cell wall is the enterobacterial
common antigen. This is a glycolipid that is present in all Gram-nega-
tive enteric bacteria. It consists of a linear heteropolysaccharide chain
covalently linked to phosphoglyceride.

2.10 | What’s next!?

Now that we have some idea of what makes a bacterium tick, we will
now move on to review the new molecular approaches that are being
developed to tease out the interplay that occurs between bacteria and
the host cells with which they interact. Chapter 3 will, therefore, de-
scribe those techniques that are being applied to both bacteria and host
cells in order to gain a better understanding of the role each is playing
in that intimate and complex relationship that lies at the heart of any
bacterial infection.

2.11 | Questions

1. Describe the fundamental differences between Gram-positive and
Gram-negative bacterial cell structure. How do these differences
impact on basic cell functions such as protein translocation and
cell division?

2. Describe, briefly, the means by which Gram-negative bacteria trans-
locate proteins across the outer membrane.

3. Outline the essential features of type III and type IV secretion
systems, giving examples of organisms that utilise such systems.

4. How may bacteriophages contribute to bacterial virulence? And to
the evolution of pathogens?

5. What are the principle features of pathogenicity islands that mark
them as having been acquired by horizontal gene transfer?

6. What is the difference between antigenic variation and phase
variation, and what advantages do these systems provide for patho-
gens?

7. Outline the mechanisms by which Neisseria spp. alter their cell
surfaces.
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8. Discuss the role played by mobile genetic elements in bacterial
virulence.
9. Describe the means by which bacteria sense, and respond to,
changes in their environment.
10. What do you understand by the term ‘biofilm’? Describe what you
know of the formation and structure of biofilms. Why do biofilms
pose such a problem therapeutically?
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Aims

The principal aims of this chapter are:

« to describe the various molecular approaches that have been
developed (in both bacteria and eukaryotic cells) to identify
bacterial virulence factors

« to highlight the advantages and limitations of each method

« to provide examples of the application of molecular techniques to
answer questions about pathogen behaviour during infection

3.1 ‘ Introduction

As described in the Preface to this book, there has been an alarming rise
in the incidence of antibiotic resistance amongst bacterial pathogens
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during the last few years. The boast of the Surgeon General, in his
address to the USA Congress in 1969, that ‘we can close the book on
infectious diseases’ sounds very hollow now as we witness the resur-
gence of diseases caused by pathogens such as Mycobacterium tuberculosis
and Streptococcus pyogenes. We also face a myriad new infectious agents
that are emerging as the world shrinks, through international travel
and migration, and as population demographics change. Understand-
ing how bacteria cause disease is, consequently, high on the agenda
once again.

Some fundamental aspects of bacterial virulence have been investi-
gated in great detail. These include bacterial adhesion, invasion and
the production of exotoxins, and these topics are covered in later
chapters in this book. However, the results arising from the use of
new molecular techniques, described in this chapter, are forcing us
to broaden our idea of what we mean by the term ‘virulence factor’.
Many different screening procedures now exist to identify genes ex-
pressed during infection. A significant proportion of the genes identi-
fied are so-called ‘housekeeping genes’ and genes required for survival
in vivo. A more global definition of the term ‘virulence factor’ may be
‘any gene product that is necessary for survival and persistence within
the host’. Hopefully, this will open up new strategies and new targets
for intervening in the infectious process. This type of approach to
understanding the molecular interactions between bacteria and their
host during infection may also advance our understanding of opportu-
nistic infections by commensal bacteria.

The molecular techniques, both old and new, that have been devel-
oped to define bacterial virulence mechanisms, fall into a number of
categories. Some are protein based, others are DNA based, while the
remainder rely on the isolation and analysis of bacterial mRNA mol-
ecules. A number of techniques serve as ‘promoter traps’ to capture
gene promoters switched on during the infectious process. Some of
these techniques require that quite advanced molecular genetic
systems are available for the organism under study. Consequently,
there are powerful tools and techniques available for the analysis of
bacteria such as Escherichia coli, Salmonella typhimurium, Listeria monocy-
togenes and Strep. pneumoniae that cannot be applied to organisms whose
genetics are less well understood. Nevertheless, some molecular tech-
niques are more applicable to bacteria in general and require only that
DNA or RNA can be isolated from the bacterium. The advantages and
limitations of each of these techniques will be highlighted.

A suitable model system is required to study bacterial gene expres-
sion during infection. Experimental animals such as mice and monkeys
have long been used as models for human infection. However, their use
is limited for several important reasons. In the first instance, there are
clear ethical considerations. Furthermore, animal models are fre-
quently costly but, perhaps more importantly, the information they
provide may be of limited relevance to human infections. Tissue
culture monolayer studies using epithelial cells and cells of the
monocyte-macrophage lineage have contributed significantly to our
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understanding of gene expression in vivo, and recent advances in multi-
ple-layer tissue culture systems using mixed cell populations (for e.g.
epithelial and endothelial cells) have the advantage of more closely
mimicking the challenge facing bacterial pathogens at the site of in-
fection.

An understanding of basic molecular biology techniques, such as
nucleic acid purification and manipulation, library construction and
screening and polymerase chain reaction (PCR), is assumed, and the
reader is directed to any number of good molecular biology textbooks
and websites, some of which are listed at the end of this chapter.

3.2 | Mutational analysis

The introduction of mutations in the bacterial chromosome in order to
disrupt or modify gene expression is a popular approach for investigat-
ing bacterial virulence mechanisms. When coupled with an appropri-
ate screening procedure, random mutagenesis can be used to identify
new virulence factors. Directed mutagenesis, on the other hand, allows
one to test the hypothesis that a specific gene product is involved in
virulence.

3.2.1 Directed mutagenesis

In a technique often referred to as reverse genetics, the gene encoding a
protein implicated, by other means, as a virulence factor is insertion-
ally inactivated. This generates an isogenic mutant that is otherwise
identical with the wild-type strain. Thus any reduction in the patho-
genicity of the mutant strain, or alteration in its behaviour, can usually
be ascribed to the inactivated gene. Consequently, directed mutagen-
esis is an important technique to confirm the involvement (or non-
involvement) in virulence and pathogenicity of genes and gene prod-
ucts identified by other screening methods. In directed mutagenesis, an
antibiotic resistance marker is ligated within the coding region of a
cloned copy of the gene of interest. The disrupted gene is then intro-
duced into the target organism, where it undergoes recombination
with the homologous region of the bacterial chromosome (Figure 3.1).
This results in the insertion of the antibiotic resistance marker into the
chromosome, and recombinant organisms can be selected by plating
on medium containing a concentration of the relevant antibiotic that
inhibits the growth of the wild-type strain. This method requires a
means of introducing DNA into the target organism. It also requires
suitable selective markers that are efficiently expressed within the
target organism, and an inherent capacity for homologous recombina-
tion. Methods for introduction of DNA into bacteria include transfor-
mation (with naked DNA), transduction (using bacteriophages),
conjugation (bacterial mating) and electroporation (high voltage
pulse) (see Chapter 2). If the selective marker on the cloning vector is
itself expressed within the target organism, then the construct can be
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used directly for insertion—duplication mutagenesis (Figure 3.1). A
single cross-over recombination event results in integration of the
entire plasmid. Since the cloned pathogen DNA is duplicated on the
chromosome, if the cloned portion includes DNA 5/ or 3/ to the gene,
then a complete gene is regenerated and mutagenesis will be
unsuccessful.




3.2 MUTATIONAL ANALYSIS

5

Directed mutagenesis can support or refute a hypothesis

The hypothesis has been proposed that the capsules of a number of bacterial
pathogens, such as Haemophilus influenzae and Streptococcus spp., are important
virulence determinants. Capsules may mediate adhesion to host surfaces (see
Table 7.2), and impair phagocytosis and complement-mediated killing (see Section
10.4.1.1). Pasteurella multocida is the causative agent of a wide range of diseases in
wild and domestic animals. Experiments with purified capsular material from this
organism indicated that it had significant anti-phagocytic activity, thus implicating
the capsule as a virulence determinant. In order to test this hypothesis, an isogenic
mutant was created by insertion of a tetracycline resistance determinant within
the cexA gene, encoding a protein required for the export of the capsular polysac-
charide. The isogenic mutant was able to synthesise immunoreactive polysaccharide
but failed to export it correctly and, consequently, cells were acapsular. When
injected into the peritoneum of mice, the 50% infective dose (IDsp: number of
bacteria required to initiate an infection in 50% of challenged animals) for the wild-
type strain was less than 10 colony-forming units (CFU). Indeed, at a dose of 10
CFU only 17% of mice survived the challenge. In contrast, no deaths were
recorded for mice challenged with less than 8 x 10> CFU of the acapsular mutants.
Clearly, then, capsule production does contribute significantly to the virulence of
P. multocida. Acapsular mutants, unlike the wild-type strain, were cleared rapidly
from the blood and other organs of challenged animals and were up to six times
more susceptible to phagocytosis by mouse peritoneal macrophages.

In order to complement the mutant strain, a replicating plasmid was constructed
that contained an uninterrupted copy of cexA. This plasmid was then introduced
back into the mutant strain. The complemented strain was now capable of expres-
sing a capsule and behaved like the wild type in mouse infection studies, thus con-
firming the role of the capsule in virulence.

Helicobacter pylori causes gastritis and is associated with the development of
peptic ulcers and gastric cancer. The urease activity of Hel. pylori is central to patho-
genesis, as the ammonia produced by the hydrolysis of urea protects this acid-
sensitive organism and allows it to grow within the acidic conditions of the
stomach. Urea can, in turn, be produced by the hydrolysis of arginine by arginase.
It was recently postulated, therefore, that arginase may, like urease, be essential
for acid protection in vivo by providing the organism with urea. The gene encoding
arginase was identified from the complete genome sequence of Hel. pylori, and was
disrupted by the insertion of a kanamycin resistance gene. The isogenic mutants
were devoid of arginase activity but still expressed urease activity as expected. The
mutant strain was |000-fold more sensitive to acid exposure in vitro than was the
wild-type strain. Nevertheless, addition of urea dramatically increased the survival
of both wild-type and mutant Hel. pylori cells at pH 2.3, since both strains could
produce ammonia from the added urea. The addition of arginine protected the
wild-type strain from acid conditions. However, the mutant was not protected by
arginine, and was |0000-fold more sensitive than the wild type in the presence of
arginine, as expected. When mice were challenged, however, there was no signifi-
cant difference in the ability of wild-type and mutant strains to colonise the
stomach, although the total bacterial numbers cultivated from samples of the mice
infected with arginase-deficient Hel. pylori were lower. Clearly, then, although the
mutant strain was acid sensitive in vitro, gene disruption indicated that arginase
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was not a significant virulence factor in vivo. Presumably other pathways exist to
provide Hel. pylori with urea for ammonia production.

3.2.2 Random mutagenesis

If no previous knowledge of potential virulence factors is available,
then random mutagenesis can be used to identify putative virulence
genes. The key to this approach is to have a good selection procedure so
that mutants with impaired virulence can be easily identified within a
population of mutagenised bacteria; as large numbers of mutant
isolates must be examined, screening of mutants individually is im-
practical. Frequently, the selection method will involve a general bio-
logical property that reflects the bacterium’s ecological niche. For
example, to identify putative virulence genes required for the growth
of Sal. typhimurium within macrophages, one could screen for acid-sen-
sitive mutants by first plating pools of mutants on normal agar then
replica-plating these onto a medium at low pH. Acid-sensitive mutants
would be identified by their inability to grow on the latter medium but
could be rescued from the original plate. These mutants could then be
tested individually in macrophage survival experiments.

Random mutations can be introduced by exposure of organisms to
ultraviolet light or to mutagenic chemicals that introduce nucleotide
changes within the bacterial chromosome. This approach is little used
now, as multiple nucleotide alterations are frequently introduced, and
also it is technically quite demanding to identify the location of the
single nucleotide change that renders the bacterium impaired in viru-
lence. Instead, transposons are now used routinely. As described in
Section 2.6.3.3, transposons are mobile genetic elements that can
insert more or less randomly within the genome of a bacterium. Natur-
ally occurring transposons have been tailored to improve their utility
for mutagenesis. For example, genes not required have been removed,
or else replaced with suitable selective markers, and useful restriction
enzyme sites have been introduced. Consequently, large numbers of
single-site mutations can be generated with relative ease. Furthermore,
since the mutation is marked by the transposon, with its associated
antibiotic marker, the DNA flanking the insertion site can readily be
recovered for sequencing.

Transposon mutagenesis requires that a suitable transposon is avail-
able for use with the bacterium of interest. Often, this is not the case,
and so a plasmid library of the genomic DNA can be mutagenised
within E. coli using one of the many transposons available for this
organism. Pooled, mutagenised plasmids can be isolated from E. coli
and transformed back into the organism under study. The transposon
is then introduced into the bacterial chromosome by homologous
recombination between the interrupted DNA sequence on the
plasmid, and the normal chromosomal DNA. Although this method is
ideal for naturally competent bacteria, improved methods for efficient
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transformation of non-competent bacteria (e.g. electroporation) should
improve the utility of this, and other, approaches.

Random mutagenesis can be taken one step further and done, not in
the host bacterium nor, indeed, in E. coli, but in a test tube, as transposi-
tion itself requires only the transposon, the target DNA and the
enzyme(s) that catalyse the transposition event. The recently developed
GAMBIT (genomic analysis and mapping by in vitro transposition)
method is based on in vitro transposition, and is useful for naturally
competent organisms whose genomes have been sequenced. GAMBIT
involves the PCR amplification of large, defined regions of the chromo-
some of the target organism. Each large fragment is subjected to sa-
turation mutagenesis with a transposon. The pool of mutagenised DNA
fragments is then introduced back into the host organism, where
homologous recombination results in a pool of mutants with transpo-
sons randomly inserted within a defined portion of the chromosome. A
portion of this pool is held back (pre-selection), while a second portion
is grown under selective conditions (for example, at low pH or within a
challenged animal). Genomic DNA is then isolated from bacteria in the
pre- and post-selection pools and subjected to PCR amplification using a
transposon-specific primer and a primer to a known location of the
chromosome. A ladder of bands is obtained from amplification of the
pre-selection pool DNA, where each unique site of transposon insertion
gives a PCR product of unique length (Figure 3.2). Mutagenised bacteria
in which the transposon has inserted into a gene essential for growth
under the selective conditions will not survive the selective growth
conditions. Consequently, there will be no corresponding PCR amplifi-
cation product. Electrophoretic separation of PCR products in adjacent
lanes of an agarose gel reveals ‘deleted’ clones (for which there is no
PCR product) and consequently will identify the genes essential for
growth under defined conditions. This procedure can be repeated step-
wise around the entire chromosome to generate a ‘mutational map’.

3.2.3 Signature-tagged mutagenesis

This is a further development of random mutation which, like GAMBIT,
allows the identification of specific mutants from large pools of muta-
genised bacteria. The advantage of signature-tagged mutagenesis (STM)
is that genomic sequence information is not required in the first in-
stance. STM involves tagging individual transposon molecules with a
unique short nucleotide sequence that acts as a ‘bar code’ identifier.
The pool of tagged transposons is used to mutagenise the bacterium
under study. Individual mutants are selected and arrayed in 96-well
microtitre plates to produce a bank of mutants, each of which has a
single, uniquely tagged transposon within the chromosome and so can
be distinguished from every other mutant (Figure 3.3). Like GAMBIT,
two pools of bacteria are prepared: one pre-selection pool (representing
the entire bank) and a post-selection pool that contains only those
bacteria able to grow under the selection conditions. DNA is isolated
from each pool and the unique tags are amplified by PCR. Labelled tags
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are then used to screen, separately, duplicate colony blots of the
mutant bank. Mutants that are unable to grow under the selective
conditions will be absent, or only poorly represented, in the post-selec-
tion pool. Consequently, the signature tag of the transposon that has
generated that mutant will be amplified only from the pre-selection
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pool. This means that mutants that are unable to grow under the
selective conditions can be identified on the colony blots as those
clones hybridising with the pre-selection probe, but not, or only very
poorly, with the post-selection probe. As with GAMBIT, the selective
conditions can be varied. The mutagenised pool could be used to chal-
lenge an experimental animal with the post-selection pool comprising
those bacteria that can be isolated from the spleen or other organs, for
example, after a specified incubation period. The isolated mutants are
subsequently evaluated to rule out the possibility that they possess a
general growth defect, and can be tested individually in an animal
model of virulence.

STM has been applied now to a wide range of pathogens including
both Gram-positive and Gram-negative species (Table 3.1). Very often,
however, the results may be difficult to interpret, as the functions of
the gene products identified are frequently unknown. Indeed, in a

m Signature-tagged

mutagenesis allows the identifica-
tion of genes essential for survival
and growth within the challenge
animal. Two probes are generated
by PCR amplification of the
unique oligonucleotide sequence
tagging each transposon. One
probe represents the entire
mutant bank (input pool), while
the second comprises only those
transposon mutants that are
recovered from the challenged
animal. Differential screening of
the arrayed bank of mutants iden-
tifies in vivo-deleted clones. The
‘bar code’ represents the unique
signature tag that enables the
identification of individual trans-
poson mutants within the input
and recovered pools.
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Table 3.1. | Use of signature-tagged mutagenesis to identify virulence genes
Organism and model Number of attenuated Genes identified
mutants [total

Mycobacterium 161927 Lipid metabolism, transporters,

tuberculosis, mouse lung transcriptional regulators. No homology /
unknown function, 12.5%

Yersinia enterocolitica, 55/2000 Virulence plasmid (type Il secretion,

mouse peritoneum YopP), LPS biosynthesis, transporters |
nutrient acquisition, shock response. No
homology Junknown function, 3.6%

Legionella pneumophila, 16/1386 dot-icm (intracellular survival, see Section

guinea pig lung 10.4.2.2.3), transporters [nutrient
acquisition. No homology funknown
function, 19%

Streptococcus agalactiae, 92 /1600 Transporters, transcriptional regulators,

neonatal rat sepsis cell wall metabolism, transposon-related
functions. No homology funknown
function, 50%

Escherichia coli K1, infant ~ 16/2140 LPS biosynthesis, transporters,

rat gastrointestinal tract transcriptional regulators, adhesins. No
homology Junknown function, 25%

Brucella abortus, 14178 Type IV secretion, LPS biosynthesis,

persistant infection in
mice

transport, amino acid metabolism. No
homology Junknown function, 14.3%

LPS, lipopolysaccharide.

recent study of neonatal sepsis caused by Strep. agalactiae, some 50% of
attenuated mutants were disrupted in genes which either had no
homology to genes in the databases, or else showed homology to puta-
tive genes of unknown function. The proportion of ‘unknowns’, often
called orphan genes, is lower for those pathogens that have received
considerable attention, for example Y. enterocolitica (Table 3.1). Never-
theless, this highlights the need for biochemical and physiological
studies to augment straightforward genome sequencing exercises. A
wide range of gene classes is identified by STM. Chief amongst these
are genes encoding proteins involved in the synthesis and metabolism
of wall components (lipid, lipopolysaccharide (LPS), peptidoglycan) and
genes encoding transporter systems required for nutrient acquisition
(Table 3.1).

Brucella abortus uses distinct sets of virulence determinants
to establish and maintain chronic infection

Brucella abortus is an intracellular pathogen and is responsible for brucellosis, a
chronic infection endemic in Mediterranean countries and in Central and South
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America. Bacteria cause asystemic infection and survive and multiply within macro-
phages. In the mouse model of brucellosis, bacteria divide rapidly within the first
two weeks of infection, then numbers stabilise over the next five to six weeks:
bacteria have been recovered from the spleens of infected mice some 24 weeks
after infection. STM has been used to investigate the virulence determinants
required for Br. abortus to establish an infection and to set up a chronic infection.
Mutants that were defective in establishing infection were not recovered either
two or eight weeks post infection. In contrast, mutants that were able to establish
infection but were unable to maintain chronic infection were recovered from mice
two weeks post infection, but not eight weeks post-infection. Four loci were identi-
fied that were required for the establishment of infection. Two of these encoded
components of a type IV secretion system (see Section 2.5.3.3), while one was
involved in LPS biosynthesis and one was involved in amino acid biosynthesis. The
type |V secretion mutants were shown to be impaired in their ability to replicate
within macrophages. DNA sequence information was obtained for five of the 10
mutants that were unable tosustain chronic infection. One mutant had a transposon
insertion in a gene required for glucose and galactose uptake, while two mutants
were defective in amino acid metabolism, including glycine dehydrogenase. Of the
remaining two mutants, one was disrupted in a gene that had no database
homology, and the second was disrupted in a gene that had homology to an open
reading frame of unknown function from Hel. pylori. Interestingly, in separate
studies, it was shown that the gene encoding glycine dehydrogenase was up-
regulated |0-fold in M. tuberculosis as it enters a state of non-replicative persistence
in vitro. This suggests that different pathogens responsible for chronic infections
may use similar metabolic pathways to set up persistent infections.

3.3 | Protein expression approaches

The analysis of bacterial protein expression under different growth
conditions has been a useful means of identifying differential gene
expression by pathogenic bacteria. The use of two-dimensional poly-
acrylamide gel electrophoresis (PAGE) and N-terminal protein sequen-
cing has been augmented in recent years with a number of powerful
mass spectrometric techniques. Proteomics is now a large field in itself,
and will be discussed in more detail in Section 3.3.2. There are other
protein-based techniques, however, and these are outlined below.

3.3.1 Surface and secreted proteins

Bacterial cell surface and secreted proteins play an important role in
infection. The involvement of adhesins, invasins and toxins, for
example, is described in other chapters. Additionally, surface and se-
creted components are involved in nutrient acquisition, environmen-
tal sensing, tissue destruction and immune avoidance, for example.
Consequently, analysis of bacterial surface and secreted proteins may
identify a subset of virulence factors. Two molecular approaches have
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been devised to identify surface and secreted proteins that might be
involved in virulence.

In the first method, a modified transposon containing a gene for an
environment-sensitive enzyme is used to identify genes that encode
proteins which have a secretion signal and are therefore exported to
the cytoplasmic membrane or beyond (see Section 2.5). TnphoA is a
modified transposon that carries, near one end, a gene encoding alka-
line phosphatase. The alkaline phosphatase enzyme is inactive unless it
is secreted from the cell. The phoA gene in TnphoA has been truncated so
that it lacks DNA for both a promoter and a signal sequence for direct-
ing secretion (Figure 3.4). TnphoA inserts randomly within the genome
of the target organism. When TnphoA inserts in-frame within a gene
encoding an exported polypeptide, then an alkaline phosphatase-ex-
porting clone will be created, and this can be detected readily on
growth medium containing a chromogenic substrate of alkaline phos-
phatase. Selected clones can also be tested directly for their virulence in
a suitable model of infection, as TnphoA insertion will have resulted in
disruption of the gene that is providing the signal sequence for alkaline
phosphatase secretion.

TnphoA mutagenesis is limited to organisms with developed genetic
systems. However, there are several ways around this limitation. Firstly,
a genomic library can be made in E. coli and can be mutagenised with
TnphoA within E. coli. Naturally, this relies on promoter sequences being
recognised by E. coli and on the signal sequence functioning in E. coli.
Nevertheless, this technique has been applied successfully to bacteria
with restricted genetic systems, such as Staphylococcus aureus and Myco-
plasma fermentans. A second approach has been used to identify secreted
proteins of the human respiratory pathogen Strep. pneumoniae, and this
relies on the organism’s natural competence for DNA transformation
and proficiency for homologous recombination. Random fragments of
Strep. pneumoniae genomic DNA were cloned upstream from a truncated
phoA gene in a plasmid that was able to replicate in E. coli but not in
Strep. pneumoniae. The plasmid library was then transformed back into
Strep. pneumoniae, with selection for the plasmid antibiotic resistance
marker. Since the plasmid cannot replicate in Strep. pneumoniae, resis-
tance arises from homologous recombination that inserted the plasmid
into the chromosome by a single cross-over (Figure 3.4). Recombinants
were screened for alkaline phosphatase activity, and the plasmids from
positive clones were rescued and sequenced to identify the inserted
DNA. The method identified a number of distinct clones including
those encoding transporters and two-component signal transduction
systems (TCSTSs).

The second protein-based approach utilises serum from patients who
have experienced disease caused by the pathogen of interest, or else
infected experimental animals, to identify proteins that are (i) ex-
pressed during the infection and (ii) recognised by the host immune
system and able to elicit an antibody response. In this technique,
known as IVIAT (in vivo-induced antigen technology), sera from patients
or experimental animals are used to screen an expression library of the
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pathogen. Reactive clones contain DNA encoding in vivo-expressed
proteins. In order to identify only in vivo-induced antigens, the
patient or animal serum can be absorbed with whole cells or cellular
extracts prepared from the organism grown in vitro to remove
antibodies to constitutively expressed proteins. Alternatively, libraries
can be differentially screened with patient serum and with serum
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atruncated alkaline phosphatase
lacking the signal sequence that is
necessary for secretion of the
protein. Insertion of the transpo-
son within a gene encoding a
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that an in-frame fusion is created
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fragments of genomic DNA are
cloned into a unique restriction
site that lies immediately 5 to
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with the truncated phoA gene,
then alkaline phosphatase is
secreted.




124

MOLECULAR ANALYSIS OF BACTERIAL VIRULENCE MECHANISMS

raised in rabbits to killed whole cells, or cell extracts, of broth-grown
bacteria.

Sera from patients suffering from infective endocarditis due to En-
terococcus faecalis have been used to screen expression libraries of this
opportunistic pathogen. Some 38 distinct immunopositive clones were
isolated and the expressed genes identified by DNA sequencing. Most of
these encoded surface or secreted proteins, as expected, although there
was a small group of cytoplasmic proteins, suggesting, perhaps, that
cell lysis occurs during infection. A number of transporter components
were isolated, including one shown in independent work to be involved
in virulence. In a similar approach, sera from neutropenic patients
with Strep. oralis septicaemia and from patients with infective endocar-
ditis due to Strep. oralis and other, related, oral streptococci were used
to identify immunodominant antigens. Streptococcus oralis genes encod-
ing a heat shock protein (hsp90) and a common oral streptococcal
adhesin (PAc protein, also known as antigen I/II) were identified. This
adhesin mediates streptococcal attachment to saliva-coated surfaces
and so plays a role in oral colonisation by Strep. oralis. Nevertheless,
the antigen I/Il protein from a number of streptococci has been
shown also to mediate attachment to human collagen, and this may
contribute to the ability of these commensal oral bacteria to cause
endocarditis.

3.3.2 Proteomics

In 2001, at the time of writing, we have available a wealth of tools for
analysing the genome and its primary product — the transcriptome.
This latter term refers to the range of mRNA molecules that can be
produced by a cell under a given set of conditions. However, there is a
growing realisation that the genome and the transcriptome tell us only
what a cell could do, but not what it is doing. It is now well established
that the pattern of mRNA in a cell’s cytoplasm is not an accurate
reflection of the proteins that the cell will produce under a given set
of environmental conditions. Thus, if one wants to understand how a
cell is working under a given set of conditions, then the best way of
doing this is to define what proteins are being produced. The complete
set of proteins produced by a cell under a particular set of conditions is
called the proteome and the study of the proteome is called ‘proteo-
mics’. For clarity, the reader should be aware that the term ‘proteome’
has also been used to denote the complete complement of proteins that
the cell is potentially capable of producing. The relationship between
the genome, transcriptome and proteome is shown diagramatically in
Figure 3.5. In this section, a brief description of the methodology of
proteomics, and some of its uses in microbiology, will be provided.

3.3.2.1 Proteomic methodology

Proteomics seeks to define the pattern of proteins produced by chosen
cells under given sets of conditions. Bacteria may produce a few
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thousand proteins and eukaryotic cells tens of thousands of proteins
under any given set of environmental conditions. The ability to identify
the patterns of proteins produced by cells depends on our ability to
separate these proteins. A method developed in the 1970s, and refined
in subsequent years, is to separate proteins in two dimensions in thin
gels using two complementary separation technologies. Proteins are
separated in the first dimension by isoelectric focusing, using immobi-
lised pH gradients in narrow strips of polyacrylamide. Isoelectric focus-
ing is a technique by which proteins are separated on the basis of their
isoelectric point (pI). Using immobilised gradients of ionophores (which
generate the pl gradient), it is possible to obtain reproducible and
highly discriminatory separation of proteins. The thin strips contain-
ing the isoelectrically separated proteins are then placed into a larger
polyacrylamide gel and separated at right angles using conventional
sodium dodecyl sulphate-polyacrylamide gel electrophoresis (SDS-
PAGE). This separates proteins on the basis of their mass. By this
means, and depending on the size of the gel used, it is possible to
separate many thousands of proteins (Figure 3.6).

Having separated the proteins, how is it possible to identify them?
The standard method of identifying proteins in such gels is by Edman
degradation to obtain the N-terminal sequence. Once the sequence is
obtained, it can be fed into one of the sequence databases and the
protein, if it exists on the database, identified. This technique of N-
terminal sequencing is well established but has certain disadvantages.
Firstly, it requires relatively large amounts of protein. Secondly,
modification at the N-terminus can block the chemistry of the reaction
and prevent a sequence being obtained. This can be overcome by
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what the cell is doing is
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that reveals what a cell is doing
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proteins and their post-
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the cell is producing.
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identifying the composition of the
proteome lies in being able to
separate and identify each protein
in a cell. A method that is
commonly used is two-dimen-
sional (2D) gel electrophoresis.
Here we see a representation of a
typical 2D gel showing each
protein spot (normally visualised
by staining with a dye). This
technique can separate complex
mixtures of proteins such as those
produced by bacteria. Once the
proteins are separated, the next
step is to trypsin-digest each
protein spot, isolate the tryptic
peptides and identify them by
N-terminal sequencing or, more
conveniently, by MALDI-TOF MS
(see Figure 3.7).
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trypsin-digesting the protein and determining the sequence of internal
peptides. However, the current method of choice for identifying pro-
teins in gels is time-offlight mass spectrometry (TOF MS). This is a
technique in which the substance(s) to be analysed is given a charge
and is then separated on the basis of its mass:charge (m/z) ratio. A
number of methods are available for generating charged particles
but of these, the two most commonly used are matrix-assisted laser
desorption ionisation (MALDI) and electron spray ionisation (ESI). In
the case of the MALDI-TOF mass spectrometer, the biomolecule(s) to
be analysed is mixed with an organic chemical that, when it is illumi-
nated with laser light, ionises the associated biomolecule and gives it a
charge. The charged molecule is then allowed to move down a ‘drift
tube’ to a detector. The time taken to move along the drift tube is
directly proportional to the mass of the biomolecule and thus
the MALDI-TOF can be thought of as an incredibly sensitive balance,
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accurate to hundredths of a Dalton. Now, in order to be able to identify
proteins in two-dimensional gels by MALDI-TOF MS, each protein must
be removed from the gel and cleaved with a protease. The most
common protease used is trypsin. The collection of tryptic peptides is
then put into the mass spectrometer and each peptide is ‘weighed’. This
provides a ‘mass fingerprint’ for the protein. This information, by itself,
is quite useless. However, if the organism that the experimenter is
working with has had its genome sequenced then it is possible to
produce an ‘in silico’ digest of each of the proteins encoded by each
gene. It is then a relatively simple matter to compare the mass finger-
print of the protein with that of all of the in silico fingerprints to find a
match and identify the protein (Figure 3.7).

With a growing number of genome sequences available, it is now
possible to ask questions of your favourite organism to see how it

SN Matrix-assisted

laser desorption ionisation time-
of-flight (MALDI-TOF) mass spec-
trometry (MS) is a commonly
used method of identifying
proteins. This diagram shows the
basics of the instrument and of
the analysis. Each protein from
the two-dimensional gel shown in
Figure 3.6 is cut out and trypsin-
ised to produce a collection of
tryptic peptides. These peptides
are mixed with an organic
chemical such as 4-methoxycin-
namic acid and placed in the mass
spectrometer. (a) The laser is
fired at each specimen and the
organic chemical passes the laser
energy on to the peptides,
thereby ionising them. The
peptides are then separated in the
drift tube on the basis of their
mass, and each peptide is picked
up by the detector, giving a mass
spectrum, as shown in (b). This
spectrum is compared with the
theoretical mass spectra of all the
proteins encoded by the genome
of the organism of interest to see

whether there is a match (c).
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responds to its environment. Now, much of the study of bacterial
virulence is concerned with understanding how the bacterium re-
sponds to changes in environments. Such responses cause the up-reg-
ulation of specific genes and the production of a different pattern of
proteins. Molecular genetic methods of analysis are described in other
sections of this chapter and include differential display, in vivo expres-
sion technology (IVET), IVIAT and STM. Proteomics gives a direct
readout of the proteome. The disadvantage at the moment is that
proteomics cannot identify proteins produced in vivo. However, this is
largely a question of sensitivity.

Mass spectrometry for all seasons

MALDI-TOF is simply one of a growing number of mass spectrometric techniques
employed in biology. These techniques differ in the methods used to ionise the bio-
molecules and the nature of the mass analyser use to detect such ions. In addition
to laser desorption, the other major ionisation methods used in biology are ESI and
fast atom bombardment (FAB). In ESI the biomolecules are sprayed from a fine
needle at high voltage towards the inlet of the mass spectrometer (this is under
vacuum), which is held at a lower voltage. During this process the fluid droplets
dry and gain charge. The spray can come from either a nanospray device or be the
output from high performance liquid chromatography (HPLC). In ESI, the mass
analyser is generally a quadrupole-type device or an ion trap analyser. As its name
implies, the quadrupole mass analyser consists of four cylindrical rods that serve as
electrodes. The ability to change the potential on each pair of electrodes allows
filtering of ions to occur and it is possible to scan mass spectra with this device. The
other ionisation technique used with biomolecules, FAB, uses energetic atoms to
bombard and ionise the biomolecules of interest. Other techniques used in biologi-
cal mass spectrometry include tandem mass spectrometry (often styled MS/MS) in
which one mass spectrometer is coupled to another. The first separates the ions
and the second can fragment each ion to provide additional structural information.

In addition to straightforward identification of proteins, mass spectrometric
techniques are being used increasingly to identify protein—protein interactions
within cells. For example, the 60 kDa heat shock protein (chaperonin 60) of E. coli,
an oligomeric protein known as GroEL, interacts with proteins and helps their
correct folding. Exactly how many proteins in E. coli GroEL bound to was not
known until recently. To determine this, use was made of an antibody to immuno-
precipitate GroEL from lysates of E. coli. The proteins present in the immuno-
precipitates were identified by two-dimensional gel electrophoresis/mass
spectrometry. This revealed that GroEL apparently binds to 300 different polypep-
tides.

Prokaryotic and eukaryotic cells are full of protein and protein—nucleic acid
complexes. One of the largest of such complexes is the ribosome. A technique
involving multidimensional chromatography and tandem mass spectrometry,
linked to comprehensive bioinformatic analysis, has recently been developed and
provided with the acronym DALPC (direct analysis of large protein complexes).
Application of DALPC to the ribosome of the yeast Saccharomyces cerevisiae was
able to identify more than 100 constituent proteins in asingle analysis.

Biologists in general, and microbiologists in particular, are attempting to under-
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stand how the cell responds to its environment. One of the most powerful methods
of identifying cellular changes in response to environmental conditions is the use of
DNA microarrays. These will be described in detail in Section 3.8. One of the
problems with the use of such microarrays is the uncertainty that the presence of a
particular mMRNA in a cell actually means that the protein that can be translated
from it is actually translated. A new proteomic technique has been introduced to
quantify the differences in protein expression between the same cell population
maintained within two different environments. This method uses reagents termed
isotope-coded affinity tags (ICATs), which are biotin-labelled reagents with a thiol-
specific reactive group. A linker joins these two groups, which are of different
molecular masses, thus giving rise to a heavy or a light ICAT. To utilise these
reagents, cells grown under one environmental condition are labelled, say with
the light ICAT, and cells grown under a second environmental state are labelled
with the heavy ICAT. The protein mixtures from both cells are then combined and
subjected to proteolysis, and the ICAT-labelled peptides are isolated by affinity
chromatography on an avidin column. The ICAT-labelled peptides, which differ by
eight mass units, can then be separated chromatographically. Both light- and
heavy-labelled peptides separate in an identical manner and the differential concen-
trations of both ICATs can be quantified by ESI-MS using an ion trap. The end
result is a measure of the effect of environmental conditions on global protein
expression.

3.3.2.2 Proteomics in microbiology

The main application of proteomics in microbiology is in ‘comparative
proteomics’, using either different strains of an organism grown under
the same set of environmental conditions or the same strain of organ-
ism grown under different conditions. In the former, one major aim is
to compare the proteins produced by pathogenic strains and also
compare them with those produced by a non-pathogenic strain of the
bacterium of interest. Any differences in proteins synthesised are likely
to be related to the virulence phenotype. In order to elucidate the
effects of the host environment on the production of virulence
factors, the same strain of bacterium can be grown under a range of
conditions chosen to mimic those likely to be experienced by the bac-
terium when it infects the host. These include changes in pH, anaero-
bicity, osmolarity, metal ions (iron, zinc, copper, etc.), host secretions,
etc.

Another major use for proteomics is as a rapid means of identifying
protein-protein interactions (affinity proteomics). For example, a
recent study has used carbohydrate probes to identify adhesins of
Hel. pylori. This identified the Lewis® binding adhesin of this organism.
This is a generic technology for identifying bacterial proteins binding
to host proteins and vice versa and it promises to be a valuable method
for studying host-bacteria interactions in the next decade (Figure 3.8).
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proteomics. This promises to be
one of the major uses of proteo-
mics. To identify the host
protein(s) that binds to a particu-
lar bacterial protein, the gene
encoding the bacterial protein is
engineered to produce a recombi-
nant fusion protein that has a tag
cleavable by a specific protease.
The recombinant protein is then
attached to a matrix and appropri-
ate mixtures of host cell proteins
are added. Some of these human
proteins will bind specifically to
the bacterial protein. Other
proteins may bind non-specifically
to the matrix. To collect those
human proteins binding to the
bacterial protein, the protease
site in the tag is cut, thereby
releasing the recombinant
bacterial protein with any asso-
ciated human protein(s). These
proteins are then separated by
SDS-PAGE and each protein band
is trypsin-digested and identified
by MALDI-TOF MS.
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3.4 | Subtractive and differential analysis of mMRNA

Subtractive and differential techniques were first used to investigate
differential gene expression in eukaryotes. As applied to bacteria, these
procedures rely only on being able to isolate mRNA from the organism,
and so are applicable to organisms without developed genetic systems.
The basic approach is to compare mRNA isolated from bacteria grown
under different conditions. To do this, reverse transcriptase (RT), a
retroviral enzyme, is first used in conjunction with random primers
and PCR amplification (RT-PCR) to synthesise complementary DNA
(cDNA) fragments from mRNA templates. The cDNA fragments gener-
ated will depend on the mRNA molecules present in the original pool.
These then form the basis of the subtractive or differential analysis.
The most straightforward means of differential analysis is to
compare cDNA pools visually after PAGE (Figure 3.9). The advantage
of this method, known as RNA arbitrary primed (RAP)}-PCR, but also
sometimes as differential display (DD)-PCR, is that very little starting
mRNA is required. Differences in the RAP-PCR profiles represent differ-
ences in gene expression, and the cDNA present in bands of interest can
be eluted, reamplified and cloned for DNA sequence analysis. Further-
more, specific primers can then be used in RT-PCR to confirm that the
identified genes are, in fact, differentially expressed. RAP-PCR has
recently been used to identify Vibrio cholerae genes differentially
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expressed in the host infection. Bacteria were grown either to late
exponential phase in broth culture, or overnight in ligated rabbit
ileal loops, and isolated RNA was subjected to RAP-PCR fingerprinting.
Five differentially expressed transcripts were sequenced, three of
which were induced in vivo, while the remaining two were specific for
cells grown in vitro (Table 3.2). RAP-PCR has also been used, by two
independent groups, to measure differences in gene expression
between M. tuberculosis strain H37Rv and its avirulent mutant H37Ra
(Table 3.3). One group identified four genes encoding proteins of
unknown function that were specific to the avirulent strain H37Ra.
Two of these proteins belong to the acidic, glycine-rich PPE family of
mycobacterial proteins that contain the tripeptide proline-proline-
glutamate near the N-terminus. Analysis of the M. tuberculosis genome
sequence indicates that there are 68 related PPE proteins and,
although the subcellular location of PPE proteins is not yet clear, it
may be that these proteins have immunological importance, serving to
provide M. tuberculosis with a form of antigenic variation. The second
group obtained quite different results, and described six genes that
were expressed in virulent H37Rv, but not in avirulent H37Ra.
Amongst the genes identified (Table 3.3), three encoded proteins with

[ZEUTCRER A RNA arbitrary

primed polymerase chain reaction
(RAP-PCR). cDNA is synthesised
by RT-PCR amplification using, as
template, RNA isolated from cells
grown in broth culture or the in
vivo system (e.g. in an animal or
in a host cell culture). Labelled
cDNA molecules are then
separated by PAGE and bands are
visualised by autoradiography.
cDNA in bands of interest can be
eluted from the gel, reamplified
and cloned for further study.
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Table 3.2. | In vivo- and in vitro-induced genes of Vibrio cholerae identified by

RAP-PCR fingerprinting

Clone Proposed function of gene product Induction
pRAPI Peptidoglycan biosynthesis Invivo
pRAP2 Leucyl-tRNA synthase Invitro
pRAP3 Unknown /no homology In vivo
pRAP4 50S ribosomal protein Invitro
pRAP5 TCA cycle, energy production In vivo

TCA cycle, tricarboxylic acid cycle.

Table 3.3. | Mycobacterium tuberculosis virulence-associated genes identified
by subtractive or differential analysis. RNA was isolated and analysed from M.
tuberculosis virulent strain H37Rv and avirulent mutant H37Ra

Method Gene product, function Virulent- or
avirulent-specific?

RAP-PCR Hypothetical protein, no Virulent
known function
PPE protein, antigenic Virulent
variation?
ESAT-6 protein, T cell Virulent
antigen

Polyketide synthase, lipid Virulent

synthesis

RAP-PCR PPE protein, antigenic Virulent
variation?
Hypothetical protein, no Avirulent

known function

Subtractive Two-component signal Virulent
transduction system

For abbreviations, see list on p. xxii.

no known function, one encoded a PPE protein and one encoded a
member of the ESAT-6 (6 kDa early secretory antigenic target) family
of potent T cell antigens. The final gene was involved in lipid biosynth-
esis.

A second approach that utilises cDNA isolated from bacteria grown
under different conditions involves library screening. Thus duplicate
copies of a library are hybridised independently with labelled cDNA
pools. Clones encoding genes expressed in vivo but not in vitro, for
example, are identified by their differential hybridisation with the
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labelled cDNA pools. A major drawback of this procedure is that the
majority of RNA isolated from bacteria is not, in fact, mRNA, but is
rRNA or tRNA. Furthermore, many of the mRNA molecules will be
common to both in vivo- and in vitro-grown cells, and this can result
in a relatively high level of false-positives requiring laborious secondary
screening. To circumvert this, a subtractive method is used to remove
common, house-keeping, cDNA molecules from the in vivo cDNA sample
(Figure 3.10). cDNA molecules are first generated for each pool by RT-
PCR as normal. The cDNA molecules of the in vitro pool are then che-
mically tagged with biotin. Double-stranded cDNA molecules from
both pools are then made single stranded by heat denaturation and
are mixed at a ratio of 10: 1 (in vitro cDNA : in vivo cDNA) and allowed to
hybridise in solution. Biotin-labelled cDNA hybrids (i.e. hybrids with
one or two strands of in vitro-specific cDNA) are easily removed using
magnetic beads coated with streptavidin, which binds to biotin
(Figure 3.10). The resultant pool is enriched for in vivo-specific cDNA

IS WKN N Subtractive

hybridisation. cDNA is synthesised
by RT-PCR amplification using, as
template, RNA isolated from cells
grown in broth culture or in the
in vivo system. The cDNA from
broth-grown cells is labelled with
biotin, denatured by heating and
hybridised in solution at a ratio of
10: | with unlabelled, heat-
denatured cDNA generated from
in vivo-grown bacteria. Double-
stranded cDNA molecules
labelled with biotin are removed
using streptavidin-coated
magnetic beads, and non-labelled
molecules are recovered and
reamplified. A further two rounds
of subtractive hybridisation are
performed to create an in vivo-
specific cDNA probe that is used
to screen an ordered genomic
library of the pathogen.
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molecules. These are subsequently reamplified and the hybridisation-
subtraction process is repeated once or twice more.

Subtractive hybridisation has been used to isolate a gene expressed
by M. avium growing in macrophages. cDNA, made from bacteria grown
in broth culture, was used in three subtractive rounds with cDNA made
from bacteria grown in macrophages. The gene identified, mig (macro-
phage induced gene), encodes a secreted protein with an as yet
unknown function and, unfortunately, genetic systems in mycobac-
teria are not yet well enough developed to create a knockout mutant
for virulence testing. Interestingly, expression of mig could be induced
in vitro by shifting the culture from pH 7 to pH 6, suggesting that M.
avium may sense environmental pH to provide clues about its location.
Shifts in pH, temperature, etc. have been used in conjunction with
subtractive or differential techniques to mimic host-associated envir-
onments. Similarly, bacteria can be grown in the presence or absence of
specific host factors, such as blood or saliva, and the resulting cDNA
pools can be used to identify host factor-induced gene expression.

3.5 | Invivo expression technology

IVET comprises a number of related methodologies for monitoring
gene expression in vivo. The techniques all act as ‘promoter traps’ to
identify genes active in vivo but not in vitro, and are based on the
expression of marker genes required for in vivo survival. Relatively
well-developed genetic systems are required for IVET and so these tech-
niques have been somewhat restricted in their use.

The first IVET technique to be used required the prior isolation and
characterisation of an auxotrophic mutant of the pathogen under
study. An auxotroph is a mutant that is deficient in the synthesis of a
specific essential nutrient, but that can grow happily if this nutrient is
supplied in the growth medium. Deficiency in the de novo synthesis of
purines (required for nucleic acid synthesis) was commonly used. The
IVET plasmid construct comprised a promoterless marker gene, the
product of which complements the auxotrophic deficiency. Only if
the gene is expressed can the organism grow in the absence of added
purines. Random fragments of genomic DNA from the pathogen are
cloned immediately upstream from the promoterless marker gene in
the IVET construct. These constructs are then introduced back into the
chromosome of the pathogen by homologous recombination to create
a pool of random fusion clones (Figure 3.11(a) and (b)(i)). Recombinants
can be selected using an antibiotic resistance marker present also on
the integrated IVET construct. Pooled clones are then inoculated into
the experimental animal. After a suitable infection period, bacteria are
isolated from the spleen or other organs. Surviving bacteria will be
enriched for clones that were able to make purines and thus grow
and divide within the animal. In other words, survivors are likely to
have an in vivo-active promoter fused to the promoterless marker gene.
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Conversely, if the IVET construct has integrated within DNA that is not
expressed in vivo, that bacterium cannot synthesise purines and so will
not survive.

This system can be further refined if the lacZ gene is included as an
operon fusion with the promoterless marker gene on the IVET con-
struct. The lacZ gene encodes the enzyme f-galactosidase, which can
hydrolyse the chromogenic substrate known as X-Gal (5-bromo-4-
chloro-3-indolyl-p-p-thiogalactoside) to create a blue-coloured product.
Recombinant clones can be plated on rich medium either prior to
animal challenge, or else following isolation, to identify clones with
marker gene fusions to promoters that are also active in vitro; such

m In vivo expression

technology approaches. (a) Basic
structure of IVET vectors. One of
three genes may be used (see (b)).
Random integration of the IVET
vector into the pathogen chromo-
some is performed by insertion-
duplication mutagenesis to create
a pool of recombinant pathogens.
(b) There are three main types of
IVET promoter trap: (i) comple-
mentation of auxotrophic
mutation; (ii) expression of
antibiotic resistance, and (iii)
transposase-driven loss of tetra-
cycline resistance. The inclusion
of lacZY allows post-selection
screening for promoters that are
only active under in vivo con-
ditions (Lac™ in vitro). See text
for details. tet®, tetracycline
sensitive.
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clones will be blue in colour and can be ignored. An important feature
of IVET systems is that recombinant bacteria are generated by inser-
tion—-duplication mutagenesis. This means that, unlike transposon mu-
tagenesis, the gene in which the vector has inserted may not have been
disrupted. Thus the growth of recombinant bacteria should not be
impaired during experimental infection. However, in order to ascer-
tain the importance of in vivo-induced genes in the infection process,
individual genes must be inactivated by standard procedures.

A second IVET technique that does not require the initial isolation of
auxotrophic mutants utilises a promoterless chloramphenicol resis-
tance determinant as the marker gene (Figure 3.11 (b)(ii)). After coloni-
sation of the experimental animal with pools of recombinant clones,
the animal is treated with chloramphenicol to provide a level of the
drug within the blood and tissues that is sufficient to inhibit growth of
the wild-type bacterium. However, if the IVET construct has inserted
within an in vivo-expressed gene, then the organism expresses the
marker gene and is consequently rendered chloramphenicol resistant
and is thus isolated in higher numbers when the animal is sacrificed.

Both these initial IVET systems, by their nature, select for genes that
are expressed constitutively at relatively high levels throughout the
challenge period. Conversely, the systems may miss genes expressed
at low levels, or only transiently, but which are nevertheless essential
for virulence. A third, recombinase-based IVET system, termed RIVET,
was developed to overcome this problem. RIVET employs, as the
marker, the gene encoding a site-specific recombinase called resolvase.
Resolvase catalyses the excision of an unlinked antibiotic resistance
marker that is flanked by resolvase recognition sequences (res). Thus,
if a promoter to which the RIVET construct is fused is active in vivo, then
the clone loses that antibiotic resistance gene (Figure 3.11(b)(iii)).
Bacteria recovered from the experimental animal are replica-plated
on medium with or without the antibiotic to determine which have
lost the resistance gene. Due to the exquisite sensitivity of this system,
even very low levels of expression result in resolvase activity and loss of
resistance. Consequently, RIVET is less useful for the identification of in
vivo-induced genes that are, nevertheless, expressed at low levels during
in vitro growth. However, RIVET, as well as the original IVET approaches,
have been applied successfully to the investigation of in vivo-expressed
genes in a range of pathogens (Table 3.4).

IVET and endocarditis

Members of the viridans group of streptococci normally reside in the oral cavity
where they are considered to be non-pathogenic, except for Strep. mutans, which
causes dental caries. However, once these bacteria enter a person'’s bloodstream
(e.g. during dental procedures), they may cause serious illness, including strepto-
coccal shock, respiratory distress, and infective endocarditis. How do these
normally avirulent organisms cause disease once they gain access to the blood-
stream? The answer is likely to be that they respond to the new environmental con-
ditions by switching on the expression of genes encoding virulence factors. Two
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groups have used IVET to investigate gene expression during infective endocarditis
caused by Strep. gordonii. The first group has used an experimental animal, while
the second group employed a shift in an environmental condition, pH, to mimic
the transition from the oral cavity to blood.

The IVET system used in the rabbit model of endocarditis employed a promoter-
less cat gene, conferring chloramphenicol resistance, as the marker gene. Instead
of using lacZ, encoding B-galactosidase, as the in vitro expression indicator, a gene
encoding o-amylase, amy, was fused with the marker gene. Expression of a-
amylase is detected by growing bacteria on plates containing starch. Recombinant
Strep. gordonii were inoculated as pools into rabbits prepared for experimental
endocarditis, and, starting 6 hours after inoculation, rabbits were given chloram-
phenicol intravenously twice daily to achieve a serum level sufficient to inhibit the
growth of wild-type Strep. gordonii. Three days later, rabbits were killed and the
heart valves removed. Bacteria growing on these valves were then plated out.
Bacteria isolated from the rabbits, and therefore likely to express the cat gene in
vivo, were tested for ai-amylase activity and chloramphenicol resistance on plates.
Those that were a-amylase negative and chloramphenicol sensitive on plates were
selected as probable in vivo-specific clones. The promoter regions of those clones
that drove marker gene expression were isolated and sequenced. Some 48 clones
were obtained and these comprised |3 different genes (some identical clones were
isolated several times). Amongst these were ‘the usual suspects’, including genes
encoding transporters and enzymes involved in sugar and amino acid metabolism,
as well as regulatory genes.

The pH ofthe oral cavity isslightly acidic, whereas that of blood is slightly alkaline,
and this change in environmental pH may be one of the signals sensed by Strep.
gordonii. In the second IVET screen, a promoterless gene conferring resistance to
spectinomycin was used as the promoter trap to screen for pH-regulated genes.
Bacteria were plated on agar at pH 7.3 and containing a spectinomycin concentra-
tion sufficient to inhibit the growth of normal Strep. gordonii. After 36 hours of incu-
bation, individual colonies growing on the pH 7.3 plates were streaked onto plates
at pH 6.2, again containing spectinomycin. A total of five clones that were unable
to grow at pH 6.2 were recovered from the pH 7.3 plates. These were shown to
have the marker gene fused with a promoter that was active at pH 7.3 (i.e. at blood
pH)but not at pH 6.2.

One gene, msrA, encoding a methionine sulphoxide reductase, was isolated by
both IVET systems. The sulphur groups of methionine residues are highly sensitive
to oxidation by oxygen radicals, and modification renders the protein non-func-
tional. The reduction of oxidised methionine residues by methionine sulphoxide
reductase may help to restore function. Furthermore, this enzyme may also help
to stabilise adhesins on the bacterial cell surface, and therefore contribute to
virulence.

3.6 | Reporter systems

It is possible to assess gene expression at the protein level by using
reporter genes whose products are easily measured either directly or
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Table 3.4. | Identification of in vivo-induced (ivi) genes using IVET methodology

Organism and model

IVET system

Genes identified

Salmonella typhimurium,
intraperitoneal infection of
mice

Pseudomonas aeruginosa,
intraperitoneal infection of
mice

Streptococcus gordonii, rabbit
endocarditis model

Staphylococcus aureus, mouse
renal abscess model

Purine auxotrophy
complementation

> 100 ivi genes. Regulatory,
metabolic, transporters, adhesion-

and invasion-associated. > 50% had
no homology Junknown function

Purine auxotrophy
complementation

22 ivi genes. Regulatory, metabolic,
transporters. 6 had no homology /
unknown function

Chloramphenicol resistance 13 ivi genes. Regulatory, metabolic,
transporters. Methionine sulphoxide

reductase.

RIVET 69 ivi genes. Regulatory, metabolic,
transporters. Capsule synthesis. 45

had no homology Junknown function

ivi, in vivo induced; for other abbreviations, see list on p. xxii.

indirectly. Current systems use p-galactosidase, green fluorescent
protein (GFP) or luciferase. A promoterless reporter gene is fused
with a promoter of interest. Bacteria can then be grown under different
conditions to assess the effects on promoter activity. Luciferase genes,
isolated from fireflies or from bioluminescent bacteria, have been
useful markers for the analysis of gene expression in both Gram-
positive and Gram-negative bacteria. The system is very sensitive and,
additionally, the proteins have a short half-life and so light production
reflects real-time promoter activity. GFP from Aequoria jellyfish, and its
various mutant forms, is encoded by another popular reporter gene,
gfp. The advantage of GFP over (-galactosidase or, indeed, luciferase, is
that measurement of GFP levels is non-invasive. Thus the protein
fluoresces when excited by blue light. In contrast, measurement of
both f-galactosidase and luciferase may require bacterial cell
permeabilisation to allow the access of enzyme substrate. Mutated
versions of GFP have been produced that are more intensely fluorescent
than the original protein, and are also more soluble and so remain
active even when expressed at high levels. GFP can allow the visualisa-
tion of promoter activity of bacterial cells within tissue samples or of
internalised bacteria in model systems of infection.

When combined with flow cytometry, the gfp marker gene allows the
assessment of intracellular fluorescence in individual bacterial cells.
Differential fluorescence induction (DFI) is a modification of the IVET
system that uses the GFP as the promoter trap. Thus random fragments
of bacterial genomic DNA can be cloned upstream from a promoterless
gfp reporter gene on a plasmid. Recombinant plasmids are then
reintroduced back into the pathogen under study to generate a pool
of random fusions (Figure 3.12). These are then introduced into the
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experimental system, for example tissue culture or animal model.
Bacteria that are isolated following a suitable period of time can be
sorted using a fluorescence-activated cell sorter (FACS). Highly fluores-
cent bacteria can be collected and plated onto laboratory media. A
second FACS sorting step can then be used to eliminate those clones
that remain highly fluorescent after in vitro growth. Those with low in
vitro fluorescence are selected for further analysis.

Salmonella type lll secretion systems and infection

The Sal. typhimurium pathogenicity island 2 (SPI-2) is necessary for the survival of
bacteria within macrophages, and encodes a type |ll secretion system (see Section
2.5.5). Using DFI, a component of this type Ill secretory apparatus was shown to be
selectively induced in host macrophages. To investigate this more closely, the gfp
reporter gene was fused, individually, with all the open reading frames (ORFs)
within SPI-2. Flow cytometry was then used to analyse gfp expression in recombi-
nant strains within infected macrophages. At least four transcriptional units, or
operons, were demonstrated and termed regulatory, structural |, secretory and
structural Il, according to their predicted role (Figure 3.13). The structural
operons encoded protein components of the secretory apparatus. The secretory
operon comprised secreted effector proteins and their chaperones. The regulatory
operon encoded a two-component signal transduction system (TCSTS) that was
essential for regulation of all genes in the SPI-2 secretion system. Macrophage-
dependent induction of SPI-2 genes required acidification of the phagosome contain-
ing the bacteria. However, exposure of bacteria in vitro to low pH did not induce
gene expression, suggesting that the signal is not simply low pH. Mutants defective

Figu re 3.12a Differential

fluorescence induction. (a)
Random fragments of genomic
DNA are cloned into a unique re-
striction site that lies immediately
5/ to the truncated gfp gene, and
the pool of recombinant plasmids
is introduced into the pathogen.
A single cross-over homologous
recombination event results in
insertion of the truncated gfp
gene into the chromosome. If the
DNA fragment that is cloned in
the vector encodes a gene such
that an in-frame fusion is created
with the truncated gfp gene, then
green fluorescent protein (GFP)
may be expressed.
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Figure KRV Differential

fluorescence induction. (b) A
fluorescence-activated cell sorter
(FACS) is used to identify in vivo-
specific gene promoters. The pool
of recombinant bacteria is used to
infect tissue culture cells, and
highly fluorescent infected cells
are collected by the FACS
cytometer. The cells are lysed and
the bacteria that are released are
grown on laboratory medium.
These are themselves sorted by
FAC sorting to separate bacteria
that are fluorescent from those
that are non-fluorescent following
in vitro growth. Non-fluorescent
bacteria potentially carry gfp
gene fusions with promoters that
are expressed only during
infection. These strains can then
be tested individually in tissue
culture.

instructural, regulatory, or some secretory components were impaired in intracel-
lular replication and survival. Mutants were, nevertheless, still able to colonise
mice but were not able to spread beyond the Peyer's patches.

An extension to DFI is in vivo induction of fluorescence (IVIF). This
allows an analysis of tissue-specific gene expression by sacrificing ex-
perimental animals and visualising bacterial fluorescence in specific
tissues in situ by both scanning laser confocal microscopy and by iso-
lating and sorting individual cells by use of a FACS.
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3.7 | Genomic approaches

At the time of writing, the genomes of some 39 microbes have been
fully sequenced and the information is in the public domain. These
include one eukaryotic microbe (Saccharomyces cerevisiae, 13Mb in
size), while the remainder are bacteria (31) or archaea (7). The
genomes of those prokaryotic organisms that have been sequenced
range in size from 6.3 Mb for the opportunistic pathogen Pseudomonas
aeruginosa down to a remarkably small 0.58 Mb for the obligate intra-
cellular pathogen Myc. genitalium. Many of the bacterial species se-
quenced are important pathogens (Table 3.5). More than 100 other
genomes are currently being sequenced, and so any lists rapidly
become out of date. This explosion in sequence data has induced the
development of ever more powerful tools for analysing the informa-
tion. The World Wide Web (WWW) has played a central role, allowing
access to large, central databases and providing the sheer computing
power required for some of the newer tools. A good place to start is The
Institute for Genomic Research (TIGR, website http:/[www.tigr.org),
which provides access to most completed genome sequence databases.
TIGR has also compiled a comprehensive microbial resource (CMR). The
CMR allows researchers to access data from all of the genome se-
quences completed to date. This so-called ‘omniome’ is fully annotated
with details of the organisms, information on structure and composi-
tion of the DNA molecule (e.g. its G + C content, and whether the gene
is on a plasmid or on the chromosome). Furthermore, information,
such as the molecular mass, or predicted function, of protein se-
quences derived from the DNA sequence is available. Molecular
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m Differential

fluorescence induction analysis of
in vivo expression of the Salmonel-
la SPI-2 type Ill secretion system.
(a) gfp fusions were constructed
to representative genes of the
type lll secretion system. (b)
Bacterial fluorescence was
measured following infection of
tissue culture cells. Six hours post
infection all constructs demon-
strated fluorescence induction as
compared with cells incubated in

parallel in tissue culture medium.
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Table 3.5. | A list of some bacterial pathogens, and other organisms, that
have been sequenced (see also Section 3.14)

Organism Genome size (Mb)
Bacteria

Mycoplasma genitalium 0.58
Chlamydia trachomatis [.07
Chlamydia pneumoniae 1.23
Campylobacter jejuni |.64
Helicobacter pylori |.66
Haemophilus influenzae 1.83
Neisseria meningitidis 2.27
Vibrio cholerae 4.00
Mycobacterium tuberculosis 4.40
Escherichia coli K-12 4.60
Escherichia coli O157 : H7 5.60

Other organisms

Saccharomyces cerevisiae 13
Caenorhabditis elegans 20
Drosophila melanogaster 137

search tools are also available at the National Centre for Biotechnology
Information (NCBI, website http://www.ncbi.nlm.nih.gov). NCBI was es-
tablished in 1988 as a national resource for molecular biology informa-
tion and creates public databases and conducts research in computa-
tional biology to develop software tools for analysing genome data. One
tool is the COGs database. COGs (clusters of orthologous groups) is a set
of multiple sequence alignments of homologous proteins that have the
same function in different organisms.

Using these databases and search tools, a small amount of DNA
sequence, obtained from STM or IVET analysis, for example, is often
sufficient to obtain information on the entire gene, the proposed func-
tion of its protein product (if one is known) and the neighbouring
genes. If the gene is an ‘orphan’, that is to say it has no homology
with genes in the database or shares homology with a gene with no
known function, then clues may be derived by searching for protein
motifs within the derived amino acid sequence. Importantly, however,
sequence homology may not necessarily reflect a conserved function
and homologous proteins may have different functions in different
bacteria. Frequently also, non-homologous proteins can perform the
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same function. For example, both Lis. monocytogenes and Shigella flexneri
can subvert host actin polymerisation to move within and between
cells (see Section 8.4.1.2). The proteins used to initiate actin polymerisa-
tion, ActA in Lis. monocytogenes and IcsA in Shig. flexneri, share no sig-
nificant sequence similarity. Clearly, biochemical experiments are
needed to augment molecular approaches to understanding genomics
and life and there are many problems still to be addressed before
genomic sequencing is in a position to answer as many questions as
it raises.

Another major issue is that of strain-to-strain variation. Consider the
two E. coli strains listed in Table 3.5, for example. Escherichia coli K-12 has
been the workhorse of molecular biology almost from the start. This
strain has a genome size of 4.6 Mb. Strain 0157 : H7 has only relatively
recently emerged as a serious pathogen in contaminated food. This
enterohaemorrhagic strain has a genome of 5.6 Mb, and so has the
capacity, theoretically, to encode some 800 to 1000 more genes than
K-12. PCR amplification experiments have demonstrated that E. coli K-12
lacks many of the virulence factors carried by other E. coli isolates,
including heat-labile enterotoxin, haemolysin, and colonisation
factors. Nevertheless, even amongst pathogenic isolates, we can iden-
tify several different E. coli strains, such as EPEC, EHEC, ETEC, etc. (see
Section 1.6.2 and Table 1.12), each with different lifestyles and, ulti-
mately, different pathogenic outcomes in infection.

Horizontal gene transfer plays a major role in the generation of
species diversity, as described in Chapter 2. Thus phages, pathogenicity
islands, plasmids and transposable elements all may carry virulence
factors that alter the behaviour of the recipient organism. Random
mutations and gene duplications also contribute significantly. Never-
theless, for pathogens, the genome sequence contains all of the infor-
mation about every virulence factor, vaccine candidate and potential
drug target. As more and more genomes are completed, we can now
start to compare microbial genomes to glean clues about the minimal
gene set required for cellular life and, conversely, reveal genes that
specify the phenotypic characteristics that make each organism
unique.

Mycobacterial comparative genomics

Mycobacterium tuberculosis and M. leprae are difficult to work with, owing to their
fastidious growth requirements and long generation times. However, the availabil-
ity of the complete genome sequence of M. tuberculosis and most of the M. leprae
genome has allowed a computational approach to their molecular characterisation.

Mycobacterium tuberculosis H37Rv is a virulent strain that has a genome size of
4.4Mb. It carries approximately 4000 genes, accounting for some 90% of the
potential coding capacity. The genome has a uniform G + C content, which
suggests that there has been little or no horizontal acquisition of genes, at least in
the relatively recent past. The function of 40% of the protein-coding genes
has been tentatively described, leaving approximately 60% as orphans. Around
20% the proteins are involved in fatty acid metabolism or are members of the PE
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(proline-glutamate) or PPE (proline-proline-glutamate) families of acidic, glycine-
rich proteins. The former proteins are required for the synthesis of the large array
of lipids, glycolipids and mycolic acids that are present in the mycobacterial cell
wall. The PE and PPE proteins have no known function, although they may play a
role in antigenic variation.

In contrast to M. tuberculosis, only 50-60% of the genome of M. leprae consists of
transcribable genes. Its genome is also smaller at 2.8 Mb, and may encode only 1600
genes. There is much synergy between the two genomes in terms of common
genes and their similar organisation. However, M. leprae has numerous large
stretches of DNA interrupting conserved stretches that appear to be non-coding
or to contain pseudo-genes. These pseudo-genes are non-functional due to the
presence of multiple frameshift mutations, caused by small insertions or deletions
of bases, and in-frame stop codons. Many genes present in M. tuberculosis are
lacking in M. leprae and this may explain the restricted metabolic activities of M.
leprae and why it is much slower growing. Nevertheless, the M. leprae genome
sequence to date has identified some genes that are not present in M. tuberculosis.
One interesting observation was that the gene encoding catalase-peroxidase in M.
leprae carried multiple mutations. The catalase-peroxidase of M. tuberculosis
mediates the toxic effects of the key anti-tubercle drug isoniazid. The mutations
in the M. leprae gene render it inactive and this explains why M. leprae is catalase-
peroxidase negative and also highly resistant to isoniazid.

3.8 | Assessing gene expression using
DNA microarrays

With a complete genome sequence available, it is now possible to
define exactly what genes are expressed under any given set of environ-
mental conditions. A DNA microarray is a highly ordered matrix of
many thousands of different DNA sequences. Microarrays can be
screened by hybridisation to measure the expression levels of the
entire gene complement of a bacterium in a single hybridisation ex-
periment. There are two main approaches to the construction of micro-
arrays. In the first approach, PCR is used to amplify DNA individually
from all putative genes in a chromosome. These DNA fragments, gen-
erally over 200 bp in length, are then spotted onto a support surface, for
example nylon membranes or glass slides, in an ordered array. The
second approach is to generate a high density oligonucleotide array
(or ‘oligo chip’) where oligonucleotides are synthesised in situ on glass
wafers using a photolithotrophic technique. Each gene is represented
by some 15 to 20 different oligonucleotides of around 25 bases in
length. The use of oligonucleotides, rather than long contiguous
stretches of DNA, provides a higher degree of specificity in the hybridi-
sation. Thus the oligonucleotides are specifically selected to differenti-
ate between genes with significant levels of sequence similarity, such as
paralogues, i.e. homologous genes in the same cell whose products may
perform similar, but not identical, functions.
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Microarrays can be used to determine the different patterns of gene
expression in a bacterium growing under different conditions. RNA is
first isolated from the organism grown under the different sets of con-
ditions. RNA can be labelled directly but, commonly, labelled cDNA
molecules are made by RT-PCR using random primers and fluorescently
labelled nucleotides. Differences in the expression profiles are deter-
mined by comparison of identical microarrays probed separately with
the sets of labelled probes produced (Figure 3.14, opposite). Transcrip-
tion levels can be calculated by reference to cDNA samples of known
concentration added to the hybridisation mixture. The expression pro-
files can be compared computationally and qualitative and quantita-
tive differences in gene expression can be identified.

There are, however, problems associated with DNA microarrays.
Firstly, the lack of a poly-adenylated tail on bacterial mRNA molecules
(unlike eukaryotic mRNA molecules) means that it is not possible to
separate mRNA from other species such as rRNA and tRNA that can
comprise up to 99% of total RNA. This may have an impact on labelling
efficiencies. Secondly, there is a rapid turnover of individual transcripts
in bacteria and so it may not be possible to get a valid ‘snapshot’ at any
particular time.

Mycobacterium tuberculosis and drug-induced alterations in
gene expression

The global incidence of tuberculosis, caused by M. tuberculosis, is around seven
million new cases per year, and in recent years multiply resistant strains have
emerged. A DNA microarray has been used to characterise the transcriptional
response of M. tuberculosis to isoniazid, the most commonly prescribed anti-
tubercle drug. Isoniazid blocks the biosynthetic pathway that is required for the
synthesis of mycolic acid components of the waxy envelope of the organism. PCR
was used to amplify DNA fragments of 200 to 1000 bp from 3834 of the predicted
3924 ORFs. The PCR products were arrayed on glass slides using a robotic spotting
device. RNA was isolated from M. tuberculosis grown in the presence or absence of
isoniazid, and differentially labelled cDNA probes were generated by RT-PCR
using nucleotides tagged with two different fluorescent labels. These were mixed
and simultaneously hybridised with the microarray. The slides were then scanned
using a laser-activated confocal scanner and fluorescence ratios were calculated for
each spot.

There was a highly induced set of five genes encoding components of the fatty acid
synthase (FAS)-Il complex, and this correlated with previous biochemical data on
the effects of isoniazid exposure. A number of other genes were switched on,
including an exported transferase enzyme involved in mycolic acid maturation, an
efflux protein, and four orphan genes. The induction of these genes is probably due
to biochemical feedback loops detecting either a depletion of mycolic acid
molecules in isoniazid-treated cells, or else the accumulation of intermediates in
the biochemical pathway prior to the isoniazid-induced block.

The DNA microarray method, therefore, allowed the identification of a number
of additional genes whose products are potentially involved in mycolic acid metabo-
lism. These genes might not have been identified by other means and they may
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encode new drug targets. Isoniazid-resistant strains arise predominantly from
mutations in the katG gene encoding a catalase-peroxidase required for isoniazid
activation. Using the DNA microarray, it was also demonstrated that an isoniazid-
resistant (katG ™) strain demonstrated no isoniazid-induced transcriptional altera-
tions, confirming the central role of this gene in isoniazid resistance.

As well as investigating gene transcription, DNA microarrays can be
used to help to assign roles for orphan genes. In E. coli, for example,
some 40% of potential ORFs encode proteins with no known function.
Using DNA microarrays it may be possible to look at the co-regulation
of orphan genes with genes of known function under various environ-
mental growth conditions to shed some light on possible roles. DNA
microarrays can also be used for comparative genomics and for the
genotyping of bacterial strains.

3.9 | Eukaryotic molecular methods

Thus far, our discussion has concentrated on manipulation of the
bacterial genome to identify bacterial genes encoding virulence deter-
minants. However, bacterial virulence is a game for two players and it
is important to be able to identify host genes that encode proteins
involved in the overall virulence phenomenon. As an example, in
Section 4.2.6 we will describe the key role that the large number of
host-produced hormone-like proteins termed cytokines play in both the
defence against infection and in the pathology due to infection. There
are many cytokines and it is important to identify the roles that they
play in the host response to infection with particular bacteria. An
obvious way of determining the role of any particular cytokine would
be to try to remove it from the experimental situation. In the recent
past, investigators have used neutralising antibodies for this purpose.
However, it is often inconvenient to administer antibodies on a long-
term basis to animals and administration can give rise to untoward
side effects. An alternative is to inactivate the gene by homologous
recombination to produce animals known as gene knockouts. Cytokine
gene knockouts are being used increasingly in the study of bacterial
virulence mechanisms.

This section will briefly describe a few techniques that have been
applied largely to eukaryotic cells and organisms and which have
proved to be useful in identifying genes involved in bacterial patho-
genesis.

3.9.1 Yeast two-hybrid screening
3.9.1.1 Description of the technique

One of the major questions asked in bacterial virulence studies is: with
what does protein X interact? This is a subset of a general question in
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Cell Biology. The complete understanding of how a cell (prokaryotic,
archaeal or eukaryotic) behaves must describe all of the interactions
between its proteins. It is these interactions that make the cell what it
is. One way of assessing protein interactions has already been described
and can be termed ‘affinity proteomics’, in which proteins binding to a
particular ‘bait’ protein can be rapidly identified. In the example given,
a human leukocyte receptor was used to fish for bacterial adhesins.
Another, earlier, system for asking questions about interacting pro-
teins was developed by Stanley Fields and Paul Bartel in the late 1980s.
This system is variously called the yeast two-hybrid system, two-hybrid
system or bait-prey cloning system. Like many good ideas, the basis of
this cloning system is simplicity itself. There are certain transcription
factors that have two physically separate domains. One of these
domains (the DNA-binding domain) enables the transcription factor
to target particular DNA (i.e. promoter) sequences. These are termed
upstream activation sequences. The other domain (the transcription
activation domain) acts to control the assembly of the transcription
complex thus enabling transcription of the gene to be initiated
(Figure 3.15). The DNA encoding each of these domains can be fused,
separately, with the genes of interest and the subsequent hybrid pro-
teins produced then used to determine protein-protein interactions. In
practice, if one wishes to know if two proteins (say A and B) interact,
then they are individually cloned into vectors which produce a fusion

m Yeast two-hybrid

(bait—prey) cloning relies on
having two halves of a transcrip-
tion factor fused to different
proteins. Only if those recombi-
nant proteins interact will the
two halves of the transcription
protein come together and
perform its normal function. The
figure shows schematically the
two-hybrid recombinant proteins
used in this technique. The DNA-
binding domain (which binds to a
region of the DNA termed the
upstream activation sequence
(UAS)) is fused to what is
normally termed the bait protein,
and the activation domain of the
transcription protein is fused to
the prey protein (sometimes
called the ‘fish domain’). If the
bait and the prey proteins
interact within the yeast cell then
the DNA-binding and activation
domains can interact with the
DNA and switch on the transcrip-
tion of a reporter gene. In the
example provided, the gene
switched on encodes a protein
that complements an amino acid
auxotrophic deficiency (histidine
deficiency). Cells that can grow in
histidine-depleted media contain a
prey protein that can interact
with the bait protein.
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protein consisting of (i) A linked to the DNA-binding domain (generally
referred to as the bait) and (ii) B linked to the transcription activation
domain (generally referred to as the prey or sometimes the ‘fish’). If A
and B interact then the two transcriptional domains interact and can
induce the transcription of a particular protein. The assay is done in a
yeast and, in the original formulation of the technique, the gene tran-
scribed when A and B bound together would have been lacZ, with pos-
itive colonies being recognised by being blue. In current formulations
of the method, the yeast used has defects in genes encoding essential
nutrients that are complemented by correct A-B assembly and thus
screening is by colony survival.

The yeast two-hybrid methodology is more often used to detect
unknown proteins binding to a given ‘bait’ protein. In this formulation
of the screen, a library of cDNAs, or genomic DNA fragments, are fused
with the coding region of the transcription activation domain and
these are expressed in yeast also expressing the DNA-binding domain
fused with the protein of interest (the bait protein).

This technique has undergone constant refinement since its incep-
tion in the late 1980s. For example, there is now a three-hybrid system
for detecting the interactions of proteins with RNA. A recent advance-
ment has been the development of a bacterial ‘two-hybrid’ system.

3.9.1.2 Use of the two-hybrid system in investigating
bacterial virulence factors

The two-hybrid system is generally used for identifying proteins which
interact within the cytoplasm of eukaryotic cells. Given the growing
understanding that we have of bacterial invasion of host cells and of
direct bacterial secretion of proteins into host cells, the use of two-
hybrid screening in investigating bacterial virulence factors is
obvious, although it has not yet been used as extensively as it should.

Helicobacter pylori has a major virulence factor termed vacuolating
(VacA) toxin. This has specific effects on the formation and maturation
of the endosomal compartment of host cells. Using VacA as bait, it has
been shown that this protein interacts with a novel eukaryotic 54 kDa
protein termed VIP54. That VacA and VIP54 interact has been indepen-
dently confirmed by co-immunoprecipitation and direct binding ex-
periments. The result of the interaction of these two proteins has not
yet been determined. VIP54 is expressed in many tissues and appears to
interact with intermediate filaments within cells.

The pathology of anthrax is due to the toxins secreted by Bacillus
anthracis. The organism produces two toxins - lethal factor (LF) and
oedema factor (EF) — which function within the target cell cytoplasm
(see Section 9.4.1.1.3). LF can cause cytolysis, cytokine synthesis and the
death of laboratory animals. LF has a classic zinc-binding motif, sug-
gesting that its actions depend on proteolysis. To identify the sub-
strates for this protein, use has been made of two-hybrid screening
using an inactive LF mutant as the bait. This has revealed that the
mitogen-activated protein (MAP) kinase kinases (see Section 4.2.4.2)
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Mek1 and Mek?2 interact directly with LF. Such interaction leads to the
cleavage of the N-termini of these kinases, thus interfering with the
chain of MAP kinase interactions and thus with correct cell signalling.
The consequence of this, among other effects, is the death of the in-
toxicated cells.

The system has also been used to define the interactions between the
Yersinia secretion proteins (Ysc) (see Sections 2.5.5 and 8.2.1.1.1). Various
pairwise combinations of these genes were made in order to determine
which were interacting with one another. More recently, the technique
has been used to produce a large-scale map of the protein—protein
interactions that occur in Hel. pylori. It is envisaged that two-hybrid
screening will be increasingly used to determine the identity of the
many bacterial and host proteins that need to interact during the
process of bacterial infection.

3.9.2 Transgenesis and the generation of
gene knockouts

3.9.2.1 Description of the technique

Transferring DNA from one cell to another is the basis of molecular
genetics and of the biotechnology industry, whether it be the transfor-
mation of E. coli with DNA from an elephant to produce elephant
proteins or the transfection of a eukaryotic gene from one species
into another to see whether the gene product has identical effects in
both species. The deliberate transfer of DNA from one somatic cell to
another has been going on since the pioneering work of Oswald Avery
in the early 1940s. In addition to adding genes, it is important to know
what would happen if a particular gene were removed from the
genome of an organism. The generation of gene knockouts (isogenic
mutants) in bacteria using homologous recombination has been de-
scribed. It is also possible to generate animals in which specific genes
have been inactivated by homologous recombination. Obviously, the
process is more complex and time consuming with a mouse than it is
with a bacterium, and the process will be described briefly and
examples of the uses of gene knockouts in bacterial pathogenesis
examined.

In mammals, the technology for knocking out a gene (a process also
called insertional inactivation of a gene) has been worked out most
comprehensively in the mouse. Step 1 is to choose the gene that
needs to be inactivated and to clone it into an appropriate plasmid
(see Figure 3.16). The plasmid also contains a copy of the gene for
thymidine kinase (tk). The secret of making knockouts is to insert a
copy of a neomycin resistance gene into the middle of the gene
under study. Thus transcription and translation of this novel DNA
sequence would produce inactive fragments of the protein of interest
plus the protein product of the neomycin resistance gene. The tk gene
and the neomycin resistance gene allow those cells incorporating the
insertionally inactivated gene to be selected for. Having produced the
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How to knockout a mouse gene (part |). A plasmid containing the gene to be knocked out (target gene) and

the gene (tk) encoding the enzyme thymidine kinase are the basic requirements for making a knockout. The mechanism of
‘knocking-out’ involves inserting a neomycin-resistance gene (neo”) into the middle of the gene of interest. This technique is
also known as insertional inactivation. Once produced, the plasmid is transfected into embryonic stem (ES) cells taken from a
brown mouse. In order to select for cells in which the inactivated gene has become incorporated by homologous recombination,
use is made of a selective medium containing the antibiotic G418 and the drug gancyclovir. ES cells in which there has been no
recombination (the majority) lack the antibiotic resistance gene and are killed by the neomycin analogue G418. ES cells in

which recombination has happened randomly also incorporate the thymidine kinase gene and this can activate the gancyclovir
that kills the cells. Only those ES cells in which the inactivated gene has become incorporated specifically by homologous
recombination will survive. The following figure explains what happens next.
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final engineered plasmid, it is transfected into the embryonic stem (ES)
cells collected from an Agouti (i.e. brown mouse). These ES cells are
totipotent and capable of differentiating into any cell type in the
mature animal. The transfection of the plasmid into the ES cells can
result in homologous recombination between the interrupted target
gene and the homologous wild-type gene, resulting in the replacement
of the latter in the cell by the inactive gene complex. Homologous
recombination does not result in the insertion of the tk gene into the
host genome. However, the more likely situation is that there is either
non-specific recombination (including the tk gene) or no recombina-
tion. The problem is now to isolate the cells in which homologous
recombination has occurred. This is done by selection in a medium
containing the neomycin analogue G418 and the drug gancyclovir.
G418 kills all those cells (probably the majority) in which recombina-
tion did not occur and which therefore have not incorporated the
neomycin resistance gene. Gancyclovir is a guanosine analogue that
needs to be phosphorylated by enzymes such as thymidine kinase to be
active. Those cells that have incorporated the tk gene, because of non-
specific recombination, can therefore activate the gancyclovir, and are,
in consequence, killed. This only leaves those cells in which there has
been homologous recombination.

Having selected the ES cells that have incorporated the interrupted
gene, the next problem is to get them back into the whole mouse and
generate an animal lacking the chosen gene. To do this, the engineered
ES cells are injected into the blastocyst of a mouse destined to have a
particular coat colour (either black or white). The blastocyst is then
inserted into a surrogate mother, which then produces offspring that
are chimeras composed of wild-type and knockout cells (Figure 3.17).
This chimera is recognised by the coat colour and this is why the Agouti
mouse is chosen. The brown zones of the coat, for example, come from
the transplanted engineered cells. Having reached this stage, the rest of
the process requires good breeding practice. Chimeric male mice are
then mated with black or white mice. In mating with black mice, for
example, only brown offspring are selected. These are assessed for the
presence of the inactivated gene and appropriate brother-sister
matings are continued until mice homozygous for the gene knockout
are produced. It is then a question of building up a good colony of
knockouts in order to have enough animals to use in biological studies.

3.9.2.2 Knockout mice in bacterial virulence research

There are now many hundreds of knockout mice in which different
genes have been inactivated. It is also possible to knock out more than
one gene in a mouse strain, although this complicates the whole
process. In investigations of infectious diseases, the major knockouts
studied have been in genes encoding cytokines. Many of these cytokine
knockouts result in mice that are more susceptible to infection. Many
hundreds of papers have now been produced on this topic and it would
be impossible to cover them in a book of this size. The reader is referred
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of interest, the next step is to ‘make a mouse’ from these cells. The first part of this process is to inject the ES cells into a blasto-
cyst-stage embryo taken from a mouse with a different (in this example black) coat colour. Remember, the ES cells are from a
brown mouse. The embryo is then transplanted back into the uterus of a surrogate mother. Pups that contain the altered ES
cells can be recognised because they are chimeras with recognisable black and brown coat colours. Mature chimeric male mice
are then mated with wild-type black females and only the brown offspring are selected. Any black offspring must be derived
from the wild-type blastocyst. At this point we have mice that are heterozygous for the inactivated gene. This can be assessed
by Southern blotting. To produce mice homozygous at the inactivated gene allele, brother—sister matings between brown

mice are continued until it is confirmed that the desired mice have been produced. These homozygous knockout mice can

then be bred in large numbers and phenotypic differences investigated.
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to Table 3.6, which describes the phenotype of many of these knockouts
and to a recent book that is focused entirely on cytokine knockouts
(Mak, 1998; see Section 3.13, Books).

3.9.3 Dominant-negative mutants
3.9.3.1 Description of the technique

There is an element of paradox in the concept of a mutant being both
dominant and recessive (negative) However, dominant-negative
mutants turn out to be common in nature and, because of their activity
and specificity, are particularly useful in studying the actions of indi-
vidual proteins. A dominant-negative mutation gives rise to a protein
that lacks its normal functionality but which, because it can still parti-
cipate in its normal role, can inhibit the action of the non-mutated
wild-type protein. A good example of such dominant-negative mutants
is the receptor tyrosine kinase (RTK) involved in recognising epidermal
growth factor. As will be described in Sections 4.2.4.1 and 4.2.6.6, many
cytokine receptors have to dimerise to enable their intracellular
domains to function as signal transducers. Mutant genes encoding
receptors lacking the intracellular signalling module of the RTK ob-
viously do not signal. However, such proteins, if they dimerise with
the normal receptor, can block its signalling action (Figure 3.18).

It is now possible to engineer many genes such that the proteins they
produce act as dominant-negative mutants. One classic example is the
production of a dominant-negative mutant of fibroblast growth factor
receptor (FGFR). When the gene encoding this mutant was engineered
to be expressed in frog embryos, the embryos failed to generate a tail,
showing the importance of this receptor in the embryology of the
animal. Dominant-negative mutations in one of the FGFR genes
(FGFR-3) results in the most common form of dwarfism - achondro-
plasia. Dominant-negative mutations are found to occur naturally in
the cell cycle regulatory protein p53. This protein is involved in check-
ing the fidelity of DNA replication. Therefore, the absence of its activity
can lead to the accumulation of mutations in daughter cells and the
consequence of this can be cancer.

With the knowledge from natural dominant-negative mutants, the
generation of specific dominant-negative mutants can be used to probe
the role of individual proteins in the function of cells. This involves the
generation of the dominant-negative mutant gene and its transfection
into the cell of choice. The major problem in this technique is in pro-
ducing enough of the mutated protein within the cell of interest to
block the function of the normal protein. There is increasing interest in
the use of this methodology in bacterial virulence and three examples
will be given.
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Table 3.6. | Phenotypes of cytokine knockout mice

Gene Phenotype
IL-1B Resistance to endotoxin shock [LPS-induced pyrogenesis
IL-loe/B Loss of early phase protective immunity to

Mycobacterium spp.

IL-Tra Decreased susceptibility to Listeria spp.

IRAK Reduced response to Propionibacterium acnes

ICE Resistance to endotoxin

IL-2 Develop ulcerative colitis in response to normal gut
microflora

IL-4 Deficient TH2 responses; depending on strain, mice

either more or less susceptible to Staphylococcus aureus
sepsis; Helicobacter pylori gut inflammation increased

IL-6 Susceptibility to Listeria spp.; decrease in early immunity
and IFNy production in response to Mycobacterium spp.

IL-8 Dysfunctional neutrophil response to urinary tract
infections

IL-10 Develop chronic enterocolitis due to response to gut
microflora

IL-12 Increased susceptibility to Mycobacterium spp. and

Salmonella spp.

IL-18 Impaired cytokine and NK response to infection;
resistant to endotoxin-induced liver injury but highly
susceptible to endotoxin shock

IFNy Increased susceptibility to Mycobacterium spp. and
Salmonella spp.

GM-CSF Susceptible to pulmonary infection with Streptococcus

agalactiae
G-CSF Increased susceptibility to Listeria spp.
CCSP Enhanced killing of Pseudomonas aeruginosa
CCR2 Increased susceptibility to Cryptococcus neoformans

TNFRp55  Increased susceptibility to Listeria spp. and Mycobacterium
spp.

TNFRp70  Plays a minor role in antimycobacterial immunity

IRAK, interleukin-1 receptor-associated kinase; G-CSF, granulocyte colony stimulating factor;
CCSP, Clara cell secretory protein; CCR, CC chemokine receptor; for other abbreviations, see list
on p. xxii.
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3.9.3.2 Use of dominant-negative mutants in the study of
bacterial virulence

The major Hel. pylori exotoxin VacA has already been described briefly.
This toxin is membrane-active and interferes with endosomal function-
ing. A version of the toxin without the hydrophobic N-terminus was
constructed and shown to be deficient in its ability to form membrane
pores in artificial bilayers. This engineered protein was found to actas a
dominant-negative mutant and could inhibit the vacuolating effect of
the normal toxin. This protein is, therefore, a very useful tool for
probing the function of the wild-type VacA toxin.

In a second study of Hel. pylori, the question being asked was of the
signalling pathways activated in gastric epithelial cells in contact with
this organism. This study utilised dominant-negative mutants of
various intracellular kinases, in which the kinase domain was engi-
neered out. Cells were transfected with vectors expressing these
mutant kinases, which then acted as specific inhibitors of the chosen
kinase. The kinases chosen for inhibition were the I-kB family of kinases
(which phosphorylate I-kB and thus activate NF-xB), NF-xB-inducing
kinase (NIK) and TRAF-2 and TRAF-6 (for more details, see Section
4.2.6.6.2). These various dominant-negative mutants, when transfected
individually into cells, blocked the ability of the gastric epithelial cells
to up-regulate NF-kB-induced signalling. These findings could be useful
in developing more effective agents for blocking the gastric effects of
Hel. pylori infection.
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The final example of the use of dominant-negative mutants in the
study of bacterial pathogenesis focuses on cellular activation by Clos-
tridium difficile toxin A. Toxin A stimulates monocytes to produce IL-8
and to undergo cytolysis by an unknown mechanism. This toxin acti-
vates the main MAP kinase cascades (for more details, see Section
4.2.4.2) and use was made of selective inhibitors of MAP kinases and
of dominant-negative mutants of the p38-activating MAP kinase
kinases MKK3 and MKK6 to identify the particular MAP kinase
pathways activated by this toxin. The ability to abrogate the activity
of specific proteins within cultured cells and also within the whole
animal by use of dominant-negative mutants is a powerful tool that
will be increasingly used in the study of bacterial pathogenesis.

3.9.4 Oligonucleotide-based gene inactivation

In addition to dominant-negative mutants it is possible to specifically
block the ‘function’ of any chosen protein by use of synthetic oligonu-
cleotides. These can be used to inhibit gene transcription or mRNA
translation and thus to selectively block the production of the chosen
protein. It is the latter that has been most comprehensively studied and
will be described briefly. The blockade of the translation of mRNA uses
antisense oligonucleotides and the methodology is called antisense
technology or antisense pharmacology.

Antisense reagents are short stretches of modified nucleotides in
which the normal phosphodiester bonds are replaced by more stable
analogues such as phosphorothionate bonds. These oligonucleotides
are designed to hybridise with selected mRNA targets and the
product of this interaction either can inhibit the transcription of the
selected mRNA or can result in the hydrolysis of the mRNA by RNase H.
The end result is the failure of the cell to produce the selected protein.

Antisense technology can be used to target and ablate the synthesis
of bacterial proteins or of host proteins. For example, antisense has
been used to inhibit the expression of the Staph. aureus a-toxin. Bacteria
expressing such antisense exhibited lower virulence in in vivo models of
Staph. aureus infection.

Macrophages infected with Sal. choleraesuis produced increased levels
of tumour necrosis factor (TNF) o and the stress protein hsp70. Inhibi-
tion of the TNFa by antibodies increased the number of macrophages
dying, showing the host-protective activity of this key cytokine (for
more details of the role of TNFa in infection, see Sections 4.2.6 and
10.3 ). The role of stress proteins is generally protective of cells but it
was unclear what role hsp70 was playing in this form of cellular infec-
tion. Using antisense to inhibit the translation of hsp70, it was found
that the numbers of infected macrophages dying increased signifi-
cantly, revealing the important role of this stress protein in macro-
phage infection.
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3.10 | Concept check

« New molecular methods are redefining our ideas about bacterial
virulence mechanisms.

« As well as expressing virulence properties such as adhesion, inva-
sion and the production of protein exotoxins, bacteria must sense
and respond to different environmental conditions in the host.

« Recent refinements of traditional mutagenic approaches to the
study of bacterial virulence have resulted in high throughput
screening methods for the identification of genes whose in vivo ex-
pression is essential for bacterial survival (STM, GAMBIT).

« These systems have been augmented by the development of promo-
ter trap systems (IVET, DFI) and mRNA-based systems (differential
and subtractive analysis) that allow identification of genes ex-
pressed in vivo or under defined growth conditions.

o There have been parallel developments in eukaryotic molecular
biology techniques that complement the bacterial approaches.

« Bacterial genome sequencing is now fast and relatively inexpensive
and is generating vast amounts of data, most of which can be ac-
cessed via the Internet. Powerful tools have been developed for
searching and analysing these data. Nevertheless, much experimen-
tal microbiology and biochemistry is required before we can make
full use of genomic sequence information.

« It is now widely accepted that the pattern of mRNA expression may
not be an accurate reflection of the proteins that the cell will
produce.

« Proteomics, the study of the proteins expressed by cells under given
conditions is a relatively new, but very exciting, addition to the
molecular microbiologist’s toolbox.

3.11 | What'’s next?

A central theme that will be emphasised throughout this book is that
bacteria, long regarded as being very simple creatures, have evolved a
variety of ways of undermining the complex signalling pathways of the
more evolutionarily advanced eukaryotic cells of their host. By doing so,
they can establish themselves in, or on, their host and obtain from it the
nutrients and environmental conditions necessary for their growth and
proliferation. The next chapter will, therefore, concentrate on the sig-
nalling mechanisms employed by host cells and by bacteria — a knowl-
edge of these is essential for understanding many of the succeeding
chapters in the book.
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3.12 | Questions

1. A number of techniques described in this chapter require fairly
advanced molecular genetic systems to be available for the organ-
ism under study. What approaches could be used to analyse the
virulence mechanisms of an emerging pathogen?

2. What advantages does transposon mutagenesis provide over chem-
ical/ultraviolet light mutagenesis? Describe the additional advan-
tages provided by signature-tagged mutagenesis.

. What is GAMBIT?

4. IVIAT can be used to identify antigenic proteins expressed during
infection. What potentially important surface components might
IVIAT miss? You may wish to refer to Chapter 2 for a complete
answer.

5. Outline the major approaches for differential and subtractive anal-
ysis of mRNA.

6. Describe the three main IVET promoter trap systems.

7. What are the advantages and disadvantages of RIVET over the
original IVET systems?

8. What s an orphan gene? Using gridded arrays, how might you infer
a functional role for any given orphan?

9. Which mouse genes would you knock out if you wanted to deter-
mine the key host responses to infection of a mouse with E. coli?

W

10. Compare and contrast the genome, transcriptome and proteome.
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Aims
The main aims of this chapter are to introduce the reader to:

« the concept of signalling in biology

« the role of intracellular signalling in normal eukaryotic cell control

« eukaryotic intracellular signalling mechanisms

« cell-cell signalling in eukaryotes

« the role of cytokines as cell-cell signalling controllers

« prokaryotic intracellular signalling

« prokaryotic cell-cell signalling

« prokaryote-eukaryote cell signalling

« the concept that bacteria manipulate eukaryotic signalling
mechanisms to induce pathology

4| ‘ Introduction

Communication - the transfer of information - is part of our everyday
lives and we are all participants in a rapidly expanding planet-wide
communication experiment. It is also obvious that animals communi-
cate - by using smell, sound and visual cues. The dawn chorus is a good
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example of animals signalling to each other. However, it may be less
apparent that the maintenance of a multicellular organism is abso-
lutely dependent on the correct transmission and reception of
signals. To maintain the mammalian body in a healthy state requires
an enormous number of signals. There are three major signalling
systems in multicellular organisms and these are classified as neural,
endocrine and cytokine. These individual systems also interact with
each other in ways that are only now becoming apparent.

One way of looking at disease is as a disturbance in the signalling
that generates the dynamically stable state known as homeostasis. This
term defines the optimal conditions of the multitude of body systems
required for normal functioning. Disturbances of endocrine hormone
secretion, for example, are well-known causes of disease. Possibly the
best-known example of endocrine disturbance is diabetes, caused by a
failure to secrete, or respond to, the peptide hormone insulin. The
consequences of this one hormone defect can be dramatic and
include peripheral neuropathy and blindness.

A new way of looking at bacterial infections is that they are asso-
ciated with disturbances in the signalling systems of the host, and
examples of such signal disturbance are discussed in many of the
chapters in this book. This may appear to be an unusual way of
viewing infectious diseases. However, it is in line with recent advances
in our understanding of bacterial communication. Since the discovery
of bacteria in the 19th century, the prevailing viewpoint has been that
they are single-celled individuals that have no need to communicate.
However, research conducted largely over the past decade has shown
that this idea is no longer tenable. Bacteria communicate with each
other through the medium of molecularly diverse signals that include
peptides, proteins and lactones. Compounds such as the acyl homoser-
ine lactones involved in quorum sensing, which will be described in
Section 4.3.2.1, can also interact with host cells. In turn, host cell
secretions such as cytokines can interact with bacteria. Thus a new
view of infection is of a conversation between pathogen and host
cells using a wide variety of signals. It is possible that ‘s/he who
shouts the loudest’ has the advantage in this exchange. Cell-cell signal-
ling involves a number of components: (i) intercellular signalling mol-
ecules, (ii) the receptors for these molecules, and (iii) a complex system
of protein—protein/protein-small molecule interactions (termed ‘intra-
cellular signal transduction’ or ‘intracellular signalling’) within cells to
induce changes in the target cell. This is a fast-growing, complex and
confusing area of science and many readers may shy away from it.
However, this would be a mistake as much of our understanding of
how bacteria cause disease is emanating from studies of cell signalling
and the effects of bacteria on host cell signalling.

This chapter will provide the reader with a brief introduction to cell
signalling. This will start with a consideration of signal reception at the
eukaryotic cell surface and the intracellular signal transduction path-
ways involved in amplifying these external signals in such cells. This
will be followed by a description of the major intercellular signals in
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mamimals, the cytokines, and their role in infection. The chapter will
then turn to a consideration of intracellular and cell-cell signalling in
bacteria.

42| Eukaryotic cell signalling

4.2.1 A brief overview of eukaryotic cell—cell signalling

For one cell to communicate with another requires a number of com-
ponents and the complete package of individual molecules and cellular
systems involved is extremely large, and very complex, and is illus-
trated diagrammatically in Figure 4.1. The focus of this chapter will
be on signalling via soluble factors released by one cell and recognised
by another. Cell signalling initiated by adhesion to components of the
extracellular matrix, or by bacteria mimicking components of the ex-
tracellular matrix, will also be discussed. It is possible for cells that are
in contact (e.g. epithelial cells in an epithelial layer) to communicate
directly, but such signalling will be described only briefly.

For cell-cell signalling to occur (Figure 4.1), cell A must release some
signalling molecule that can diffuse from the cell and make contact
with the target cell (cell B). In order to be a target, cell B must have some
means of recognising the signal molecule. Such recognition molecules

% Direct cell—cell
signalling

- J
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Table 4.1. | Classes of cell surface receptors

Class Examples

lon channel receptors  Receptor for acetylcholine, glutamate,

GABA, etc.
G protein-coupled Receptors for chemokines, C5a, PAF, LTB4,
receptors glucagon, odours, PTH, etc.
Tyrosine kinase- Many cytokines (e.g. IL-2R, IL-3R, IL-4R,
linked receptors IL-6R, IL-10R, IL-12R)
Receptors with Receptors for atrial natriuretic factor,
intrinsic enzyme growth factor, etc.

activity

GABA, y-aminobutyric acid; LTB, leukotriene B; PTH, parathyroid hormone; for other abbrevia-
tions, see list on p. xxii.

are termed receptors. The binding of the signal molecule to its receptor
on the host cell sets off a train of intracellular events. These events are
extremely complex and result in four possible and overlapping out-
comes. These are (i) the stimulation/inhibition of cell metabolism via
particular enzymes or proteins, (ii) the stimulation/inhibition of tran-
scription of selected genes, (iii) the modulation of the cell’s cytoskel-
eton, and (iv) alterations in cell membrane permeability. Binding of
particular ligands to their cell surface receptors can stimulate all
four of these forms of cell behaviour. The reception of signals at the
cell surface, together with the mechanisms for passing information
about this specific binding to the cytoplasm and nucleus, will be
the subject of the next few sections of this chapter. This phenomenon
is known as intracellular signalling or signal transduction. In this
chapter, intracellular signalling in both eukaryotic and prokaryotic
cells will be discussed. It was initially thought that the signal transduc-
tion processes in eukaryotes and prokaryotes were different. However,
in recent years it has become apparent that both bacteria and eukary-
otic cells share many similarities in their signal transduction machin-

ery.

4.2.2 Cell receptors for signal transduction

In order to signal to a cell, the intercellular messenger, for example an
endocrine hormone, cytokine or bacterial component, must bind to a
receptor on the surface of the target cell. This is the first process
involved in cell signalling. Thousands of cell surface receptors have
now been identified and this vast number can be segregated into
four classes (Table 4.1). These are the: ion channel-linked receptors, G
protein-linked receptors, receptors with intrinsic enzymic activity and
receptors linked to tyrosine kinases. There is a fifth class of receptor
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known as the intracellular or steroid/thyroid hormone receptor. This
receptor differs from the others in that it is an intracellular protein.

The receptors to be described in this section allow the information
contained in the binding of the intercellular message, or ligand, to its
specific receptor to be transmitted into the cell and, depending on the
receptor and ligand, ultimately to the nucleus.

4.2.2.1 lon channel receptors

Ion channel receptors are found on all cells, but have been particularly
well studied in nerves and muscle. Ion channel receptors, which
respond to molecular signals, are more properly known as ligand-
gated channels. The acetylcholine receptor is the prototypic ligand-
gated ion channel and is composed of five polypeptides, which
arrange themselves to form a pore in the membrane. In the absence
of acetylcholine, these polypeptides adopt a conformation in which the
pore is closed. However, when acetylcholine binds to its receptor there
is a conformational change that opens the pore, allowing the passage of
positively charged ions, including K* and Na™.

It is interesting that many invertebrate and vertebrate species have
evolved many toxins that target sodium, potassium or calcium chan-
nels and ligand-gated channels. However, of the many bacterial toxins,
only one has so far been found to target ion channel receptors. This is
tetrodotoxin, a potent sodium channel blocking toxin, which is pro-
duced by a Vibrio spp. (see Micro-aside, p. 486). Because of the limited
involvement of bacteria in modulating ion channels, there will be no
further discussion of these receptors.

4.2.2.2 G protein-coupled receptors (GPCR)

The ligand-gated ion channel receptors simply require binding of the
ligand to the receptor to open the channel and cause the appropriate
cellular effects. The other classes of cell surface receptors have the
binding of the ligand linked to a complex series of intracellular
events involving protein—protein interactions. This can lead to the
formation of additional signals. These can be in the form of other
proteins or they can be small molecules such as: cyclic adenosine
monophosphate (c-AMP), lipids (e.g. ceramide) or ions such as Ca?'.
These are known as second messengers. This complicated series of
events is known as intracellular signal transduction. While complex,
much of modern microbiology takes place against a background of
bacterial and eukaryotic cell signalling and it is important that these
processes are understood in order to be able to grasp the basics of
bacterial pathogenesis.

The most numerous receptors on eukaryotic cells are the G protein-
coupled receptors (GPCRs), over 1000 receptors having been identified
to date. These respond to many ligands including neurotransmitters,
neuropeptides, proteins (such as the chemokines), complement com-
ponents (C5a) and lipid mediators (e.g. leukotrienes). The receptor for
bacterial formylated peptides is a GPCR (Table 4.2). They are also vital
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Table 4.2. | Ligands binding to G protein-coupled receptors

o Neurotransmitters — acetylcholine, adrenaline, glutamate, GABA,
dopamine, etc.

« Endocrine hormones — ACTH, glucagon, LH, PTH, TSH,
vasopressin, somatostatin, etc.

o Inflammatory mediators — leukotrienes, chemokines, histamine,
C5a, FMLP, prostanoids, etc.

GABA, y-aminobutyric acid; ACTH, adrenocorticotropic hormone; LH, luteinising hormone; PTH,
parathyroid hormone; TSH, thyroid-stimulating hormone; FMLP, N-formyl-methionyl-leucyl-
phenylalanine.

for our ability to perceive light, odours and tastes. Bacterial toxins
target these GPCRs and the, so-called, downstream signalling events
induced by binding to these receptors (see Micro-aside, p. 169).

GPCRs have a characteristic structure in which the extracellular
N-terminus of the protein is linked to the intracellular C-terminus
via a section of the protein that traverses the plasma membrane
seven times (Figure 4.2). This has resulted in the receptors being var-
iously called seven membrane span(ning) receptors or serpentine recep-
tors. Binding of an agonist to a GPCR results in a conformational
change in the receptor. This conformation change affects the guanine
nucleotide-binding protein (or G protein) with which the receptor is
associated (Figure 4.3). G proteins are trimers of three different protein
subunits (designated o, f and y) and are often referred to as hetero-
trimeric G proteins, which distinguishes them from other cellular
guanine nucleotide binding proteins such as the small GTPases, of
which Ras, Rho, Rac, etc., discussed in Section 4.2.5.2 are examples.
There are many different G proteins and each is able to interact with
different receptors, specifically targeting the receptor to distinct intra-
cellular signalling events.

The activation of cells via a GPCR is shown schematically in Figure 4.3.
In the non-activated cell, the o-, f- and y-subunits of the heterotrimeric
G proteins form a complex in which the a-subunit is bound to GDP.

NH}
E1 E2 E3 E4 Transmembrane
Exterior a-helix
Cytosol coo-

Loop

I Structure of G

protein-coupled receptor
(GPCR). All receptors of this class
are formed of a continuous
peptide chain that crosses the
plasma membrane seven times —
each hydrophobic membrane
domain being an a-helix. The
peptide loop between helices 5
and 6, and in some cases 3 and 4,
is important for interaction with
the coupled G protein.
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When bound to GDP, the G protein is in an inactive, or off, state. When
the receptor is bound by its specific ligand (in this case a hormone), the
conformational change in the cytosolic domain of the receptor enables
it to interact with the appropriate inactive G protein and to stimulate
the release of GDP from the o-subunit and its replacement with GTP.
Binding GTP causes the trimeric complex to dissociate into the o-
subunit and the By-dimer. Both of these dissociated moieties can
then interact with cellular targets. The best-known example of a cellu-
lar target for G, is the enzyme adenylyl cyclase, which, when activated,
produces c-AMP. Other targets include phospholipase C, which gener-
ates inositol lipids involved in releasing calcium from intracellular
stores.

Activation of a cell via a particular receptor, and consequent post-
receptor signalling, needs to be carefully controlled. In the case of
GPCRs, control is exerted at various levels. The o-subunit, with its
associated GTP, can be thought of as a time switch as it has intrinsic
GTPase activity and hydrolyses the GTP to GDP, thus switching off its
ability to activate other proteins such as adenylyl cyclase. Once con-
verted back to its GDP-bound form, the a-subunit can then reassociate
with the By-dimer to form the original trimeric G protein. The GPCR can
also be modulated in various ways. They can be internalised and de-
graded, or recycled. They can also undergo a process of desensitisation
if the stimulus applied to the cell is prolonged.

Bacterial toxins and GPCR

Many bacterial toxins interfere with cell signalling and have been used as probes for
determining intracellular signalling mechanisms. This is particularly true with the
heterotrimeric G proteins, and cholera toxin and pertussis toxin have been particu-
larly useful in defining aspects of their behaviour. Cholera toxin, the product of
Vibrio cholerae, is responsible for the massive production of watery diarrhoea that
can lead to death by dehydration of patients who have cholera. Indeed, modern
treatment is largely directed towards replacing the water and salts lost. The
reason for this enormous outflow of fluid from the intestine is because the A
subunit (for more details, see Section 9.5.1.1) of the toxin enters intestinal epithelial
cells and ADP-ribosylates a stimulatory G, subunit of a heterotrimeric G protein.
This chemical modification results in an active G, subunit that is unable to
hydrolyse the GTP and so continues to activate adenylyl cyclase, resulting ina |00-
fold increase in the intracellular levels of -AMP. In intestinal epithelial cells, the con-
sequence of this is changes in membrane proteins that allow massive release of fluid
and the characteristic tissue pathology.

4.2.2.3 The GTPase superfamily

In addition to the trimeric G proteins, eukaryotic cells (and, as has
recently been reported, prokaryotes) also contain so-called monomeric
G proteins (Table 4.3). These first came to the attention of cell biologists
interested in cancer as gene products of cancer-producing retroviruses.




170

COMMUNICATION IN INFECTION

Table 4.3. | Monomeric G protein (small GTPase) families

o Ras

« Rab(at least 30 family members are known)
« Rho(at least 10 family members)

o Arf

« Ran

The prototypic protein is Ras - the product of the ras oncogene. As all of
these G proteins possess GTPase activity, they have been grouped to-
gether as the GTPase superfamily. These proteins, of which there may
be as many as 100 grouped into five major families (Table 4.3), are
involved in many aspects of cell behaviour, including proliferation,
differentiation, vesicular traffic and control of cell shape and
movement. Many bacterial toxins, such as the exoenzyme 3 from Clos-
tridium botulinum, Pseudomonas aeruginosa exotoxin A, cytotoxic necrotis-
ing factor (CNF) 1 from Escherichia coli and Cl. difficile toxin B, inhibit or
activate the monomeric G proteins. The actions of these toxins will be
described in Chapter 9.

We will take the monomeric G protein Ras as a major example of a
protein that couples events at the cell membrane (in this case receptor-
linked protein tyrosine kinases) to intracellular signalling events. This
protein is found bonded to the inner face of the plasma membrane
through a lipid attachment. The protein is a GTPase that cycles
between an active GTP-bound state and an inactive GDP-bound state
(Figure 4.4). Although these proteins have intrinsic GTPase activity, in
order to complete this cycle two other proteins are required. The initial
release of GDP is promoted by a protein termed a guanine nucleotide
exchange factor (GEF) and the hydrolysis of the GTP is facilitated by a
second protein known as a GTPase-activating protein (GAP). As will be
described later, the active Ras couples ligand binding to receptors to
particular signal transduction pathways, resulting in activation of spe-
cific gene transcription.

4.2.2.4 Receptors with inherent enzymic activity

In contrast to the GPCRs, with their seven membrane-span structure,
receptors with intrinsic enzyme activity are more heterogeneous,
although they share the common features of having an extracellular
receptor domain and an intracellular enzymic domain linked by a
single membrane-spanning domain. The catalytic domain of the recep-
tor can have kinase, phosphatase or guanylyl cyclase activity. This
chapter will concentrate on the receptor kinases. The active site of
the kinase can have specificity for the amino acids serine/threonine
(called receptor serine/threonine kinases) or for tyrosine (called recep-
tor tyrosine kinases (RTKs)). The first example of a receptor serine/
threonine kinase was discovered in the worm Caenorhabditis elegans in
1990 and since then it has been discovered that a major group of
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cytokines, the transforming growth factor (TGF) B superfamily, com-
prising more than 30 proteins, and involved in many aspects of cell
and organ physiology, signal through this type of receptor.

It is estimated from the human genome sequencing project that
there are around 1100 kinases, of which 150 are protein tyrosine
kinases. Currently more than 50 RTKs have been identified in verte-
brates (Table 4.4). Binding of ligands to these RTKs results in cellular
responses such as proliferation, differentiation, cell motility and
change of cell shape as well as selective gene transcription. The
binding of ligand to these receptors generally results in the dimerisa-
tion of the receptor and this, as will be explained, enables the signal to
be transduced intracellularly.

Table 4.4. | Examples of receptor tyrosine kinases

« Epidermal growth factor receptor (EGFR)

« Insulin receptor

« Platelet-derived growth factor receptor (PDGFR)
« Fibroblast growth factor receptor (FGFR)

« Nerve growth factor receptor (NGFR)

O Simple schematic

diagram showing the cycling of
Ras between the active and
inactive state. Ras bound to GDP
is in an inactive state. It is
converted to the active (GTP-
bound) state by exchange of GTP
for GDP catalysed by the guanine
nucleotide exchange factors
(GEFs). In the active state, Ras
can interact with Raf, a protein
serine/threonine kinase, and thus
trigger the MAP kinase cascade.
Removal of GTP from Ras inacti-
vates the protein. This hydrolysis
is catalysed by GTPase-activating
proteins (GAPs).
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Table 4.5. | Receptors associated with cytoplasmic protein tyrosine kinases

« Interleukin2 receptor (IL-2R)

« Interleukin 3 receptor (IL-3R)

« Interleukin4 receptor (IL-4R)

« Interleukin 5 receptor (IL-5R)

« Interleukin 10 receptor (IL-10R)
« Interferon receptors

4.2.2.5 Receptors linked to a separate cytoplasmic
enzyme

This last group of plasma membrane receptors have cell surface, mem-
brane-spanning, and cytoplasmic domains similar to the RTKs.
However, the intracellular domains have no inherent enzymic activity
but interact with a range of enzymes, and receptor occupation triggers
the activation of these enzymes. The majority of the receptors in this
‘family’ interact with, and activate, protein tyrosine kinases. Many of
the receptors for the cytokines that will be described later in this
chapter are associated with intracellular protein tyrosine kinases
(Table 4.5). Other enzymes with which plasma membrane receptors
are associated include protein tyrosine phosphatases, protein serine/
threonine kinases and guanylyl cyclases.

4.2.3 Intracellular signal transduction

Intracellular signal transduction is the name for the process by which
the binding of a ligand to its cognate receptor on the cell surface (this is
the signal) reaches the cell interior and/or nucleus. This process is
exceedingly complex and involves a large number of components in-
cluding proteins, peptides, lipids, glycolipids, peptidolipids and
various ions. This section will try to piece together the complex
network of interactions by which signals arriving at the cell surface
can activate cell metabolism, alter cell shape and/or reach into the
genome and selectively alter patterns of gene transcription.

The starting point is to ask why do we need such a complex process?
An agonist, say the cytokine interleukin 1 (IL-1), has to bind to a cell
surface receptor to modify cell function. Why has evolution not
allowed each cell-activating ligand (e.g. hormone or cytokine) to di-
rectly stimulate cellular systems and/or gene transcription? The most
likely explanation for the evolved form of cell signalling via receptors
and intracellular signal transduction is that it is the most efficient
system. If each agonist were able directly to activate cellular enzymes
or gene transcription, etc., they would have to be made in very high
concentrations in order to bind to cytoplasmic enzymes, or to the
appropriate promoter elements on each gene. In addition, with gene
activation there would have to be specific promoter sites in each gene
for each agonist. This would require that cells produced very large
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SP1 CCAAT AP2 HSE CCAAT SP1  TATA AP2
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-300 -250 —200 -150 -100 -50 0

EGF FGF CSF LF IL-13 IL-12 FSH TSH LH IL-10 IL-8 IL-6 TNF IL-1

-500 —450 -400 -350 -300 -250 -200 —150 —100 -50 0
etc. etc. etc. etc.
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etc. etc. etc. etc. etc.

What would happen if there was no signal transduction and each agonist was able to induce the

transcription of only one particular gene? (a) The transcriptional control sites for the molecular chaperone hsp 70. (b) The
transcriptional control elements for metallothionein. The TATA, SPI and CCAAT boxes bind factors involved in constitutive
transcription. The other boxes bind transcription factors, induced by intracellular transduction, to give specific signalling.

Note that both genes have at least one similar control element (AP2). These transcriptional control elements utilise a reasonably
short span of DNA sequence. Contrast this with (c) the situation in which each agonist able to stimulate the transcription of a
gene had to have its own binding site in this region upstream from the transcriptional start site. Very large stretches of DNA
would be needed, making the genome very much larger than it is and adding extra complexity to genomic control. In each

gene, 0 is the transcriptional start site.

amounts of each signal (remember cells may produce thousands of
extracellular signals) and it would require that the non-coding
regions of genes be extremely large to accommodate sites for the
binding of each agonist (Figure 4.5).

The secret of cell-cell signalling is amplification. This is what allows
radio and television companies to beam entertainment into our
houses. Our televisions and radios amplify the incoming (weak)
signal and turn it into a signal that we perceive as sound and pictures.
Likewise, in cell signalling the high affinity receptors on the surfaces of
cells act to bind, and thus recognise, the extremely small amounts of
individual signals in the external milieu. The secret then is to amplify
this tiny signal. For example, it is estimated that cells are able to
respond to only a few dozen molecules of cytokines such as IL-1. The
binding of IL-1, or other agonist, to its receptor then sets in train a
series of intracellular events that amplify this signal (Figure 4.6). The
amplification is brought about by the enzymic activity of the intracel-
lular signalling systems. One of these enzymes, adenylyl cyclase, has
already been mentioned. This enzyme is activated by the action of
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GPCRs and results in the production of c-AMP, a class of molecule
known as a second messenger. The binding of one molecule of an
agonist to a GPCR could induce the production of thousands of mol-
ecules of c-AMP and this constitutes the first level of amplification. In
turn, c-AMP interacts with an enzyme, a kinase, in this case a kinase
known as c-AMP-dependent kinase or protein kinase A (PKA), and
causes this enzyme to become activated. The PKA, in turn, phosphor-
ylates other target proteins to activate them and this is a second level of
signal amplification.

4.2.3.1 The basic building blocks of intracellular signal
transduction

As the reader will rapidly realise, intracellular signal transduction
systems look incredibly complex. A similar feeling of bewilderment is
engendered in most people when they look at an electronic circuit.
However, it is clear that in such circuit diagrams the complexity is
built up of the repetition of a small number of common elements
such as resistors, capacitors, diodes and transistors and the associated
conducting elements. The same is true of intracellular signal transduc-
tion. The addition of phosphate groups onto specific sites in proteins,
and their specific removal, is the key element in intracellular signal-
ling. The phosphorylation of proteins is catalysed by enzymes called
kinases and, as has been described, the residues in proteins that are
subject to phosphorylation in eukaryotic cells are tyrosine (catalysed by
protein tyrosine kinases (PTKs)) or serine/threonine (catalysed by
protein serine/threonine kinases). In prokaryotic cells, adaptive re-
sponses to the environment are largely controlled by so-called two-
component regulatory systems, also called histidyl-aspartyl phospho-
relay systems (described in Section 4.3.1.2). These systems rely on the
activity of a histidine kinase.

Addition of a phosphate group or groups to a protein may activate or
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inhibit its biological activity. Phosphorylation can alter the activity of
enzymes or can confer on proteins the ability to recognise, and bind to,
other proteins. The src homology (SH2) motif is the best-described
example of a protein domain able to recognise phosphorylated residues
in proteins. As will be described, this latter activity is very important in
building up signalling cascades. As in all control systems, there has to
be a mechanism for undoing what has been done. In intracellular
signal transduction, the removal of phosphate groups from proteins
is catalysed by protein phosphatases. Eukaryotic cells possess both
protein tyrosine phosphatases and protein serine/threonine phospha-
tases (Figure 4.7). Less attention has focused on protein phosphatases,
but it is estimated that they must equal in number the protein kinases
of cells.

As has been described, phosphorylation/dephosphorylation cycles
control the enzymic activity of individual proteins. One of the first
examples of the role of kinases in controlling particular aspects of
cell function was the regulation of glycogen metabolism in muscle
by the adrenal hormone adrenaline (Figure 4.8). This hormone is part
of our ‘fight-orflight’ response to stress. Binding of adrenaline to its
GPCR leads to c-AMP synthesis via the action of the appropriate G
protein. The c-AMP in turn results in the activation of PKA. The PKA
then phosphorylates two proteins: glycogen synthase (which uses
glucose to produce glycogen), and phosphorylase kinase, a kinase
distinct from PKA, which phosphorylates and activates glycogen phos-
phorylase. The phosphorylation of glycogen synthase inhibits its activ-
ity and so glycogen synthesis is stopped. Active glycogen phosphorylase

2
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Figure 4.7

Competing
activities of kinases and phospha-
tases. (a) The effect of adding or
removing a phosphate group from
a protein. (b) The structures of
phosphoserine and phospho-
tyrosine.
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hydrolyses glycogen to form glucose 1-phosphate, which then enters
the glycolytic pathway to create energy. This exemplifies two character-
istics of signal transduction. The first is that kinases, by phosphorylat-
ing, can activate (phosphorylase kinase/glycogen phosphorylase) or
inhibit (glycogen synthase) other proteins. The second is that much
of the intracellular signal transduction process depends upon cascades
of'kinases — with one kinase acting on a second kinase to activate it, and
so on.

In addition to activating enzymes, the induction of c-AMP by
hormones such as adrenaline, glucagon, vasopressin and thyroid-stim-
ulating hormone (TSH) can also activate the transcription of specific
genes. These genes are controlled by regulatory elements termed the
c-AMP response elements (CRE - sequence TGACGTCA), which bind
transcriptional factors called CRE-binding (CREB) protein. The CREB is
normally bound to the CRE element but does not induce gene tran-
scription. However, when it is phosphorylated by PKA, it stimulates the
transcription of these specific genes.




4.2 EUKARYOTIC CELL SIGNALLING

177

Table 4.6. | Some protein domains involved in cell signalling

Domain Interaction

Example of binding protein

SH2 (Src homology region 2) Phosphotyrosine
PTB (phosphotyrosine binding)

[4-3-39 Phosphoserine

Phosphotyrosine
SH3 (Src homology region 3) Proline-rich sequences

PH (Pleckstrin homology) Lipid and protein

Grb2
Shc
Bcl-2 homologue

SOS (son of sevenless)

SOS

WW (tryptophan-tryptophan) Proline-rich sequences Dystrophin
WD(40) (tryptophan-aspartic acid) Binds to PH domains Ankyrin
SPRY (splAand RyR genes) Proteins SplA
TRAF (TNF receptor-associated factor) ~ TNF receptor (TNFR) Cytoplasmic tail of TNFR
DD (death domain) TNF receptor Cytoplasmic tail of TNFR
“ Name is derived from original purification scheme,
4.2.3.1.1 Domain structures and signal transduction

Intracellular signal transduction relies on the generation of specific
molecular complexes to carry the signal to the correct site in the cell.
The ability to produce these complexes requires the presence, or the
generation, of specific binding sites. The role of phosphorylation to
introduce a domain recognised by other proteins has been described
and the best known of these domains able to recognise phosphopro-
teins is the SH2 domain. This is a stretch of around 100 amino acid
residues in proteins that recognises specific short sequences of peptides
on other proteins containing phosphotyrosine. It allows two proteins
that would not normally interact to bind to each other for the purpose
of transmitting the signal. Other phosphotyrosine-binding domains,
such as the PTB domain, exist. Other protein domains recognising
phosphoserine have been identified. The 14.3.3 family is a good
example of phosphoserine-binding proteins involved in interacting
with a range of intracellular proteins and acting in the control of cell
signalling. In addition to these, there is a range of other protein
domains that recognise specific (non-phosphorylated) sequences in pro-
teins (Table 4.6). The signalling from the IL-1 and tumor necrosis factor
(TNF) receptor families, for example, involves a number of such pro-
teins, which have been termed ‘adapter’ or ‘docking’ proteins. The
literature on the signalling pathways induced by these two receptors
is enlivened with tales of ‘death domains’ and abbreviations such as
RIP, TRADD and TRAF, which represent some of these docking proteins.
These receptors and their signalling pathways will be described in
Section 4.2.6.6.3.
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Not all of these domains recognise proteins. For example, the pleck-
strin homology domain (PHD) recognises specific phospholipids. Ex-
amples of these various domains and their interactions will be
discussed throughout this chapter.

4.2.3.1.2 Second messengers

Cyclic nucleotides: The first second messenger to be discovered was c-
AMP, by Earl Sutherland in the late 1950s. The interaction of this
nucleotide with PKA has been described. Large amounts of c-AMP are
made by appropriately activated cells and this has to be removed to
switch off the signal. The way this is done is by the action of an enzyme,
phosphodiesterase (PDE), which forms AMP from c-AMP. A number of
phosphodiesterase isoforms exist and different cells express different
patterns of these isoforms. The development of inhibitors of PDE has
been underway for a number of years and the anti-impotence drug
sildenafil (Viagra), for example, is an inhibitor of PDE isoenzyme IV.
PDE inhibitors may be effective anti-inflammatory drugs with the ca-
pacity to block the actions of pro-inflammatory cytokines such as those
induced by bacteria.

In the 40+ years since this initial discovery, a number of other low
molecular mass second messengers have been discovered. These
include another cyclic nucleotide - cyclic guanosine monophosphate
(c-GMP) - produced by the action of guanylyl cyclases. Fewer activators
of guanylyl cyclases are known, but both peptides and the gas nitric
oxide (NO) can activate these enzymes. c-GMP is inactivated by a c-GMP
phosphodiesterase. Much attention is currently being focused on NO
and the inhibition/enhancement of its synthesis. As will be described in
Section 6.6.2.3.1, NO is important in phagocyte killing of bacteria and
the 1999 Nobel Prize for Medicine and Physiology went to the disco-
verers of NO, Louis Ignarro, Robert Furchgott and Ferid Murad.

Lipids: Cell membranes are composed of various lipids, mainly phos-
pholipids, which form a lipid bilayer to which proteins are attached in
various ways. The phospholipids of cell membranes can form a large
collection of lipidic signals including those utilised in signal transduc-
tion mechanisms. The formation of such signals is due to the actions of
enzymes known as phospholipases, which hydrolyse phospholipids at
various sites thus producing a variety of mediators (Table 4.7). Phospho-
lipase A; (PLA;) catalyses the formation of arachidonic acid and
lysophospholipids. These products have been implicated in signal
transduction. They also serve as the precursors of major cell-cell
signalling molecules including the prostaglandins, leukotrienes and
platelet-activating factor (PAF), which act at GPCRs. There is increasing
evidence for a role of such lipid signals in bacterial pathogenesis. PLA;
enzymes are made by both eukaryotes and prokaryotes, and, in the
latter case, can function as virulence factors. Phospholipase C (PLC)
is involved in the production of two key groups of intracellular signal-
ling molecules and these will be discussed in the next paragraph.
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Table 4.7. | Cellular phospholipases and signal transduction

Phospholipase Products Actions
PLA, Arachidonic acid External control of
metabolites inflammation acting at
GPCRs
PLC IP; and DAG Multiple effects on
intracellular signalling
PLD Phosphatidic acid Effects on intracellular
and DAG signalling

For abbreviations, see the text.

Phospholipase D (PLD) hydrolyses phospholipids at their terminal phos-
phodiester bond to produce phosphatidic acid and the release of the
polar head group. Phosphatidic acid has been shown to be involved in
intracellular signalling and can also be transformed to form an impor-
tant lipid mediator, diacylglycerol (DAG).

The best studied, and arguably the most important form of cellular
phospholipase, is PLC, and a large number of isoforms of this enzyme
are found in cells. PLC hydrolyses one of the minor phospholipids found
on the inner leaflet of the plasma membranes of eukaryotic cells -
phosphatidylinositol 4,5-bisphosphate (PIP;). Hydrolysis of this phos-
pholipid produces two signalling molecules: inositol 1,4,5-trisphos-
phate (IP3) and 1,2-diacylglycerol (DAG) (Figure 4.9). PLC can be activated
either by the binding of a ligand to a GPCR via an activated G protein
or by interaction, through its SH2 domain, with an activated receptor
protein tyrosine kinase (Figure 4.10). IP; was the first inositol phosphate
to be implicated in signal transduction. However, it is now established
that eukaryotic cells can produce a wide variety of phosphorylated
forms of phosphoinositide by the actions of kinases such as phos-
phoinositide 3-kinase (PI3K) mentioned earlier. Indeed, knockout of
PI3K has been shown to result in a greater susceptibility to Staphylococ-
cus aureus peritonitis. The complications of IP; metabolism will not be
dealt with in this chapter, but various reviews on this subject are
presented in Section 4.9.

What roles do IP; and DAG play in intracellular signal transduction?
If we look at DAG first, it has to be realised that we are dealing here not
with one molecule but with a collection of structures dependent on the
acyl groups present on the phospholipids hydrolysed by the particular
phospholipase. It should also be noted that DAG remains attached to
the plasma membrane. The major action of DAG appears to be the
activation of a family of serine/threonine kinases known as protein
kinase(s) C (PKC). This large family of enzymes link phosphoinositide
signalling to other major pathways of intracellular signalling such as
the mitogen-activated protein (MAP) kinase pathway and the activation,
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Figure 4.9 In this schematic

diagram, the membrane-
associated phospholipid,
phosphatidylinositol (Pl)
undergoes phosphorylation on
two sites to produce the
phosphoinositides PIP and PIP,.
The hydrolysis of PIP, by
phospholipase C generates two
key second messengers, IP3 and
DAG.

in the cytoplasm, of the transcription factor, nuclear factor (NF)-kB.
Both of these systems, which are yet to be described in detail, play
key roles in the response of the host to bacteria, and the cytokines
induced by bacterial infection. Phorbol esters, which are much used
in studies of cellular activation, are DAG mimics.

It had been known for many years that certain cellular processes (e.g.
fertilisation of amphibian eggs) are associated with rises in intracellu-
lar calcium. It is now known that it is lipids such as IP; that are re-
sponsible for these transient rises in intracellular calcium levels. The
intracellular calcium concentrations in eukaryotic cells are normally

maintained at approximately 10~7 M. These levels are maintained by
calcium pumps, which can remove calcium from the cell, and pumps
that sequester calcium in stores in the endoplasmic reticulum (ER). IP;
causes the release of calcium from these ER stores by binding to recep-
tors that act as ligand-gated calcium channels. The calcium levels rise
10- to 100-fold and can activate a range of target proteins (Table 4.8). An
important mediator of the rise in intracellular Ca?* concentrations is
the Ca%*-binding protein calmodulin. This dumb-bell-shaped protein
has four Ca%*-binding sites and, when they are filled, the protein can
interact with, and bind to, a variety of target proteins such as Ca2*|
calmodulin-dependent protein kinases.

A second, more recently discovered, lipid-mediator pathway involves
sphingolipids. In this pathway the enzyme sphingomyelinase hydro-
lyses sphingomyelin, releasing the activator ceramide (Figure 4.11).
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Ceramide is released in response to a wide variety of signals including
those caused by infection (e.g. bacterial sphingomyelinases) and can
interact with a variety of intracellular signalling systems including
ceramide-activated protein kinase (CAPK) and ceramide-activated
protein phosphatase (CAPP) and a range of other putative targets
such as PLC, MAP kinase and Raf.

Nitric oxide: One of the most interesting discoveries of recent years is
the role that various gases play in cell signalling. The first example of

(OISR The activation of

phospholipase C (PLC). In this
example, the binding of a growth
factor to a tyrosine receptor
kinase (TRK) enables the PLC to
bind via its SH2 domain to the
intracellular portion of the TRK.
This enables the PLC to be
activated by phosphorylation and
to cause cleavage of the
membrane-associated P, as
described in Figure 4.9.

Table 4.8. | Targets of IP;-gated calcium transients in cells

« Calmodulin

« Troponin

« Ca’-dependent protein kinase

« Proteinkinase C

« Phosphorylase kinase

« Calcium-dependent protein phosphatases
o Phospholipase C

« Nitric oxide synthase

o Adenylyl cyclase

« Pyruvate kinase

« Ca’* |Mg?*-dependent endonuclease
. Ca’"-ATPase
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this was the role of ethylene in the ripening of fruit. In 1987 Salvador
Moncada and Richard Palmer identified the gas nitric oxide (NO) as a
product of vascular endothelial cells that was able to control blood
pressure. This gas turns out to be a cell-cell signal, a bactericidal
agent and an intracellular signalling molecule, and each of these
actions will be covered at some point in this book. In terms of intracel-
lular signalling, NO diffuses into cells from nearby cells and activates
the enzyme guanylyl cyclase inducing the formation of c-GMP.

Other gases such as carbon monoxide and the simple chemical hy-
drogen peroxide have also been implicated as second messengers.

4.2.4 Signal transduction and selective
gene transcription

In simplistic terms, intracellular signal transduction subserves three
major functions (see Figure 4.1). The first has been described very briefly
- namely - the control of cell metabolism - and the example given was
the control of glycogen metabolism. The second function of cell signal
transduction, which will be discussed in this section, is the control of
gene transcription. The third function is the control of the cell cytoskel-
eton and cell shape. Of course, all three signalling functions are operat-
ing in cells all of the time and particular patterns of signalling will
occur in cells undergoing major changes in response to the environ-
ment, such as cell division, differentiation or apoptosis.

In Section 4.2.1, the problem of signalling into a cell was discussed
and the solution - receptors and second messengers — described. A
second problem arises when the signalling is designed selectively to
activate gene transcription. The process of gene transcription requires
the generation of specific transcription factors that must enter
the nucleus and interact with the correct DNA sequence upstream
from the initiation site of the particular gene to be activated. The
mechanism of gene transcription in prokaryotes has been described
in Section 2.6.12.
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Two examples of signal transduction that result in specific gene
activation will be given. Both mechanisms are involved in the host
response to infection and may be targeted by bacteria as part of their
immune-evasion strategy (see Chapter 10).

4.2.4.1 The JAK/STAT pathway of gene activation

There are five major classes of cytokine receptors (described later in this
chapter). The majority of cytokines signal via the class I (haematopoie-
tin) and class II (interferon) receptors, which have common features.
The first is that the receptors generally consist of two separate protein
subunits and binding of the appropriate cytokine leads to receptor
dimerisation. The second is that the cytoplasmic domains of the recep-
tor subunits are associated with distinct protein tyrosine kinases called
Janus kinases or JAKs (Figure 4.12). They are so called because, like the
Roman god Janus, who had two faces, these proteins have two active
sites: one which binds the kinase to the receptor and the second, a
catalytic site, which, when activated, has protein tyrosine kinase activ-
ity. Thus the binding of a cytokine to a class I/Il receptor activates the
JAKs to become protein tyrosine kinases and they reciprocally
phosphorylate each other. The activated JAKs then phosphorylate
various tyrosines in the receptor complex, thereby creating docking
sites for inactive cytoplasmic transcription factors termed STATS
(signal transducers and activators of transcription). Docking occurs
via the SH2 domain on the STATs. The docked STAT is then phosphory-
lated by the JAK on a key tyrosine residue. Once phosphorylated, the

Figure 4.12 NSNS

signalling in response to
cytokines. The mechanism is
detailed in the text. (Reproduced
from Abbas, A. K., Lichtman, A.
H. & Pober, J. S. (2000). Cellular
and Molecular Immunology, 4th
edition, with copyright permission
from W.B. Saunders Company.)
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Table 4.9. | Association of cytokine receptors with JAK/STAT proteins

Receptor for JAK STAT

Interleukin 2 (IL-2) JAKT [JAK3 STATS
Interleukin 3 (IL-3) JAK2 STATS
Interleukin 4 (IL-4) JAKT/JAK3S STAT6
Interleukin 6 (IL-6) JAKI STAT3
Interleukin 10 (IL-10) JAKI [Tyk-2 STAT3
Interleukin 12 (IL-12) JAK2 [Tyk-2 STAT4
Erythropoietin (EPO) JAK2 STATS
Interferony (IFNYy) JAKT[JAK2 STATI
Interferon a, B (IFNa, B) JAKIT [Tyk2 STAT2

For abbreviations, see the text.

STATs disassociate from the receptor and associate with each other
forming a dimer that undergoes additional phosphorylation on a
serine residue to form the active complex, which can then enter the
nucleus and cause specific gene transcription. The association of par-
ticular cytokine receptors with JAK and STAT gene products is shown in
Table 4.9.

The JAK/STAT pathway shows the importance of protein domains,
and of specific phosphorylation for the catalysis of protein—protein
interactions to generate active complexes. In this example, the
protein—-protein complexes consist of the receptor-receptor dimer,
the JAK-receptor dimer, the STAT-receptor complex and finally the
STAT-STAT dimer. In the next example, the MAP kinase pathway, the
interactions are even more complex.

4.2.4.2 Gene transcription via the MAP kinase pathways

Eukaryotic cells contain a number of different MAP kinases such as c-
Jun N-terminal kinases (JNKs) and p38 kinase (Table 4.10). These
proteins are serine/threonine kinases that are activated in the cell
cytoplasm via the MAP kinase pathways and are then translocated
into the nucleus, where they selectively modulate gene transcription
by phosphorylating particular transcription factors. The literature on
MAP kinases is confusing because of the use of alternative nomencla-
ture to describe the same protein or family of proteins. For example the
MAP kinases are often referred to as ERKs (extracellular signal-regu-
lated kinases — see Table 4.10).

The MAP kinase pathways are literally being discovered as we
write and major advances in our understanding of them are being
made continually. This section will, therefore, describe only the best-
characterised of these signal transduction cascades, which links RTKs




4.2 EUKARYOTIC CELL SIGNALLING

Table 4.10. | Mammalian MAP kinases

o ERKI extracellularsignal-regulated kinase (p44 MAP kinase)

o ERK2(p42 MAP kinase)

o P38 MAP kinase (4 isoforms designated a, B,y (alternative names
ERK6 or SAPK3)and §

e cJun N-terminal kinase/stress-activated protein kinases (JNK/
SAPK)—3 genesand > |0 splice variants

o ERK3 (3 formsencoded by 2 genes)

. ERK4

« ERKS5

« ERK7

to MAP kinases (Figure 4.13). This pathway exemplifies many of the
foundations of intracellular signalling that have been described
earlier in this chapter. It also provides some of the complexities and
curious nomenclature that makes understanding cell signalling diffi-
cult. The binding of the cognate ligand to the appropriate RTK results in
the activation of the small G protein Ras. These small GTPase proteins
have been discussed and the cycling between the inactive GDP-bound
and active GTP-bound forms described. In this case, the GEF involved in
activating the GDP-Ras is known as son of sevenless (SOS) (Figure 4.14).
The binding of SOS to the activated (tyrosine phosphorylated) RTK is via
asecond protein, Grb2, that has an SH2 domain allowing it to dock with
the receptor. Exchange of GDP with GTP activates Ras and this active

Growth factor

[AECICIENEY  Simplified diagram

showing the activation of ERK/
MAP kinase via an RTK. Binding
of the agonist (in this case, a
growth factor) to the receptor
activates Ras, which then
interacts with Raf, a protein
kinase. In turn, Raf activates MEK
(MAP kinase/ERK kinase) a
threonine/tyrosine kinase that
activates ERK. In turn, ERK phos-
phorylates a variety of cytoplasmic
and nuclear proteins including
transcription factors.

Plasma membrane

LaE

Phosphorylation of a
variety of nuclear and
cytoplasmic proteins
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(IR ER Interactions between the T cell receptor (TCR) and MAP kinases in a T lymphocyte. Binding of a peptide-MHC
complex to the TCR induces phosphorylation of the &-chain resulting in binding of the kinase ZAP-70, which phosphorylates an
adapter protein, thus enabling the binding of another adapter protein, Grb-2. This recruits to the membrane a Ras GTP/GDP
exchange factor such as son of sevenless (SOS). The SOS then catalyses the exchange of GDP for GTP, thus activating Ras. We
then have the sequence Raf/MEK|/ERK1,2 activation as described in Figure 4.13. A second parallel MAP kinase pathway is also
activated, involving the small GTPase Rac, which activates JNK1,2. (Reproduced from Abbas, A. K., Lichtman, A.H. & Pober,
J.S. (2000). Cellular and Molecular Immunology, 4th edition, with copyright permission from W.B. Saunders Company.)

complex then binds to a serine/threonine kinase called Raf. Raf; in its
inactive state, is complexed with a phosphoserine-binding protein
called 14-3-3. Binding of Ras dissociates this 14-3-3 protein and results
in the activation of Raf. In turn, Raf binds to and phosphorylates MEK
(MAP kinase/ERK kinase). This is an interesting kinase as it has dual
specificity for tyrosine and threonine residues. MEK then phosphory-
lates MAP kinase, and MAP kinase can then phosphorylate the final
group of proteins that mediate the cellular responses to the binding
of the hormone. These proteins include AP-1, c-Myc and Elk that act as
transcription factors. A simplified diagram showing the response of
binding of antigen to the T cell receptor, which encompasses much
of what has been said, is shown in Figure 4.14. For details of T cell
activation refer to Sections 6.7.2 and 6.7.3. Our current understanding
of the control of the various MAP kinases is shown schematically in
Figure 4.15, which shows the relationship of these kinases to upstream
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controlling kinases. As can be seen, a large amount of information

needs to be filled in.

The control of MAP kinase pathways is only now starting to be under-
stood. MAP kinase cascades contain a minimum of three protein
kinases and can be said to comprise a module. In the ERK1/2 module
the first kinase is one of the Raf kinases. Raf then phosphorylates the
MEKSs or MAP kinase kinase - the proteins that directly activate the MAP
kinases. The MEKs are highly selective, for example MEK1 and MEK2
phosphorylate only ERK1 and ERK2. The dual phosphorylation of the
ERKs can increase the enzymic activity by 1000-fold. Other proteins are
required for MAP kinase activity. There is growing evidence that the
MAP kinase pathways produce large complexes that are stabilised by
another protein, Ksr (kinase suppressor of Ras). The concept has
emerged that signalling pathways such as the MAP kinase modules
are topologically organised with