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Preface

In almost all mathematical applications, the physical entities we deal with are finite
and discrete. Macroscopically, the universe is believed to be finite; microscopically,
current well-established physics theories describe only things above the Planck scale
(about 10−35 m, 10−45 s etc.). Except for the theories about the microscopic struc-
ture of spacetime below the Planck scale, all scientific theories in a broad sense,
from physics to cognitive psychology and population studies, describe only finite
things within the finite range from the Planck scale to the cosmological scale. In
these theories, infinity and continuity in mathematics are idealizations to gloss over
microscopic details or generalize beyond an unknown finite limit, in order to get
simplified mathematical models of finite and discrete natural phenomena. Scientists
are guided by their intuitions and experiences in searching for appropriate infinite
and continuous mathematical models to simulate finite and discrete phenomena, and
they rely on observations and experiments to confirm that their models can represent
those phenomena sufficiently accurately.

However, as logicians and philosophers, we have a few questions:

1. What are the logically minimum premises that imply a scientific conclusion about
a finite and discrete phenomenon in the universe, and in particular, are the math-
ematical axioms that apparently refer to infinite mathematical entities logically
strictly indispensable for expressing natural laws and deriving literal truths about
finite and discrete physical entities?

2. Is it possible to demonstrate, in plain logic, that applying an infinite mathemat-
ical model does in the end derive literal truths about a finite and discrete phe-
nomenon?

3. How exactly does infinity bring simplifications in the mathematical models of
finite and discrete phenomena?

These are questions about the logic of mathematical applications or questions for
a logical explanation of the applicability of infinite mathematics to finite physical
things. They should deserve some attention from philosophers and logicians.

This monograph presents a research into some of these questions. I will focus
on the questions (1) and (2) above. More specifically, I will show that some applied

v
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classical mathematical theories can be developed within strict finitism, a fragment
of quantifier-free primitive recursive arithmetic (PRA) with the accepted functions
limited to elementary recursive functions. Strict finitism is therefore elementary re-
cursive mathematics. It can be interpreted as a theory about concrete and finite com-
putational devices. This then implies that the applications of those classical mathe-
matical theories in the sciences are in principle reducible to the applications of strict
finitism, and therefore the apparent references to mathematical entities in applying
those classical mathematical theories are not strictly indispensable. This answers
the question (1) for the applications of those theories. It also implies that the appli-
cations of those classical theories to finite physical things can in principle be trans-
lated into valid logical deductions from literally true premises about finite physical
entities alone to literally true conclusions about them, which demonstrates the ap-
plicability of those classical mathematical theories in plain logic and answers the
question (2) for them.

The classical theories covered in this monograph are still limited, but they do
include some advanced applied mathematics, for instance, the basic theory of un-
bounded linear operators on Hilbert spaces for the applications in classical quan-
tum mechanics and the basics of semi-Riemannian geometry for the applications
in general relativity. Moreover, the techniques used here suggest that more applied
mathematics can be developed within strict finitism in similar ways. Therefore, this
monograph can perhaps show that this is also a feasible strategy for answering the
questions (1) and (2) for other applications of classical mathematics to finite things.
Certainly, the logic of mathematical applications should be a big research topic, and
the work in this monograph is only a small part of it and only a start.

Chapter 1 of this monograph first introduces the philosophical motivation for
this work. My general philosophical position about mathematics is radical natu-
ralism and nominalism. See Ye [43, 45, 46, 48–50] for more details. This chapter
then characterizes the problem of applicability of mathematics under naturalism and
shows that the problem of applicability becomes a logical problem after abstracting
away some details. My strategy for explaining applicability and answering the ques-
tions (1) and (2) above is then introduced and explained informally. The chapter also
explains how this explanation of applicability supports nominalism and radical nat-
uralism. Chapter 1 is an expanded version of the article Ye [44]. Chapter 2 presents
the logical framework for strict finitism, and Chap. 3 develops the basics of calculus
within strict finitism. Then, the rest of the monograph develops some other more ad-
vanced applied mathematical theories within strict finitism. Chapters 3 and 8 each
contains a case study of demonstrating applicability by reducing to strict finitism.

Since this is not a textbook, I will not give all the technical details. In particular,
I will assume that readers are already familiar with calculus and other materials in
classical mathematics of the same level. However, I have tried to make this book
self-contained on more advanced topics, for instance, on Hilbert space and semi-
Riemannian geometry, so that logicians and philosophers who are not very familiar
with these advanced topics can also follow the arguments in this book. To make
the technical work more accessible, I will not present mathematical theories in their
most general and abstract format. For instance, the integration theory in Chap. 6 will
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be restricted to Lebesgue integration for real functions of one variable. An extension
to multiple variable functions is straightforward though tedious.

Developing mathematics within strict finitism is very close to developing math-
ematics in Errett Bishop’s constructive mathematics. This monograph will follow
many ideas in the book Constructive Analysis [6] by E. Bishop and D. Bridges. In
particular, Chaps. 4 and 5 on metric space and complex analysis and most of Chap. 3
on calculus follow Bishop and Bridges rather closely. My task here is to demon-
strate that the main ideas of Bishop and Bridges can actually be realized with strict
finitism, that is, elementary recursive mathematics. For this, sometimes we have to
restate the definitions and unravel the recursive constructions in the original proofs.
The integration theory in Chap. 6 simplifies the approach by Bishop and Bridges.
This will allow us to see more clearly the finitistic content of Lebesgue integration
and see its applicability to finite things. The theory of bounded linear operators on
Hilbert spaces in Chap. 7 is also based on the ideas from Bishop and Bridges, while
the proofs of the spectral theorem and Stone’s theorem for unbounded linear oper-
ators are revisions of the early work in my Ph.D. dissertation (Ye [40, 41]), which
uses a logical framework less restrictive than strict finitism. In general, Chaps. 3–7
are revisions and improvements of my dissertation to fit into the current more re-
strictive framework of strict finitism.1 Chapter 8 on semi-Riemannian geometry is a
recent addition to strict finitism. It is not based on any existent constructive theory.
With it, strict finitism now covers the basics of applied mathematics required for
developing both quantum mechanics and general relativity.

I would like to thank Princeton University and her philosophy department for
the graduate fellowship they offered me during my graduate studies in Princeton
from Year 1994 to 1999, and I am deeply grateful to my advisors John P. Burgess
and Paul Benacerraf for their great help and enduring encouragement during these
years. Without them, this research would not have started. Readers can easily see
that my work is deeply influenced by Benacerraf and Burgess. In a sense, I take
their criticisms of contemporary philosophies of mathematics more seriously than
perhaps many other philosophers do, and I try to respond to their criticisms in a more
thorough, honest and down-to-earth manner. More specifically, after many years of
thinking about the issues and debates surrounding the epistemological difficulty of
abstract entities raised by Benacerraf, I realize that an honest, down-to-earth nat-
uralism or physicalism about human cognitive subjects and cognitive processes is
the true philosophical foundation for nominalism and the key for resolving puzzles
and conflicting intuitions about alleged abstract entities. (See my article [45] for the
details.) On the other side, studies on the criticisms of contemporary nominalization
programs by Burgess make me realize that the real problem of contemporary nomi-
nalistic philosophies of mathematics is that they haven’t offered any literally truthful
and completely scientific and naturalistic account of human mathematical practices

1 I have adopted a slightly different philosophical position since my dissertation work, although the
basic inclination, namely, nominalism and naturalism, has not changed. On the technical side, my
dissertation work is based on a framework that is essentially (quantifier-free) primitive recursive
mathematics, and strict finitism adopted in this book is essentially (quantifier-free) elementary
recursive mathematics.
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including mathematical applications. (See my article [43] for the details.) This then
leads to the idea that the real philosophical problem of applicability of mathematics,
from the naturalistic point of view, is the logical problem of how proofs in classical,
infinite mathematics (conducted in human brains) can apply to derive literal truths
about strictly finite physical things in the universe. This logical problem of applica-
bility is the subject matter of this book. Resolving the problem will also resolve the
puzzles and conflicting intuitions about the indispensability argument, and it will
turn out to support nominalism.

I would also like to thank Professors Solomon Feferman and Edward Nelson for
their comments on my dissertation many years ago. Many thanks are also due to Pro-
fessors Geoffrey Hellman, Michael Liston, Robert Thomas, and another anonymous
referee for the comments on my paper [44]. This paper becomes a part of Chap. 1
of this book. Moreover, Professor James Tappenden’s review of the manuscript of
this book encourages me greatly, and I am very grateful for that. I would also like to
mention my indebtedness to Professor David Papineau, whose book Philosophical
Naturalism was the first inspiration for me in pursuing this radically naturalistic phi-
losophy of mathematics. I am also indebted to the managing editor Ms. Ingrid van
Laarhoven and the language editor of this book. Without their hard work and great
help, this book would not have come out and would not be in such a good shape.

Finally, I want to thank my wife Jingjuan and mother-in-law Wu Yonglian for
their patience and support during these years, and thank my baby daughter Tiantian
for the joy she brings.

Beijing
March 2011

Feng Ye
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Chapter 1
Introduction

This chapter will first introduce my general philosophical position, which is radical
naturalism and nominalism. Then, I will explain how the problem of applicability of
mathematics can be naturalized, that is, formulated as a problem about some natu-
ral regularity in a class of natural phenomena (i.e., the phenomena involving human
brains and their physical interactions with other physical entities in human environ-
ments in mathematical practices). Applicability becomes a logical problem after we
abstract away psychological, physiological, physical, and many other details. I will
argue that there are some genuine logical puzzles regarding applicability, due to the
gap between infinity in mathematics and the finitude of the physical things to which
we apply mathematics. No current philosophy of mathematics, neither Platonism
nor nominalism, has resolved these logical puzzles. Finally, a strategy for resolving
some of the puzzles and explaining applicability is introduced. I will also discuss
how this solution is a naturalistic solution and how it supports nominalism.

This chapter is an expanded version of Ye [44]. This monograph focuses on log-
ical and technical issues. The philosophical introduction in Sect. 1.1 will be brief.
It is not intended to be a defense of my position or a refutation of its opponents or
alternatives. Readers interested in the details of my philosophical position can con-
sult other related articles of mine. A brief introduction to these articles is given at
the end of Sect. 1.1.

1.1 A Naturalistic Philosophy of Mathematics

I will start with an examination of the status of infinity in mathematics and in the
sciences, and I will conclude first that a naturalistic and nominalistic philosophy
of mathematics should not assume the reality of infinity in any place, neither in
the physical world, nor in a mathematical world independent of the physical world,
nor in a world that only a non-physical mind can grasp. That is, a naturalistic and
nominalistic philosophy of mathematics should offer a strictly finitistic account of
mathematical practices. Then, I will point out a problem in some recent nominal-

F. Ye, Strict Finitism and the Logic of Mathematical Applications, Synthese Library 355, 1
DOI 10.1007/978-94-007-1347-5 1, c© Springer Science+Business Media B.V. 2011
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istic accounts of mathematical practices, which motivates radical naturalism as the
philosophical foundation for a coherent naturalistic and nominalistic philosophy of
mathematics. Radical naturalism naturally endorses a strictly finitistic account of
human mathematical practices. I will also caution that this is not meant to suggest
abandoning the practices of classical mathematics. On the contrary, this is meant to
be a truly naturalistic description of human mathematical practices, including the
applications of classical mathematics in the sciences.

1.1.1 Infinity and Nominalism

The part of this universe about which scientists have confident knowledge today is
strictly finite. Beyond some finite range, for instance, above the cosmological scale
recognized today (about 1045m) or below the Planck scale (about 10−35 m, 10−45 s
etc.), things are still unknown to scientists (if there are things beyond that range).
One thing we are confident about today is that physical entities at one scale (e.g.,
sub-atomic particles with quantum effects) can look wildly different from physi-
cal entities at another scale (e.g., the medium size physical objects). In particular,
things far away from us can be quite beyond our imagination. For instance, some
physicists suggest that the microscopic spacetime may be more than 4-dimensional
or may be discrete. Modern physics teaches us that we should not quickly general-
ize our observations about things within a finite range to things beyond that range
straightforwardly. For instance, people used to think that we can ‘cut a rod into
halves forever’. However, in fact, before cutting for a hundred and twenty times, we
will reach the Planck scale (for 2−120 m < 10−36 m) and spacetime might be discrete
there and ‘cutting into halves’ might become meaningless. In the real world, we are
never very confident about the result of repeating any operation ‘following the same
pattern forever’.

On the other side, recall how confident we are about infinity in classical math-
ematics. For instance, one way to get infinity in mathematics is just to repeat an
operation ‘forever’ following a pattern or a rule. This is how we conceive of simple
infinite sequences such as the sequence of natural numbers. We never wonder if the
sequence of natural numbers has to stop somewhere, and we never wonder if unex-
pected and unimaginable things may happen when we repeatedly add 1 to a natural
number to get the next number.

This contrast naturally suggests that perhaps infinity in mathematics is only our
imagination, or a manner of speech. The question whether this physical universe is
infinite and the question what will happen if we cut a rod into halves repeatedly are
questions about objective things, things independent of our minds. That is why we
are not sure about the answers. On the other side, we can always imagine that some
operation is repeated infinitely many times following exactly the same pattern. (We
do not really imagine each of the operations; we only imagine that the operation
is repeated infinitely many times.) This depends only on our decision about how to
use the imagination. For instance, even after conceding the possibility of discrete
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spacetime, we can still imagine that a rod is cut into halves repeatedly forever and
ignore what will happen if we actually do it in the real world. Similarly, we never
suspect that unexpected things can happen when we repeatedly add 1 to a natural
number to get the next number, because we ourselves decide how to imagine the
sequence of natural numbers. This explains why we are confident about infinity in
mathematics. That is, infinity in mathematics is perhaps not real. It is perhaps merely
our imagination.

In contemporary philosophy of mathematics, Platonism (or realism1) claims that
mathematical entities and structures literally exist and that there are infinitely many
mathematical entities and there are infinite mathematical structures. In that sense,
Platonism (and realism) is committed to the reality of infinity in mathematics. Math-
ematical entities are allegedly abstract entities, which means that they do not exist in
spacetime, and therefore the existence of infinity in mathematics is independent of
the existence of infinity in this physical universe. Philosophically, Platonism faces
the difficult task of explaining how human beings can have knowledge about ab-
stract entities, for the description of abstract entities as mind independent entities
not existing in spacetime makes it difficult to see how human beings living in space-
time could have knowledge about abstract entities (Benacerraf [4]). This is called
‘the epistemological difficulty for Platonism’. This epistemological difficulty drives
some philosophers to deny the existence of abstract entities. Their view is nominal-
ism. However, many contemporary nominalists are ambiguous about the status of
infinity. Some of them seem to concede the reality of infinity. For example, Field
[14] takes a metaphysical hypothesis about the infinity of spacetime in order to save
the objectivity of arithmetic truths involving infinity; and Yablo [38, 39] takes arith-
metic truths involving infinity as logical truths. Some other nominalists are silent
about the status of infinity under nominalism.

I believe that it is incoherent for a nominalistic philosophy of mathematics to
assume the reality of infinity in either mathematics or the physical world. First,
physicists are indeed still undecided about whether the universe is finite or infinite.
However, we do not want our philosophical account of human mathematical prac-
tices to depend on such assumptions about this physical universe. Practices in pure
mathematics are obviously independent of whether the physical universe is infinite.
We apply infinite and continuous mathematical models in areas such as economics
and population studies, where the subject matter is obviously finite and discrete.
The applicability of infinite mathematics to finite things in the universe does not
depend on whether the universe is ultimately infinite. An account of human mathe-
matical practices that relies on assuming the infinity of this physical universe must
have missed something essential about mathematics. Second, if a nominalist claims
that there is real infinity independent of this physical universe, then she is already
committed to something that does not exist in spacetime and is therefore abstract.
This will contradict nominalism.

Some nominalists (e.g., Chihara [11] and Hellman [17]) suggest that we can ac-
cept the possibility of infinity in mathematics. This is similar to accepting the reality

1 I will ignore the subtle differences between ‘Platonism’ and ‘realism’ (or between ‘nominalism’
and ‘anti-realism’) in the literature, since my position is straight nominalism and anti-realism.
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of potential infinity by intuitionists. I will come back to these views later, but it is
certainly preferable if a nominalist can offer a philosophical account of mathematics
without assuming the reality of infinity in any format, not even a potential infinity or
possibility of infinity, unless it is somehow reducible to finite physical facts about fi-
nite physical things. This is a challenge for nominalists, because it is relatively easy
to find concrete things in spacetime as substitutes for finite abstract entities. For in-
stance, instead of talking about a word type as an abstract entity, we can talk about
structurally similar concrete word tokens (namely, tokens belonging to the same
type), and instead of talking about the number 3 as an abstract entity, we can talk
about the numerical properties of concrete things, such as ‘3-pieces-of’, ‘3-inches’,
and so on, or we can talk about numerals as ink marks on paper or bits-and-bytes
in computers. That is, we can paraphrase assertions that are on apparent about finite
abstract entities into assertions about finite concrete objects as surrogates. Then,
we can claim that we never really refer to finite abstract entities. However, infinite
mathematical entities or structures may have absolutely no instances in this physical
universe. There is no obvious linguistic maneuver for replacing statements about in-
finite mathematical entities or structures with statements about finite concrete things
in spacetime. A well-known indispensability argument for realism in philosophy of
mathematics then claims that, since references to abstract mathematical entities are
indispensable in the sciences, scientific practices confirm that abstract mathematical
entities literally exist.

On the other side, infinity is not a problem only for nominalism. Otherwise, it
will be a strong reason against nominalism. There are some logical and technical
puzzles about the role of infinity in the mathematical applications to finite physical
things above the Planck scale in this universe, due to the fact that infinite mathemat-
ical models do not represent finite physical things strictly truthfully. For instance,
are infinite models really logically indispensable for describing finite and discrete
phenomena in the sciences, and why using infinite models, which do not represent
finite and discrete phenomena truthfully, can derive truths about finite and discrete
phenomena? I will give more details about these logical puzzles of mathematical
application in the next section. These are logical and technical issues in themselves.
On apparent, they have nothing to do with philosophy. However, with a sound log-
ical common sense, we naturally suspect that perhaps the apparent references to
infinite mathematical entities and structures are actually not strictly indispensable
for the applications to strictly finite physical things. We also suspect that perhaps
mathematical proofs in those applications can in principle be translated into valid
logical deductions from premises about finite physical things alone to conclusions
about them. That is perhaps why the applications preserve truths about strictly finite
things. If these turn out to be true, they will support the nominalistic idea that in-
finity in mathematics is merely our imagination or a manner of speech, because the
applicability of infinity is explained exactly by eliminating infinity.

Moreover, if these turn out to be true, we will have a logically plain demon-
stration of the applicability of infinity, because our scientific conclusions about fi-
nite physical things then logically follow from premises about finite physical things
alone. This is exactly what I will attempt to demonstrate in this monograph. In other
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words, there are some technical puzzles about the role of infinity in mathematical
applications and resolving the puzzles may turn out to support nominalism. Besides,
this will also favor a strictly finitistic account of mathematics over those allegedly
nominalistic accounts that assume the possibility of infinity or potential infinity, be-
cause this will show that the so-called possibility of infinity or potential infinity is
also merely our imagination or a manner of speech. An explanation of their appli-
cability to strictly finite things in the universe is also achieved by eliminating them.

Of course, if spacetime is continuous, then there is infinity in the physical world,
but this does not contradict nominalism by itself, for what is infinite is then in the
physical world. On the other side, the idea of defending the reality of infinity in
mathematics based on mathematical applications should be that current mathemat-
ical applications in well-established scientific theories about strictly finite physical
things above the Planck scale already confirm the existence of infinite mathematical
entities to some degree. This idea will be wrong if the applicability of those appli-
cations is explained exactly by eliminating infinity and turning those applications
into valid logical deductions from literally true premises about finite physical things
alone.

There may be widespread doubts among philosophers about the possibility of a
strictly finitistic account of the practices and applications of classical mathematics.
The work in this monograph can perhaps dispel or at least ease those doubts. How-
ever, I must clarify that I am not suggesting that scientists should abandon classical
mathematics and adopt a finitistic version of mathematics. On the contrary, classical
mathematics is an ingenious human invention for representing finite physical things
in human environments in approximate but simple and human-tractable ways. The
task of a logician and philosopher is to resolve logical and philosophical puzzles
about how exactly that ingenious invention works, not to suggest replacing it with
another clumsy tool. This leads to my general philosophical view on the nature of
mathematics.

1.1.2 Naturalism

The nominalistic view on the nature of mathematics is sometimes identified with
mathematical instrumentalism, which usually implies that nominalists treat math-
ematics as an instrument and accept the truths about physical things that mathe-
matics helps to derive but reject mathematical truths themselves. This position is
sometimes accused of being ‘intellectually dishonest’ and is alleged to be based on
a metaphysical (and hence anti-naturalistic) prejudice against abstract entities. For
instance, Burgess and Rosen [7, 8, 32] have some forceful criticisms of nominalism
so construed. I agree that their criticisms are strong as far as they go, but they do not
affect the kind of radically naturalistic nominalism that I hold.

To explain why, let me first point out a problem in the common characterization
of mathematical instrumentalism. A thermometer is really an instrument, but a ther-
mometer is a real physical object, and there are natural laws governing how a ther-
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mometer works as an instrument, and there is a literally true scientific theory about
how a thermometer works as an instrument. In other words, a true instrument should
be a real thing and a description of how an instrument works should be a literally
true description. The instruments in mathematical applications cannot be mathemat-
ical entities since there is no such entity. Moreover, it is not accurate to say that a
mathematical proposition or theory is an instrument. What is a mathematical propo-
sition or theory? If a proposition or theory is an abstract entity, then this contradicts
nominalism already. If a proposition or theory consists of some concrete word to-
kens printed on paper, then how can these ink marks work as an instrument and
what is the literally true description of how these ink marks work as an instrument
in mathematical applications? If a proposition or theory is a non-physical, mental
entity, then does this mean that mathematical instrumentalism must be committed
to dualism, that is, the view that there are non-physical, mental entities? Therefore,
this characterization of mathematical instrumentalism is only a vague and figurative
description, not a literally truthful description of the real situation of human math-
ematical practices. It does not say what exactly the instruments in mathematical
applications are, and more importantly it has not given any literally true descrip-
tion of how exactly those instruments (as real things) work in human mathematical
applications.

Similarly, some nominalists (e.g., Hoffman [19] and Leng [21]) identify their
position as fictionalism, which says that mathematical entities are fictional entities
and mathematical theories are fictions. Leng’s basic idea is that we can use fictional
entities to build models for real things in the applications. This has the same prob-
lem. There are really no such things as ‘fictional entities’. There are only mental
processes in human imaginative activities or words printed on paper seen and un-
derstood by humans as fictions. In particular, it is literally false to say that scientists
use fictional mathematical entities to build models to simulate real physical things
in mathematical applications, because literally there are no such entities for scien-
tists to use and there are no such models. Offering such an explanation for human
mathematical applications only shows that one has not really explained how human
mathematical applications work. More generally, in explaining how a fictional dis-
course works in human cognitive activities, one should not again refer to ‘fictional
entities mentioned in the discourse’ as if they were real. Instead, one should give
a realistic and literally truthful description of what really exist in practicing that
fictional discourse by humans.

These problems in the current nominalistic philosophies of mathematics motivate
my radically naturalistic approach to philosophy of mathematics. More specifically,
I start from methodological naturalism (e.g., that adopted by Maddy [22]), which
suggests that we accept our scientific knowledge as our starting point in philosophy.
I emphasize that we should first of all accept what mainstream scientists confidently
assert, and I emphasize that this includes the thesis that we humans are physical
things ourselves and results of evolution. This means that human mental processes
are ultimately neural processes in human brains and human mathematical practices
are the cognitive activities of human brains in their physical interactions with their
physical environments. Then, what really exist in human mathematical practices and
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applications are neural activities inside brains and their physical interactions with
other physical things in human environments. The instruments in human mathemat-
ical practices are actually human brains (as well as paper-and-pencils or computers
used by human brains), which are indeed the most sophisticated instruments in the
universe. A study of human mathematical practices is then essentially a scientific
and very realistic study of how such instruments work. The study can abstract away
psychological, biological or physical details and focus on the aspects that interest
logicians and philosophers, but it is still a scientific study of a kind of natural phe-
nomena and is not essentially different from any other branches of science.

This philosophical position is close to philosophical naturalism or physicalism
in contemporary philosophy of mind. See, for instance, Papineau [28], which orig-
inally inspired my research. My research project is meant to be an improvement
upon Papineau’s naturalistic account of mathematics, for Papineau’s account is still
based on the locution of fictionalism and is not strictly finitistic and physicalistic.
There are subtle differences between ‘naturalism’ and ‘physicalism’ in philosophy
of mind, and there are different species of physicalism. I will ignore them here. Per-
sonally, I am more sympathetic with the kind of strongly reductive physicalism that
Papineau [28] holds, and I am inclined to think that this is the only coherent natural-
ism. However, a naturalistic philosophical account of human mathematical practices
perhaps does not have to rely on such a strong understanding of naturalism. For in-
stance, David Chalmers, one of the representatives of anti-physicalistic naturalists,
also agrees that everything about the cognitive functions of a brain can in principle
be explained in physicalistic terms, and that only phenomenal consciousness may
be beyond physicalism (Chalmers [9]). Now, in our naturalistic philosophical ac-
count of human mathematical practices, we are interested only in the functions, not
the phenomenal experiences, of doing mathematics. Therefore, it is harmless to use
physicalism as a working assumption.

My position is also close to Maddy’s [22] radical methodological naturalism,
but I try to emphasize that holding to methodological naturalism implies accepting
that we human cognitive subjects are physical things ourselves, which will have
very significant philosophical consequences. For instance, I believe that naturalism
in this sense implies straight nominalism. The basic reason is that a physicalistic
description of human mathematical practices as the cognitive activities of human
brains will not need to say which abstract entities human brains ‘refer to’, or ‘posit’,
or ‘are committed to’. Actually we should not use such terms as ‘refer to’, ‘posit’,
or ‘be committed to’ in a physicalistic description, since they are not physicalistic
terms and they may have to presuppose a non-physical mind with irreducible inten-
tionality, unless they can be naturalized (see the next section). I will not argue for
this implication from naturalism to nominalism here. See Ye [45] for an argument.
Note that Quine holds both naturalism and realism in mathematics. My view is that
when Quine talks about neurons and stimuli, and when he admits that humans are
physical denizens in the physical world (Quine [30], p. 16) and that epistemology is
a branch of psychology (Quine [29]), he does abide by naturalism. However, when
he starts to talk about ‘positing abstract entities’, he actually slips away from nat-
uralism. That is, there is an internal inconsistency in his philosophy. See Ye [45]
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for my argument on this. That is also why I call my position ‘radical naturalism’ to
distinguish it from Quine’s position.

Therefore, my approach is to explore a radically naturalistic and down-to-earth
realistic (i.e., literally truthful) account of human mathematical practices and ap-
plications, by referring to what really exist in human mathematical practices, that
is, human brains and their activities and interactions with physical things in hu-
man environments. It turns out to be nominalistic, but the accusation of ‘intellectual
dishonesty’ or ‘holding metaphysical prejudice’ does not apply to it, because it is
meant to be literally truthful and truly naturalistic. It is not ‘a subject with no object’
(cf. Burgess and Rosen [8]). Rather, all are physical objects, including we humans
ourselves, and there is no non-physical ‘subject’, and therefore there are no abstract
objects seen from the point of view of a ‘subject’ facing an ‘external world’. It
is ‘objects with no subject’. That should be what a true naturalistic worldview is.
Naturalism is not the view that scientific methods are the best methods for a non-
physical ‘subject’ to know objects in a world ‘external to the subject’. A naturalist
philosopher may start her philosophical thinking with a tacit and vague assumption
that she is a ‘subject’ herself and scientific methods are the best methods for her to
know things in a world ‘external’ to her. However, after accepting the mainstream
scientific theories, she should admit that she is a physical system herself and there
is no ‘subject’ dwelling inside her brain and trying to know a world ‘external to the
subject’ by utilizing her brain. She should admit that human cognitive subjects them-
selves are natural objects, namely, physical or biological systems, and that cognitive
processes are natural processes. Then, human mathematical practices are literally
neural activities inside human brains and physical interactions between brains and
the environments.

Quine used to say, ‘Physicalism, on the other hand, is materialism, bluntly monis-
tic except for the abstract objects of mathematics’ (Quine [30], p. 15). My view is
that there is no exception and assuming the exception is actually inconsistent with
naturalism, mostly because we ourselves are merely physical systems and it is re-
dundant or even meaningless to say that a physical system is ‘committed to a so and
so abstract entity’ (Ye [45]). Quine thinks that there has to be an exception, possibly
because his early effort to nominalize mathematics did not succeed (Goodman and
Quine [15]). Unable to get rid of infinity seemed to be the main reason why the
nominalization program by Goodman and Quine did not succeed. Therefore, a goal
of this monograph is to show that a strictly finitistic account of the applicability of
classical mathematics is possible.

However, I must also clarify that I didn’t mean that radical naturalism is the only
consistent worldview. An honest dualistic worldview like Gödel’s may also be con-
sistent. What may be inconsistent is a view that claims to be naturalism, but that still
conceives of a ‘subject’ as something that is not just a physical system in physical
interactions with its physical environments, and that still talks about how a ‘subject’
is ‘committed to’ a so and so object in an ‘external world’ (Ye [45]). Moreover,
radical naturalism is not a dogma or faith, and it is not meant to be extremism. To
me, it is a modest, cautious and down-to-earth attitude. We are not sure if there are
immaterial minds that can somehow ‘grasp’ mathematical concepts by some sort of
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intuition, as Gödel believes, and we do not know how to start studying such minds
if we hypothesize them. However, we are quite sure that there are brains and that
the neural networks in human brains can do pattern recognition, language parsing,
memory association, concept formation, logical inference, and so on and so forth.
Therefore, why don’t we start from our mainstream scientific description of human
cognitive activities and investigate, from the logical and philosophical point of view,
whether or not this is sufficient to give an account of human mathematical practices?
This will require some difficult and perhaps tedious technical work, as this book and
the related researches will show, but I take that to be an advantage of a philosoph-
ical working framework, not a disadvantage. As long as we are sure that we are
analyzing real things in the real world, not making up things, we are entitled to be
confident that the work will be rewarding, no matter how difficult or tedious it is.

This monograph therefore concerns explaining the applicability of mathemat-
ics under radical naturalism and nominalism. Several other articles of mine address
other issues in this philosophy of mathematics and other aspects of mathematical
practices. More specifically, Ye [43] motivates this approach by evaluating its alter-
natives and arguing that an approach like this is unavoidable for anyone who wants
to hold a coherent naturalistic and nominalistic philosophy of mathematics. Ye [45]
argues that naturalism implies nominalism and it discusses the problem in Quine’s
philosophy. Then, Ye [48–50] examine several aspects of mathematical practices
from this naturalistic point of view. Ye [48] tries to explain what an understanding
of mathematical statements consists in, what knowledge, intuition, and experience
in mathematical practices consist in, and what the relationships between the mathe-
matical and the physical consist in. Ye [49] discusses various aspects of objectivity
in mathematical practices and explains why admitting objectivity does not imply
admitting the objective existence of abstract mathematical entities (or the objective
existence of concepts as ‘brain-independent’ entities). Ye [50] discusses the appar-
ent universality, apriority and necessity of logic and elementary arithmetic from the
naturalistic point of view.

1.2 The Applicability of Mathematics Under Naturalism

This section will characterize the problem of applicability of mathematics under
radical naturalism. It means formulating the problem as a problem about human
brains and their interactions with their physical environments. It will be called ‘nat-
uralizing the applicability of mathematics’. For that, we must first explain how the
notions of semantic reference, truth, and logical validity can become naturalistic no-
tions, that is, how they can be naturalized. This is a big research topic in itself and
I can only briefly introduce relevant notions here. My focus will be on explaining
how the problem of applicability of mathematics becomes a logical problem after
we abstract away psychological and many other details. I will also argue that there
are some genuine logical puzzles regarding applicability.
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1.2.1 Naturalizing Reference, Truth and Validity

To naturalize reference, truth, and logical validity, we need some general assump-
tions about human cognitive architecture. We know very little about human cogni-
tive architecture. Fortunately, since our interests are only in the philosophical and
logical aspect of human mathematical practices, we can ignore psychological details
and rely on a greatly simplified model of human cognitive architecture, as long as we
have reasons to believe that these simplifications will not invalidate our answers to
the philosophical and logical questions regarding human mathematical practices. In
particular, I will assume the Representational Theory of Mind. It means that brains
create inner representations realized as neural structures in brains. Brains associate
linguistic expressions with inner representations in order to communicate them. We
say that linguistic expressions express inner representations.

Some inner representations are concepts, which are typically expressed by nom-
inal phrases. Note that concepts here are concrete neural structures in individual
brains, not the Fregean concepts or senses as public and abstract entities. Some con-
cepts semantically represent or refer to physical objects or their properties. For in-
stance, a concept RABBIT in someone’s brain expressed by the word ‘rabbit’ may
represent rabbits. I will call these realistic concepts. This semantic representation
(or reference) relation is a sort of physical connection between a neural structure in
a brain and other physical entities or properties.

Characterizing this representation relation in naturalistic terms (i.e., without us-
ing intentional or semantic terms such as ‘represent’, ‘mean’, ‘refer to’, etc.) is
called naturalizing content in philosophy of mind. See Adams [1] and Neander
[26] for some surveys. There are difficulties in the current theories for naturaliz-
ing content and I proposed a new theory that can perhaps resolve those difficulties
(Ye [47]). I will not go into the details here, and certainly naturalizing content is
still an unfinished undertaking in philosophy of mind. However, I will assume that
this representation relation can be naturalized. That is, there may be many serious
technical difficulties to overcome, but there is no essential philosophical obstacle
to it. This also means naturalizing the semantic norm in the representation relation,
or giving an account of what semantic misrepresentations (or semantic errors) are
under naturalism.

Some other concepts do not represent anything directly. They have more flexible
and abstract cognitive functions inside a brain, and they can connect with physical
things outside the brain indirectly. I will call these abstract concepts. Mathematical
concepts are abstract concepts. For instance, a mathematical concept expressed by
the word ‘2’ in a brain can combine with a realistic concept RABBIT to form a com-
posite concept 2-RABBIT, which does represent physical things outside the brain
directly. Similarly, in applying a geometrical theory to the physical space, a mathe-
matical concept POINT in the geometrical theory in a brain is translated into a real-
istic concept representing small space regions directly. Such translations of abstract
concepts into realistic concepts are neural processes in brains. Abstract concepts are
abstract representational tools (as neural structures) inside brains, which allow the
brains to represent things in more flexible and abstract ways.
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Thoughts are another type of inner representation and are typically expressed
by declarative sentences. For instance, a simple thought expressed by ‘rabbits are
animals’ in a brain is composed of two concepts RABBIT and ANIMAL in that
brain. This thought is true in the naturalized sense if the entities represented by
RABBIT are among the entities represented by ANIMAL. Since the representation
relation for realistic concepts is a naturalized relation, this is naturalized truth or
naturalized semantic correspondence between thoughts and the environments, and
it is ultimately a physical connection between neural structures and other physical
things as well.

Note that this naturalized ‘true’ applies to thoughts composed of realistic con-
cepts only, which are realistic thoughts. Thoughts composed of abstract concepts
do not represent any state of affair directly. They are abstract thoughts. They have
more flexible and abstract cognitive functions inside a brain, and they can similarly
connect with physical things outside the brain indirectly. Mathematical thoughts
are abstract thoughts. For instance, an abstract thought in a geometrical theory in a
brain is translated into a realistic thought about the physical space when the geo-
metrical theory is applied to the physical space, and then that realistic thought can
connect with the physical space by the naturalized representation relation. Mathe-
matical concepts and thoughts constitute a rich pool of representational tools, allow-
ing a brain to represent, organize, and process its inner representations of physical
things efficiently, in some flexible and abstract manner. They are similar to the flex-
ible and abstract software tool packages that a software system (or a robot) uses in
processing data about real physical things (e.g., the personnel data of a university).
See Ye [48] for more details on the cognitive functions of mathematical concepts
and thoughts.

There are also logically composite thoughts composed of other thoughts and log-
ical concepts. I will assume that the naturalized truth for thoughts composed of
realistic simple thoughts will respect common logical rules. For instance, a thought
‘p AND q’ will be true just in case both the thoughts p and q are true. Note that in
naturalism, we do not intend to offer any foundational justification of logical truths
or any non-circular definition of logical constants. We simply describe how human
brains work, based on all our scientific knowledge, including our logical knowledge.
This is the stance of methodological naturalism (see, for instance, Maddy [22]).

A logical-inference rule is an inference process pattern in brains, which produces
a thought in some format as the conclusion from some other thoughts in some for-
mats as the premises. As a logical-inference pattern, we fix logical concepts in the
pattern and consider other realistic or abstract concepts variable. Therefore, a real-
istic thought may share the same format as an abstract thought, and an inference
process instance involving abstract thoughts can share the same inference pattern
with an inference process instance consisting of realistic thoughts exclusively. A
logical-inference rule is valid in the naturalized sense, if for any inference process
instance with that pattern and with realistic thoughts as the premises and conclusion,
whenever the premises are true in the naturalized sense, the conclusion is also true
in the naturalized sense. Therefore, this is a naturalistic notion as well. An assertion
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about the naturalized validity of a logical-inference rule is an assertion about some
regularity in a class of natural processes.

Note that while a logical-inference pattern may apply to abstract thoughts as well
as realistic thoughts, naturalized validity is characterized by the effects on realistic
thoughts only, because naturalized truth is meaningful only for realistic thoughts.
Moreover, note that a brain may frequently conduct logical inferences that are not
valid according to this characterization. Therefore, there is normativeness in nat-
uralized logical validity. It is naturalized normativeness coming from naturalized
semantic normativeness in the representation relation for realistic concepts. In other
words, for a logical rule, being valid is not simply equivalent to being used by most
(or many, or some) people as a natural fact, and the common criticism of psychol-
ogism in logic does not apply here, although validity is determined by total natural
facts (which has to be the case under naturalism).

All logical rules in classical first-order logic are valid in this naturalized sense.
Again, remember that we are not offering any foundational justification of the va-
lidity of logical rules. We reach this conclusion based on our scientific knowledge.
Some of these logical rules are a priori and necessary in a naturalized sense. That is,
as a result of evolution, human brains have an innate cognitive architecture adapted
to human environments so that some patterns of inferences are universally valid and
a human brain has the innate tendency to accept these rules after a normal matura-
tion and learning process. See Ye [50] for a discussion on the apriority and necessity
of logic under naturalism.2

On the other side, if there are only finitely many physical objects in the universe,
then, for some numerical expression N, it may happen that all realistic thought in-
stances of the format ‘there are only N Ps’ (for a predicate variable P) are in fact
universally true. Then, this becomes a logically valid thought pattern in this natural-
ized sense.3 However, this thought pattern is not a priori and necessary in the above
naturalized sense, because brains do not have any innate tendency (as a result of
evolution) to accept such a thought pattern (after a normal maturation process). It
seems that traditional logical truths are those naturalistically valid thought patterns
that are also a priori and necessary in the naturalized sense (and are therefore know-
able to brains), together with some idealizations of these, for instance, idealizations
by ignoring any limitation on the complexity of thoughts that could be produced by
brains.

Finally, some philosophers (e.g., those who hold eliminativism on intentional or
semantic notions) may deny that there is anything like a concept or thought inside
a brain. However, it is a fact that humans can do symbolic inferences, at least on
paper with pencils if not inside their skulls. Therefore, for our purpose here, we can
ignore psychological details and consider a bigger physical system consisting of a
brain together with the words produced by the brain, printed on paper and used by
the brain to assist its work. We can view mathematical applications as interactions

2 Maddy [22] has another kind of naturalistic description of logic. It is not based on naturalized
reference and truth and is not radical naturalism in my sense.
3 I would like to thank a referee for raising this question and the question discussed in the next
paragraph.
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between this bigger system and its environments. Then, we can take those linguis-
tic expressions (printed on paper) inside such an ‘extended brain’ as concepts and
thoughts. In other words, we can take all books in our libraries as a part of an ex-
tended brain. Certainly, it is still an interesting psychological question how neurons
inside a brain interact with those word tokens printed on paper and whether anything
inside a brain can be seen as a representation of those word tokens (or other physi-
cal things outside the brain). However, this is a question about the details of human
psychological mechanisms and it does not concern us logicians and philosophers.

Note that it is physicalism that allows us to say this. Since a cognitive subject is
just a physical system, when we consider how to delineate the boundary of that sys-
tem for the purpose of studying its cognitive interactions with its environments, we
naturally take those pieces of paper with words printed on by that brain as a part of
the system, instead of a part of its environments. That is, since books are produced
by the brain and used by the brain to assist its work, they should belong to the cogni-
tive system. This is similar to the fact that a knowledge base stored on a mobile hard
disk should be treated as a part of a robot’s internal representational system when
describing the cognitive interactions between the robot and its environments, and a
human is essentially a robot under physicalism. If we were speculating about how a
non-physical ‘subject’ knows things in an ‘external world’, we would probably think
that this idea of an ‘extended brain’ is ridiculous, because those word tokens printed
on paper clearly belong to the ‘external world’, not the ‘subject’. Therefore, it is
naturalism that makes the debate between eliminativism and representationalism ir-
relevant for a logical and philosophical study of the applicability of mathematics.
We can simply assume that there are concepts and thoughts inside brains.

1.2.2 Naturalizing the Applicability of Mathematics

In a typical mathematical application, we first have some realistic thoughts repre-
senting observed data. These are our realistic premises. For instance,

that object is 98◦C now

can be such a realistic premise. Here, ‘98◦C’ expresses a composite concept repre-
senting a physical property. Then, we choose a collection of mathematical concepts
and thoughts for modeling the phenomenon and we translate realistic premises into
mathematical thoughts, which are our mathematical premises. For instance, we use
an abstract concept ‘representing a mathematical function’ to summarize the tem-
peratures of the object at different moments and we translate the premise above into
the thought

T (0) = 98,

which is one of our mathematical premises. We may directly adopt a mathematical
premise as a representation of some natural regularity. For instance, another math-
ematical premise here may be a differential equation on T , which is intended to
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represent the regularity in heat conduction. Then, by a mathematical proof, we draw
a mathematical conclusion from these mathematical premises, together with other
mathematical axioms as extra mathematical premises. For instance, we may derive
this mathematical thought as the mathematical conclusion

T (3) = 53.

Finally, we translate that mathematical conclusion back into a realistic thought as
our realistic conclusion about the phenomenon. For instance, translating the mathe-
matical conclusion above, we will get

that object will be 53◦C in 3-seconds.

Here, ‘3-seconds’ again expresses a composite concept representing a real physical
quantity. The entire application process can then be illustrated below:

realistic premises ——> mathematical premises
⇓ (mathematical proof)

realistic conclusion <—— mathematical conclusion

The translations between realistic thoughts and abstract mathematical thoughts
are frequently expressed as bridging postulations, which are thoughts connecting
realistic concepts and abstract concepts. For instance, the thought ‘the function T
represents the temperatures of the object’ is such a bridging thought. More accu-
rately, a bridging postulation is usually expressed as a biconditional:

for any t, y, that object will be y◦C in t-seconds,
iff T (t) = y.

Since physical quantities are only meaningful up to some finite precision, we can
understand the quantification for t, y here as a substitutional quantification ranging
over decimal numerals with a fixed finite number of decimal points. Then, ‘y◦C’ and
‘t-seconds’ again express realistic concepts representing physical quantities. Note
that such bridging postulations are abstract thoughts, since they include abstract
concepts as essential components.

With translations between realistic thoughts and abstract mathematical thoughts
expressed as bridging postulations, an application process becomes an inference
process from some realistic premises, mathematical premises, and bridging postu-
lations to a realistic conclusion:

realistic premises
mathematical premises + bridging postulations

........
realistic conclusion

(appl)



1.2 The Applicability of Mathematics Under Naturalism 15

A more detailed analysis of an example of application will be given in the next
section.

Note that in this inference process on thoughts (as neural structures in a brain),
only the realistic premises and the realistic conclusion at the beginning and end can
be true in the naturalized sense. Mathematical thoughts at the beginning or the in-
termediate stages do not represent anything in the naturalized sense. An explanation
of the applicability of mathematics means explaining why the realistic conclusions
are true (in the naturalized sense) in ordinary valid mathematical applications in the
sciences. This is similar to explaining why a physical property, for instance, a prop-
erty about mass or energy, is present at the end of some physical processes (while
it is neither present at the beginning nor preserved at the intermediate stages). It is
a scientific question. It asks for an explanation of some regularity among a class of
natural processes.

Since it is a scientific question, an answer to it has to be a scientific answer. In
particular, it has to consist of literally true scientific assertions about what really
exist, for instance, about those neural structures, their functions in brains, and their
naturalized representation relation with physical entities in the environments. The
correctness or value of a putative explanation should be judged by ordinary scientific
standards, like any other scientific explanation of natural regularity. The applicabil-
ity of mathematics is thus naturalized. Moreover, remember that under naturalism
an explanation of applicability is not meant to be a foundational justification of ap-
plicability.

1.2.3 Applicability as a Logical Problem

We want to ignore details as much as it is reasonable in studying the problem of
applicability. In particular, we can distinguish the logical aspect from the psycho-
logical aspect. The psychological aspect is about the psychological mechanisms in-
volved in the mathematical activities of a brain. For instance, how does a brain in-
vent and operate on mathematical concepts, and what human cognitive architecture
enables a brain to do this? Lakoff and Núñez [20] is an example of such research.
In contrast, the logical aspect is about the logical structures of mathematical con-
cepts, thoughts, and inference patterns, and about how these structures allow finally
producing a literally true realistic conclusion about physical things in an application
scenario.

In studying this logical aspect, we can abstract away psychological and other de-
tails. For instance, as an approximation, we can assume that the structures of inner
representations are just the syntactical structures of linguistic expressions expressing
them. Then, instead of talking about concepts and thoughts as inner representations
realized as neural structures in a brain, we can talk about linguistic expressions, as if
those words and sentences were themselves in the brain. As a further simplification,
I will assume that inner representations are syntactical entities in a language with
a clearly defined basic vocabulary and syntax, such as a first-order language. Then,
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concepts are terms in the language, and thoughts are sentences there, and inference
processes are syntactical inferences on sentences. These assumptions appear rea-
sonable for our specific purpose here. We may assume that these syntactical entities
are inside an ‘extended brain’ as mentioned above. Then, these assumptions amount
to assuming that only the structures that are encoded in these syntactical entities are
really relevant for explaining, from the logical and philosophical point of view, how
an application finally produces a literally true realistic conclusion about physical
entities. Other details beyond those structures, psychological or otherwise, are not
really relevant.

More specifically, we can distinguish between two vocabularies in the language.
The realistic vocabulary is for expressing realistic concepts and thoughts. It makes
up a sub-language Lr. The abstract vocabulary is for expressing abstract mathe-
matical concepts and thoughts and makes up another sub-language Lm. Terms and
sentences in Lr are realistic terms and sentences, and those in Lm are abstract
terms and sentences. Bridging sentences will use both vocabularies. Realistic terms
and predicates in Lr have fixed semantic references consisting of physical entities
or their properties in the real world, based on the naturalized representation rela-
tion. We will ignore the details in that naturalized representation relation and treat
that relation as a satisfaction relation between a formal language and a semantic
model consisting of physical entities. Therefore, Lr has a fixed semantic model Ar
consisting of real physical entities.

Let Γr be the collection of realistic premises in a specific application instance; let
Γm be the collection of mathematical premises, including the premises expressing
scientific laws and the mathematical axioms of classical mathematics; and let Γb be
the collection of bridging postulations in that application. The application is then a
purely logical inference

Γr ∪Γm∪Γb ` ϕ

from these premises to a realistic sentence ϕ in Lr as the realistic conclusion. We
may assume that Ar |= Γr when this application is scientifically valid. However,
Ar |= Γm∪Γb does not hold, since the semantic model Ar consists of only physical
entities. Then, the applicability problem becomes this logical problem:

The Logical Problem of Applicability: In a scientifically valid application,
assuming that Ar |= Γr, why does Γr∪Γm∪Γb ` ϕ imply Ar |= ϕ, for ϕ that is
in the language L r and is scientifically meaningful?

1.2.4 The Logical Puzzles of Applicability

It is sometimes claimed that realism in philosophy of mathematics has a ready ex-
planation of the applicability of mathematics and that this is the advantage of realism
over anti-realism. A realistic explanation claims that the conclusion in an inference
process (appl) above is true, because all the premises there are true (although some
of them are ‘true of abstract mathematical entities’), and because the inferential
steps there preserve truth. Under naturalism, this means that (i) there is a property
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‘true’ that is applicable to both abstract thoughts and realistic thoughts in brains, and
(ii) this ‘true’ property is consistent with the naturalized ‘true’ property for realistic
thoughts, and (iii) this ‘true’ property is possessed by all thoughts in the inference
process (appl) above.

From the naturalistic point of view, there are two problems in this alleged expla-
nation; one is philosophical and the other is logical and technical. The philosophi-
cal problem is that realists have not offered any naturalistic characterization of the
alleged ‘true’ property for abstract thoughts in brains satisfying the conditions (i)
to (iii) above. In particular, Quine’s philosophy did not offer any, nothing like the
naturalized truth as a relation between realistic thoughts in brains and the physi-
cal environments. Indeed, Quine accepts disquotational reference and truth, but this
cannot dodge the problem here if one takes naturalism seriously. I will not go into
the details here. See Ye [45] for an argument that disquotational reference and truth
cannot save abstract entities under naturalism.

The logical and technical problem is that even if we agree that abstract mathe-
matical objects exist and mathematical theorems are true of them, in many cases,
there is still no clear logical explanation of why the conclusion drawn in an appli-
cation is true of physical things. This is because of a clear but constantly neglected
fact about applying infinite mathematical models to the physical world: The phys-
ical things we deal with in current well-established scientific theories are strictly
finite, from the Planck scale (about 10−35 m, 10−45 s etc.) to the cosmological scale;
infinite mathematical models are only ‘approximations’ to finite physical things in
these applications and the logic of these ‘approximations’ is sometimes unclear; the
premises of an application are sometimes not literally true (of finite physical en-
tities), and the application is not simply a series of valid logical deductions from
literally true premises to a literally true conclusion. Ideally, a logically clear expla-
nation of applicability should identify what literally true premises an application
really assumes, and then it should demonstrate how the conclusion drawn in the ap-
plication logically follows from these literally true premises. So far realists have not
given this (even if we agree that mathematical axioms are literally true).

I am not saying that this is impossible. On the contrary, I believe that it is possi-
ble, but in doing this, we may in the end find out that our conclusions about finite
physical things logically indispensably depend on literally true premises about finite
physical things alone. That is, mathematical theorems about infinite mathematical
entities are perhaps not really among the logically minimum premises required to
imply our conclusions about strictly finite physical things above the Planck scale in
current scientific theories.

For instance, consider the case of using a continuous model to simulate the mo-
tion of a fluid consisting of discrete particles. A mathematical premise here may
claim that the mathematical model satisfies some differential equation. This comes
from applying physics laws to the continuous model, pretending that mass in the
fluid distributes continuously. Then, our conclusions about those discrete particles
in the fluid appear to depend on mathematical theorems about that continuous model
and depend on the hypothesis that the model ‘approximately simulates’ the fluid.
However, physicists certainly believe that physics laws about the collisions be-
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tween those discrete particles in the fluid (and physics laws about electromagnetic
force, which finally account for the collision force) are the true fundamental physics
premises that really imply our realistic conclusions about the fluid. Physicists do
rely on experiments to confirm that a continuous mathematical model works fine for
modeling the fluid, that is, to confirm that the model does ‘approximately simulate’
the fluid. However, they do not consider this to be discovering a new fundamental
physics law of nature. They believe that this is only using experiments to confirm
a simplified computation method. Our physics conclusions about the fluid should
in principle follow from the fundamental physics laws (and observation data) about
those discrete particles alone.

For instance, if we have a gigantic computer that can simulate the motion of each
particle directly, by computing the forces exerted on each particle from all other par-
ticles (and from gravitation), then we will have a literally more accurate description
of the motion of the fluid. This description will refer only to those discrete particles
and their physical properties, and it will not assume infinity, continuity, or any ab-
stract mathematical objects. A physics conclusion about those discrete particles will
then follow from fundamental physics laws and other observation data about those
particles alone. That is, a derivation of a conclusion will be a series of valid logical
deductions from literally true premises about finite physical things alone to a liter-
ally true conclusion about them. This suggests that the same should be true for any
physically valid conclusion about the fluid drawn by applying that continuous math-
ematical model: the conclusion, as long as it is physically valid, should not really
depend logically on any mathematical theorem specific about the continuous model;
it should depend only on premises about those finite and discrete particles, although
applying the continuous model greatly simplifies our proofs and calculations.

This example is not peculiar. Other applications of mathematics in current scien-
tific theories about natural phenomena above the Planck scale may be similar, since
they similarly describe only finite and discrete things. For instance, general relativ-
ity is similar in that differentiable spacetime manifolds in general relativity are ap-
proximations to real physical spacetime only at the macroscopic scale. Smoothness
of our mathematical model is used to gloss over microscopic details, not to mean
exact accuracy. Intuitively we feel that infinity and differentiability conditions are
not logically strictly indispensable for implying physically valid conclusions about
real spacetime. Similarly, the standard mathematical formalism of classical quantum
mechanics appears to refer to infinite mathematical entities such as wave functions.
However, considering the fact that it is also accurate only above the Planck scale,
our physics intuition seems to be that it is similar to using continuous models to
simulate fluids. For instance, it is perhaps possible to discretize wave functions and
Schrödinger’s equation, and then, with a hypothetical gigantic computer, we can
perhaps similarly simulate a system of quantum particles.

I admit that at this point it is still unclear whether infinite mathematical models
are indeed in principle dispensable for the applications to finite physical things.
More technical work is required to clarify it. However, the observations above do
suggest that there are some genuine logical questions regarding the applicability of
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classical mathematics in current scientific theories about natural phenomena above
the Planck scale.

1. What are the logically minimum premises implying our scientific conclusions
about finite physical things in current scientific theories? In particular, are math-
ematical theorems about infinite mathematical entities really among the logically
minimum premises?

2. How do we demonstrate in plain logic that using infinite mathematical models to
simulate finite and discrete phenomena does preserve literal truths about them?

3. How do infinite models simplify our theories about finite things?

These are the logical puzzles of applicability. They are questions about the logic
of mathematical applications or questions for a logical explanation of applicability.
Realism has not answered these questions yet. The observations above suggest that
we can perhaps eliminate infinity and transform the applications of infinite mathe-
matics into logically valid deductions from literally true premises about finite physi-
cal things alone, to literally true conclusions about them. If this can succeed, then we
will have answers to the first two questions. That is, mathematical theorems about
infinite mathematical entities are not really among the logically minimum premises
implying our scientific conclusions about finite physical things, and our scientific
conclusions are literally true of finite physical things because they logically follow
from literally true premises about finite physical things.

Note that current anti-realistic philosophies of mathematics have not resolved
these logical puzzles of applicability either. Some of them accept the entire classical
mathematics but do not address the issue of applicability. They merely label the
facts of applicability by a novel name, e.g., ‘nominalistic adequacy’ or ‘empirical
adequacy’ (e.g., Melia [23], Hoffman [19]). Some of them try to develop subsystems
of classical mathematics as philosophically more justifiable mathematics (e.g., Field
[13], Chihara [11], Hellman [17]). However, these subsystems all are committed to
potential infinity, and applying them to strictly finite physical things in the universe
above the Planck scale is still using infinite models to simulate strictly finite things.
For instance, when we use a continuous function in intuitionistic mathematics to
simulate the mass distribution of a fluid, the premises are again not literally true of
those discrete particles in the fluid, and the logical puzzles of applicability remain
the same. (See Ye [43] for more criticisms of other current anti-realistic philosophies
of mathematics.)

Also note that I never assume that there is no real infinity in the physical world.
Most physicists today agree that current well-established physics theories accurately
describe only physical phenomena above the Planck scale. As for what phenomena
are below the Planck scale, physicists are still considering several possible theo-
ries, including discrete or non-4-dimensional spacetime structures. This means that
physicists believe that the successes of current theories above the Planck scale do
not strictly imply the structure of spacetime below that scale. That is, current the-
ories are only approximations above the Planck scale. Even if physical spacetime
is in fact continuous, the validity of current theories above the Planck scale does
not depend on this fact, and the logical puzzles of applicability for current theories
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are still the same. Moreover, intuitively it is still reasonable to think that infinity
is not strictly indispensable in the current theories. If someday physicists do confi-
dently assert that spacetime is continuous, then the logical puzzles of applicability
in that future theory about spacetime might change or even disappear (in case there
is no gap between the mathematical model and the physical spacetime in that future
theory). This does not affect the logical puzzles of applicability in the current the-
ories (or in future theories about other finite and discrete phenomena, such as the
phenomenon of population growth).

1.3 A Logical Explanation of Applicability

Here I will give an informal introduction to the technical strategy for explaining
applicability in this book. I will discuss the technical feasibility of the strategy and
the naturalistic nature of it. I will also compare it with some related works. Finally,
a concrete example is used to illustrate in more details the logical puzzles of appli-
cability and the strategy for resolving the puzzles.

1.3.1 The Strategy

Here is a more detailed presentation of the strategy for answering the questions
(1) and (2) in the last section. Using the notations in the last section, we suspect
that in an application, there are realistic premises (about concrete physical things)
that are not explicitly included in Γr, but are implicitly implied by Γm∪Γb. Suppose
that Γ ′

r is the collection of realistic premises that we can excavate from Γm ∪Γb.
Then, we suspect that for any scientifically meaningful realistic conclusion ϕ drawn
by scientists, we actually have Γr ∪Γ ′

r ` ϕ , where the deductions are valid in the
naturalized sense. The truth of the realistic premises in Γ ′

r is implicitly accepted by
scientists when they use Γm ∪Γb to model real physical entities in that application.
This, together with Γr ∪Γ ′

r ` ϕ , then implies that the realistic conclusion ϕ must
also be literally true (of concrete physical things). That is, our logical explanation
of applicability will go like this:

Ar |= ϕ , because Ar |= Γr ∪Γ ′
r and Γr ∪Γ ′

r ` ϕ .

To explain applicability, we must then excavate and identify such implicit real-
istic premises Γ ′

r and show that the original mathematical proof from Γr ∪Γm ∪Γb
to a scientifically meaningful conclusion ϕ can be transformed into a series of valid
logical deductions from Γr ∪Γ ′

r to ϕ .
When infinite and continuous mathematical models are used to simulate finite

and discrete phenomena, apparently we cannot translate mathematical premises into
literally true realistic sentences about finite and discrete physical entities with the
logical structures of those premises preserved. The mathematical premise stating
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the differentiability of the mass distribution function in a continuous model of fluid,
for instance, cannot be so translated, since a real fluid consists of discrete particles.
Therefore, we cannot obtain Γ ′

r by translating mathematical premises and bridging
postulations in Γm ∪Γb into realistic assertions about physical entities straightfor-
wardly. The case is even more complex when we use mathematical entities to sim-
ulate physical entities indirectly. For instance, we use vectors in Hilbert spaces to
simulate the states of quantum particles. Here, we appear to be using something
alien to a physical system to encode information about the system. Then, it is a
genuine challenge to extract true realistic premises about physical things implicit in
those infinite mathematical models and to transform proofs on mathematical models
into logical deductions from realistic premises about discrete and finite real things
alone.

To solve this problem, I will use the following technical strategy in this mono-
graph. First, Chap. 2 introduces a logical framework called strict finitism, for de-
veloping a kind of mathematics without infinity. Strict finitism is essentially a frag-
ment of quantifier-free primitive recursive arithmetic (i.e., PRA), with the accepted
functions restricted to elementary recursive functions. Closed statements in strict
finitism are reducible to the format t = s, where t and s are closed terms constructed
from numerals and base elementary recursive functions by composition, bounded
primitive recursion, finite sum, and finite product. We can interpret closed terms
as programs (with fixed inputs) in computational devices (including brains). Then,
t = s says that two such programs will produce the same output. Some closed in-
stances of an axiom in strict finitism can be interpreted as literally true statements
about such programs in a finite computational device. Note that not all instances
of an axiom schema can be so interpreted for a real computational device, because
a real computational device has physical limitations and cannot handle very large
numerals properly. However, as long as the numerals involved are not too large and
a computational device is functioning properly, an instance of an axiom can become
literally true when interpreted as an assertion about that computational device.

Applying mathematics in strict finitism is essentially using a computational de-
vice (including a brain) to simulate other physical entities and their properties. We
also have realistic premises, mathematical premises and axioms, and bridging pos-
tulations here. However, mathematical premises and the axioms of strict finitism are
interpreted as statements about a computational device, and bridging postulations
are interpreted as statements about how the computational device simulates other
physical entities. These are all realistic statements. Therefore, an application is a
series of logical deductions from realistic premises to a realistic conclusion.

Then, to explain the applicability of classical mathematics in an application in-
stance, we can try to show that the application is in principle reducible to an appli-
cation of strict finitism. Instead of translating the applications of classical mathe-
matics into the applications of strict finitism directly, my strategy is to develop ap-
plied classical mathematical theories within strict finitism. The syntactic structure
of a theorem in strict finitism is very similar to the syntactic structure of the corre-
sponding theorem in classical mathematics. Therefore, for instance, after a branch
of applied mathematics is developed within strict finitism, we can rather straight-
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forwardly translate a physics textbook written with that branch of applied classical
mathematics into a textbook written with strict finitism. A physics theory will then
have the same formal structure. Moreover, recall that we will need only finite pre-
cisions in representing physical quantities above the Planck scale. Therefore, we
have reasons to believe that physical quantities and states in the actual applications
can all be represented by the functions available to strict finitism. Since the formal
structure of a physics theory is preserved and real physical quantities can be rep-
resented, a physics theory formulated with strict finitism actually states the same
physical facts and regularities as the original one formulated with classical mathe-
matics. They are actually the same physics theory with different mathematical for-
malisms. Therefore, the development of an applied classical mathematical theory
within strict finitism implies that an application of that theory can be automatically
translated into an application of strict finitism.

This means that we can in principle reformulate mathematical premises and
bridging postulations in those applications as assertions about computational de-
vices and their simulation relations with other physical entities. This should not be
very surprising. After all, from the point of view of a naturalistic observer, humans
are actually using their brains, assisted by paper-and-pencils or computers, to simu-
late other physical entities when they apply classical mathematics to those physical
entities. The only puzzle for logicians is that when humans use classical mathe-
matical concepts and thoughts that appear committed to infinity, the logic of how
those concepts and thoughts simulate finite physical entities is not very clear. Then,
the idea here is that the convoluted logic in those abstract mathematical thoughts
in classical mathematics can in principle be straightened, to get logically simpler
and more transparent (but much lengthier and more tedious) thoughts directly about
finite computational devices and their simulation relations with physical entities.

Using the symbolic notations above, here is how the explanation of applicability
goes. For an application instance Γr ∪Γm∪Γb ` ϕ , the implicit realistic premises Γ ′

r
implied by Γm ∪Γb include the axioms of strict finitism, which state how brains or
computers work as computational devices, and they also include other statements
about how these computational devices simulate physical entities in the application.
The fact that the classical mathematical theory in Γm ∪Γb can in principle be de-
veloped within strict finitism will imply that we then have Γr ∪Γ ′

r ` ϕ . This is the
explanation mentioned in the opening paragraph of this section. This will also show
that classical mathematical theorems about mathematical entities are not among the
logically minimum premises implying this conclusion ϕ , and it also demonstrates,
in plain logic, how this conclusion ϕ about physical entities logically follows from
true premises about finite physical entities alone.

1.3.2 The Conjecture of Finitism

Whether or not this strategy can work for all applications of mathematics in current
scientific theories depends on the status of the following technical conjecture:
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The Conjecture of Finitism: Strict finitism is in principle sufficient for formu-
lating current scientific theories about natural phenomena above the Planck scale
and for conducting proofs and calculations in those theories.

There are reasons supporting this conjecture. First, an impressive part of applied
mathematics has been developed within strict finitism. Starting from Chap. 3, this
monograph will develop the basics of calculus, metric space theory, complex analy-
sis, Lebesgue integration theory, the theory of bounded and unbounded linear oper-
ators on Hilbert spaces, and semi-Riemannian geometry. These cover a significant
part of Constructive Analysis by Bishop and Bridges [6] , as well as the mathemati-
cal theories needed for the applications in classical quantum mechanics and general
relativity. Moreover, the general techniques used here seem to show that applied
mathematics within strict finitism can advance much further.

Second, there are also other intuitive reasons supporting the conjecture. For in-
stance, the ratio between the linear cosmological scale to the Planck scale is less
than 10100. It seems that number theoretic functions not essentially bounded by a
few iterations of the power function do not have any chance of representing real
physical quantities. This suggests that elementary recursive functions available to
strict finitism may already be sufficient for encoding real numbers, functions of real
numbers and so on for realistic applications.

Moreover, since infinity and continuity are only approximations to finite and dis-
crete things above the Planck scale in the applications, intuitively we expect that
infinity ought not to be strictly indispensable for deriving a physically meaning-
ful conclusion. Otherwise, the conclusion may be physically unreliable, for it may
need the infinite model to be exactly isomorphic with real things, not merely an
approximation at the macro-scale. This suggests that physically valid applications
are perhaps in principle reducible to the applications of strict finitism. On the other
side, being essentially finitistic can explain why an application respects the fact that
our model is merely an approximation at the macro-scale. This is merely a vague
and intuitive idea at this point, but we will see this more clearly later in developing
mathematics within strict finitism. That is, we will see that there is a close con-
nection between a mathematical proof’s being finitistic and its being sound logical
deductions on statements about strictly finite things.

For instance, in general relativity, we model spacetime by differentiable mani-
folds and some classical proofs on the existence of singularities in the spacetime
manifolds are non-constructive. However, in general relativity, differentiable man-
ifolds are meant to be approximations to real spacetime only at the macroscopic
scale. We expect our physical conclusions in general relativity to remain valid even
if real spacetime turns out to be discrete at the microscopic scale. Now, if an exis-
tence proof about our spacetime model is strictly irreducibly non-constructive, then
we have intuitive reason to think that the proof takes infinity and continuity of the
model too literally and does not respect the fact that the model is merely an approx-
imation at the macroscopic scale. On the other side, in Chap. 3, we will see that
a continuity condition in strict finitism can be translated into literally true claims
about the smoothness of a physical quantity at a macro-scale, when that quantity
is actually discrete at the micro-scale. That is, strict finitism can respect the fact
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that our continuous models are only approximations to real things at the macro-
scale. Therefore, we have good reason to think that physically meaningful proofs
about our models should be essentially finitistic. In Chap. 8, I will actually present a
case study of a version of Hawking’s singularity theorem, whose common classical
proofs in general relativity are non-constructive. I will show that the essential steps
of a classical proof of the theorem can be conducted within strict finitism. This then
shows that the classical proof can be transformed into valid logical deductions on
statements about real spacetime from literally true premises about real spacetime,
even if real spacetime turns out to be discrete at the microscopic scale.

Similarly, the Jordan Curve Theorem in its original format may not be provable
in strict finitism. However, considering the fact that spacetime structure below the
Planck scale is still unknown (and may be discrete or non-4-dimensional), we can
expect that if the theorem is applicable in a real situation, what is really relevant for
the application must be some approximate version of the theorem that does not take
continuity of space too literally (e.g., a discretized version that allows space to be a
discrete lattice of points). Such a version is likely to be essentially finitistic.

Third, consider what the possible counter-examples to the conjecture are. Design
a computer simulating the proofs in ZFC. We believe that the machine will never
output 0 = 1 as a theorem, which follows from our belief that ZFC is consistent.
This belief about a concrete machine is perhaps not obtainable without entertaining
the concepts and axioms in set theory. This appears to be a counter-example to the
conjecture. However, from a strictly naturalistic point of view, our belief in the con-
sistency of ZFC is inductive in nature. In other words, after human brains practice
entertaining concepts in set theory for a long time, and after obvious paradoxes are
eliminated, brains come to believe that no paradoxes will be derived in the future.
This is essentially an inductive belief achieved by a brain based on reflections upon
(i.e., observing) its own activities. It should not be surprising that such a belief is
not obtainable without entertaining those abstract mathematical concepts in brains,
because it is just about what will happen in entertaining those concepts. It is much
like recognizing a complex pattern among a class of natural phenomena. As a case
of scientific application, I take it that our inductive belief in the consistency of ZFC
is among the premises for deriving our belief about that machine. Now, the deriva-
tion from the belief of consistency to that conclusion about a concrete machine is
finitistic. Therefore, this is not a counter-example to the conjecture. On the contrary,
it is another way to justify our beliefs about finite natural processes in the universe
(e.g., the computational process of that ZFC machine) under naturalism and strict
finitism. I will use this strategy in the case study on Hawking’s singularity theorem
in Chap. 8.

Similarly, recall that for a Π 0
1 arithmetic sentence ϕ in PRA, we have

PRA `ConZFC∧PrZFC(pϕq)→ ϕ,

where ConZFC states the consistency of ZFC, and PrZFC is the proof predicate of
ZFC, and pϕq is the Gödel number of the formula ϕ . In strict finitism, the con-
sistency of ZFC similarly implies a (quantifier-free) arithmetic formula (of strict
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finitism) derivable from ZFC. As for an arbitrary first-order arithmetic formula, if
it is to be meaningful for real things in this universe, from the Planck scale to the
cosmological scale whose (linear) ratio is < 10100, we can perhaps expect that all
its quantifiers are actually bounded by elementary recursive functions. Then, it is
reduced to an essentially quantifier-free arithmetic formula of strict finitism. This
means that beliefs about strictly finite, concrete things in this universe obtained by
applying first-order arithmetic formulas provable from ZFC are accountable as fini-
tistic consequences of the inductive belief in the consistency of ZFC. Therefore, we
will not get any counter-example to the conjecture by applying ZFC in this manner.

These reasons are still far from conclusive. More work has to be done in devel-
oping applied mathematics within strict finitism, as well as in analyzing what could
be a counter-example to the conjecture, in order to support the conjecture better.
However, based on the reasons we already have, a positive answer to the conjecture
seems plausible. Then, this strategy for explaining applicability seems feasible.

Finally, remember that I take a completely naturalistic and scientific attitude here.
I am not trying to look for an a priori argument that the conjecture of finitism must
be true. A priori arguments in the traditional sense are meaningless under radical
naturalism, since we ourselves are just physical systems in the physical world and
the products of evolution. Traditional a priori arguments have to assume a transcen-
dental cognitive subject, which is alien to naturalism. On the other side, even if we
end up with a negative answer to the conjecture of finitism, it will still be a valu-
able thing to know where exactly infinity is strictly logically indispensable for an
application to finite things in this physical world and how that can happen. More-
over, recall that I never assume that there is no infinity in the physical world. That
question should be left for physicists to answer. The real job here is to explain how
infinite mathematics is applicable in current scientific theories about a finite part of
the physical world.

1.3.3 The Naturalistic Nature of the Strategy

To see how this explanation of applicability is naturalistic, consider the following
type of explanation of physical phenomena. Suppose that we have a physical system,
and suppose that in a class A of state transition processes for the system which
we frequently observe, the end states always have a property T . Suppose that this
regularity is not obvious from the known physics laws, because the property T is
not present at the initial states of those processes in A, and it is not preserved at the
intermediate states in those processes either. Therefore, we have a puzzle. To resolve
the puzzle, we analyze those processes and find that a state transition process σ in
A can be transformed into another state transition process σ ′ ending at the same end
state. σ ′ has an initial state with the property T , and it follows from known physics
laws that the state transitions in σ ′ preserve the property T . Therefore, it follows
that the end state of σ ′ will have T . This then demonstrates that the property T will
present itself at the end state of the original process σ .
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Our strategy for explaining the applicability of classical mathematics is of the
same kind, with the system being the brain of a scientist (or a brain plus a paper-
and-pencil or a computer), the processes being the inference processes in the brain
in valid applications of classical mathematics, and the property T being the nat-
uralized ‘true’ property for relevant realistic thoughts in the brain. The property T
regularly presents itself at the end states of those applications of classical mathemat-
ics. However, it does not present itself at (or is not applicable to) the initial states,
because the initial states involve abstract mathematical premises and bridging pos-
tulations, to which the naturalized ‘true’ property does not apply. Moreover, the
property T is not preserved in the intermediate inference steps, because those steps
may involve abstract mathematical thoughts as well. Our explanation then says that
such an inference process σ in a brain can in principle be transformed into another
inference process σ ′ in the brain. σ ′ reaches the same realistic conclusion, but it
starts from true realistic premises about physical entities and a computational de-
vice. Moreover, σ ′ uses only valid logical inference rules (in the naturalized sense).
Then, according to the known laws about the naturalized property ‘true’ for realistic
thoughts and valid inference rules, the end state of σ ′ will have the property ‘true’.
This then demonstrates that the property ‘true’ will present itself at the end state of
the original inference process σ .

A few clarifications are in order.4 First, note that the hypothetical inference pro-
cess σ ′ and the computational device mentioned above do not really exist in the
actual world. Is it legitimate for nominalism and radical naturalism to refer to them?
To see that we never go beyond nominalism and naturalism here, note that if a logi-
cian really wants to explain applicability in a specific instance of applying classical
mathematics, she can study our technical work in developing applied mathematics
within strict finitism and then go ahead and translate the application into an appli-
cation of strict finitism. This will involve some tedious logical and mathematical
work, but accomplishing the work will actually realize the process σ ′ above by her
brain and realize the virtual computational device (as a paper-and-pencil or a com-
puter). In other words, we offer a schema, and then anyone with sufficient patience
can instantiate it into a concrete logically plain demonstration of why the conclusion
drawn in a specific application of classical mathematics is true (in the naturalized
sense). This follows the spirit of strict finitism. That is, we use concrete schemas to
achieve generality and we never really ‘refer to’ non-existent, hypothetical things.

We did not even say that those non-existent hypothetical inferences are ‘pos-
sible’. The hypothetical inference process σ ′ and the hypothetical computational
device are physically possible, but we do not really rely on the notion of possibility
in any irreducible manner. Instead, we provide concrete instructions for creating the
inference process σ ′ and the computational device. Therefore, this is also different
from the philosophical approaches by Chihara [10, 11], and Hellman [16, 17], which
seem to rely on the notion of modality in an essential and irreducible manner. Un-
der radical naturalism, assuming an irreducible modality will cause difficulties. For
instance, there is no naturalistic notion of truth for irreducible modal statements (vs.

4 I want to thank several referees for raising some of the questions discussed here.
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the naturalized truth for realistic thoughts), and it is difficult to explain how brains
as physical systems in the actual world can know irreducible modal truths. Only
a naturalized modality is meaningful under naturalism, much like the naturalized
truth. See Ye [42] for an attempt to naturalize modality, and see Ye [43] for more
criticisms of the modal approaches in philosophy of mathematics. Different from
these modal approaches, the strategy here is within nominalism, radical naturalism,
and strict finitism.

On the other side, in demonstrating that an instance of application of classical
mathematics can in principle be translated into sound logical deductions on realis-
tic statements about finite real things, we can resort to our inductive belief on the
consistency of classical mathematics, as the example of ZFC machine in the last
subsection shows. We may rely on our inductive beliefs on consistency to convince
ourselves that a series of sound logical deductions on realistic statements about finite
real things will end up with a specific conclusion. The important thing is that they
are logically valid deductions from literally true premises about finite real things to a
conclusion about finite real things, where ‘truth’ is naturalized truth. No truth about
alleged abstract entities is assumed. The inductive belief on consistency functions
merely to predict that a natural process will have some specific outcome, which is
similar to our inductive beliefs in other areas of science. The case study at the end
of Chap. 8 will provide such an example.

Second, in explaining applicability, is it legitimate for nominalism and radical
naturalism to resort to scientific laws (about brains and other things) that appear
committed to abstract mathematical entities? To clarify this, note that if we really
develop all scientific theories with strict finitism, we actually refer only to concrete
computational devices and physical entities in stating scientific laws. Then, our ex-
planations of applicability do not really refer to any abstract mathematical entities.
That is, nominalism and radical naturalism can in principle be held thoroughly and
consistently.

Third, in what sense does this explain applicability? Does it shift explanandum
from the original process σ to a different process σ ′? Admittedly, this is unlike
an ordinary physics explanation of natural phenomena, where we explain an ob-
served phenomenon by referring to an initial or boundary condition and a general
law. However, if successful, this does help to resolve some of the logical puzzles
of applicability, which is our real concern here. That is, from a given application
of classical mathematics, this can demonstrate in plain logic how the conclusion
logically follows from literally true premises. It also shows that the assumptions
about abstract mathematical entities are not among the logically minimum premises
implying literal truths about real physical things.

Fourth, I have no intention to suggest adopting strict finitism in place of classi-
cal mathematics for scientific applications. This is meant to be a scientific study of
the successes of applying classical mathematics as natural phenomena, aiming to
resolve some logical puzzles there. The reductions to strict finitism obviously make
the applications much more complex. Scientists and mathematicians discover a sim-
ple and effective mathematical language of infinity for describing very complex fi-
nite things in the real world sufficiently accurately. This is their great ingenuity and
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achievement. A logician’s job is to resolve the logical puzzles in such ingenious in-
ventions, and strict finitism is invented as an assistant logical analytical tool for that
purpose. It is certainly not meant to replace these ingenious inventions by scientists.

Moreover, I do not mean that strict finitism is the only true mathematics or the
foundation of the only meaningful mathematics. Firstly, the axioms of strict finitism
are abstract thoughts in brains and the naturalized property ‘true’ does not apply
to them either. Secondly, some of these axioms can be interpreted into true realis-
tic thoughts about concrete computational devices, but many of them have no such
chance, because there are no large enough concrete computational devices in the
universe. Finally, for a true naturalist, the quest for an absolutely certain foundation
of knowledge is pointless. All knowledge in a brain comes from the innate cognitive
architecture of the brain determined by genes and from the physical interactions be-
tween the brain and its environments. Moreover, under naturalism, a brain having so
and so knowledge can only mean that the brain is in so and so neural states with re-
spect to so and so historical and environmental states. The reliability of knowledge
should also be naturalized, presumably by referring to natural regularities in the in-
teractions between brains and their environments. A brain can reorganize its knowl-
edge base and distinguish between its more reliable and less reliable knowledge.
However, the idea of having some absolutely certain knowledge as the foundation
of all knowledge has to presuppose an absolute, non-physical and transcendental
cognitive subject, which is alien to naturalism.

1.3.4 Some Comparisons and Evaluations

Explaining applicability in this sense is similar to demonstrating the conservative-
ness of mathematics over its finitistic fragment. The latter was the goal of Hilbert’s
program [18]. Hilbert thought that classical mathematics might be conservative over
its finitistic fragment, where the finitistic fragment for him is largely quantifier-free
primitive recursive arithmetic (PRA) (see Tait [33]). That is, classical mathematics
only facilitates the derivations of finitistic theorems, which are in principle provable
without classical mathematics. We know today that classical mathematics is not
conservative over its finitistic fragment understood as PRA. In a similar manner, we
believe that classical mathematics facilitates the derivations of realistic conclusions
about finite physical things in the universe in a mathematical application, but if we
gather all realistic premises in the application, they will logically imply the realistic
conclusion, without the help of classical mathematics. We try to demonstrate this
by showing that a finitistic mathematical system is already in principle sufficient
for current scientific applications. This will imply that the part of classical mathe-
matics that is actually applied in the sciences is conservative over finitism. Hilbert’s
program intended to look for a proof of conservativeness once and for all. Our ap-
proach is piecemeal and is limited to the part of classical mathematics that is applied
in the sciences (and therefore it does not suffer from the failure because of Gödel’s
Incompleteness Theorem).
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Our strategy is also similar to Hartry Field’s strategy of demonstrating the con-
servativeness of (a part of) classical mathematics over a nominalistic physics-cum-
mathematics theory (Field [13, 14]). However, Field’s alleged nominalistic mathe-
matics assumes infinity, in particular, the infinity and continuity of spacetime. We
do not want our philosophical and logical explanation of the applicability of mathe-
matics to areas such as economics to rely on a physics assumption about spacetime,
not to mention an assumption that is still undecided today. Moreover, recall that the
logical puzzles of applicability are about how infinite and continuous mathematical
models are applicable for deriving truths about strictly finite things in the universe.
Field’s strategy assumes an infinite and continuous spacetime structure and then
uses infinitely many spacetime points and continuous space regions to replace math-
ematical entities and structures. Applying this allegedly nominalized mathematics
is still using infinite models to simulate finite things and cannot really resolve the
logical puzzles of applicability.

This study of applicability addresses only some problems in the logic of mathe-
matical applications. For instance, I did not touch upon the problem of how infinite
models simplify the applications. Moreover, it is conceivable that there are other
approaches to explaining applicability. For instance, one may try to analyze directly
how mathematical thoughts in classical mathematics ‘approximately represent’ fi-
nite physical entities and get a demonstration of applicability from there.

On the other side, this research seems to have its own values. It might potentially
affect our mathematical practices. If the Conjecture of Finitism is correct, it suggests
that the kind of complexity entertained by logicians in exploring logically more and
more powerful mathematical axiomatic systems (e.g., extensions of ZFC) may not
be relevant to the genuine complexities in this real world met by the sciences. In
other words, logicians’ complex imagination develops in a direction deviating from
the genuine complexities in this real world. This thought might affect logicians and
mathematicians in deciding what research topics to pursue.

If the Conjecture of Finitism is correct, it also encourages exploring new ways of
practicing mathematics. For instance, while imagining infinite mathematical struc-
tures is so far the most efficient way to model complex finite and discrete phenomena
in the world, with more and more powerful computers available, it is possible that
another kind of language that can make use of computers more directly will become
even more efficient for humans. If strict finitism is in principle sufficient for for-
mulating a scientific theory, it means that we can in principle refer to programs in
computers and refer to their simulation relations with physical entities and quantities
in stating our scientific theories. That is, we can in principle express our scientific
theories in a computer language. In other words, if classical mathematics does not
consist of objective truths about a mind independent reality, and if its value consists
in its rich pool of mathematical concepts and thoughts that allow us to model finite
things in the world approximately but efficiently, then we will naturally abandon
dogmatism about classical mathematics, and we will naturally try to explore other
ways of representing and modeling this world when some powerful new tools (i.e.,
computers) are available.
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On the philosophical side, as I have explained in Sect. 1.1, this research supports
nominalism and naturalism. Note that I do not mean that the validity of nominal-
ism depends on the status of the Conjecture of Finitism, and it is not the goal of
this monograph to defend nominalism. If spacetime is continuous, then certainly
some infinite mathematics is needed for physics, but that mathematics may have
a nominalistic interpretation as a theory about physical structures. Therefore, this
possibility does not invalidate nominalism, although it does show that nominalism
is independent of the conjecture (and independent of whether there is infinity). I
believe that nominalism follows from a coherent understanding of naturalism (Ye
[45]). This research on explaining applicability supports nominalism and natural-
ism by showing that nominalism and naturalism can offer a coherent account of
human mathematical applications that we have so far.

Finally, irrespective of any philosophical position one holds regarding mathe-
matics and irrespective of the possible effects on mathematical practices, as a sci-
entific and realistic study of current human mathematical practices, this research
should have its own value. In particular, a logically clear demonstration of how infi-
nite mathematics is applicable for deriving truths about finite things in the universe
should help us in understanding the true logic of mathematical applications and the
true nature of mathematics, no matter if one holds to Platonism, nominalism, or
naturalism.

1.3.5 An Example

In the following, I will analyze an example of application and use it to illustrate
more technical details regarding the logical puzzles of applicability and the strategy
for resolving the puzzles in this monograph. I will come back to this example at the
end of Chap. 3.

Consider the logistic model of the population growth on the Earth:

1
p

dp
dt

= α (Q− p) .

Intuitively, it says that when the population p approaches the maximum value Q (in
billions) that the Earth can support, the population growth rate 1

p
d p
dt approaches zero

linearly.
There are two realistic premises specific for this application. First, there is a

premise stating the population at some initial moment, for instance,

there are Q0-billion people on January 1st, (R-1)
1935.

Q0 here is a concrete decimal numeral and ‘Q0-billion people’ is a composite con-
cept representing the population (in billions). Second, there is a premise stating the
population growth rate at various moments. Note that real population values are dis-
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crete, and a real population growth rate must be measured by a discrete formula
like

p(t +δ 0)− p(t)
δ 0 p(t)

,

where δ 0 is the minimum meaningful temporal duration (with ‘year’ as the unit, for
instance) for measuring the population growth. (δ 0 can be a positive rational number
less than 1.) This temporal distance δ 0-years must be of an appropriate scale so that
p(t +δ 0)− p(t) is significant but not too large. The sentence stating the population
growth rate at all moments then quantifies over concrete temporal moments, for
instance,

for each moment and q, if there are q-billion (R-2)
people at that moment, then there are
α (Q−q)qδ 0-billion more δ 0-years after.

Here, δ 0,α,Q are constant decimal numerals, and q ranges over decimal numer-
als with some fixed finite precision, and α (Q−q)qδ 0 is the result of arithmetic
operations on decimal numerals. This is then a realistic statement. It is another real-
istic premise about the population growth. There are other realistic premises tacitly
assumed for the application, for instance, premises about the relations between tem-
poral moments, such as their linear order. We will ignore them here.

Then, we represent the population by a differentiable function p(t). We translate
the realistic premise on the initial population into an initial condition for a differen-
tial equation:

p(0) = Q0, (M-1)

and we translate the realistic premise on the population growth rate into a differential
equation

p′ (t) = α (Q− p(t)) p(t) for t ≥ 0. (M-2)

The first translation can be achieved by the following bridging postulation:

for each t, q, there are q-billion people (B-1)
t-years after January 1st, 1935, iff p(t)≈ q.

Here, t,q ranges over decimal numerals with some finite precision. (M-1) follows
from (R-1) and (B-1). However, there are no obvious bridging postulations to allow
deriving the mathematical premise (M-2) from realistic premises. On the contrary,
the realistic premise (R-2) follows from the mathematical premise (M-2) and the
bridging postulation (B-1). This means that the mathematical premise (M-2) con-
tains some idealization beyond the real physical states of affairs.

A mathematical proof then derives a mathematical conclusion, for instance,

p(t1) = Q1, (M-3)
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from the mathematical premises (M-1) and (M-2), plus other mathematical theo-
rems. This mathematical conclusion can be translated into a realistic conclusion
about the population at a moment, for instance,

there are Q1-billion people t1-years after (R-3)
January 1st, 1935.

This follows from (M-3) and the bridging postulation (B-1).
Now, the mathematical premise (M-2) cannot be directly translated into a liter-

ally true realistic sentence about the population, with the logical structure of (M-2)
preserved, because the population values are discrete and the population grows in
discrete jumps. Similarly, many other mathematical theorems used in the proof of
(M-3) cannot be translated into true realistic sentences about discrete population val-
ues or other finite concrete physical entities straightforwardly. Therefore, the mathe-
matical proof that derives (M-3) from (M-1) and (M-2) cannot be straightforwardly
translated into sound logical deductions from (R-1), (R-2) and other tacitly assumed
realistic premises to the realistic conclusion (R-3). There is no logically obvious
guarantee that the realistic conclusion (R-3) must be literally true if (R-1), (R-2)
and other tacitly assumed realistic premises are literally true. This is the logical
problem of applicability from the point of view of nominalism and naturalism.

A realist might claim that as a pure mathematical truth, there literally exists a
mathematical function p satisfying (M-1) and (M-2), and

empirical data confirm the bridging postulation (B-1) for (B-1*)
the mathematical function p satisfying (M-1) and (M-2).

We can derive the realistic conclusion (R-3) from (B-1*), or actually, from (M-1),
(M-2) and (B-1). Such an explanation of applicability will assume the literal truth of
mathematical premises (M-1) and (M-2). However, our intuition appears to be that
this puts too much weight on the empirical claim (B-1*). It is certainly an empirical
fact that a continuous model can simulate a discrete phenomenon sufficiently accu-
rately, and we usually do use empirical data to justify a continuous model of a dis-
crete phenomenon. Moreover, discovering a simple continuous model of a discrete
phenomenon is indeed a great scientific achievement. Nevertheless, our intuition is
that the mathematical premises (M-1) and (M-2) and the empirical claim (B-1*) are
not really among the logically minimum premises that imply the realistic conclu-
sion (R-3). What a continuous model offers is rather an indirect and approximate
but simple and sufficiently accurate way of simulating the real population growth.
Instead, the realistic premises (R-1) and (R-2) are the real reason why (B-1*) is em-
pirically acceptable, and the realistic conclusion (R-3) should logically follow from
realistic premises like (R-1) and (R-2) alone.

Alternatively, a realist might just start with the claim that there literally exists a
mathematical function p that makes the bridging postulation (B-1) true. However,
we cannot derive the differential equation (M-2) from (B-1) and the realistic premise
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(R-2). Then, this is not sufficient to explain applicability without adding further
assumptions, for instance, empirical assumptions like (B-1*).

This monograph will show that a sufficiently rich amount of calculus can be de-
veloped in strict finitism. Recall that strict finitism can be interpreted as a theory
about concrete and finite computational devices. It will represent a rational number
as two integer numerals, and represent a real number as a program generating an
elementary recursive Cauchy sequence of rational numbers, and represent real func-
tions as (elementary recursive) programs transforming the previous programs. Then,
we can restate this application with calculus in strict finitism. The bridging postula-
tion will say that a program (representing a real function) represents the population
at various temporal moments. It will take the same format as (B-1) but p will be a
program. We have good reasons to believe that there is such a program, because pro-
grams available to strict finitism are rich enough. This bridging postulation plus the
realistic premise (R-1) will similarly imply (M-1), understood as a statement about
the program p. The bridging postulation plus the realistic premise (R-2) will imply
a finitistic version of the differential equation (M-2), which is basically a discretiza-
tion of (M-2) and is our mathematical representation of the population growth in
strict finitism. The fact that calculus can be developed within strict finitism means
that we can similarly derive (M-3) from (M-1) and the finitistic version of (M-2),
together with other axioms of strict finitism. Finally, the realistic conclusion (R-3)
similarly follows from (M-3) and (B-1). This translates the original application of
classical mathematics into an application of strict finitism. It means that the final re-
alistic conclusion (R-3) logically follows from some literally true realistic premises
about the programs in a concrete computational device, the population, and the sim-
ulation relation between the programs and the population.

Moreover, a finitistic version of the differential equation (M-2) actually has a
very similar structure as (R-2). That is why the finitistic version of (M-2) can be
derived from (R-2) and (B-1). We will see that in general, conditions such as conti-
nuity and differentiability in strict finitism are not committed to any idealization to
infinity. They can be interpreted into literally true conditions about discrete physical
quantities, as long as those discrete quantities are ‘smooth at the macro-scale’. Note
that this is the intuitive reason why we can simulate a population growth curve by a
differentiable curve. That is, the population growth is discrete, but it looks smooth at
the macro-scale. These imply that we can translate the derivation from (M-1), (M-2)
to (M-3) in strict finitism rather straightforwardly into a derivation from (R-1), (R-2)
to (R-3).

In Chap. 3 I will explain how a continuity or differentiability condition in strict
finitism can be satisfied by discrete quantities, and I will come back to this example
in the last section of Chap. 3, to add more details on the finitistic version of (M-2)
and the finitistic derivation of (M-3) from (M-1) and (M-2).



Chapter 2
Strict Finitism

This chapter presents the logical framework for strict finitism. I will first present a
logical formal system for strict finitism. Then, I will introduce a system of semi-
formal notations to allow the presentation of the constructions and inferences in
strict finitism in a simplified and more readable format. This will allow us to state
ordinary mathematics in strict finitism in an informal way and make it look very
similar to classical mathematics. This includes allowing us to talk about sets and
functions in strict finitism, although we are not really committed to such entities.

2.1 The Formal System SF for Strict Finitism

Strict finitism is essentially a fragment of quantifier-free primitive recursive arith-
metic (PRA) with the accepted functions restricted to elementary recursive func-
tions. Elementary recursive functions are the functions constructed from some base
arithmetic functions by composition and bounded primitive recursion. In classical
mathematics, we can take the successor function and the power function as all the
base functions, but in strict finitism, we will also need the base functions to include
addition, multiplication, and the characteristic function of the relation < . To allow
encoding real numbers, functions of real numbers and so on, we will use variables
of higher types in strict finitism. However, you will see that this is not an essen-
tial extension. All numerical functions constructed in strict finitism are still only
elementary recursive functions.

Some philosophers argue that primitive recursive arithmetic represents the scope
of finitism (Tait [33]). The reason for restricting to elementary recursive functions
here is to recognize the fact that in scientific applications, perhaps elementary recur-
sive functions are all the functions we actually need, since science describes only
things above the Planck scale in the universe. Remember that our goal here is to
show that an application of classical mathematics to concrete things in the universe
can in principle be reduced to valid logical deductions from premises about finite
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concrete things in the universe alone to a conclusion about them. A more restrictive
reduction base will get us closer to this goal.

The formal system for strict finitism will be denoted as SF. It is closely related
to the system T̂0 in Avigad and Feferman [2], or the system T0 defined in Troelstra
[35], with the recursion operator restricted to numerical functions. SF is a proper
subsystem of these systems because it admits only bounded primitive recursions
and thus only elementary recursive functions, not all primitive recursive functions.

2.1.1 The Language, Axioms and Rules of SF

The language of SF is the language of typed λ -calculus, plus constants for 0 and
base elementary recursive functions, and plus operators for bounded primitive re-
cursion, finite sum, finite product, and definition by cases. They are summarized as
follows:

Types: o is a type, and if σ1, ...,σn,σ are types, then (σ1, ...,σn → σ) is a type.
Variables: For each type σ , there are variables xσ

1 , xσ
2 , ... of the type.

Constants: 0, S, +, ·, pow, I<.
Terms:

(1) 0 is a term of the type o; S is a term of the type (o→ o); +, ·, pow, I< are
terms of the type (o,o→ o); each xσ

i is a term of the type σ .
(2) If t1, ..., tn, t are terms of the types σ1, ...,σn,(σ1, ...,σn → σ) respectively,

then Ap(t, t1, ..., tn) is a term of the type σ .
(3) If t is a term of the type σ , then λxσ1

i1
...xσn

in .t is a term of the type (σ1, ...,
σn → σ).

(4) If t is a term of the type o, and t1, t2 are terms of the type σ , then J (t, t1, t2)
is a term of the type σ .

(5) If t [i, j], r, s are terms of the type o, and b is a term of the type (o→ o),
and i, j are variables of the type o, and i, j are not free in b,r,s, then
Re i j (s,r,b, t [i, j]) is a term of the type o.

(6) If t [i], r are terms of the type o and i is not free in r, then ∑i≤r t [i], ∏i≤r t [i]
are terms of the type o.

Formulas:

(1) If t,s are terms of the type o, then t = s is an atomic formula.
(2) If ϕ,ψ are formulas, then (ϕ ∨ψ), (ϕ ∧ψ), (ϕ → ψ) are formulas.
(3) ¬ϕ is defined as ϕ → S0 = 0.

o is the base or numerical type, and terms of the type o are numerical terms. S,
+, ·, pow, I< are meant to represent the successor function, addition, multiplication,
exponentiation, and the characteristic function of the relation <. Terms 0, S0, SS0,
... are numerals and are denoted by 0, 1, 2, ... respectively. n denotes the term SS...S0
with n occurrences of S. pow(s, t) and s · t will be written as st and st. We use the
convention that I< (m,n) = 0 represents m < n, and we define
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s < t ≡d f I< (s, t) = 0,

s≤ t ≡d f s < t ∨ s = t.

Note that while all elementary recursive functions can be constructed from the func-
tions S and xy by composition and bounded primitive recursion in classical math-
ematics, in SF, we need +, ·, and I< as primitives in order to state the primitive
recursive equations for xy and express the ‘bound’ in a bounded primitive recursion.

Ap(t,s1, ...,sn) is usually denoted as t (s1, ...,sn) and is to mean functional ap-
plication, and correspondingly λxσ1

i1
...xσn

in .t is called a λ -term and is to mean λ -
abstraction. In the classical typed λ -calculus, terms of the type o are evaluated into
natural numbers, and terms of the type (σ1, ...,σn → σ) represent functionals oper-
ating on entities of the types σ1, ..., σn respectively and producing values of the type
σ . However, remember that we do not recognize such abstract entities. Instead, we
will treat terms as programs, and only terms of the type o can be evaluated, which
will output one of the numerals 0, 1, 2, 3, .... A term t of the type (σ1, ...,σn → σ)
can be viewed, in a trivial manner, as a program operating on terms s1, ...,sn of the
types σ1, ..., σn respectively and generating the term t (s1, ...,sn) of the type σ .

J (t, t1, t2) is called a J-term and is to mean definition by cases. That is, it is just
t1 or t2 according to whether t = 0 or t > 0. See Selection Axioms below. In the
classical typed λ -calculus with recursions on higher type entities, this is redundant,
but we need it here because we have only recursions on the numerical type. Note
that t1, t2 in J (t, t1, t2) must be of the same type, which can be any type, but t must
be a numerical term.

Re i j (s,r,b, t [i, j]) is to mean bounded primitive recursion restricted to numeri-
cal terms, where s is the number of recursive construction steps (so far), and r is the
initial value, and b gives the bound, and t [i, j] gives the recursion pattern. See Re-
cursion Axioms below. This, together with constants for base elementary recursive
functions, allows constructing numerical terms representing all elementary recursive
functions.

∑i≤r t [i] and ∏i≤r t [i] are to mean finite sum and finite product. They are again
redundant in the classical theory, but we need them here to allow easy development
of basic arithmetic in strict finitism.

Bold face letters x, t,σ will denote sequences of variables, terms, and types re-
spectively. The letters l, m, n, i , j, k are reserved for variables of the numerical type
o. They are called numerical variables. The notions of free variable, bound vari-
able, substitution for free variables, closed formula and sentence are as usual. In
particular, xσ1

i1
, ...,xσn

in in (3) and i, j in (5) and (6) of the definition of terms above
are bound variables in the terms. The notation t [x] is used to indicate a free variable
x in the term t, and then t [r] will denote the result of substituting r for all free oc-
currences of x in t. The notations ϕ [x], ϕ [t] for a formula ϕ are similar. The notions
of subterm and subformula are as usual. Note that the variables right after a λ or
Re are not considered subterms. We use t {s} to indicate a single occurrence of a
subterm s in t. We will use ≡ as a meta-language symbol to denote the syntactical
identity.
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A few points about the language of SF must be carefully noted. First, t = s is
a formula only if t,s are numerical terms. There are no equalities between higher
type terms in the language of SF. Intuitively, an equality t = s between two terms
of the type (o→ o) is implicitly committed to either infinity or abstract entities.
More specifically, if t = s is understood extensionally as ∀n(t (n) = s(n)), then it is
committed to infinity, and if it is understood intensionally, then it is committed to
a function of natural numbers as an abstract intensional object, since it assumes an
equality relation between functions. With atomic formulas restricted to equalities
between numerical terms, we will see that assertions in SF expressed by closed
formulas are only assertions about the outcomes of computing elementary recursive
functions for concretely given argument values. In particular, no assertion is made
about the equality between two arbitrary elementary recursive functions, neither as
an equality between two intensional abstract entities, nor as an assertion about the
outcomes of computing two elementary recursive functions for all argument values.

Second, there is no quantifier in the language of SF. Generality has to be achieved
by using free variables. For instance, when one proves x+ y = y+ x in SF, one also
proves its instances such as 3 + 2 = 2 + 3, 5 + 3 = 3 + 5, and so on. Generality
can also be achieved by making schematic assertions about arbitrary formulas of
some format, for instance, by claiming schematically that a formula of the format
t + s = s + t is provable. In other words, strict finitism allows abstraction but it is
not committed to any idealization. For instance, suppose that the universe is finite
and discrete, and therefore there is a limit on how many numerals could really exist.
We can still interpret some formulas in strict finitism as assertions about numerals
that really exist. If a formula has no such chance of being interpreted as an assertion
about concretely existent numerals, then let it be. Formulas with free variables can
be interpreted as schematic assertions about those concretely existent numerals. This
is abstraction, which allows us to talk about concretely existent things in a schematic
and hence more abstract format. On the other side, since we never use quantifiers to
refer to ‘all numerals’, we are not committed to the literal existence of ‘all numerals’
when we make assertions about those concretely existent numerals. We never say
‘all’. That is, we never make the idealized assumption that all numerals exist, which
will go beyond what really exist.

The Axioms of SF:

(1) The axiom schemes of classical propositional logic.
(2) Identity Axioms: for terms t,s,r of the type o,

t = t, t = r∧ s = r → t = s,
t = s→ r [t/n] = r [s/n] .

(3) Arithmetic Axioms: axioms characterizing S:

¬St = 0, St = Sr → t = r,

and the primitive recursive definition axioms for the base functions +, ·, and
pow:
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r +0 = r, r +St = S (r + t) ,
r ·0 = 0, r ·St = r · t + r,

r0 = 1, rSt = rt · r,

and the axioms characterizing I<:

I< (s, t) = 0∨ I< (s, t) = 1,
¬r < 0, r < St ↔ r < t ∨ r = t,

and the axioms characterizing finite sum and finite product:

∑i≤0 t [i] = t [0] , ∑i≤Sr t [i] = ∑i≤r t [i]+ t [Sr] ,

∏i≤0 t [i] = t [0] , ∏i≤Sr t [i] = ∏i≤r t [i] · t [Sr] .

(4) Selection Axioms:

s{J (0, t1, t2)}= s{t1} ,
s{J (St, t1, t2)}= s{t2} .

(5) Reduction Axioms:

s{Ap(J (t, t1, t2) ,s)}= s{J (t,Ap(t1,s) ,Ap(t2,s))} ,

s{Ap(λx.t, r)}= s{t [r/x]} .

(6) Recursion Axioms:

Re i j (0,r,b, t [i, j]) = J (I< (r,b(0)) ,r,b(0)) ,

Re i j (Ss,r,b, t [i, j]) = J
(
I<
(
t ′,b(Ss)

)
, t ′,b(Ss)

)
,

where t ′ ≡ t [s,Re i j (s,r,b, t [i, j])] .

Rules:

(1) Modus Ponens: ϕ → ψ , ϕ =⇒ ψ .
(2) Induction Rule: ϕ [0], ϕ [n]→ ϕ [Sn] =⇒ ϕ [t].

A proof of a formula ϕ in SF is a sequence of formulas of SF ending with ϕ ,
such that for each formula in the sequence, either it is an axiom or it is derived from
the previous formulas by one of the rules. We say that ϕ is a theorem of SF, if we
can construct such a proof, and we denote that fact as SF` ϕ . Note that we will
keep the finitistic spirit in our meta-language claims about SF as a formal system.
We won’t consider ‘the existence of a proof’ in the abstract, non-constructive sense,
and we won’t consider whether a formula is ‘non-provable’. When we claim that we
‘can’ construct a proof, either we actually give the proof or we present an elementary
recursive procedure for constructing the proof.

Note that the axioms (4) and (5) are stated in schematic formats, because we
do not have equalities between terms of higher types and we cannot state Selection
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Axioms as J (0, t1, t2) = t1, J (St, t1, t2) = t2, for instance. Moreover, note that SF has
an induction rule. Since SF is quantifier-free, this is quantifier-free induction. In an
application of Induction Rule, the variable n above is called the inductive variable.
It usually disappears in the conclusion.

Substitution Rule is obviously derivable since all axioms are in schematic for-
mats:

Corollary 2.1. If SF` ϕ [x], then SF` ϕ [t] for any t of the same type as x.

A deduction from premises, {ϕ1, ...,ϕk} `SF ψ , can be defined as usual, ex-
cept for the requirement that when Induction Rule is applied, the inductive variable
should not occur free in ϕ1, ...,ϕk. Then, it is easy to see that we have Deduction
Theorem:

Corollary 2.2. If {ϕ1, ...,ϕk,ϕ} `SF ψ , then {ϕ1, ...,ϕk} `SF ϕ → ψ .

Since we will focus on developing ordinary mathematics in SF, not on the meta-
properties of the formal system SF, whenever we simply assert a formula ϕ , we
always mean SF` ϕ . Similarly, when we claim that ψ is derivable from ϕ , we al-
ways mean ϕ `SF ψ .

2.1.2 Arithmetic in SF

We will first develop some basic arithmetic in SF. We have to be a little careful here,
because we cannot use quantifiers in proving those arithmetic theorems. Moreover,
sufficiently rich arithmetic must be developed before we can use bounded primitive
recursion to construct useful terms, because in using bounded primitive recursion,
we usually must first prove that the recursive construction does respect the bound,
so that we can ignore the bound and show that the constructed term satisfies the
recursive equation. Therefore, this is a little different from developing arithmetic in
PRA. In developing arithmetic in SF, we will define many new constants. Some-
times we will say something like ‘define a function f , f (x)≡d f t [x]’, by which we
really mean ‘let f be a new constant symbol defined by f ≡d f λx.t [x]’.

First, by using Arithmetic Axioms and Induction Rule, we can easily prove sim-
ple arithmetic laws for S, +, ·, and pow, such as the commutative and associative
laws for + and ·, the distributive laws for + and ·, and various laws for the power
function, for instance,

mn+k = mn ·mk, mn·k = (mn)k , (m ·n)k = mk ·nk.

We will omit the details here.
Then, we have some basic theorems for inequality:

0 < Sn, m < n↔ Sm < Sn,

k < m < n→ k < n, m < n→¬n≤ m,
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Sm < n↔ m < n∧Sm 6= n,
n < m∨n = m∨m < n.

These can be proved by inductions on n, in the given order. We will omit the details
here. Then, familiar laws of inequality with respect to addition, multiplication, and
exponentiation can be derived, for instance,

m≤ n↔ m+ k ≤ n+ k,

m≤ n→ m · k ≤ n · k∧mk ≤ nk ∧ km ≤ kn.

These can be proved by inductions on k. We will again omit the details here.
To use bounded primitive recursion to construct terms satisfying recursive equa-

tions, we can use the following lemma:

Lemma 2.3. Suppose that t [i, j], r are terms of the type o, and b is be a term of the
type (o→ o), and variables i, j,n are not free in b,r. Suppose that we have

r < b(0) , j < b(i)→ t [i, j] < b(Si) .

Then, we can construct a term q [n], such that

q [0] = r, q [Sn] = t [n,q [n]] .

Proof. Let q [n] ≡ Re i j (n,r,b, t [i, j]). By r < b(0) and Recursion Axioms and Se-
lection Axioms, it directly follows that q [0] = r. Note that by Recursion Axioms,
we generally have

t [n,q [n]] < b(Sn)→ q [Sn] = t [n,q [n]] .

Moreover, by the assumption j < b(i)→ t [i, j] < b(Si), we have

q [Sn] < b(Sn)→ t [Sn,q [Sn]] < b(SSn) .

Then, it is easy to see that we can use an induction on n to show that

t [n,q [n]] < b(Sn)∧q [Sn] = t [n,q [n]] .

ut
When b satisfies the condition of the lemma, we say that iterating t [i, j] (for j)

starting from r is bounded by b. We say that t [i, j] is iteratively bounded for j if
we can find such b for any r. Note that f = λn.q [n] will be a type (o→ o) term
satisfying

f (0) = r, f (Sn) = t [n, f (n)] .

Sometimes we will write a construction of a term by bounded primitive recursion
in this format, and say that it defines f as a function, or more accurately, a type
(o→ o) term.
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Then, we can define the predecessor function pred and define subtraction for
natural numbers by bounded primitive recursion. First, we can define pred by the
following recursive equations:

pred (0) = 0, pred (Sn) = n.

More accurately, let r≡ 0, t [i, j]≡ i, b≡ λ i.Si. Then, we have r < b(0) and t [i, j] <
b(Si). Therefore, by the lemma above, we can construct a term q [n], such that q [0] =
r = 0, q [Sn] = t [n,q [n]] = n. Then, we can let

pred ≡d f λn.q [n] .

Similarly, we can define substraction − so that

s−0 = s, s−Sn = pred (s−n) .

Let r ≡ s, t [i, j]≡ pred ( j), and b ≡ λ i.(s+1). It is easy to see that iterating t [i, j]
starting from r is bounded by b. Therefore, we can define − similarly. Recursive
equations for − then follow from the lemma above. Familiar properties of pred and
− can then be derived, for instance,

m,n > 0→ (m≤ n↔ pred (m)≤ pred (n)) ,
m≤ k → m−n≤ k−n,

m−n = Sm−Sn,

n < m↔ 0 < m−n,
n < m→ (m−n)+n = m,

m≤ n↔ m−n = 0.

These can be proved by inductions on n, in the given order. Other common arith-
metic properties of S, pred, +, −, ·, pow, and < are also provable. We omit the
details here.

For any formula ϕ , by an induction on the construction of ϕ , we can construct a
corresponding term tϕ representing it, so that(

tϕ = 0∨ tϕ = 1
)
∧
(
ϕ ↔ tϕ = 0

)
.

For instance, for ϕ ≡ (t = s), we can let tϕ ≡ sg((t− s)+(s− t)), where sg is de-
fined by

sg(0) = 0, sg(Sn) = 1.

Similarly, we can let tϕ∧ψ ≡ sg
(
tϕ + tψ

)
. Note that it is critical here that the lan-

guage of SF is quantifier-free and allows only equalities between numerical terms.
With representing terms available, we sometimes write J

(
tϕ , t1, t2

)
as J (ϕ, t1, t2).

We can easily prove some basic properties of finite sum and finite product, in-
cluding the associative laws, distributive laws, and common inequalities for them.
For instance, we have
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s ·∑i≤m t [i] = ∑i≤m s · t [i] ,

∑i≤n t [i]+∑i≤m t [i+Sn] = ∑i≤Sn+m t [i] ,

∑i≤m t [i]+∑i≤m s [i] = ∑i≤m (t [i]+ s [i]) ,

k ≤ m→ t [k]≤∑i≤m t [i]∧∑i≤k t [i]≤∑i≤m t [i] ,

and we have similar formulas for finite product. These can be proved by inductions
on m.

Bounded quantifiers are defined as:

(∀i≤ m)ϕ [i]≡d f ∑i≤m tϕ [i] = 0,

(∃i≤ m)ϕ [i]≡d f ¬∀i≤ m¬ϕ [i] .

We sometimes simply write (∀i≤ m)ϕ [i], (∃i≤ m)ϕ [i] as ∀i≤ mϕ [i], ∃i≤ mϕ [i].
We will sometimes use notations like (∀i < m) and (∃i < m). Their definitions are
obvious. Basic properties characterizing bounded quantifiers can be easily proved.
For instance, we have

(∀i≤ Sm)ϕ [i]↔ (∀i≤ m)ϕ [i]∧ϕ [Sm] ,
(∀i≤ m)ϕ [i]∧n≤ m→ ϕ [n]∧ (∀i≤ n)ϕ [i] ,

(∀i≤ m)(ϕ [i]→ ψ [i])→ ((∀i≤ m)ϕ [i]→ (∀i≤ m)ψ [i]) ,
ϕ → (∀i≤ m)ϕ , where i is not free in ϕ,

(∀i≤ m)ϕ [i]↔∏i≤m t¬ϕ [i] = 1,

(∀i≤ m)ϕ [i]↔ ϕ [0]∧ ...∧ϕ [m] ,

for the bounded universal quantifier, and we have similar formulas for the bounded
existential quantifier. The first formula above directly follows from the definition.
The second follows from corresponding properties for finite sum. The next three
can be proved by an induction on m. The last one also directly follows from the
definition.

Moreover, if k does not occur in ψ [m], we have

if SF ` ψ [m]→ (k ≤ m→ ϕ [k]) ,
then SF ` ψ [m]→ (∀i≤ m)ϕ [i] .

To see this, assuming that we already have a proof of ψ [m]→ (k ≤ m→ ϕ [k]), we
can first use an induction on k to prove

ψ [m]→ k ≤ m→∑i≤k tϕ [i] = 0.

Then, the required formula follows as an instance when k = m. As a consequence,
we have

if SF ` ϕ [k] , then SF ` (∀i≤ k)ϕ [i] .
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We have similar results for the bounded existential quantifier (∃i≤ k). These mean
that (∀i≤ m) and (∃i≤ m) do behave like quantifiers.

Basic arithmetic theorems involving bounded quantifiers, finite sum and finite
product are then straightforward consequences of these definitions and the proper-
ties of finite sum, finite product and bounded quantifiers. For instance, we have

(∀i≤ m)(t [i]≤ s [i])→∑i≤m t [i]≤∑i≤m s [i] ,

(∀i≤ m)(t [i] = 0)↔∑i≤m t [i] = 0,

(∃i≤ m)(t [i] > 0)↔∑i≤m t [i] > 0,

and we have similar formulas for finite product.
The term maxi≤m t [i] can then be constructed to satisfy these recursive equations:

max
i≤0

t [i] = t [0] , max
i≤Sm

t [i] = max
(

max
i≤m

t [i] , t [Sm]
)

,

where the function max is defined as max(m,n) = J (m < n,n,m). We can use
∑i≤m t [i] as the bound in the bounded recursive construction of maxi≤m t [i]. The
basic properties of maxi≤m t [i] are easily proved by inductions. For instance, we
have

k ≤ m→ t [k]≤max
i≤m

t [i] ,

(∀i≤ m)(t [i]≤ n)→max
i≤m

t [i]≤ n.

Bounded minimalization can be defined as:

(µi≤ m)ϕ [i]≡d f ∑i≤m ∏ j≤i tϕ [ j] .

We sometimes simply write (µi≤ m)ϕ [i] as µi ≤ mϕ [i]. Basic properties charac-
terizing it are also easy to prove. For instance, we have

(∀i≤ m)¬ϕ [i]→ (µi≤ m)ϕ [i] = Sm,

n < (µi≤ m)ϕ [i]→¬ϕ [n] ,
(µi≤ m)ϕ [i]≤ m→ ϕ [(µi≤ m)ϕ [i]] ,

(µi≤ m)ϕ [i]≤ m↔ (∃i≤ m)ϕ [i] .

The first can be easily proved by an induction on m. To prove the second, we can
first prove

∏ j≤k tϕ [ j]≤ 1,

ϕ [n]∧n≤ k →∏ j≤k tϕ [ j] = 0.

Now, in general, we have
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(∀i≤ m)(s [i]≤ 1∧ (i≥ n→ s [i] = 0))→∑i≤m s [i]≤ n.

Therefore, it follows that ϕ [n]→ (µi≤ m)ϕ [i]≤ n. The third can be proved by an
induction on m. The last again follows from the above formula.

These allow us to state Induction Rule in the following format:

if SF ` ϕ [0] ,∀i≤ kϕ [i]→ ϕ [Sk] ,
then SF ` ϕ [k] .

To prove it, we can use the original Induction Rule on k to show that ∀i≤ kϕ [i].
With these, we can encode sequences of numbers. This can be done in a few

ways. For instance, to take the well-known Gödel β -function approach (Murawski
[24], pp. 30–34), first note that the predicates Div(a,b) (i.e., ‘a is divisible by b’),
Pr(a) (i.e., ‘a is a prime number’), and RP(a,b) (i.e., ‘a and b are mutually prime’)
are easily defined using bounded quantifiers. Similarly, using bounded recursion,
we can construct the function m÷n, giving the integer quotient of m divided by n,
and the function rm(m,n), giving the remainder of m divided by n. (We can make
the convention that m÷0 = 0.)

To prove the Basic Theorem of Arithmetic, we first construct the function l p f
such that l p f (m) is the least prime factor of m, if any, and it is 1, otherwise. Then,
we can construct a function p f such that

p f (m,0) = m,
p f (m,k +1) = p f (m,k)÷ l p f (p f (m,k)) .

That is, p f (m,0), p f (m,1), p f (m,2), ... is the sequence obtained by dividing the
least prime factors repeatedly, until it reaches 1 (or 0 if it starts with 0), and then it
stays constant from there. Then, it is easy to see that

pr f (m,k)≡ p f (m,k)÷ p f (m,k +1)

gives the (k +1)th prime factor of m. Moreover,

0 < m→ m = ∏
k≤m

pr f (m,k) , (2.1)

which is a prime factorization of m. This can be proved by an induction on m, using
the fact that

1 < m→ p f (m,1) < m∧ p f (m,k +1) = p f (p f (m,1) ,k) ,

which can be proved by an induction on k.
To prove the uniqueness of prime factorization, first note that

RP(m,n)→ RP(rem(n,m) ,m) .

Then, we can prove that
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RP(k,m)∧Div(m ·n,k)→ Div(n,k) . (2.2)

To prove this, we can first use an induction on k to prove this formula ϕ [k]:

(∀m,n≤ N)(m ·n≤ N∧RP(k,m)∧Div(m ·n,k)→ Div(n,k)) .

For this, assume that (∀i < k)ϕ [i], and then assume that m · n ≤ N, RP(k,m),
Div(m ·n,k). We have RP(rem(m,k) ,k) and Div(rem(m,k) ·n,k). Therefore, there
exists l≤N such that rem(m,k)·n = k ·l. Now, rem(m,k)< k and Div(k · l,rem(m,k)).
Therefore, the inductive assumption is applicable and we get Div(l,rem(m,k)),
from which we have Div(n,k). This proves (2.2). It then easily follows that

Pr(p)∧ (∀i≤ m)Pr(t [i])→

(
Div

(
∏
i≤m

t [i] , p

)
↔ (∃i≤ m)(t [i] = p)

)
.

Then, the uniqueness of the factorization in (2.1) follows as usual. This proves the
Basic Theorem of Arithmetic.

We give a rather detailed presentation here because classical proofs are usually
stated with inductions on quantified statements. We see here that only inductions on
quantifier-free formulas are needed. Since we have bounded quantifiers available,
quantifier-free inductions are actually sufficient for many ordinary proofs, as long
as the proofs do not require generating values that cannot be bounded by elementary
recursive functions.

These provide sufficient arithmetic basics for encoding sequences by the Gödel
β -function. β (m, i) can be constructed as a term using bounded quantifiers and
bounded minimalization. Following Murawski [24], pp. 30–34, we let

OP(m,n)≡d f (m+n)(m+n)+m+1.

Then,

β (m, i)≡d f µk ≤ m
(
∃n, l ≤ m

[
m = OP(n, l)∧

Div(n,1+(Op(k, i)+1) · l)

])
.

The code of the sequence k0, ...,kn−1 can then be defined by bounded minimalization

〈k0, ...,kn−1〉 ≡d f µm≤ s
(

β (m,0) = n∧
β (m,1) = k0∧ ...∧β (m,n) = kn−1

)
,

where the bound s ≡ s [k0, ...,kn−1] can be constructed using elementary recursive
functions. More specifically, first note that the factorial function m! can be defined
by bounded primitive recursion. Let

c≡d f max
(
OP(k0,0)+1, ...,OP

(
kn−1,n−1

)
+1
)
!,

d ≡d f (1+(Op(k0,1)+1) · c) · ... ·
(
1+
(
Op
(
kn−1,n−1

)
+1
)
· c
)
.
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Then, we can let s [k0, ...,kn−1] ≡d f OP(d,c). Length and decoding functions are
similarly defined:

lh(m)≡d f β (m,0) , (m)i ≡d f β (m, i+1) .

Basic properties stating that this is a coding function can be proved:

lh(〈k0, ...,kn−1〉) = n, (〈k0, ...,kn−1〉)i = ki.

The predicate Seq for sequence numbers is defined by bounded quantifiers

Seq(m)≡d f (∀k < m)(lh(k) 6= lh(m)∨ (∃i < lh(m))((m)i 6= (k)i)) .

Concatenation of sequences is also defined by bounded minimalization

m∗n≡d f (µk ≤ r [m,n])

 lh(k) = lh(m)+ lh(n)∧
(∀i < lh(m))((k)i = (m)i)∧

(∀i < lh(n))
(
(k)lh(m)+i = (n)i

)
 .

The bound r [m,n] can be constructed in a similar way as the construction of
s [k0, ...,kn−1] above. Then, the basic properties of these can be proved.

Similarly, given a numerical term t [n], we can construct a term t [n] that intu-
itively encodes the sequence t [0] , ..., t [n−1], that is,

t [n]≡d f (µm≤ s [n]) (β (m,0) = n∧∀i≤ n−1(β (m, i+1) = t [i])) ,

where the bound s [n] can be constructed from t [n] using the finite product operator.
Then, we have

lh(t [n]) = n, i < n→ (t [n])i = t [i] .

With this, we can use bounded course-of-value recursion to construct terms. That
is, given numerical terms r,s [m,n] ,b [m], we can construct a term t [m] such that

t [0] = J (r ≤ b [0] ,r,b [0]) ,
t [Sm] = J (s [m, t [m]]≤ b [Sm] ,s [m, t [m]] ,b [Sm]) .

2.1.3 A Finitistic Interpretation of SF

Note that all elementary recursive functions can be expressed by terms in SF. We
will first show that the reverse is also true. We will need some standard concepts and
results from the theory of typed lambda calculus (see, for instance, Barendregt [3]).
A one-step reduction is a pair of terms of one of the following forms:
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〈s{Ap(J (t, t1, t2) ,s)} , s{J (t,Ap(t1,s) ,Ap(t2,s))}〉,
〈s{Ap(λx.t, r)} , s{t [r/x]}〉.

Subterms of the format Ap(J (t, t1, t2) ,s) or Ap(λx.t,s) are called redices, and the
indicated redices above are the reduced redices in each reduction. A term is normal
if it contains no redex. A reduction sequence is a sequence of terms such that each
pair of adjacent terms is a one-step reduction. We say that t is reducible to t ′ if we
can construct a reduction sequence t ≡ t0, ..., tn ≡ t ′. If t ′ is further normal, t ′ is called
a normal form of t. Adapting the proof from the standard typed lambda calculus, we
have:

Theorem 2.4. (Normal Form Theorem) Each term is reducible to a normal form.

Proof. First we need some notions. We define the height |σ | of a type σ by

|o|= 0,
|(σ1, ...,σn → σ)|= max(|σ1| , ..., |σn| , |σ |)+1.

The height of a redex Ap(J (t, t1, t2) ,s) or Ap(λx.t, r) is the height of the type of
J (t, t1, t2) or λx.t. A one-step strict reduction is a one-step reduction of a term t
such that the reduced redex is of the maximum height among the redices in t, and
either it is the rightmost occurrence of a J-redex of that height in t if there is such
a J-redex, or it is the rightmost occurrence of a λ -redex of that height if there is no
J-redex of that height. (We agree that if s1 occurs in s2 and s2 occurs in t, then the
occurrence of s1 in t is at the right of the occurrence of s2 in t.) For a term t, let |t|
denote the length of t as a string of symbols.

If t is not normal, there is a unique t1 such that 〈t, t1〉 is a strict reduction.
Clearly, t1 ≡ sr (t) for some function sr, where we agree that sr (t) ≡ t in case t
is already normal. Moreover, note that |sr (t)| ≤ |t|2. Beginning with any term t we
can then construct a sequence of strict reductions sr0 (t)≡ t,sr1 (t)≡ sr (t) ,sr2 (t)≡
sr (sr (t)) , ....

For each term t, let m(t) be the maximum height of the redices in t, which is
set to 0 if t is normal, and let n(t) be the number of occurrences of J-redices of the
height m(t), and let l (t) be the number of occurrences of λ -redices of that height.
Now suppose that t is an arbitrary term and m(t) > 0.

If n(t) > 0, in the one-step strict reduction from t, the reduced redex is a J-
redex Ap(J (t0, t1, t2) ,s) and it is reduced to J (t0,Ap(t1,s) ,Ap(t2,s)) . In case t1
or t2 or both are still J-terms, one or two more J-redices of the same height will
be created in this one-step strict reduction, but no other new redex of the same or
any higher height will be created. If t2 is a J-term, Ap(t2,s) must be the reduced
redex in the next one-step strict reduction. Continuing such strict reductions, we
will reach a term in the position of t2 which is not a J-term, and then for the next
strict reduction we will go back to the corresponding Ap(t1,s) and see if t1 is still
a J-term. Continuing the procedure we will finally reduce all J-redices of the same
height created by the original reduction and decrease the number of J-redices in t
of that height by one. Repeating this process, we can reduce all J-redices in t of
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that height. Note that the number of reduction steps needed here is less than the
number of J-subterms in the original term t, which is less than |t|. Therefore, either
m
(
sr|t| (t)

)
< m(t), or m

(
sr|t| (t)

)
= m(t) and n

(
sr|t| (t)

)
= 0. That is, after |t| steps,

either all redices of the original maximum height are reduced and the maximum
height of all redices is strictly decreased, or all J-redices of the original maximum
height are reduced. Each reduction step at most doubles the length of the term.
Therefore,

∣∣sr|t| (t)
∣∣≤ 2|t| |t|.

Next, let t ′ ≡ sr|t| (t). If m(t ′) = m(t) and n(t ′) = 0, the next reduced redex
in the strict reduction from t ′ is a λ -redex Ap(λx.t0, r) of the height m(t), and it
is reduced to t0 [r/x]. Note that the heights of the terms in r are all strictly less
than m(t). It is routine to check that the substitution t0 [r/x] will not generate new
redices of the height m(t) (or any larger height), and the number l (t ′) of λ -redices
of the height m(t) in t ′ decreases by one. l (t ′) < |t ′|. It means that after |t ′| strict
reductions, we must reach a term with a strictly less maximum height of redices,
that is, m

(
sr|t

′| (t ′)
)

< m(t). Since t ′ ≡ sr|t| (t) and |t ′| ≤ 2|t| |t|, our rough estimate

is that m
(

sr2|t||t| (t)
)

< m(t) .
This shows that all redices will finally be reduced within a number of steps

bounded by m(t) iterations of the power function 2n. ut
Note that the number of reduction steps needed for reducing t cannot be uni-

formly bounded by any fixed elementary recursive function of |t|. This reduction
process is essentially a diagonalization over all elementary recursive functions.

Normal terms in SF have some special properties, which guarantee that definable
numerical functions in SF are only elementary recursive functions. We define a
proper subtype of a type (σ1, ...,σn → σ) to be one of σ1, ...,σn,σ or one of their
proper subtypes. Then, we have

Lemma 2.5. If t [x1, ...,xn] is a normal term of the type σ , and x1, ...,xn are all free
variables in t, and their types are σ1, ...,σn respectively, then any subterm s of t
must satisfy one of the following:

(i) s is one of x1, ...,xn, or one of the constants 0, S,+, ·, pow, I<, or
(ii) the type of s is o, or σ , or a proper subtype of one of σ1, ...,σn,σ .

Proof. Consider the subterms of t that are of the largest height among the subterms
satisfying none of these conditions. Suppose that s is maximum (with respect to the
subterm relation) among these subterms. s has to be a proper subterm of t. Let s′

be the smallest subterm of t containing s as a proper subterm. Routine verifications
will show that s′ will not satisfy any of the conditions either, but it will have a larger
height. That will be a contradiction. ut

Corollary 2.6. If t [m1, ...,ml ] is a numerical normal term whose free variables are
all among the numerical variables m1, ...,ml , then t [m1, ...,ml ] contains no occur-
rence of λ and all its subterms of a type other than o are among the constants S, +,
·, pow, I<.

This means that a numerical term t [m1, ...,ml ] with only numerical free vari-
ables represents an elementary recursive function. Because of Reduction Axioms,
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each numerical term is SF-provably equal to its normal form. Then, by the Corol-
lary, such a numerical term represents a function composed from the base functions
by composition, bounded recursion, finite sum and finite product. It is thus an ele-
mentary recursive function. In particular, a closed numerical term is provably equal
to a numeral. More generally, numerical terms with free variables of higher types
are schemas for elementary recursive functions. They become elementary recursive
functions when free variables of higher types are instantiated by closed terms of ap-
propriate types. Similarly, an arbitrary term t of some higher type can be viewed as a
schematic representation of elementary recursive functions, in the sense that for any
sequences of terms s1, ...,sn of appropriate types, t (s1) ...(sn) becomes a numerical
term and thus represents (schematically) elementary recursive functions.

Next, consider mathematical proofs in SF. First we have

Lemma 2.7. If ψ is a closed formula of SF such that SF` ψ , then there is a proof
of ψ in SF consisting of only closed formulas, and therefore it does not use any
induction.

Proof. Consider the last application of Induction Rule

ϕ [0] ,ϕ [n]→ ϕ [Sn]
ϕ [t]

in the original proof of ψ. We can assume that free variables in ϕ [t] have been
instantiated by closed terms. Then, t is provably equal to a numeral m. Therefore,
this application of Induction Rule can be replaced by repeated applications of modus
ponens of the format

ϕ
[
i
]
,ϕ
[
i
]
→ ϕ

[
i+1

]
ϕ
[
i+1

] ,

for i = 0, ...,m−1. Each instance ϕ
[
i
]
→ ϕ

[
i+1

]
has a proof in SF with one less

application of Induction Rule. Therefore, all such applications of Induction Rule can
be eventually eliminated, and the resulted proof will consist of only closed formulas.

ut
We will call a proof in SF consisting of only closed formulas and using no induc-

tion a ‘closed proof ’. Other proofs with free variables can be viewed as schematic
presentations of closed proofs obtained by instantiating free variables and eliminat-
ing inductions as in the lemma above. Closed proofs use only propositional infer-
ence rules and equation substitutions. These are valid inference rules when applied
to realistic sentences. Note that eliminating an application of Induction Rule will in-
troduce new closed instances of axioms as premises, that is, the premises for deriv-
ing the instances ϕ

[
i
]
→ ϕ

[
i+1

]
above. The quantifier-free feature of the language

of SF is essential for allowing the elimination of inductions.
Now, consider how to interpret SF as a realistic theory about concrete computa-

tional devices. Terms in SF can be treated as expressions referring to programs in a
concrete computer. In particular, a numeral is a program that outputs itself. A closed
numerical term in normal form is a composition of numerals, the base functions S,
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+, ·, pow, I<, and the operators bounded primitive recursion, finite sum and finite
product. It is a program producing a concrete numeral output when executed accord-
ing to the primitive recursive equations defining base functions, bounded primitive
recursion, finite sum and finite product. An arbitrary closed numerical term is also
a program, since it can be transformed into a normal term. A closed term of an
arbitrary type is a program that transforms any sequences of terms s1, ...,sn of ap-
propriate types σ1, ...,σn (as programs) into another term t (s1) ...(sn) of the type o
(as a program).

Then, a closed atomic formula t = s is a realistic assertion about two such pro-
grams, saying that they output the same numeral. Note that when interpreted as
realistic assertions about a concrete computer, not all closed instances of axioms
are literally true of a concrete computer, because for realistic assertions about com-
puters, we have to consider the physical limitations of a concrete computer. For
instance, the function symbol S is interpreted as the computer operation of adding 1
to a numeral. Since to some point this will cause memory overflow, some instances
of the axiom St = Sr → t = r may not be literally true when so interpreted. For
example, suppose that the way a computer handles overflow is such that adding 1
to the maximum numeral N that the computer can handle will not change its value.
Then, interpreted for that computer, SN = SN−1 = N, but N 6= N−1. However, as
long as the numerals involved are not too large, an axiom instance can be interpreted
as a literally true assertion about a concrete computer.

Recall that a closed proof in SF consists of propositional inferences and equation
substitutions. It can become a series of sound logical deductions on realistic asser-
tions about a concrete computer, as long as the numerals involved are not too large.
That is how SF can be interpreted as a realistic theory about concrete programs.
Again, the quantifier-free nature of the language of SF is essential here. It means
that a closed formula never refers to ‘all numerals’. Therefore, it may have a chance
of being interpreted into a true assertion about a finite computer. A term with free
variables is essentially a schematic presentation of multiple closed terms, that is,
closed terms resulted from instantiating free variables by closed terms of appropri-
ate types. When interpreting proofs in SF as deductions on realistic sentences, we
can also treat a proof with free variables as a schematic presentation of many closed
proofs obtained by instantiating free variables and eliminating inductions, as in the
lemma above.

Before closing this section, we want to note that there is another way of formaliz-
ing strict finitism and it is perhaps more faithful to the idea of strict finitism. We can
add a constant symbol N of the type o to the language of SF. N intuitively means
the largest numeral accepted by the system. All numerical functions take the same
values as before as long as they do not exceed N. Otherwise, they stay at N. That is,
SN = N, N + x = N, and so on. We add the axiom schemas SN = N, t ≤ N, and we
replace the axiom schema St = Sr → t = r and r < St ↔ r < t ∨ r = t by

t < N∧ r < N∧St = Sr → t = r,

t < N → (r < St ↔ r < t ∨ r = t) .
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Note that other axioms do not need to be revised. The resulted system SFN can
have any finite initial segment of natural numbers as a model. Then, if we translate
N into the largest numeral that a concrete computer can handle and if we assume
that the computer handles overflows in the way corresponding to SN = N, then all
axiom instances can be interpreted as literally true assertions about the computer
(ignoring other physical limitations). This is a formalization of strict finitism differ-
ent from SF. We did not choose this formalization SFN , because SF is a little closer
to ordinary mathematics and is more convenient. In SFN , many ordinary theorems
will have to be preceded by assumptions like t < N∧ r < N above. Otherwise, there
is no essential difference between the two. Each closed proof in SF involves only
finitely many numerals, which either explicitly appear in the proof, or are implicitly
referred to as values of closed numerical subterms. As long as these numerals are
not too large, extra assumptions like t < N ∧ r < N are always literally true when
interpreted as realistic assertions about concrete finite things. Then, SF and SFN do
not have any essential difference.

2.2 Doing Mathematics in Strict Finitism

This section will introduce some semi-formal notations to help us express mathe-
matics in strict finitism in a simpler and more familiar manner. They will allow us to
state mathematical claims in strict finitism in a format much like stating theorems in
classical mathematics. In particular, we will be able to use quantifiers and talk about
sets and functions, although the uses of quantifiers and the apparent references to
sets and functions can always be eliminated, and speaking in this manner never re-
ally goes beyond the formal system SF. These notations will allow us to use the
logical laws of intuitionistic predicate logic and the axiom of choice in proving the-
orems in strict finitism, and they also make most of the constructions in constructive
mathematics by Errett Bishop [5] available to strict finitism. These show that strict
finitism is not as weak as it might appear to be.

2.2.1 Mathematical Claims in Strict Finitism

Developing mathematics in strict finitism means constructing terms (of any types)
in SF and proving that those terms satisfy some desired conditions, which means
proving some (quantifier-free) formulas containing those terms in SF. Therefore, a
claim in strict finitism reports what terms have been constructed and which con-
dition about the terms has been verified. This is much like a computer program-
mer’s job, namely, designing programs and demonstrating that the programs meet a
given specification. These programs are then resources for simulating other natural
phenomena in applications. Our task is to show that applied mathematics can be
construed in this manner.
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The constructed terms and the desired condition about the terms can contain free
variables. That is, we can do the job in a schematic manner, allowing a single con-
struction to produce multiple concrete terms and realize multiple conditions in the
same format. When free variables are instantiated by any closed terms of appropri-
ate types, we get the construction of concrete terms and concrete conditions about
those terms.

Moreover, we want to allow presenting the constructions of terms and verifica-
tions of conditions in some informal and abbreviated manner, so that routine details
can be omitted and the presentations of mathematical work in strict finitism will not
be unnecessarily lengthy. For instance, sometimes we do not need to give the con-
structed terms explicitly. We may be satisfied with the recognition that some terms
can be (really can be) constructed. Similarly, terms can be constructed hypotheti-
cally, that is, assuming that some other terms satisfying some conditions are already
available. For instance, we may want to construct a term t, depending on another
given term s, so that as long as s satisfies ϕ [s], t will satisfy ψ [s, t]. (A real com-
puter programmer frequently has to do something similar.) This means constructing
a term T (of a higher type) and verifying that ϕ [x]→ψ [x,T (x)] . That is, T operates
on any term satisfying ϕ to produce a term satisfying ψ . However, frequently, we
want to state this informally and more conveniently, for instance, as ‘for any x such
that ϕ [x], there exists y such that ψ [x,y]’.

To allow all this, we first use quantifiers to state what terms have been constructed
and which condition about the constructed terms has been verified. Recall that every
positive claim we make in strict finitism can be eventually stated in the format ‘We
have constructed terms t and derive the formula ϕ [t] (in SF)’. We will state this in
a symbolic format as follows:

Definition 2.8. Suppose that ϕ [x,y,p] is a formula of SF, and suppose that x,y,p
are all and different free variables in ϕ . A claim in strict finitism is a symbolic
formula

∃x∀yϕ [x,y,p] , (FinC)

which means that we have constructed some terms t of appropriate types and prove
that

SF ` ϕ [t,y,p] .

t may contain variables in p but not those in y. The variables in p are free variables
(as parameters) in the claim. A proof of the claim in strict finitism consists of the
required terms t and a proof of ϕ [t,y,p] in SF. The constructed terms t are witnesses
for the claim.

Informally, we will also state (FinC) as ‘there exist x such that for all y, ϕ’.
However, quantifiers here are not understood as they are in classical mathematics.
The existential quantifier only means that relevant terms have been constructed,
and the universal quantifier is only to indicate free variables independent of the
constructed terms in the condition to be verified within SF. The symbols ∃ and ∀will
occur only in such contexts and other ways of nesting them are meaningless. We use
existential quantifiers only because we do not want to mention the details of those
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constructed terms in the claim. Our interest is only to communicate the fact that
they can (really can) be constructed. A proof of the claim must explicitly contain the
terms required. We will accept informal arguments demonstrating that such terms
can be constructed, but the informal arguments must allow extracting such terms
from the arguments, and this ‘allow extracting’ must itself be understood in the
strictly finitistic sense (e.g., by an elementary recursive procedure). In particular, we
do not consider abstract mathematical proofs in classical mathematics concluding
that so and so terms exist.

2.2.2 Defined Logical Constants on Claims

Then, we introduce some new and defined logical constants ¬∗, ∨∗, ∧∗,→∗, ∃∗, and
∀∗ in our informal language, to allow expressing claims like (FinC) in strict finitism
in more readable formats and to allow more familiar informal arguments for proving
claims like (FinC) in strict finitism. These logical constants are explicitly defined.
They may not be equivalent to their corresponding classical logical constants.

Definition 2.9. Suppose that ϕ ≡ ∃x∀yϕ1 [x,y] and ψ ≡ ∃u∀vψ1 [u,v] are claims
in strict finitism, where x,y,u,v are distinct variables. (We suppress the parameters
here.) Define

(1) (ϕ ∧∗ ψ)≡d f ∃xu∀yv(ϕ1∧ψ1);
(2) (ϕ ∨∗ ψ)≡d f (ϕ1∨ψ1) if x,y,u,v are all empty, otherwise,

(ϕ ∨∗ ψ)≡d f ∃nxu∀yv((n = 0∧ϕ1)∨ (n 6= 0∧ψ1)) ;

(3) (∃∗zϕ)≡d f ∃zx∀yϕ1 if z does not occur in x,y, otherwise (∃∗zϕ)≡d f ϕ;
(4) (∀∗zϕ) ≡d f ∃X∀zyϕ1 [X(z) ,y] if z does not occur in x,y, otherwise

(∀∗zϕ)≡d f ϕ;
(5) (ϕ →∗ ψ)≡d f ∃UY∀xv(ϕ1 [x,Y(x,v)]→ ψ1 [U(x) ,v]);
(6) (¬∗ϕ)≡d f (ϕ →∗ S0 = 0)≡ ∃Y∀x(¬ϕ1 [x,Y(x)]);
(7) (ϕ ↔∗ ψ)≡d f (ϕ →∗ ψ)∧∗ (ψ →∗ ϕ).

Note that as defined symbols, ∀∗ and ∃∗ are not ∀,∃ used in (FinC) for stating
claims in strict finitism, and the rest are not logical constants ¬, ∨, ∧, → and ↔
in SF. We can use these defined logical constants to construct new claims in strict
finitism from given claims, as in a first-order language. For a formula ϕ constructed
using these defined logical constants from formulas in the format (FinC), after the
defined logical constants ¬∗, ∨∗, ∧∗, →∗,↔∗ , ∃∗, and ∀∗ are eliminated, it will
eventually reduce to a claim in the format (FinC) again. The intuitive meanings of
these defined logical constants are obvious, except perhaps for →∗.

The definition of (ϕ →∗ ψ) above is Bishop’s numerical implication in [4]. In-
tuitively, it means that to claim that ∃u∀vψ1 [u,v] follows from the assumption
∃x∀yϕ1 [x,y] in strict finitism, one must take an arbitrary x and derive ∃u∀vψ1 [u,v]
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from ∀yϕ1 [x,y], which means that one must construct a term U that operates on ar-
bitrary x and derive ψ1 [U(x) ,v] from ∀yϕ1 [x,y], which in turn means that one must
construct Y, operating on x,v, and derive ψ1 [U(x) ,v] from ϕ1 [x,Y(x,v)]. The first
step implies that the construction of u to satisfy ψ1 [u,v] can depend on any hypo-
thetical x satisfying ∀yϕ1 [x,y]. The second step means that to use the hypothesis
∀yϕ1 [x,y], we can only use a constructed instance ϕ1 [x,Y(x,v)] of it.

This is at least as strong as the intuitionistic implication, in the sense that if ϕ

and ψ have the format as in the definitions above and ϕ →∗ ψ is provable in strict
finitism, then ‘if ϕ , then ψ’ is provable in intuitionism. However, it is different
from the intuitionistic implication. The standard intuitionistic interpretation of ‘if
ϕ , then ψ’ refers to an ‘arbitrary proof’ of ϕ , that is, a proof of ‘if ϕ , then ψ’ will
operate on an ‘arbitrary proof’ of ϕ and produce a proof of ψ . This requires ‘an
arbitrary proof’ as a primitive notion. Numerical implication amounts to restricting
that ‘arbitrary proof’. First, the construction of u to satisfy ψ1 [u,v] for any v does
not have to start from an ‘arbitrary proof’ of ∃x∀yϕ1 [x,y]. Instead, it can start from
an arbitrary x that hypothetically witnesses ∀yϕ1 [x,y]. Second, the derivation of
ψ1 [u,v] for an arbitrary v cannot start from a proof of ∀yϕ1 [x,y]. It can only start
from a constructed instance ϕ1 [x,Y(x,v)].

A natural question is, ‘is this numerical interpretation of implication too strong?’
In particular, in deriving ψ1 [U(x) ,v], it allows using only an instance ϕ1 [x,Y(x,v)],
not the full universal claim ∀yϕ1 [x,y]. The lemma below shows that this numerical
interpretation actually allows using finitely many instances of ∀yϕ1 [x,y].

Lemma 2.10. To prove the claim

∃UY∀xv(ϕ1 [x,Y (x,v)]→ ψ1 [U (x) ,v])

in strict finitism, it is sufficient to prove

∃UY ′M∀xv
(
(∀n≤M (x,v))ϕ1

[
x,Y ′ (n,x,v)

]
→ ψ1 [U (x) ,v]

)
,

or prove the following for some fixed N,

∃UY0...YN∀xv(ϕ1 [x,Y0 (x,v)]∧ ...∧ϕ1 [x,YN (x,v)]→ ψ1 [U (x) ,v]) .

Proof. Suppose that we have constructed the terms U , Y ′, M and derive

(∀n≤M (x,v))ϕ1
[
x,Y ′ (n,x,v)

]
→ ψ1 [U (x) ,v]

in SF. Let
T [x,v]≡d f (µn≤M (x,v))¬ϕ1

[
x,Y ′ (n,x,v)

]
.

Then,
ϕ1
[
x,Y ′ (T [x,v] ,x,v)

]
→∀n≤M (x,v)ϕ1

[
x,Y ′ (n,x,v)

]
.

Then, we can let Y be λxv.Y ′ (T [x,v] ,x,v) in the first part of the conclusion. The
second part follows from the first part if we let M ≡ N and let
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Y ′ ≡ λnxv.(J (n = 0,Y0 (x,v) ,J (n = 1,Y1 (x,v) , ...))) .

ut
This means that for deriving ψ1 [U (x) ,v], one can actually use finitely many in-

stances of ∀yϕ1 [x,y], that is, instances ϕ1 [x,Y ′ (n,x,v)] for all n ≤ M (x,v), where
the number of instances can depend on x,v. Still, it does not allow operating on an
arbitrary proof of ∀yϕ1 [x,y] and it does not depend on infinitely many instances
of ∀yϕ1 [x,y]. This, we believe, captures the finitistic numerical content of implica-
tion. To justify this, we first note that in realistic mathematics, we never refer to an
arbitrary proof of our hypotheses in deriving some conclusion from the hypothe-
ses. Secondly, the lemma actually says that for finitistic implication, the universal
quantifier in the antecedent should not be taken too literally. A proof of the impli-
cation must derive the consequent ψ1 [U (x) ,v] from finitely many instances of the
antecedent ∀yϕ1 [x,y]. This perhaps captures the spirit of finitism. Thirdly, we will
see that the logical constant→∗ so defined does have the common features of logical
implication.

In fact, the following theorem shows that all defined logical constants ¬∗, ∨∗, ∧∗,
→∗,↔∗ , ∃∗, and ∀∗ follow the intuitionistic logical laws. The definitions of starred
logical constants in (1) – (6) above are essentially Gödel’s Dialectica interpretation
of intuitionistic logic. Therefore, the proof of this theorem is similar to the proof of
Dialectica interpretation (see, for instance, Troelstra [34], p. 234).

Theorem 2.11. ¬∗, ∨∗, ∧∗, →∗, ∃∗, and ∀∗ follow the laws of intuitionistic pred-
icate logic, as well as the axiom of choice. That is, for any claims ϕ , ψ , χ , the
following claims are provable in strict finitism:

(1) ϕ →∗ ψ →∗ ϕ;
(2) (ϕ →∗ χ →∗ ψ)→∗ (ϕ →∗ χ)→∗ (ϕ →∗ ψ);
(3) 0 = 1→∗ ϕ;
(4) ϕ ∧∗ ψ →∗ ϕ;
(5) ϕ ∧∗ ψ →∗ ψ;
(6) ϕ →∗ ψ →∗ ϕ ∧∗ ψ;
(7) ϕ →∗ ϕ ∨∗ ψ;
(8) ψ →∗ ϕ ∨∗ ψ;
(9) (ϕ →∗ χ)→∗ (ψ →∗ χ)→∗ ϕ ∨∗ ψ →∗ χ;

(10) ∀∗z(ϕ →∗ ψ)→∗ ∀∗zϕ →∗ ∀∗zψ;
(11) ϕ →∗ ∀∗zϕ , where x is not free in ϕ;
(12) ∀∗zϕ →∗ ϕ [t/z];
(13) ∀∗z(ϕ →∗ ψ)→∗ ∃∗zϕ →∗ ∃∗zψ;
(14) ∃∗zϕ →∗ ϕ , where x is not free in ϕ;
(15) ϕ [t/z]→∗ ∃∗zϕ;
(16) ∀∗z∃∗wϕ [z,w]→∃∗W∀∗zϕ [z,W (z)].

Moreover, for any claims ϕ , ψ , if the claims ϕ and ϕ →∗ ψ are provable, then ψ

is also provable; and if the claim ϕ is provable, then ∀∗zϕ is also provable.
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Proof. Suppose that ϕ ≡∃x′∀yϕ1 [x′,y], ψ ≡∃u′∀vψ1 [u′,v], and χ ≡∃z′∀wχ1 [z′,w].
To simplify our notations, we will write these claims as ϕ1 [x′,y], ψ1 [u′,v], and
χ1 [z′,w], with the convention that variables with a prime are bound by ∃ and other
variables are bound by ∀. For simplicity, we will consider only a single ∃ and a
single ∀ in the prefix. The case for multiple quantifiers is similar.

(1) ψ →∗ ϕ is ψ1 [u,v′ (u,y)]→ ϕ1 [x′ (u) ,y]. Therefore, ϕ →∗ ψ →∗ ϕ is

ϕ1
[
x1,y′1 (x1,u,y)

]
→ ψ1

[
u,v′ (x1)(u,y)

]
→ ϕ1

[
x′ (x1)(u) ,y

]
.

(We change x′,y in the first occurrence of ϕ1 to x′1,y1, to avoid confusing
with x′,y in the last occurrence of ϕ1 in the formula ϕ →∗ ψ →∗ ϕ . More-
over, here we use the same variable names x′ and v′, ignoring the fact that
their types should be different from their types in the previous formulas.)
Then, to prove this formula, we have to construct terms for y′1, v′, and x′.
This is trivial. We can just choose y′1 and x′ such that y′1 (x1,u,y) = y and
x′ (x1)(u) = x1. This proves (1).

(2) χ →∗ ψ is χ1 [z,w′ (z,v)]→ ψ1 [u′ (z) ,v]. Therefore, ϕ →∗ χ →∗ ψ is

ϕ1
[
x,y′ (x,z,v)

]
→ χ1

[
z,w′ (x)(z,v)

]
→ ψ1

[
u′ (x)(z) ,v

]
.

ϕ →∗ χ is
ϕ1
[
x1,y′1 (x1,w1)

]
→ χ1

[
z′1 (x1) ,w1

]
,

and ϕ →∗ ψ is

ϕ1
[
x2,y′2 (x2,v2)

]
→ ψ1

[
u′2 (x2) ,v2

]
.

Therefore, (ϕ →∗ χ)→∗ (ϕ →∗ ψ) is

(A1 →C1)→ (A2 → B2) ,

where

A1 ≡ ϕ1
[
x′1 (y1,z1,x2,v2) ,y1

(
x′1 (y1,z1,x2,v2) ,w′1 (y1,z1,x2,v2)

)]
,

C1 ≡ χ1
[
z1
(
x′1 (y1,z1,x2,v2)

)
,w′1 (y1,z1,x2,v2)

]
,

A2 ≡ ϕ1
[
x2,y′2 (y1,z1)(x2,v2)

]
,

B2 ≡ ψ1
[
u′2 (y1,z1)(x2) ,v2

]
.

Let x3 ≡ (y,w,u,y1,z1,x2,v2), y3 ≡ (y1,z1,x2,v2). Then, finally,

(ϕ →∗
χ →∗

ψ)→∗ ((ϕ →∗
χ)→∗ (ϕ →∗

ψ))

is
(A3 →C3 → B3)→ ((A4 →C4)→ (A5 → B5)) , (2.3)

where
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A3 ≡ ϕ1
[
x′ (x3) ,y

(
x′ (x3) ,z′ (x3) ,v′ (x3)

)]
,

C3 ≡ χ1
[
z′ (x3) ,w

(
x′ (x3)

)(
z′ (x3) ,v′ (x3)

)]
,

B3 ≡ ψ1
[
u
(
x′ (x3)

)(
z′ (x3)

)
,v′ (x3)

]
,

A4 ≡ ϕ1
[
x′1 (y,w,u)(y3) ,y1

(
x′1 (y,w,u)(y3) ,w′1 (y,w,u)(y3)

)]
,

C4 ≡ χ1
[
z1
(
x′1 (y,w,u)(y3)

)
,w′1 (y,w,u)(y3)

]
,

A5 ≡ ϕ1
[
x2,y′2 (y,w,u)(y1,z1)(x2,v2)

]
,

B5 ≡ ψ1
[
u′2 (y,w,u)(y1,z1)(x2) ,v2

]
.

By Lemma 2.10, to prove (2.3), we can instead prove

(A3 →C3 → B3)∧ (A4 →C4)∧A5∧A′5 → B5,

where A′5 is obtained from A5 by replacing y′2 by y′′2 . The idea is to match
A5 with A4, A′5 with A3, C4 with C3, and B5 with B3. We need to construct
x′, z′, v′, x′1, w′1, y′2, y′′2 , and u′2 to satisfy the above. To match B5 with B3, we
need

v′ (x3) = v2,

u′2 (y,w,u)(y1,z1)(x2) = u
(
x′ (x3)

)(
z′ (x3)

)
.

To match C4 with C3, we need

z′ (x3) = z1
(
x′1 (y,w,u)(y3)

)
,

w′1 (y,w,u)(y3) = w
(
x′ (x3)

)(
z′ (x3) ,v′ (x3)

)
.

To match A5 with A4, we need

x′1 (y,w,u)(y3) = x2,

y′2 (y,w,u)(y1,z1)(x2,v2) = y1
(
x′1 (y,w,u)(y3) ,w′1 (y,w,u)(y3)

)
.

Finally, to match A′5 with A3, we need

x′ (x3) = x2,

y′′2 (y,w,u)(y1,z1)(x2,v2) = y
(
x′ (x3) ,z′ (x3) ,v′ (x3)

)
.

These requirements can be satisfied simultaneously. This proves (2).
(3) is trivial.
(4) ϕ ∧∗ ψ is ϕ1 [x′,y]∧ψ1 [u′,v]. Therefore, ϕ ∧∗ ψ →∗ ϕ is

ϕ1
[
x,y′ (x,u,y1)

]
∧ψ1

[
u,v′ (x,u,y1)

]
→ ϕ1

[
x′1 (x,u) ,y1

]
.

We only need to construct y′, x′1 such that y′ (x,u,y1) = y1 and x′1 (x,u) = x.
(5) is proved similarly.
(6) Since ϕ ∧∗ ψ is ϕ1 [x′,y]∧ψ1 [u′,v], ψ →∗ ϕ ∧∗ ψ is
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ψ1
[
u1,v′1 (u1,y,v)

]
→ ϕ1

[
x′ (u1) ,y

]
∧ψ1

[
u′ (u1) ,v

]
.

Therefore, ϕ →∗ ψ →∗ ϕ ∧∗ ψ is

ϕ1
[
x1,y′1 (x1,u1,y,v)

]
→ ψ1

[
u1,v′1 (x1)(u1,y,v)

]
→ ϕ1

[
x′ (x1)(u1) ,y

]
∧ψ1

[
u′ (x1)(u1) ,v

]
.

We can let y′1, v′1, x′, u′ be such that y′1 (x1,u1,y,v) = y, v′1 (x1)(u1,y,v) = v,
x′ (x1)(u1) = x1, and u′ (x1)(u1) = u1. This proves (6).

(7), (8), (9) are similar.
(10) ∀∗zψ is ψ1 [u′ (z) ,v,z] and ∀∗zϕ is ϕ1 [x′ (z1) ,y,z1]. Therefore, ∀∗zϕ →∗

∀∗zψ is

ϕ1
[
x
(
z′1 (x,z,v)

)
,y′ (x,z,v) ,z′1 (x,z,v)

]
→ ψ1

[
u′ (x)(z) ,v,z

]
.

ϕ →∗ ψ is ϕ1 [x2,y′2 (x2,v2)]→ψ1 [u′2 (x2) ,v2]. Therefore, ∀∗z(ϕ →∗ ψ) is

ϕ1
[
x2,y′2 (z2)(x2,v2) ,z2

]
→ ψ1

[
u′2 (z2)(x2) ,v2,z2

]
.

Let y3 = (y2,u2,x,z,v). Then, ∀∗z(ϕ →∗ ψ)→∗ ∀∗zϕ →∗ ∀∗zψ is

(A1 → B1)→ (A2 → B2) ,

where

A1 ≡ ϕ1
[
x′2 (y3) ,y2

(
z′2 (y3)

)(
x′2 (y3) ,v′2 (y3)

)
,z′2 (y3)

]
,

B1 ≡ ψ1
[
u2
(
z′2 (y3)

)(
x′2 (y3)

)
,v′2 (y3) ,z′2 (y3)

]
,

A2 ≡ ϕ1
[
x
(
z′1 (y2,u2)(x,z,v)

)
,y′ (y2,u2)(x,z,v) ,z′1 (y2,u2)(x,z,v)

]
,

B2 ≡ ψ1
[
u′ (y2,u2)(x)(z) ,v,z

]
.

Therefore, to match A1 with A2 and B1 with B2, we can construct u′, v′2, z′2,
y′, z′1, x′2 such that

z′2 (y3) = z;
v′2 (y3) = v;

z′1 (y2,u2)(x,z,v) = z′2 (y3) ;

x′2 (y3) = x
(
z′1 (y2,u2)(x,z,v)

)
;

y′ (y2,u2)(x,z,v) = y2
(
z′2 (y3)

)(
x′2 (y3) ,v′2 (y3)

)
;

u′ (y2,u2)(x)(z) = u2
(
z′2 (y3)

)(
x′2 (y3)

)
.

This proves (10).
(11) and (12) are trivial.
(13) ∃∗zϕ is ϕ1 [x′,y,z′] and ∃∗zψ is ψ1 [u′,v,z′1]. Therefore, ∃∗zϕ →∗ ∃∗zψ is
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ϕ1
[
x,y′ (x,z,v) ,z

]
→ ψ1

[
u′ (x,z) ,v,z′1 (x,z)

]
.

Again, ∀∗z(ϕ →∗ ψ) is

ϕ1
[
x2,y′2 (z2)(x2,v2) ,z2

]
→ ψ1

[
u′2 (z2)(x2) ,v2,z2

]
.

Let y3 = (y2,u2,x,z,v). Then, ∀∗z(ϕ →∗ ψ)→∗ ∃∗zϕ →∗ ∃∗zψ is

(A1 → B1)→ (A2 → B2) ,

where

A1 ≡ ϕ1
[
x′2 (y3) ,y2

(
z′2 (y3)

)(
x′2 (y3) ,v′2 (y3)

)
,z′2 (y3)

]
,

B1 ≡ ψ1
[
u2
(
z′2 (y3)

)(
x′2 (y3)

)
,v′2 (y3) ,z′2 (y3)

]
,

A2 ≡ ϕ1
[
x,y′ (y2,u2)(x,z,v) ,z

]
,

B2 ≡ ψ1
[
u′ (y2,u2)(x,z) ,v,z′1 (y2,u2)(x,z)

]
.

Then, we can let

x′2 (y3) = x;
z′2 (y3) = z;
v′2 (y3) = v;

z′1 (y2,u2)(x,z) = z′2 (y3) ;

y′ (y2,u2)(x,z,v) = y2
(
z′2 (y3)

)(
x′2 (y3) ,v′2 (y3)

)
;

u′ (y2,u2)(x,z) = u2
(
z′2 (y3)

)(
x′2 (y3)

)
.

(14) and (15) are again trivial.
(16) Note that ∀∗z∃∗wϕ [z,w] is ϕ1 [x′ (z) ,y,z,w′ (z)], and ∃∗W∀∗zϕ [z,W (z)] is

ϕ1 [x′ (z) ,y,z,W ′ (z)]. Therefore, (16) is trivial.

Now, suppose that the claims ϕ and ϕ →∗ ψ are provable in strict finitism. That
is, we have constructed terms x′, y′, u′ and derive ϕ1 [x′,y] and ϕ1 [x,y′ (x,v)] →
ψ1 [u′ (x) ,v]. Substitute x′ for x in the second, we have a proof of ϕ1 [x′,y′ (x′,v)]→
ψ1 [u′ (x′) ,v]. Substitute y′ (x′,v) for y in the first, we have a proof of ϕ1 [x′,y′ (x′,v)].
Therefore, we have a proof of ψ1 [u′ (x′) ,v], which is a proof of the claim ψ .

Finally, suppose that ϕ is provable in strict finitism. That is, we have constructed
a term t [z], which may depend on the parameter z, and derive ϕ1 [t [z] ,y,z]. Now,
∀∗zϕ is ϕ1 [x′ (z) ,y,z]. Therefore, ∀∗zϕ is also provable. ut

This theorem shows that in proving claims in strict finitism, we can use (1)–(16)
in the theorem as axioms and use the rules Modus Ponens for →∗and Generaliza-
tion for ∀∗. The latter means that we can assume that free variables are all bound
by ∀∗. The theorem also implies that we can use skills such as Deduction Theo-
rem and other natural deduction rules if the deduction consists only of the axioms
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(1)–(16), the axioms of SF, Modus Ponens, and Generalization, that is, if it does not
use Induction Rule, which we will discuss later. For instance, suppose that we start
from a premise ϕ and use the axioms (1)–(16), the axioms of SF, Modus Ponens,
and Generalization to derive a conclusion ψ . Generalization should not be applied
to free variables in ϕ , of course. Then, we have a proof of ϕ →∗ ψ using the axioms
(1)–(16), the axioms of SF, Modus Ponens, and Generalization. This is Deduction
Theorem.

Now, suppose that ϕ1, ..., ϕn is a proof using the axioms (1)–(16), the axioms
of SF, Modus Ponens, and Generalization. Eliminating defined logical symbols in
each statement in the proof, we get a sequence of claims ψ1, ..., ψn in strict finitism.
Each ψ i is in the format ∃x∀yχ , stating that some terms are constructed and some
condition about the terms (expressed as a quantifier-free formula of SF) is verified.
The theorem above implies that if ϕ i is an axiom among (1)–(16), the correspond-
ing claim ψ i is provable in strict finitism and the required terms witnessing it can
be constructed routinely from ϕ i. Similarly, if ϕ i is derived from some previous
statements by Modus Ponens or Generalization, assuming that the required witness
terms for those previous statements as claims are already constructed, the required
witness terms for the claim ψ i can also be constructed routinely. Therefore, we can
automatically extract the terms witnessing the last claim ψn in strict finitism. If
ϕ ≡ ∃x∀yϕ1 [x,y], ψ ≡ ∃u∀vψ1 [u,v], and we derive ψ by such a proof using ϕ as
a premise, then this means that a mechanical procedure can automatically extract
the terms U,Y from the proof and generate a proof in SF of the formula

ϕ1 [x,Y(x,v)]→ ψ1 [U(x) ,v] .

This is what we really get when we derive the conclusion ∃u∀vψ1 [u,v] from the
premise ∃x∀yϕ1 [x,y] using the axioms and rules in the theorem above.

On the other side, since →∗is not the intuitionistic implication, we have some
provable claims that do not hold in the intuitionistic logic. For instance,

Lemma 2.12. If ϕ [x,y] is quantifier-free, then

¬∗∃∗x∀∗yϕ [x,y]↔∗ ∀∗x∃∗y¬ϕ [x,y] .

In particular, if ψ [y], ψ ′ [y] are quantifier-free, then

¬∗∀yψ [y]↔∗ ∃y¬ψ [y] , ¬∗∃yψ [y]↔∗ ∀y¬ψ [y] ;
¬∗¬∗∀yψ [y]↔∗ ∀yψ [y] , ¬∗¬∗∃yψ [y]↔∗ ∃yψ [y] ;

¬∗
(
∀yψ [y]∧∀yψ

′ [y]
)
↔∗ ¬∗∀yψ [y]∨¬∗∀yψ

′ [y] .

Proof. Using the convention in the proof of the last theorem, ∃∗x∀∗yϕ [x,y] is ϕ [x′,y]
and then ¬∗∃∗x∀∗yϕ [x,y] is ¬ϕ [x,y′ (x)], which is just ∀∗x∃∗y¬ϕ [x,y]. The rest
follows easily. ut

However, note that we do not have a general proof of

¬∗∀∗x∃∗yϕ [x,y]→∗ ∃∗x∀∗y¬ϕ [x,y] .
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∀∗x∃∗yϕ [x,y] is ϕ [x,y′ (x)]. Therefore, ¬∗∀∗x∃∗yϕ [x,y] is ¬ϕ [x′ (y) ,y(x′ (y))]. In
other words, ∀∗x∃∗yϕ [x,y] means that we can construct y′ such that ϕ [x,y′ (x)].
Therefore, to positively deny this, we have to construct x′ that gives a counter-
example x′ (y) for each y as the potential candidate for y′ in ϕ [x,y′ (x)]. That is
¬ϕ [x′ (y) ,y(x′ (y))]. However, this does not require us to construct a fixed x′ as a
counter-example for all potential candidate for y′ in ϕ [x,y′ (x)]. That is, it does not
imply ¬ϕ [x′,y], which is ∃∗x∀∗y¬ϕ [x,y]. Similarly, for arbitrary claims ϕ , ψ , we
do not generally have

¬∗¬∗ϕ →∗
ϕ , ¬∗ (ϕ ∧ψ)→¬∗ϕ ∨¬∗ψ , or ¬∗∀∗xϕ →∃∗x¬∗ϕ.

Therefore, these starred logical constants are not classical logical constants either.
It is easy to see that defined logical constants ¬∗, ∨∗, ∧∗, →∗, ↔∗, ∃∗, ∀∗ and

the logical constants ¬, ∨, ∧, →, ↔ in SF and ∃, ∀ used in (FinC) are consistent
whenever both are syntactically appropriate in a relevant context. For instance, if
ϕ,ψ are (quantifier-free) formulas in SF, then ϕ∧∗ψ is just ϕ∧ψ , after the defined
logical constant ∧∗is eliminated. Similarly, ∃∗x∀∗yϕ is just ∃x∀yϕ in the format
(FinC). Moreover, it can be easily proved that (ϕ ∨∗ ψ)↔∗ (ϕ ∨ψ). Therefore, from
now on, we will omit the stars on these symbols. Furthermore, we will simply use
natural language terms ‘and’, ‘or’, ‘there exists’, ‘for all’, ‘if ... then ...’, and ‘not’
to say these defined logical constants when stating a formula in natural language.
We will never use these terminologies in their ‘classical meaning’. In this manner,
any statement constructed using these logical constants eventually says again that
some terms are constructed to satisfy some condition expressed by a formula in the
language of SF. For instance, ‘for any x, there exists y, such that ϕ [x,y]’ always
means ‘can construct Y that operates on any x such that ϕ [x,Y (x)]’.

When developing mathematics in strict finitism, we translate a theorem in clas-
sical mathematics (or a variant of it) into a claim in strict finitism, with logical
constants in classical mathematics translated into ¬∗, ∨∗, ∧∗, →∗, ↔∗, ∃∗, and ∀∗.
Therefore, every mathematical theorem that we can prove in strict finitism is even-
tually a claim in the format (FinC) above, stating that some terms in SF have been
constructed and some condition has been verified within SF. This assigns numerical
content to a classical theorem. Proving the theorem in strict finitism means con-
structing the relevant terms and deriving the relevant formula in SF.

To see how this is related to the applicability of mathematics, suppose that
∀n∀xϕ [n,x] with a quantifier-free ϕ is a mathematical premise expressing an ideal-
ized assumption about some finite and discrete physical quantity. For instance, the
continuity assumption about the population growth on the Earth can be expressed
by a statement of this format. It is our mathematical premise corresponding to some
literally true realistic premise about a finite and discrete physical quantity. We will
see that in such cases, usually ϕ [m, t] can be translated into a literally true assertion
about that discrete physical quantity as long as m is not too large. In the case of
population growth, this is due to the fact that while population growth is not liter-
ally continuous, it is sufficiently smooth at the macro-scale. We will see that this
‘sufficiently smooth at the macro-scale’, together with bridging postulations, will
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imply ϕ [m, t] for not too large m. In other words, the magnitude of m in ϕ [m, t]
corresponds to the degree of smoothness of population growth at the macro-scale.

Then, suppose that we prove a theorem in strict finitism in the format ∀n∀xϕ [n,x]
→ ∀kψ [k], with ψ a quantifier-free formula of SF. That is, we derive ∀kψ [k] with
∀n∀xϕ [n,x] as an assumption. The numerical interpretation of implication means
that we actually construct terms N,X and derive ϕ [N (k) ,X(k)]→ ψ [k] within SF,
with k a free variable. Therefore, for each numeral instance m0, we can get a closed
proof of

ϕ [N (m0) ,X(m0)]→ ψ [m0]

in SF. This means that for deriving a particular instance ψ [m0], we do not really
need the premise ϕ [m,x] for arbitrarily large m. If N (m0) is not too large, so that
ϕ [N (m0) ,X(m0)] is implied by our realistic premises about discrete population
growth and our bridging postulations, then the instance ψ [m0] will follow from
our realistic premises and bridging postulations (together with the axioms of strict
finitism as true realistic assertions about concrete programs). This will be our basis
for explaining applicability. See Sect. 3.7 for the details.

Note that N is an elementary recursive function constructed in the proof. There-
fore, we can examine the value N (m0) to see if it is too large. On the other hand,
in classical mathematics, if ∀n∀xϕ [n,x] → ∀kψ [k] is true, then there also ‘exist’
functions N,X such that ϕ [N (k) ,X(k)]→ ψ [k] is true for all k. Actually, they can
be constant functions. That is, we can define them as follows: let N (k) ≡d f c and
X(k)≡d f d if there exist a number c and entities d such that ¬ϕ [c,d], and otherwise
arbitrarily assign values to N (k) and X(k). However, such a function N is useless for
examining if the proof preserves truth about that discrete physical quantity, because
it does not give any hint about how large N (m0) is for a particular m0.

2.2.3 Recursive Constructions and Inductions

The real restriction for strict finitism (compared with intuitionistic mathematics or
Bishop’s constructive mathematics, for instance) is on available recursive construc-
tions and inductions. From the axioms and rules of SF we have only bounded prim-
itive recursion on numerical terms and induction on quantifier-free formulas in SF.
Lemma 2.3 shows how to use bounded primitive recursion to construct numerical
terms.

Recursions can also be used to construct sequences of higher types. A sequence
of the type σ items is a term of the type (o→ σ). If t is of the type (o→ σ), we
frequently write t (n) as tn, or write t as (tn)n or simply (tn), to indicate that we
consider it a sequence. We also call a term T [n] of the type σ a sequence, by which
we mean λn.T [n]. To use numerical recursions to construct sequences of higher
types, we generally proceed as follows: For a term T of any type, T (x1) ...(xl)
becomes a numerical term for some variables x1, ...,xl of appropriate types. Instead
of constructing a term T [n] to satisfy some recursive equation directly, we construct
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a numerical term q [n,x1, ...,xl ], which is to be T [n] (x1) ...(xl) , to satisfy some
appropriate recursive equation, and then we let

T [n]≡ λx1.....λxl .q [n,x1, ...,xl ] .

For this strategy to work, we usually need some extensionality conditions. The
extensional equality of two terms T,R of the same type is defined as

(T ' R)≡d f ∀x1...xl (T (x1) ...(xl) = R(x1) ...(xl)) ,

where x1, ...,xl are appropriate variables not free in T,R. Extensional equality is a
substitute for equality for terms of higher types.

For example, to encode a finite sequence of terms t0, ..., tl−1 of some type σ , let

〈t0, ..., tl−1〉 ≡d f λx1.....λxn.〈t0 (x1) ...(xn) , ..., tl−1 (x1) ...(xn)〉,

where x1, ...,xn are new variables of some uniquely determined types such that
t0 (x1) ...(xn) is of the type o, and <> on the right hand side is the coding func-
tion for sequences of numerical terms (see Subsection 2.1.2). Similarly, define

(t)i ≡d f λx1.....λxn.(t (x1) ...(xn))i ,

lh(t)≡d f lh(t (0σ1) ...(0σn)) ,
Seq(t)≡d f ∀x1...∀xn (Seq(t (x1) ...(xn))) .

Here, ()i, lh, Seq on the right hand side are the corresponding decoding function,
length function, and sequence number predicate for sequences of natural numbers.
σ1, ...,σn are the sequences of the types of x1, ...,xn respectively. For a sequence of
types σ = (ρ1, ...,ρm), 0σ is the sequence (0ρ1 , ...,0ρm) of terms, and for each type
σ , 0σ is defined as follows:

0o ≡d f 0,

0(ρ1,...,ρm→ρ) ≡d f λxρ1 ...xρm .0ρ .

Therefore, 0σ (x1) ...(xn) = 0 for variables x1, ...,xn of appropriate types. Then, con-
catenation can be defined by

t ∗ s≡d f λx1.....λxn.(t (x1) ...(xn)∗ s(x1) ...(xn)) .

We can prove

〈t0, ..., tl−1〉 ∗ 〈tl〉 ' 〈t0, ..., tl−1, tl〉,
(t ∗ s)∗ r ' t ∗ (s∗ r)

and so on. Note that we use extensional equalities here.
Now, consider inductions. Suppose that we can prove a statement of the format



2.2 Doing Mathematics in Strict Finitism 65

∃nϕ [0,n]∧ (∃nϕ [m,n]→∃nϕ [Sm,n]) ,

where ϕ [m,n] is a quantifier-free formula. This means that we have constructed
terms r and N and derived

ϕ [0,r] , ϕ [m,n]→ ϕ [Sm,N (m,n)]

in SF. Suppose that the term N (m,n) is iteratively bounded in n. Then, we can
construct a term q [m] so that q [0] = r∧q [Sm] = N (m,q [m]). Therefore, we have

ϕ [0,q [0]] , ϕ [m,q [m]]→ ϕ [Sm,q [Sm]] .

Then, a quantifier-free induction in SF derives ϕ [m,q [m]], which then implies
∃nϕ [m,n]. It means that we can actually have Σ 0

1 -induction if relevant terms wit-
nessing our proof of the inductive step are iteratively bounded. By similar strategies,
sometimes we can get Π 0

1 -induction, or inductions that are even more complex on
apparent.

Inductions on formulas with parameters ranging over a domain, or inductions
with assumptions, will be very useful in applications. In the simple case, we have

Lemma 2.13. Suppose that ϕ [n,x] is a quantifier-free formula whose free variables
are all in n, x, where n and x are distinct variables, and suppose that χ [x] is any
claim (which may contain quantifiers) whose free variables are all in x, and suppose
that

χ [x]→ ϕ [0,x] ,
χ [x]→ (ϕ [n,x]→ ϕ [Sn,x]) .

Then
χ [x]→ ϕ [n,x] .

Proof. Suppose that χ [x]≡ ∃y∀zχ1 [y,z,x] with χ1 quantifier-free. By the assump-
tions, after eliminating the defined symbol →∗, we have

∃Z0∀y(χ1 [y, Z0 (y) , x]→ ϕ [0,x]) ,
∃Z∀y(χ1 [y, Z(y) , x]→ (ϕ [n,x]→ ϕ [Sn,x])) .

x,n are free variables in this statement. They are implicitly quantified by ∀∗. There-
fore, these are finally transformed into the following claims in strict finitism:

∃Z0∀x∀y(χ1 [y, Z0 (x)(y) , x]→ ϕ [0,x]) ,
∃Z∀n∀x∀y(χ1 [y, Z(n,x)(y) , x]→ (ϕ [n,x]→ ϕ [Sn,x])) .

Proving these means that we can construct closed terms Z0, Z such that

χ1 [y, Z0 (x,y) , x]→ ϕ [0,x] ,
χ1 [y, Z(n,x,y) , x]→ (ϕ [n,x]→ ϕ [Sn,x]) .
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Let Z′ ≡ λnxy.J (n, Z0 (x,y) , Z(n−1,x,y)). Then

χ1
[
y, Z′ (0,x,y) , x

]
↔ χ1 [y,Z0 (x,y) ,x] ,

χ1
[
y, Z′ (Sn,x,y) , x

]
↔ χ1 [y, Z(n,x,y) , x] .

Let ψ [n]≡ ∀i≤ nχ1 [y, Z′ (i,y,x) ,x]→ ϕ [n,x] . Then, we will have

ψ [0]∧ (ψ [n]→ ψ [Sn]) .

ψ is quantifier-free. By an induction in SF we obtain

∀i≤ nχ1
[
y, Z′ (i,y,x) ,x

]
→ ϕ [n,x] .

Let s [n,y,x]≡ µi≤ n¬χ1 [y, Z′ (i,y,x) ,x] . Then,

χ1
[
y, Z′ (s [n,y,x] ,y,x) ,x

]
→ ϕ [n,x] ,

Therefore, χ [x]→ ϕ [n,x]. ut
By similarly examining if some relevant terms are iteratively bounded, some-

times we can have Σ 0
1 or more complex inductions with assumptions.

This means that Deduction Theorem and other natural deduction rules still hold
when we use Induction Rule in a deduction from premises.

Theorem 2.14. Suppose that we can derive a claim ψ , from a claim ϕ as the
premise, using Definition 2.9, the axioms and rules in Theorem 2.11 and Lemma
2.12 (where Generalization is not applied to variables free in ϕ), and the axioms
and rules of SF (including Induction Rule on quantifier-free formulas). Then, we
have a proof of the claim ϕ →∗ ψ in strict finitism. Similarly, if we can derive ψ

from ϕ [x] as the premise in the same manner and x does not occur free in ψ , then
we have a proof of the claim ∃∗xϕ [x]→∗ ψ in strict finitism.

Proof. This can be proved by an induction on the length of a derivation from ϕ to
ψ . ut

In summary, this is what we will do in developing mathematics within strict
finitism. We translate a theorem in classical mathematics into a claim in strict
finitism, using logical constants ¬∗, ∨∗, ∧∗, →∗, ↔∗, ∃∗, and ∀∗ to replace clas-
sical logical constants. Sometimes we have to modify the classical theorem into a
(classically) logically equivalent format before doing the translation, because two
classically equivalent statements may have different finitistic content. The claim
eventually says that some terms can be constructed to satisfy some condition that is
a quantifier-free formula in SF, as in (FinC). We then prove the claim informally,
using the axioms and rules of SF, Definition 2.9, the axioms and rules in Theorem
2.11 and Lemma 2.12, plus some forms of induction (e.g. those above) that can be
reduced to the quantifier-free induction in SF, plus the techniques in natural deduc-
tion, including Deduction Theorem, ∃-Introduction Rule, and so on. Theorem 2.11
and Theorem 2.14 guarantee that relevant terms in SF demanded by the final claim
can be automatically extracted from the informal proof, and a derivation in SF of
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the condition for those terms implied in the final claim can also be automatically
generated.

In particular, this means that most of the proofs in constructive mathematics (i.e.,
Bishop and Bridges [6]) are actually available to us. We only need to examine the
recursive constructions and inductions used in a constructive proof, to see if they are
reducible to bounded primitive recursion and quantifier-free induction.

2.3 Sets and Functions

Defined logical constants on mathematical claims in strict finitism, including de-
fined quantifiers, allow us to express claims in strict finitism in some simplified
format, very close to the statements in classical mathematics. In order to develop
advanced mathematics in strict finitism, we need more ways of simplifying the pre-
sentations of claims in strict finitism. Sets and functions are also meta-language
notions to allow us to do this. Sets are conditions for classifying terms of various
types. Functions are terms that apply to terms satisfying some conditions and pro-
duce other terms satisfying some other conditions. Sets and functions together allow
us to state sophisticated conditional constructions of terms and state complex con-
ditions about terms in simpler, more readable and more familiar formats.

The basic ideas for representing sets and functions are from Bishop and Bridges
[6] Chap. 3, but some changes are required to fit into our more restrictive framework
here.

2.3.1 Sets

Classification needs equality. A set provides a way to say that a term belongs to
a class and that two terms are equal (when considered as members of the class).
Therefore, a set will be a pair of statements, defining respectively the membership
condition and the equality condition. More accurately, for a pair of formulas A ≡
〈ϕ [a] , ψ [a,b]〉, we will call A a set form of the type σ , if a is the only free variable
in ϕ, a and b are the only free variables in ψ, a and b are of the type σ . We usually
write ϕ [a] as a ∈ A , and write ψ [a,b] as a =A b (or simply a = b when no real
ambiguity will arise). They are the membership condition and the equality condition
of the set. In that case, A is a set of the type σ if

(1) ∀a,b,c
(

a ∈ A∧b ∈ A∧ c ∈ A→
a =A a∧ (a =A b→ b =A a)∧ (a =A b∧b =A c→ a =A c)

)
,

(2) ∀a,b(a' b∧a ∈ A→ b ∈ A∧a =A b) .

(2) means that these conditions are extensional. In particular, the equality =A is a
more coarse-grained equivalence relation than the extensional equality. If (a ∈ A) is
the claim ∃x∀yϕ0 [a,x,y] and x are of the types ρ1, ...,ρm, we call (σ ,ρ1, ...,ρm) the
signature of the set A and call ρ1, ...,ρm the witness types of A, and we use a ∈x A
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to denote the formula ∀yϕ0 [a,x,y], read as ‘a belongs to A with x as the witnesses’.
We also use the notation {a : ϕ [a]} to denote a set when the equality condition is
obvious from the context. Similarly, {t [x] : ϕ [x]} denotes a set with the membership
condition ∃x(a' t [x]∧ϕ [x]).

Therefore, we talk about sets in our informal presentations of the work done in
strict finitism. They provide a way to identify terms in a more coarse-grained manner
for some specific purpose. For instance, we will use type (o→ o) terms to encode
real numbers, but we want to say that two terms may encode the same number. This
needs a more coarse-grained identity relation between type (o→ o) terms than the
syntactical identity or the extensional equality. Moreover, a set provides a condition
for specifying terms of some special interest for a specific purpose. For instance,
only terms that satisfy some condition (i.e., terms representing Cauchy sequences)
can encode real numbers. Obviously, this condition should respect the equality be-
tween set members.

Note that these are only convenient ways for presenting a piece of mathematical
work done in strict finitism. The statement ‘A is a set’ is to be understood as the
conjunction of (1) and (2) above. Therefore, in the end, apparent references to ‘sets’
can be eliminated, and we get statements with only logical constants ¬∗, ∨∗, ∧∗,
→∗, ∃∗, ∀∗, ∃, and ∀ introduced in the last section. These statements are eventually
claims in strict finitism, in the format (FinC) in the last section.

This also means that we must be careful in quantifying over sets in our informal
presentations. A quantification like ‘for all sets A, ...’ will actually be ‘for all for-
mulas ϕ,ψ satisfying the conditions for sets, ...’. If this quantification is not nested,
it can be understood as a schematic claim of the format ‘if (1) and (2), then ...’ in-
volving two arbitrary formulas ϕ,ψ , where (1) and (2) are the formulas above. It is
not unlike the general claim ‘for any formula ϕ , we have ϕ → ϕ’. We can certainly
prove such schematic claims in strict finitism. Similarly, a quantification like ‘for
some set A, ...’ will actually be ‘for some formulas ϕ,ψ , we have (1) and (2), and
...’. Again, if this is not nested and the context explicitly shows that the formulas
ϕ,ψ can be constructed, then this is acceptable, and it is also reduced to a claim
in strict finitism. However, if we want to nest these quantifiers and other logical
constants, we must be very careful. We could try using the tricks for defining the
logical constants ¬∗, ∨∗, ∧∗, →∗, ∃∗, ∀∗, ∃, and ∀ in the last section, to allow the
nested quantifiers and logical constants to be eliminated, but we will not do that in
this monograph, because we will see that we can always avoid quantifying over ar-
bitrary sets. (The trick is to quantify over parameters in the formulas defining sets.
See below.)

There are some generalizations of the notion of set. First, a set form for an n-
place multiple set of the type (σ1, ...,σn) will be a pair A ≡ 〈ϕ [a] ,ψ [a,b]〉, where
a and b are each of the type (σ1, ...,σn). Then, A is a set when some conditions
similar to (1) and (2) above hold. Second, a set form A [w] for a parameterized set
with the parameters w is a pair of formulas 〈ϕ [a,w] , ψ [a,b,w]〉, where ϕ,ψ may
contain free variables w other than a,b. Then, A [w] is a set if (1) and (2) above hold
with ϕ [a] , ψ [a,b] replaced by ϕ [a,w] , ψ [a,b,w]. A form for a family of sets is a
pair 〈A [w] , χ [w]〉 consisting of a set form A [w] for a parameterized set and a for-
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mula χ [w] with w as the only free variables. Then ‘〈A [w] , χ [w]〉 is a family of sets’
is to mean ‘For all w, if χ [w], then A [w] is a set’. We will also say ‘{Aw : χ [w]}
is a family of sets’. A special case of these is a family {Ai : i ∈ I} of sets indexed
by another set I. We will also use the notation {Ai}i∈I . Parameterized sets and fam-
ilies of sets allow us to quantify over some sets by quantifying over parameters or
indices. That is, we can say ‘For all i, ... Ai ...’, instead of using quantifiers on sets
(or actually, formulas). Clearly, we can also combine these generalizations. So, we
have parameterized multiple sets, families of parameterized sets or multiple sets and
so on.

We use ∀x ∈ A to mean ∀x(x ∈ A→ ...) and use ∃x ∈ A to mean ∃x(x ∈ A∧ ...).
When sets A and B are of the same type, A is a subset of B, or A⊆ B, means

∀x ∈ A(x ∈ B)∧∀x,y ∈ A(x =A y↔ x =B y)∧
∀x,y ∈ B(x ∈ A∧ x =B y→ y ∈ A) .

The last condition says that the membership condition for A is extensional relative
to the equality relation of B. We will make this convention: when we mention a
subset of a set, unless otherwise stated, we always assume that it has the same
equality condition as the super-set. So, a subset is determined when its membership
condition (extensional relative to the equality for its super-set) is given. Further, A =
B is (A⊆ B)∧ (B⊆ A). We also need stronger notions of containment and equality
between sets. For A,B of the same signature, A≺ B means

A⊆ B∧∀a,x(a ∈x A→ a ∈x B) ,

and A ∼= B means A ≺ B∧B ≺ A. When using {Ai}i∈I to denote a family of sets,
we always assume that the following extensionality condition relative to the indices
holds:

∀i1, i2 ∈ I
(
i1 =I i2 → Ai1

∼= Ai2
)
.

These notions of subset apply to multiple sets, parameterized sets and other gen-
eralizations as well. The same holds for other notions related to sets to be introduced
below. We will omit the details.

The intersection and union of two sets A and B are defined only in case they have
equivalent equality conditions. In that case, the equality condition of the intersection
and union is clear, while the membership conditions are respectively

(x ∈ A∩B)≡d f x ∈ A∧ x ∈ B,

(x ∈ A∪B)≡d f x ∈ A∨ x ∈ B.

The complement A−B is a subset of A with the membership condition

x ∈ A−B≡d f x ∈ A∧¬x ∈ B.

A sequence (An)n of sets is a parameterized set with n as (one of) the parame-
ter(s). In case the equality condition does not depend on the parameter n, especially
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when An is a subset of a set B for all n, the union and intersection of the sequence
are sets defined as usual:

(x ∈ ∪∞
n=0An)≡d f ∃n(x ∈ An) ;

(x ∈ ∩∞
n=0An)≡d f ∀n(x ∈ An) .

Similarly, for any family {Ai}i∈I of subsets of a set B, we can define the set ∪i∈IAi
and ∩i∈IAi, if the equality conditions for {Ai}i∈I do not depend on the parameters i.
Clearly, these are still subsets of B.

Products of sets can be constructed in a few ways, as multiple sets, as sets of
sequences, or as sets of codes of finite sequences. First, let A1, ...,An be n sets of the
types σ1, ...,σn respectively. The product A1× ...×An is the multiple set of the type
(σ1, ...,σn) with the membership and equality conditions:

((x1, ...,xn) ∈ A1× ...×An)≡d f (x1 ∈ A1∧ ...∧ xn ∈ An) ,
((x1, ...,xn) =A1×...×An (y1, ...,yn))≡d f (x1 =A1 y1∧ ...∧ xn =An yn) .

When Ais are multiple sets or parameterized sets, the products are defined similarly.
Suppose that (An) is a parameterized set of the type σ with the parameter n.

Then, ∏
∞
n=0 An is a set of the type (o→ σ) :(

x ∈
∞

∏
n=0

An

)
≡d f ∀n(xn ∈ An) ,(

x =∏
∞
n=0 An y

)
≡d f ∀n(xn =An yn) .

It is easy to prove that if An is a set for all n, then this defines a set.
We can use the same format of definition to define ∏

N
n=0 An:(

x ∈
N

∏
n=0

An

)
≡d f ∀n≤ N (xn ∈ An) ,(

x =
∏

N
n=0 An

y
)
≡d f ∀n≤ N (xn =An yn) .

We can also define ∏
N
n=0 An as a set of the type σ again, with the codes of finite

sequences as its members:(
x ∈

N

∏
n=0

An

)
≡d f Seq(x)∧ lh(x) = N +1∧∀n≤ N ((x)n ∈ An) ,(

x =
∏

N
n=0 An

y
)
≡d f ∀n≤ N ((x)n =An (y)n) .

In actual applications, we will choose the one that is more convenient for us. Note
that these are parameterized sets with N as a parameter. Given a set A, we can define
AN as ∏

N
n=0 A.
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Moreover, given a set A, we can also define the set A<∞ of all finite sequences of
elements of A:(

x ∈ A<∞
)
≡d f Seq(x)∧∀k < lh(x)((x)k ∈ A) ,

(x =A<∞ y)≡d f lh(x) = lh(y)∧∀k < lh(x)((x)k =A (y)k) .

This means that given a set A, we can quantify over all finite sequences of the mem-
bers of A as in (∀x ∈ A<∞), (∃x ∈ A<∞).

Basic properties about subsets, unions, intersections and products of sets are eas-
ily proved. However, note that we do not have the notion of power set, and we cannot
quantify over all subsets of a set.

Sometimes we consider a set with an inequality relation, which means a set A
together with a formula defining a relation 6=. We need an inequality x 6= y to be
symmetric and stronger than ¬x = y, and we need it to imply distinguishability.
That is, ‘6= is an inequality relation on A’ is the formula

∀x,y ∈ A(x 6= y→¬x = y∧ y 6= x∧∀z(x 6= z∨ y 6= z)) .

Usually there is a natural inequality relation on a set.

2.3.2 Examples: Sets of Numbers

Here are some examples of sets. First, the set N of natural numbers is a type o set:

(n ∈ N)≡d f n = n,
(n =N m)≡d f n = m.

Then, we assume a fixed coding for integers, for instance, coding a positive integer
n as 2n and coding a negative integer −n as 2n− 1. Then, we can define the set of
integers, Z, as a set of the type o:

(a ∈ Z)≡d f a = a,
(a =Z b)≡d f a = b.

Common functions or predicates of integers, for instance, a+b, a−b, ab, |a|, 0 <,
0≤ a, a≤ b, a < b and so on, can be constructed as terms or formulas. For example,

(0≤ a)≡d f Div(a,2) ,
|a| ≡d f J (0≤ a,a,a+1) .

We will use the symbols +, −, <, ≤ ambiguously. Contexts should be able to make
clear what they mean.

Then, we assume a fixed coding of rational numbers as pairs of integers into
natural numbers, for instance, coding r = a

b as
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OP(a,b) = (a+b)(a+b)+a+1.

Let π1, π2 be the corresponding decoding function, namely, π1 (OP(a,b)) = a,
π2 (OP(a,b)) = b. Then, we can define the set of rational numbers, Q, as a set
of the type o:

(r ∈Q)≡d f ∃a≤ r∃b≤ r (b 6= 0∧ r = OP(a,b)) ,
(r1 =Q r2)≡d f π1 (r1) ·π2 (r2) = π2 (r1) ·π1 (r2) .

We will again use the common notations for the common functions or predicates of
rational numbers, constructed as terms or formulas, for instance, p+q, p−q, p/q,
pq, |p|, p−1, dpe (the least integer greater than p), p≥ q, p > q and so on. (A default
value for 0−1 can be set.) For example,

p+q≡d f OP(π1 (p)π2 (q)+π2 (p)π1 (q) ,π2 (p)π2 (q)) .

The basic arithmetic properties of these functions and predicates of rational numbers
are easy to prove. Exponentiation with integer exponents pn and p−n can also be
constructed, for example,

pn ≡d f OP(π1 (p)n ,π2 (p)n) ,

where the exponentiation on the right hand side is the exponentiation function of
integers. Contexts can always resolve any ambiguity regarding whether a numerical
term should be treated as a natural number, or an integer, or a rational number.

We will frequently use bounded primitive recursions to construct sequences of
rational numbers. Here, we must note that the bound in a bounded primitive recur-
sion should be the bound of the codes of relevant rational numbers, not the bound
of those rational numbers themselves. For a rational number p

q , its code is bounded

by 4(p+q)2 + 2p + 1. Therefore, ignoring details, we can take it that the code of
a rational number is bounded by its numerator and denominator. Then, when a nu-
merical term t [n] is iterated for n to construct a sequence of rational numbers, the
primitive recursion pattern is bounded as long as both the numerator sequence and
the denominator sequence are bounded by some elementary recursive function. In
particular, this is the case when we iterate ordinary operations such as addition, sub-
straction, multiplication, division, taking absolute value, max, min and so on for
rational numbers.

For instance, suppose that r [n] ≡ p[n]
q[n] is a sequence of rational numbers and we

want to construct a term s [n] by recursion such that s [n] = r [0] · · · r [n], that is

s [0] = r [0] , s [n+1] = s [n] · r [n+1] .

The numerator and denominator of s [n] are bounded by ∏i≤n p [i] and ∏i≤n q [i]
respectively. Therefore, s [n] (i.e. the code of s [n] as a rational number) is bounded
by a term b [n] constructed from p and q. Then, s [n] can be constructed by bounded
primitive recursion.
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We will call operations such as addition, substraction, multiplication, division,
taking absolute value, max, min and so on ‘iteratively bounded operations’ for ra-
tional numbers. These operations can be iterated for recursively constructing se-
quences of rational numbers (usually for approximating real numbers) by bounded
recursion. Note that the exponentiation pn is iteratively bounded for p but not itera-
tively bounded for n.

The set of real numbers, R, is then a set of the type σ = (o→ o) and the signature
(σ) ([6], p. 18):

(x ∈ R)≡d f ∀m,n > 0(x(n) ∈Q∧|x(m)− x(n)| ≤ 1/m+1/n) ,
(x =R y)≡d f ∀n > 0(|x(n)− y(n)| ≤ 2/n) .

Therefore, we essentially take elementary recursive Cauchy sequences of rational
numbers as real numbers. Note that t ∈ R is a Π 0

1 formula. A proof of t ∈ R is then
simply a proof within SF of a quantifier-free formula (with free variables).

We can define

(x≤ y)≡d f ∀n > 0(x(n)≤ y(n)+2/n)
(x < y)≡d f (∃n > 0)(x(n) < y(n)−2/n) .

Note that x ≤ y is a Π 0
1 formula and x < y is a Σ 0

1 formula. That is, proving x < y
requires finding a witness n such that x(n) < y(n)− 2/n. It is easy to verify that
these definitions are consistent with the corresponding classical notions. It follows
from Lemma 2.12 that

¬x≤ y↔ x > y, x≤ y↔¬x > y

(which is different from the intuitionistic case). However, note that x ≤ y does not
generally imply x < y∨ x = y.

Here are some common subsets and parameterized subsets of R. Their equality
conditions are all the same as that of R, so we give only their membership condi-
tions:

The set of positive real numbers R+: signature: ((o→ o) ,o),

x ∈ R+ ≡d f x ∈ R∧ x > 0.

R− is defined similarly. Note that x > 0 requires a witness.
The set of non-negative real numbers R+0: signature: ((o→ o)),

x ∈ R+0 ≡d f x ∈ R∧ x≥ 0.

Closed interval [a,b]: parameters: a,b of the type (o→ o), signature: ((o→ o)),

x ∈ [a,b]≡d f x ∈ R∧a≤ x∧ x≤ b.

Open interval (a,b): parameters: a,b of the type (o→ o), signature: ((o→ o) ,o,o),
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x ∈ (a,b)≡d f x ∈ R∧a < x∧ x < b.

Note that each of a < x and x < b needs a type o witness.
The intervals [a,b), (a,b], (∞,b], (a,∞] and so on are defined similarly. [a,b] is

also called a compact interval.
For subsets of real numbers, we always assume this standard inequality relation

(x 6= y)≡d f (x > y∨ x < y) .

It is easy to show that x 6= y→ z 6= x∨ z 6= y. That is, it satisfies the condition for an
inequality relation.

2.3.3 Functions

A function is a term that applies to terms belonging to the domain set of the func-
tion, together with their witnesses, and results in terms belonging to the range set.
Suppose that A and B are sets of the signatures (σ0,σ1, ...,σn) and (ρ0,ρ1, ...,ρm)
respectively, and f is a term of the type (σ0,σ1, ...,σn → ρ0). f is a function from
A to B, or f : A→ B, if

∀x0x1 (x0 ∈x1 A→ f (x0,x1) ∈ B)∧
∀x0x1y0y1 (x0 ∈x1 A∧ y0 ∈y1 A∧ x0 =A y0 → f (x0,x1) =B f (y0,y1)) .

Note that a function operates on the witnesses for an element belonging to its do-
main. From f : A→ B it follows that

x0 ∈x1 A∧ x0 ∈x2 A→ f (x0,x1) =B f (x0,x2) .

So we frequently simply write f (x0) instead of f (x0,x1), as equal members of a set
can be treated as the same in most contexts. Similarly, sometimes we use notations
like ∀x0 ∈ A(.... f (x0) ....), while literally it should be

∀x0x1 (x0 ∈x1 A→ ... f (x0,x1) ...) .

Such simplified notations are more readable, and contexts can always determine how
to complete them, as long as we always keep in mind that a function operates on the
witnesses as well as the elements belonging to its domain.

For example, the reciprocal function x−1 on the set R+ operates on an arbitrary
sequence x = (xn)n of rational numbers and an arbitrary natural number m as the
putative witness for x ∈ R+. That is, it is a witness when 0 < xm − 2/m, namely,
xm > 2/m. It’s easy to see that for x and m such that x ∈ R+ and xm > 2/m, we can
find N, M, such that for all n,k≥N, we have

∣∣x−1
nM − x−1

kM

∣∣≤ 1/n+1/k. Then, we can
construct a term t, such that t (x,m)(k) = x−1

NM for k ≤ N and t (x,m)(k) = x−1
kM for
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k > N. Then, it is easy to see that t (x,m) ∈R if x ∈m R+. λx.t is then the reciprocal
function ·−1 on the set R+.

When A is an n-place multiple set, σ0, x0, and y0 above are actually sequences
of types and variables σ0, x0, y0. In that case, we will call f an n-place function.
Similarly, when B is a multiple set, ρ0 is a sequence ρ0 of types and f is a sequence
f of terms of the type (σ0,σ1, ...,σn → ρ0). To emphasize that, we will call f a
multiple function. In particular, suppose that A1, ..., An and B are sets, and Ai has
the signature (σ i,ρ i) and B has the type ρ . Recall that A1× ...×An is a multiple set.
Therefore, a function f : A1× ...×An → B is an n-place function. It will be a term
of the type

(σ1,ρ1, ...,σn,ρn → ρ) .

Note that constant terms S, +, ·, and pow are functions from N to N, or 2-place func-
tions from N× N to N. Therefore, the terminology ‘function’ used here is consistent
with our previous uses of it.

Given the term f and sets A and B as pairs of formulas, the statement ‘ f is a
function from A to B’ is a statement using logical constants ¬∗, ∨∗, ∧∗, →∗, ∃∗,
and ∀∗ and so on, and is therefore a claim in strict finitism. That is, all apparent
references to functions can in principle be eliminated. A statement referring to a
function actually expresses a condition about a term in some simplified format. For
instance, (

f : R+ → R
)
∧∀x ∈ R+ (x · f (x) = 1)

gives the condition for a term f as the reciprocal function on R+. Spelling it out,
we will get a quite complex statement using the symbols ¬∗, ∨∗, ∧∗, →∗, ∃∗, ∀∗,
∃, and ∀, as well as the symbols ¬, ∨, ∧, and → in SF. Then, after these defined
logical constants are eliminated, it eventually becomes a claim in strict finitism in
the format (FinC) in Sect. 2.2.1, stating that some terms of SF can be constructed,
together with f , to satisfy some condition expressed as a quantifier-free formula in
SF.

The set of functions from A to B, F (A,B), is defined as follows:

( f ∈ F (A,B))≡d f f : A→ B,(
f =F(A,B) g

)
≡d f ∀x0x1 (x0 ∈x1 A→ f (x0,x1) =B g(x0,x1)) .

This equality condition, which can be expressed as ∀x ∈ A( f (x) = g(x)) in a sim-
plified manner, is called extensional equality for functions. We agree that when
defining sets of functions, for instance, the set of continuous functions on R, the
extensional equality for functions is always tacitly assumed unless it is explicitly
stated otherwise.

Notions like ‘ f : A → B is onto’, ‘ f : A → B is an inverse of g : B → A’, ‘ f :
A → B is one-one’ and so on are defined as usual. If A, B are sets with inequality
relations, ‘ f : A→ B respects inequalities’ is to mean ‘if f (x) 6= f (y) then x 6= y for
all x,y ∈ A’. Given terms f , g, we can construct a term g◦ f such that if f : A→ B
and g : B →C, then g ◦ f : A →C. The basic properties of these notions are easily
proved. In particular, if f : A → B is onto, then for y ∈ B, there exists x ∈ A such
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that f (x) = y. Since the axiom of choice holds, it means that there exists g such that
g : B→ A and f ◦g is the identity function on B.

A set A is countable if

∃ f (( f : N→ A)∧ ( f is onto)) ,

and A is finite if

∃x∃m((∀n < m)(x(n) ∈ A)∧ (∀z ∈ A)(∃n < m)(x(n) =A z)) .

The extensionality condition enables us to encode a finite set into a single object of
the same type. Suppose that x,m witness A’s being a finite set and let a ≡ x(m) =
〈x(0) , ...,x(m−1)〉. Then

(∀n < m)((a)n ∈ A)∧ (∀z ∈ A)(∃n < m)((a)n =A z) .

So a encodes A. Note that the extensionality of set conditions is needed here, be-
cause we have only (a)n ' x(n) and we need extensionality to infer (a)n ∈ A.

If f : A1 → B and A1 ∼= A2 then f : A2 → B. The stronger equality is necessary
here, for otherwise A1 and A2 may even have different signatures. On the other hand,
if in a context we have f : A→ B and C⊆ A, then there is a natural way to construct
a function from C to B as the restriction of f to C. First, C ⊆ A implies that there
exist W such that for any a,u, a ∈u C implies a ∈W(a,u) A. W are the witnesses for
C ⊆ A. Then, let f ′ be defined by f ′ (a,u) ≡ f (a,W(a,u)) . Clearly, f ′ : C → B.
We will denote f ′ by f |C, or simply by f ambiguously, while remembering that it
actually contains the witnesses for C ⊆ A.

We will frequently use such simplified notations without stating so explicitly.
For example, after defining a function on R, we always use the same notation for its
restrictions to the subsets of R, such as various intervals. Further, if in a context we
have f1 : A1 → B and f2 : A2 → B, and C ⊆ A1 ∧C ⊆ A2, then ‘ f1 = f2 on C’ is to
mean

∀xu1u2 (x ∈C∧ x ∈u1 A1∧ x ∈u2 A2 → f1 (x,u1) = f2 (x,u2)) ,

or ∀x ∈C ( f1 (x) = f2 (x)) in simplified notations. The assertion ‘ f1 = f2 on C’ ac-
tually involves A1,A2, which do not appear in the simplified expression.

Sets and functions together provide a way to make sophisticated claims on the
constructions of terms and on conditions about the constructed terms. For instance,
we will study the set C (R,R) of continuous functions from R to R and make
claims about such arbitrary functions. A function from R to R is a term of the type
((o→ o)→ (o→ o)) satisfying some condition, and the set C (R,R) of continuous
functions from R to R actually expresses an extra condition on these terms. The con-
dition f ∈ C (R,R) is itself a claim in strict finitism in the format (FinC). We will
see that it requires witnesses. When we make a claim about an arbitrary continuous
function f from R to R, we are making a conditional claim in the format

∀∗ f ( f ∈C (R,R)→∗
ϕ [ f ]) (2.4)
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where the implication is understood as the numerical implication, and the universal
quantification is also to be eliminated by the Axiom of Choice. Therefore, in the end,
we are still claiming that some terms can be constructed to satisfy some condition
expressed as a quantifier-free formula in SF.

Intuitively, the constructed terms will operate on an arbitrary term f of the type
((o→ o)→ (o→ o)), together with witnessing terms for its belonging to C (R,R),
and the resulted terms will satisfy some quantifier-free but very complex condition.
Referring to functions and sets allows us to state these in a simple and more familiar
format. In particular, it allows us to state sophisticated nested conditional construc-
tions, while spelling out the numerical implications and quantifications will result
in very complex quantifier-free formulas. For instance, the claim ‘ f is a function
from R to R’ already contains nested universal quantifications and numerical im-
plications, because it is ∀x(x ∈ R→ f (x) ∈ R), and x ∈ R itself contains universal
quantifications and numerical implications. We will see that the extra condition of
continuity demands a witness for continuity and also contains universal quantifi-
cations and numerical implications referring to arbitrary type (o→ o) terms that
are real numbers. Then, these nested quantifications and numerical implications are
again nested in (2.4). It is foreseeable that spelling out all these will result in an ex-
tremely complex formula in the format (FinC). Sets and functions allow us to state
these in a highly abstract and simplified manner.

2.3.4 Partial Functions

In the theory of integration we will need partial functions from R to R. The domain
of a partial function on R is supposed to be a subset of R. Subsets of R may have
different witness types and hence they cannot all be put into a single family of sub-
sets. Therefore, we cannot quantify over all such partial functions in our formulas
and cannot define the set of all partial functions. Here, we will introduce a strategy
to allow us to treat some very broad families of partial functions. In particular, we
will see that we will be able to treat all Lebesgue integrable functions R to R in a
single family of partial functions R to R.

Given a family of parameterized subsets D ≡ {Di : i ∈ I} of a set X indexed by
an n-place multiple set I, we can define the set F (D ,Y ) of partial functions from
X to a set Y with domains in the family D . This is an (n+1)-place multiple set (or
(n+m)-place multiple set if Y is an m-place multiple set):

((i, f ) ∈F (D ,Y ))≡d f (i ∈ I∧ f : Di → Y ) ,(
(i1, f1) =F (D ,Y ) (i2, f2)

)
≡d f

(
Di1 = Di2 ∧∀x ∈ Di1 ( f1 (x) = f2 (x) )

)
.

Note that f1 (x)= f2 (x) in the above actually has a format like f1 (x,a)= f2 (x,u(a)),
where a is a hypothetical witness for x ∈ Di1 , and u is a term witnessing Di1 ⊆ Di2 ,
that is, a term such that x ∈a Di1 → x ∈u(a) Di2 . Now, suppose that Di1 = Di2
and ∀x ∈ Di1 ( f1 (x) = f2 (x) ). Then, from x ∈b Di2 we also have x ∈v(u) Di1 for
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some v, and then x ∈u(v(b)) Di2 again. From f2 : Di2 → Y we have f2 (x,b) =
f2 (x,u(v(b))). Let a above be v(b) here, we have f1 (x,v(b)) = f2 (x,u(v(b))).
Therefore, f2 (x,b) = f1 (x,v(b)). That is, we also have ∀x ∈ Di2 ( f2 (x) = f1 (x) ),
and the definition of the equality above is symmetric. Other conditions for defining
a set are also easy to verify.

Then, we can quantify over all partial functions in F (D ,Y ) in our formulas, by
which we mean a quantification like

∀i∀ f ((i, f ) ∈F (D ,Y )→ ......) .

We will say that Di is the domain of (i, f ). Therefore, the domain (actually the
parameter of the domain) of a partial function is uniquely determined by the partial
function. (i1, f1) is a restriction of (i2, f2) if

Di1 ⊆ Di2 ∧
(

f1 = f2 on Di1
)
.

If (i1, f1) is a restriction of (i2, f2), then (i1, f1) = (i1, f2). When no real ambiguities
will occur, we simply call f a partial function and call Di the domain of f , denoted
by Dmn( f ). So, for example, (i, f ) ∈F (D ,Y ) will be simplified as f ∈F (D ,Y ).
Similarly, we will simply write the equality as f1 = f2.

Notions such as ‘onto’, ‘one-one’ can apply to a partial function (i, f ) viewed as
a function f : Di → Y .

We say that the family D is closed under finite intersection, if for any finite
sequence i1, ..., in of indices there exists j such that Dj = ∩n

k=1Dik . We say that D is
closed under countable intersection, if for any sequence (in) of indices there exists
j such that Dj ⊆ ∩∞

n=1Din . Note that the latter needs only inclusion but not equality.



Chapter 3
Calculus

This chapter develops the basics of calculus in strict finitism. Notions such as limit,
convergence, continuity, differentiability, and Riemann integration are introduced,
and their basic properties are proved. A case study of demonstrating applicability
by reducing to strict finitism is also presented in the last section of this chapter.

Since the laws of intuitionistic logic are available for our informal arguments in
strict finitism, we will follow the techniques for developing calculus in Bishop’s
constructive mathematics (see Chap. 2 of Bishop and Bridges [6]). Recall that the
essential difference between strict finitism and Bishop’s constructive mathematics
is on the inductions and recursive constructions available. Therefore, our critical
job here is to make sure that various recursive constructions employed are bounded
by elementary recursive functions and that the inductions used are reducible to the
quantifier-free induction.

3.1 The Real Number System

The set R of real numbers is already defined. Note that the set of rational numbers
Q is a set of the type o, which is different from the type of R. However, clearly x ∈
Q→ λm.x ∈R. For convenience, we frequently ignore the type difference between
rational numbers and real numbers and simply write 0 ∈ R, x ∈ Q → x ∈ R and
so on, which will actually mean λm.0 ∈ R and x ∈ Q → λm.x ∈ R respectively.
Similarly, note that as a rational number, 2 is +2

+1 and is encoded as the numeral
OP(2 ·2,2 ·1). However, we will simply treat the numerical terms 0,1,2, ... (i.e. 0,
S0, SS0, ...) as if they represent the rational numbers 0, 1, 2, ..., and we will also
treat them as real numbers. These are not essential issues. Readers should be able
to rectify such details and we will simply adopt a manner of speech that is more
convenient.

Common functions for real numbers such as +, −, ·, /, |·|, max, min, xn and so
on are constructed as closed terms of appropriate types. For instance,

F. Ye, Strict Finitism and the Logic of Mathematical Applications, Synthese Library 355, 79
DOI 10.1007/978-94-007-1347-5 3, c© Springer Science+Business Media B.V. 2011
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x+ y≡d f λn.(x(2n)+ y(2n)) .

It is straightforward to verify that

x ∈ R∧ y ∈ R→ x+ y ∈ R. (3.1)

Let
ϕ [x,m,n]≡ m > 0∧n > 0→ |x(m)− x(n)| ≤ 1/m+1/n.

Then, by the definition of x ∈ R, (3.1) means

∀m∀n∀m′∀n′
(
ϕ [x,m,n]∧ϕ

[
y,m′,n′

])
→∀m∀n(ϕ [x+ y,m,n]) .

By the numerical interpretation of implication, proving this requires constructing
terms s≡ s [x,y,m,n], t ≡ t [x,y,m,n], s′ ≡ s′ [x,y,m,n], t ′ ≡ t ′ [x,y,m,n] such that

ϕ [x,s, t]∧ϕ
[
y,s′, t ′

]
→ ϕ [x+ y,m,n] .

This is trivial, for we can let s ≡ 2m, t ≡ 2n, s′ ≡ 2m, t ′ ≡ 2n. To prove that + :
R×R→ R, we still need to prove that it respects the equality for R, that is,

x =R x′∧ y =R y′→ x+ y =R x′+ y′.

This is also trivial.
The above is a rather detailed presentation of some constructions in strict finitism.

Such details are usually straightforward but tedious. We will omit such details in the
rest of this monograph, as long as we consider them trivial. For instance, similar
constructions and proofs can be easily supplemented for the functions −, |·|, max,
and min. Readers should keep in mind that every claim we make in the end states
that some terms are constructed and some conditions about the terms expressed as
quantifier-free formulas of SF are verified.

Similarly, note that if x ≡ (xn) is a real number, then xn < x1 + 2 for all n > 0.
Therefore, we can define x · y as λn.(x(2kn)y(2kn)), where k is max{dx1 +2e ,
dy1 +2e}. Similarly, let k≡m(dx1 +2e)m. Then, the sequence

(
xm

kn

)
n is a real num-

ber and we can define xm as λn.xm
kn. When r is a rational number, for x ≡ (xn) a

real number, we can define r · x ≡d f
(
rxmax(1,d|r|e)n

)
n. In particular, when |r| ≤ 1,

r · x≡d f (rxn). This will simplify some constructions.
Recall that <, ≤, and 6= are already defined for real numbers. > and ≥ can be

defined in obvious ways. Note that x < y, x > y, x 6= y are Σ 0
1 formulas, that is,

they require a witness, while x ≥ y, x ≤ y, x = y are Π 0
1 formulas. Ignoring the

type difference, we will also use notations like 2 + x, x > 1 and so on when x is a
variable for real numbers. Note that for a real number x = (xn), x1−1≤ x≤ x1 +1.
Moreover, given that x, y are real numbers, we have more useful characterizations
of the equality and inequalities: if x,y ∈ R, then
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(x = y)↔∀k > 0∃M∀m≥M (|x(m)− y(m)| ≤ 1/k) ,
(x≤ y)↔∀k > 0∃M∀m≥M (x(m)≤ y(m)+1/k) ,
(x < y)↔∃k > 0∃M∀m≥M (x(m) < y(m)−1/k) .

Furthermore, given x,y such that x < y, for any z, it is decidable if z < y or z > x.
This fact will be very useful in various constructions.

The reciprocal function ·−1 is defined on R+ ∪R−. Note that this function has
the signature ((o→ o) ,o,o,o), because the defining formula is x ∈ R+ ∨ x ∈ R−,
and x ∈ R+ and x ∈ R− each contains one existential quantifier and the disjunction
∨ generates one more existential quantifier. Therefore, there are three witnesses
i,n,m for x ∈ R+ ∪R−. i = 0 or 1 indicates that the element belongs to R+ or
R−; n and m witness that the element belongs to R+ or R− respectively, that is,
x(n) > 2/n or x(m) <−2/m. Then, the function ·−1 actually operates on (x, i,n,m).
It is easy to construct a term t [x,n,m] (depending on x(n)− 2

n ,− 2
m − x(m)) such

that t [x,n,m] > 2 and for all k > t [x,n,m], |x(k)| > 1/t [x,n,m], if n and m are the
above witnesses. Then, we can let

·−1 ≡d f λxinm.λ j.x
(

max( j, n,m,2) t [x,n,m]2
)−1

.

It can be verified that this is a function from R+∪R− to R and hence we can simply
write ·−1 (x, i,n,m) as x−1 when it is verified that x ∈ R+∪R−.

Then, the division function / is a 2-place function from R×(R+∪R−) to R, and
it can be defined as

x/y≡d f x · y−1.

The basic properties of these functions are easily proved within strict finitism.
For instance, we can prove that these operations satisfy the conditions for a field
in algebra, and we can prove the basic properties characterizing |·|, max and min,
and we can prove some basic inequalities involving these operations. Some of these
are straightforward from the definitions and some will require constructing relevant
witnesses.

For instance, to prove that x > y > 0 → x−1 < y−1, we must construct a witness
for x−1 < y−1 from the witnesses for x > y and y > 0. That is, given m, n such
that x(m) > y(m)+ 2/m and y(n) > 2/n, we must construct k such that x−1 (k) <
y−1 (k)−2/k. This is obvious. We will omit the details here.

Note that x = y and x ≤ y are Π 0
1 formula and we have only quantifier-free in-

ductions. However, the finite transitivity of equalities and inequalities always hold:

Lemma 3.1. If we can prove

ϕ →∀n(t [n] ∈ R∧ t [n] = t [n+1]) ,

then we have
ϕ →∀n(t [n] ∈ R∧ t [n] = t [0]) .

The same holds with = replaced by ≤.
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Proof. From the assumption, it follows that for m > 0,

|t [n] (m)− t [n+1] (m)| ≤ 2/m.

Then, by a quantifier-free induction, we have |t [n] (m)− t [0] (m)| ≤ 2n
m . Since this

holds for arbitrary m, we have t [n] = t [0]. ut
We also have the following Cantor’s Theorem ([6], p. 27):

Theorem 3.2. For any sequence (an) of real numbers and any two real numbers x,y
with x < y, there exists a real number z such that x≤ z≤ y and z 6= an for each n.

Proof. It suffices to show that for any sequence (an) of real numbers, we can con-
struct a real number x such that 0 ≤ x ≤ 1 and x 6= an for all n > 0. The idea is
to construct a sequence (kn), such that for any n, (i) an <

kn+1
22(n+1) or an >

kn+1+1
22(n+1) ,

and (ii) kn+1 = 4kn or 4kn + 3, which means that kn+1
22(n+1) = kn

22n or kn+ 3
4

22n . Then, we

can let x ≡
(

kn
22n

)
. x will be a real number and kn+1

22(n+1) ≤ x ≤ kn+1+1
22(n+1) , which implies

that x 6= an. To find kn+1, we divide the interval
[

kn
22n , kn+1

22n

]
into 4 equal subinter-

vals, and then compare an
(
22n+3

)
with the middle point 4kn+2

22(n+1) of the interval. If

an
(
22n+3

)
≤ 4kn+2

22(n+1) , then we are sure that an < 4kn+3
22(n+1) , and we let kn+1 = 4kn + 3.

Otherwise, an > 4kn+1
22(n+1) , and we let kn+1 = 4kn. The recursive construction is obvi-

ously bounded by an elementary recursive function. ut
This recursive construction is more explicit than the one on [6], p. 27, which is

not very clearly available to SF, that is, not very clearly bounded by elementary
recursive functions. Cases like this are common in developing mathematics within
strict finitism. That is, we may need recursive constructions that are more straight-
forward and more explicit than the recursive constructions in Bishop’s constructive
mathematics. As a consequence, our constructions are closer to realistic computer
programs.

A real number a is an upper bound of a set A⊆R, if ∀x(x ∈ A→ a≥ x) , and a is
the supremum supA of A, if a is an upper bound of A and for any k > 0 there exists
x ∈ A such that x > a− k−1. Lower bound and infimum are defined similarly. Note
that verifying that a is the supremum of A involves constructing a term witnessing
the condition. It is well known that several classical theorems about the topology of
the real number system cannot be constructivized, including the theorem that any
set with an upper bound has a supremum. However, we still have some finitistic
substitutes ([6], p. 37).

Theorem 3.3. Suppose that there exists a ∈ A and there exists an upper bound b of
A, and suppose that for any x,y ∈ R such that x < y, either there exists z ∈ A such
that x < z, or y is an upper bound of A. Then, supA exists.

Proof. To estimate c = supA up to the precision 1/k, we can proceed as follows:
Take two rational numbers p < a and q > b. Choose a constant number k0 > 0 so
that (q− p)/2k0 < 1

2 . For each k, divide the rational interval [p,q] evenly into 2k+k0
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sub-intervals [pi, pi+1], p0 = p < · · · < p2k+k0 = q. We have pi+1− pi<1/2k. From
the assumption it follows that we have a numerical term s [p,q,k, i] that equals to 0
or 1 indicating the case where there exists z ∈ A such that pi < z, or the case where
pi+1 is an upper bound of A. Let ck be pi+1 with i the largest index so that there
exists z ∈ A such that pi < z. So, ck is an upper bound of A. It is easy to verify that
c = (ck) is a real number and is supA. (Note that this is again a simpler construction
than the one on [6], p. 37.) ut

A set A is totally bounded if for each k > 0 there exists a finite sequence of
real numbers a, such that (a)i ∈ A, for i < lh(a), and for each x ∈ A, there exists
i < lh(a), such that |x− (a)i| < k−1. It is easy to show that if A is totally bounded,
then the conditions of the theorem above hold. Therefore, we have

Corollary 3.4. If A is totally bounded, then supA and infA exist.

In applications, rational numbers are in principle sufficient for representing real
physical quantities, since our scientific theories are accurate only above the Planck
scale. We want to use real numbers because we want to use some general proce-
dures for computing physical quantities to represent physical quantities, and we
want mathematical operations on physical quantities to be closed and thus simpler.
For instance, given that the microscopic space-time structure is unknown and could
be discrete or not 4-dimensional, when calculating the ratio of a circumference to
its diameter for an ordinary circular physical object, it is physically meaningless to
consider the precision of the ratio after a few decimal digits (in common physics
units). However, we have a general procedure for computing π up to an arbitrary
precision, for instance, by an approximation using polygons, and that same proce-
dure appears in many places in mathematics. It makes our life easier if we simply
use the procedure, an elementary recursive function computing the rational approx-
imations of π , as our representation of the ratio. Similarly, we have a procedure for
calculating the sequence (pn) of rational numbers so that p2

n approaches 2 closer
and closer. We want to consider such procedures and arithmetic operations on them.
If we use such procedures to represent physical quantities, the operation of taking
square root on physical quantities will be generally available, although in real life we
always need only approximations to

√
2 up to some finite precision (certainly quite

above 10−100 in common physics units). Therefore, using real numbers to represent
physical quantities simplifies our theories.

In strict finitism, we actually use terms encoding real numbers to represent phys-
ical quantities, such as temporal or spatial distance, mass, energy and so on. Recall
that the atomic formulas of SF are only equations between numerical terms. Sup-
pose that x is a variable of the type (o→ o) (for a real number) and t [x] is a numeri-
cal term in normal form with x as the only free variable. From Lemma 2.5 it follows
that all subterms of t [x] other than x itself and the constant function symbols S, +,
·, pow, and I< are numerical terms. Therefore, in t [x], x appears only in contexts
like x(r) for some numerical term r. If x encodes a real number, x(r) is intuitively
a rational approximation to x. This means that in an atomic formula t [x] = s [x],
only rational approximations to x as a real number are really mentioned, not x itself.
Then, when this formula is translated into a realistic assertion about real physical
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quantities, the term x(r) is translated into a term expressing physical properties like
‘p seconds’, ‘p meters’, ‘p kilograms’ and so on, with p a rational number. In other
words, in realistic applications, bridging postulations will only translate sentences
in SF into realistic assertions about physical quantities represented by rational num-
bers.

For instance, suppose that f ,m,a are terms encoding real numbers and consider
the statement f = m · a. This may be an abstract representation of the relation be-
tween force, mass and acceleration for a physical object in the Newtonian mechan-
ics. Recall that in our informal presentation of strict finitism, this statement is a ∏

0
1

sentence:
∀n(| f (n)−m(2kn) ·a(2kn)| ≤ 2/n) .

where k is another term constructed from m and a. Deriving this in strict finitism
means deriving the atomic formula

| f (n)−m(2kn) ·a(2kn)| ≤ 2/n

with a free variable n in SF. Similarly, using it as a premise to derive another formula
ψ (l) means using an instance

| f (N (l))−m(2kN (l)) ·a(2kN (l))| ≤ 2/N (l)

of it, according to the numerical interpretation of implication. Either way, only ratio-
nal approximations to the real numbers f , m, a are involved. Replacing free variables
n, l by any numerals, we actually get estimates on how force is approximately close
to mass times acceleration, depending on how large n or N (l) is. Some of these
estimates can be literally true for real physical quantities, with sufficient but finite
precision. (See Sect. 3.7 for a more detailed case study of an example of applica-
tion.)

3.2 Limit and Continuity

The set of sequences in R, F (N,R) , will also be denoted as RN. A sequence (an)
converges to y, or limn→∞ an = y, if

∀k > 0∃n∀m≥ n(|am− y|< 1/k) ,

or equivalently,
∃N∀k > 0∀m≥ N (k)(|am− y|< 1/k) .

N is a witness for convergence, also called a modulus of convergence. ([6], p. 28.)
If N is a modulus of convergence for the sequence (an), then it is easy to verify that(
aN(2n) (2n)

)
n is a real number and is the limit of (an). Therefore, limn→∞ an can be

seen as a term containing N:
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lim
n→∞

an ≡d f λn.aN(2n) (2n) .

Note that as a term, limn→∞ an contains the modulus of convergence as a subterm,
although it is not explicitly shown in the notation.

Similarly, (an) is a Cauchy sequence if

∀k > 0∃n∀i, j ≥ n
(∣∣ai−a j

∣∣< 1/k
)
,

or equivalently,
∃N∀k > 0∀i, j ≥ N (k)

(∣∣ai−a j
∣∣< 1/k

)
,

and N is a modulus of Cauchyness for (an). Then, if N is a modulus of Cauchyness
for (an), the sequence (bk)≡

((
aN(3k)

)
3k

)
of rational numbers is a real number and

is the limit of (an). Therefore, a sequence has a limit if and only if it is a Cauchy
sequence.

The basic properties of limit can be easily proved. For instance, if limn→∞ an = x,
limn→∞ bn = y, then

lim
n→∞

(an +bn) = x+ y, lim
n→∞

(anbn) = xy, lim
n→∞

(|an|) = |x| ,

lim
n→∞

max(an,bn) = max(x,y) , ∀n(an ≤ b)→ lim
n→∞

an ≤ b.

Similarly, if limn→∞ an = x, x 6= 0, and an 6= 0 for all n, then limn→∞ a−1
n = x−1.

To prove limn→∞ (an +bn) = x+ y, for instance, we need to construct a modulus of
convergence for (an +bn) from any given modulus of convergence for (an) and that
for (bn). We omit the details here.

Moreover, consider the last formula above. To derive that limn→∞ an ≤ b, we
must show that for any k > 0, a sufficient approximation to limn→∞ an is less than
b + 1

k . Now, by the construction of the term limn→∞ an above, an approximation to
limn→∞ an is an approximation to some an for some sufficiently large n. Therefore,
we only need an instance an ≤ b of the premise ∀n(an ≤ b) in order to show that the
approximation to limn→∞ an is less than b+1/k. That is exactly what the numerical
implication says.

Suppose that (an) is a sequence of real numbers. We want to construct the partial
sum ∑

n
i=0 ai. Clearly, to approximate this sum up to ±1/m degree of precision, it

suffices to use the approximations ai ((n+1)m). So, we let

n

∑
i=0

ai ≡d f λm.
n

∑
i=0

ai ((n+1)m) ,

where the sum on the right hand side is for rational numbers and can be easily con-
structed by bounded primitive recursion. Then, some straightforward calculations
will verify the basic properties of partial sum. For instance, suppose that (an) ∈ RN

and (bn) ∈ RN, then
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n

∑
i=0

ai +an+1 =
n+1

∑
i=0

ai,
n

∑
i=0

ai +
m

∑
i=n+1

ai =
m

∑
i=0

ai,

b
n

∑
i=0

ai =
n

∑
i=0

bai,
n

∑
i=0

ai±
n

∑
i=0

bi =
n

∑
i=0

(ai±bi) ,

n

∑
i=0

ai =
an+1−1

a−1
(for a 6= 1), (∀i≤ n(ai ≤ bi))→

n

∑
i=0

ai ≤
n

∑
i=0

bi.

For instance, to prove the first formula, we only need to show that(
n

∑
i=0

ai +an+1

)
(m) =

n

∑
i=0

ai ((n+1)2m)+an+1 (2m)

and (
n+1

∑
i=0

ai

)
(m) =

n+1

∑
i=0

ai ((n+2)m) =
n

∑
i=0

ai ((n+2)m)+an+1 ((n+2)m)

are arbitrarily close to each other for sufficiently large m. This is trivial.
Note that a finite sum of real numbers is defined directly, not by any recursion on

the number of real numbers added. We do not have recursive constructions on real
numbers directly, since they are of the type (o→ o). Similarly, conclusions about
finite sum must be proved with the quantifier-free induction. For instance, we have

Lemma 3.5. If (an), (bn) are sequences of real numbers such that b0 = a0 and for
all n, bn+1 = bn +an+1, then for all n, bn = ∑

n
i=0 ai. Similar conclusions hold when

= is replaced by ≤ or ≥.

Proof. This would be trivial if we could use an induction on the equation bn =
∑

n
i=0 ai directly, but this is a Π 0

1 formula. However, from bn+1 = bn +an+1 we have
for m > 0,

|bn+1 (m)−bn (2m)+an+1 (2m)| ≤ 2/m.

Therefore, for m > 0,

|bn+1 (2m)−bn (2m)+an+1 (2m)| ≤ 2/m+1/m+1/2m≤ 4/m.

These are rational numbers. Then, noting that |b0 (2m)−a0 (2m)| ≤ 1/m, a quantifier-
free induction (to sum them up) shows that for any m > 0,∣∣∣∣∣bn (2m)−

n

∑
i=0

ai (2m)

∣∣∣∣∣≤ 4
m

n+
1
m

.

From there, it easily follows that bn = ∑
n
i=0 ai. ut

Similarly, the partial product ∏
n
i=0 ai of a sequence can be defined as

∏
n
i=0 ai ≡d f λm.∏n

i=0 ai (N [m,n,a]) ,
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where ∏
n
i=0 on the right hand side is the product of rational numbers and can be

constructed by bounded primitive recursion, and

N [m,n,a]≡ mn
(

max
i≤n

(|ai (1)|+1)
)n

.

It can be directly verified that this N [m,n,a] will make ∏
n
i=0 ai defined above a real

number. Basic properties for ∏
n
i=0 ai similar to the properties for ∑

n
i=0 ai above can

be proved as well. We will omit the details.
Similar to Lemma 3.5 above, we have

Lemma 3.6. If (an), (bn) are sequences of real numbers such that b0 = a0 and for
all n, bn+1 = rbn + an+1, then for all n, bn = ∑

n
i=0 rn−iai. Similar conclusions hold

when = is replaced by ≤ or ≥ .

Proof. Similar to the above, we get an estimate like∣∣∣∣∣bn (tm)−
n

∑
i=0

r (tm)n−i ai (tm)

∣∣∣∣∣≤ s
m

,

where t,s are terms depending on r, (an), (bn), n, but not on m. Then, the conclusion
follows. ut

We will frequently resort to conclusions like these two lemmas implicitly in han-
dling finite sum and finite product of real numbers. Traditionally, they are obtained
by simple inductions on equalities or inequalities between real numbers. We see
that they can actually be replaced by inductions on similar equalities or inequalities
between rational numbers approximating those real numbers. Therefore, they are
available to strict finitism. This also means that elementary recursive procedures are
essentially enough for these calculations. We do not really need any recursion on
functions, which may go beyond elementary recursive procedures.

We define
∞

∑
i=0

ai ≡d f λn.
n

∑
i=0

ai.

Therefore, ∑
∞
i=0 ai denotes a sequence. We call it a series. The sum of a series ∑

∞
i=0 ai

can be defined as the limit of the sequence λn.∑n
i=0 ai and is also denoted (ambigu-

ously) by ∑
∞
i=0 ai:

∞

∑
i=0

ai ≡d f lim
n→∞

n

∑
i=0

ai.

A modulus of convergence of λn.∑n
i=0 ai is also called a modulus of convergence of

the series ∑
∞
i=0 ai. The equivalence between convergence and Cauchyness implies

that the sum exists if and only if

∀k > 0∃l∀m,n > l

(∣∣∣∣∣ n

∑
i=m+1

ai

∣∣∣∣∣≤ 1/k

)
.
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Related notions such as the divergence of a series and the absolute convergence of
a series are similarly defined.

The basic properties of series can be easily proved. For instance, if ∑
∞
i=0 ai and

∑
∞
i=0 bi converge, then

b
∞

∑
i=0

ai =
∞

∑
i=0

bai,
∞

∑
i=0

ai±
∞

∑
i=0

bi =
∞

∑
i=0

(ai±bi) ,

∀i(ai ≤ bi)→
∞

∑
i=0

ai ≤
∞

∑
i=0

bi.

These follow from the corresponding properties of finite sum (of real numbers) and
limit.

Similarly, we can prove the following: ∑
∞
i=1 i−1 diverges; if |a|< 1, then ∑

∞
i=0 ai =

1
1−a ; if a series absolutely converges then it converges; if ∑

∞
i=0 ai converges and

|bi| ≤ ai for all i≥ 0, then ∑
∞
i=0 bi converges; if r < 1, N > 0, and |an+1| ≤ r |an| for

n≥N, then ∑
∞
i=0 ai converges. Consider the last one. It suffices to show that |aN+k| ≤

rk |aN | for each k. Now, to derive |aN+k| ≤ rk |aN | from ∀n≥ N (|an+1| ≤ r |an|), we
will need an induction. |aN+k| ≤ |aN |rk is a Π 0

1 formula. Therefore, the quantifier-
free induction cannot be applied directly. However, we can reduce it to a quantifier-
free induction. First, we can choose r to be a rational number. Then, the assumption
∀n≥ N (|an+1| ≤ r |an|) implies that for each k, m,

|aN+k+1|(m)≤ r (|aN+k|(m))+2/m.

This is a quantifier-free formula. Then, by an induction, we have

|aN+k|(m)≤ rk (|aN |(m))+
(

rk−1 + ...+1
) 2

m

≤ rk (|aN |(m))+
2

(1− r)m

for each m. This implies that |aN+k| ≤ rk |aN |.
Now, consider continuity. A function f : [a,b]→ R is continuous if

∃ω∀x,y ∈ [a,b]∀n > 0(|x− y| ≤ ω (n)→ | f (x)− f (y)| ≤ 1/n) .

ω is a witness for continuity, called a modulus of continuity. ([6], p. 38.) Here, ω is
assumed to have the type (o→ o), that is, ω (n) is a rational number. We sometimes
also assume that ω operates on small rational numbers ε . Then, the condition be-
comes | f (x)− f (y)| ≤ ε whenever |x− y| ≤ ω (ε) . C ([a,b] , R) denotes the set of
such continuous functions. Here are some other sets of continuous functions:

( f ∈C ((a,b) , R))≡d f ( f : (a,b)→ R)∧∀c,d ∈ (a,b)(c≤ d → f ∈C ([c,d] , R)) ,
( f ∈C (R,R))≡d f ( f : R→ R)∧∀c,d ∈ R(c≤ d → f ∈C ([c,d] , R)) .
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The definition implies that if f ∈C ([a,b] , R), then the set { f (x) : x ∈ [a,b]} is
totally bounded. Therefore,

sup
a≤x≤b

( f )≡d f sup{ f (x) : x ∈ [a,b]} ,

inf
a≤x≤b

( f )≡d f inf{ f (x) : x ∈ [a,b]}

exist. It is easy to show that if f ,g ∈ C ([a,b] , R), then f + g, f g, max( f ,g) ∈
C ([a,b] , R). For instance, to show that f + g ∈ C ([a,b] , R), we need to construct
a modulus of continuity for f + g from that for f and that for g. Similarly, if f ∈
C ([a,b] , R) and | f (x)| ≥ c > 0 for all x ∈ [a,b], then f−1 ∈C ([a,b] , R). It is also
easy to show that a composition of continuous functions is still continuous.

We have the intermediate value theorem in the following format. ([6], p. 40)

Theorem 3.7. If f ∈C ([a,b] , R) and f (a) < f (b), then for any y such that f (a)≤
y≤ f (b), and for any ε > 0, there exists x∈ [a,b] such that | f (x)− y|< ε . Moreover,
if f is strictly increasing, then there exists x ∈ [a,b] such that f (x) = y .

Proof. We may assume that ε is a rational number. Divide [a,b] into small intervals
p0 = a, ..., pN = b such that p1, ..., pN−1 are rational numbers and pi+1 − pi ≤
ω (ε/7), where ω is a modulus of continuity for f . Therefore, | f (pi+1)− f (pi)|<
ε/6. For each pi, we can choose a rational number qi such that | f (pi)−qi|<ε/6,
and let q be a rational such that |y−q|< ε/6. Then, |qi+1−qi|< ε/2. Since f (a)≤
y ≤ f (b), we have q0− ε/3 ≤ q ≤ qN + ε/3. By comparing q with q0, ..., qN , we
can find qk such that |qk−q| < ε/2. Since | f (pk)−qk|<ε/6 and |y−q| < ε/6,
we have | f (pk)− y| < ε . For the second half, note that f being strictly increasing
implies that we have a term t so that for rational numbers p,q ∈ [a,b], if p < q, then
t (p,q) is a positive rational number such that f (q)− f (p) > t (p,q). That is, t (p,q)
witnesses that f (p) < f (q) for p < q. Then, to estimate the x such that f (x) = y up
to the precision 1/k, we can divide [a,b] into small rational intervals each of length
< 1/2k, and then for each interval [pi, pi+1], we can approach y up to the precision
of t (pi, pi+1)/2 to decide if f (pi) < y or y < f (pi+1). The estimate of x will be
pi+1 with pi the last one such that f (pi) < y. ut

Corollary 3.8. If f ∈C ([a,b] , R) and f is strictly increasing, then there exists the
inverse function g∈C ([ f (a) , f (b)] , R), such that f (g(y)) = y for y∈ [ f (a) , f (b)]
and g( f (x)) = x for x ∈ [a,b].

Proof. By the theorem and the axiom of choice, we can construct g such that g :
[ f (a) , f (b)] → R and f (g(y)) = y for y ∈ [ f (a) , f (b)]. For x ∈ [a,b], since f is
strictly increasing, f (x)∈ [ f (a) , f (b)]. Let x′ = g( f (x)). Then, f (x′) = f (x). Since
f is strictly increasing, we have ¬x < x′ and ¬x′ < x. Therefore, x = x′. That is,
g( f (x)) = x. Finally, to see that g is continuous, let t be the term in the proof of the
theorem above. That is, for rational numbers p,q, t (p,q) is a rational number such
that whenever p,q ∈ [a,b] and p < q, we have f (q)− f (p) > t (p,q) > 0. For any
n > 0, divide [a,b] into small intervals p0 = a, ..., pN = b such that p1, ..., pN−1 are
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rational numbers and pi+1− pi < 1/4n for i = 0, ..., N−1. Let ε be a positive rational
number such that ε < mini=1,...,N−1 t (pi, pi+1), ε < f (p1)− f (a), and ε < f (b)−
f (pN−1). Now, suppose that y,y′ ∈ [ f (a) , f (b)], |y− y′|< ε/2, y = f (x), and y′ =
f (x′). By the continuity of f , we can choose rational numbers q,q′ approximating
x,x′ sufficiently, so that |x−q| < 1/4n, |x′−q′| < 1/4n and | f (q)− f (q′)| < ε .
This means that q,q′ must fall in the same interval [pi−1, pi+1] for some i. That is,
|q−q′|< 1/2n. Therefore, |x− x′|< 1/n. That is, |g(y)−g(y′)|< 1/n. ut

For I an interval, a sequence of functions in C (I,R) is a function from N to
C (I,R). We will use ( fn) to denote such a sequence. ( fn) converges (uniformly) on
I to another function g ∈C (I,R), denoted as limn→∞ fn = g, if

∃N∀k > 0∀m≥ N (k)∀x ∈ I | fm (x)−g(x)|< 1/k.

Similarly, ( fn) is a (uniform) Cauchy sequence on I if

∃N∀k > 0∀m,n≥ N (k)∀x ∈ I | fm (x)− fn (x)|< 1/k.

We are only interested in uniform convergence or Cauchyness, not point-wise con-
vergence or Cauchyness.

It is easy to see that if ( fn) converges on I, then it is a Cauchy sequence. Now,
suppose that ( fn) is a Cauchy sequence on I. Let g be defined such that g(x) is the
sequence

((
fN(3k) (x)

)
3k

)
k

where N is a modulus of Cauchyness for ( fn). Then, it

is easy to see that x ∈ I implies that g(x) ∈ R. Since N does not depend on x, it is
also easy to see that ( fn) converges on I to g(x). To see that g is continuous, note
that

|g(y)−g(x)| ≤ |g(y)− fm (y)|+ | fm (y)− fm (x)|+ | fm (x)−g(x)| .

Therefore, given k > 0, we can first use the modulus of convergence for the sequence
( fn) to choose m such that |g(z)− fm (z)|< 1/3k for all z ∈ I. Then, we can use the
modulus of continuity for fm to get ω (k) such that | fm (y)− fm (x)|< 1/3k and thus
|g(y)−g(x)| < 1/k when |y− x| < ω (k). This also implies that in general, if ( fn)
is a sequence of functions in C (I,R) and if ( fn) converges (uniformly) on I to a
function g, then g must also be continuous. A modulus of continuity for g can be
constructed from a modulus of convergence for ( fn) and a modulus of continuity for
fn.

Given a sequence of functions ( fn) in C (I,R), the corresponding series is defined
as the sequence

(gn)≡d f λn.λx.
n

∑
i=0

fi (x) .

We will use ∑
∞
i=0 fi to denote both the series and the limit limn→∞ gn. We must

prove that gn ≡ λx.∑n
i=0 fi (x) ∈C (I,R). The assumption ∀n( fn ∈C (I,R)) implies

that for some ω , ω (n) is a modulus of continuity for fn. By a bounded primitive
recursion, we can construct a term r such that



3.2 Limit and Continuity 91

r [n] (m) = min{ω (0)((n+1)m) , ..., ω (n)((n+1)m)} .

Then, it is easy to verify that r [n] is a modulus of continuity for gn.
The comparison test and ratio test for convergence hold for series of functions.

That is, if | fn (x)| ≤ gn (x) for all n and x ∈ I, and if ∑
∞
n=0 gn converges, then ∑

∞
n=0 fn

converges; if | fn+1 (x)| ≤ r | fn (x)| for all n and x ∈ I, where r < 1, then ∑
∞
n=0 fn

converges. Proofs for the same results for series of real numbers can be directly
adapted here, since we consider only uniform convergence for series of functions.

Power series ∑
∞
i=0 an (x− x0)

i are defined naturally. Then, by the ratio test, if
there exists r > 0 such that |an+1| ≤ r−1 |an| for all n, then the convergence radius
of ∑

∞
i=0 an (x− x0)

i is at least r.
There is no straightforward way of constructing a discontinuous function. Nor-

mally, for a function f , the real number f (x) is to be approximated by operations on
the estimates of x up to some precision. That is, f (x)(m) normally takes the form
t [x(s [m])] for some terms t [p] and s [m] . Then, for the sequence λm.t [x(s [m])] to
be a real number, t [x(s [m])] and t [x(s [n])] have to be close for large m,n. This is
normally achieved by making t [p] ‘continuous’ as a function of rational numbers.
That is, for rational numbers p and q that are close to each other, t [p] and t [q] are
also close. It then means that f (x) will be a continuous function of x, because when
x and y are close, x(s [m]) and y(s [m]) must also be close, and then t [x(s [m])] and
t [y(s [m])] will be close. This is not a rigorous proof, but it does show that the normal
ways of defining a function always give continuous functions. It reflects the fact that
we normally estimate the values of such a function by operations on the estimates
of its argument.

Note that the step function

f (x) = { 0, for x ∈ [0,1),
1, for x ∈ [1,2]

is a function on [0,1)∪ [1,2], which is a subset of [0,2] but not equal to [0,2]. For this
function, the value f (1) is not approximated by operating on an arbitrary sequence
of rational numbers approaching to 1. Therefore, this is not a counter-example to the
above informal argument. This also implies that it is very natural to consider partial
functions defined on the subsets of intervals such as [0,1)∪ [1,2]. We will consider
that in Lebesgue integration theory.

In applications, a function f may represent a distribution of some physical quan-
tity, which must be discrete for finite and discrete phenomena above the Planck
scale. For instance, f may represent the population on the Earth. Given a modulus
of continuity ω , an instance of the continuity condition is∣∣t− t ′

∣∣< ω (n)→
∣∣ f (t)− f

(
t ′
)∣∣< 1/n. (3.2)

Choosing an appropriate unit for population (e.g. billion), this can be literally true
for the population on the Earth at any two moments t, t ′, as long as n is not too large.
It reflects the fact that a discrete physical quantity can ‘look continuous macroscop-
ically’.
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Then, recall that in strict finitism, according to the numerical interpretation of im-
plication, when we use a universally quantified statement ∀t∀t ′∀nϕ as a premise in
deriving a conclusion, the proof really depends only on an instance of the universally
quantified statement. It means that the idealized continuity condition is not strictly
indispensable. For deriving our conclusion about the population, we need only in-
stances like (3.2) above, which can be true of discrete population values. The proof
will contain a construction of the required instances, namely, the required t, t ′,n.
Then, by examining the elementary recursive function ω (n) more closely, we can
check if the required instances like (3.2) are indeed literally true of those discrete
population values. This will allow us to demonstrate that our conclusion about the
population depends only on literally true premises about discrete population values,
not on the idealized continuity condition.

3.3 Differentiation and Integration

For I = [a,b] a compact interval, g is a derivative of f on I, if g, f ∈ C (I,R), and
there exists δ , such that δ (n) > 0 for all n > 0, and

| f (y)− f (x)−g(x)(y− x)| ≤ |y− x|/n

for all x,y∈ I, |x− y| ≤ δ (n). We will use the notations g = f ′ and g(x) = d f (x)/dx.
δ is called a modulus of differentiability for g = f ′. f is differentiable, if there exists
g such that f ′ = g. ([6], p. 44.)

Suppose that δ is a modulus of differentiability for f ′ = g on I = [a,b]. Given
x ∈ I, for n sufficiently large such that δ (2n) < (b−a)/4, by deciding if x < a +
3
4 (b−a) or x > a+ 1

4 (b−a), we can decide if x +δ (2n) ∈ I or x−δ (2n) ∈ I. Let
t [x,a,b] be a term such that t [x,a,b] = 1 in the former case and t [x,a,b] = −1 in
the latter case. Then, x+ tδ (2n) ∈ I and∣∣∣∣ f (x+ tδ (2n))− f (x)

tδ (2n)
−g(x)

∣∣∣∣≤ 1/2n.

Therefore, we can approximate g(x) up to ± 1
n by approximating f (x+δ (2n))− f (x)

δ (2n)
sufficiently. That is, we can construct f ′ as a term containing the putative modulus
of differentiability. More specifically, define D f such that for n sufficiently large,

D f (x)(n) =
f (x+ tδ (2n))− f (x)

tδ (2n)
(2n) .

Then, ‘δ is a modulus of differentiability for f ′ = g’ implies that for x ∈ I,

|D f (x)(n)−g(x)| ≤ 1/n.
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That is, D f (x) is a real number and g(x) = D f (x). Therefore, f is differentiable
with δ as a modulus of differentiability, if and only if δ is a modulus of differentia-
bility for D f = f ′.

The basic properties of derivative are easily proved. For instance, on an appro-
priate interval, we have

(λx.c)′ = 0, (xn)′ = nxn−1

( f +g)′ = f ′+g′,

(
n

∑
i=0

fi (x)

)′
=

n

∑
i=0

f ′i (x) ,

( f g)′ = f ′g+ f g′,

( f ◦g)′ (x) = f ′ (g(x))g′ (x) .

These can be directly verified from the definition.
Rolle’s theorem and the mean value theorem must take an approximation format.

([6], pp. 47–48.)

Theorem 3.9. If f is differentiable on [a,b], a < b, and f (a) = f (b), then for every
n > 0, there exists x ∈ [a,b] such that | f ′ (x)| ≤ 1/n; if f is differentiable on [a,b],
then for every n > 0, there exists x ∈ [a,b] such that∣∣ f (b)− f (a)− f ′ (x)(b−a)

∣∣≤ 1/n.

Proof. We prove the first half of the theorem. Let δ be a modulus of differentiability
for f . Since f ′ is continuous, given n, we can divide [a,b] into intervals p0 = a, ...,
pN = b such that | f ′ (y)− f ′ (pi)| ≤ 1/4n for y ∈ [pi−1, pi+1], i = 1, ..., N− 1, and
such that pi+1− pi < δ (4n) for i = 0, ...,N− 1. For each f ′ (pi), we can decide if
| f ′ (pi)|< 1/n or | f ′ (pi)|> 1/2n. Therefore, we can let

k ≡ µi≤ N
(∣∣ f ′ (pi)

∣∣< 1/n
)

, x≡ pk.

We will show that there exists i ≤ N such that | f ′ (pi)| < 1/n. It then follows
that | f ′ (x)| ≤ 1/n. Since | f ′ (pi)| < 1/n or | f ′ (pi)| > 1/2n is decidable, we can
show this by proving that | f ′ (pi)| > 1/2n for all i ≤ N will lead to a contra-
diction. Therefore, suppose that | f ′ (pi)| > 1/2n for all i ≤ N. It means that we
have mi witnessing f ′ (pi) > 1/2n or f ′ (pi) < −1/2n for i ≤ N. Suppose that
f ′ (p0) > 1/2n. Note that ‘mi witnesses f ′ (pi) > 1/2n’ is quantifier-free. Therefore,
we can use an induction to show that mi witnesses f ′ (pi) > 1/2n for all i≤N, since
| f ′ (pi+1)− f ′ (pi)| ≤ 1/4n for i = 0, ..., N−1. Similarly, in case f ′ (p0) <−1/2n,
we have f ′ (pi) <−1/2n for all i≤N. Therefore, either f ′ (pi) > 1/2n for all i≤N,
or f ′ (pi) < −1/2n for all i ≤ N. Both contradict the condition f (a) = f (b). For
instance, suppose that f ′ (pi) > 1/2n for all i ≤ N. Then, since pi+1− pi < δ (4n),
we have
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f (pi+1)− f (pi) ≥ f ′ (pi)(pi+1− pi)−
1

4n
(pi+1− pi)

≥ 1
4n

(pi+1− pi)

for i < N. Therefore, f (b)≥ f (a)+(b−a)/4n, which contradicts f (a) = f (b).
The second half of the theorem follows from the first half in the same way as in

the classical case. ut
As a corollary, we have

Corollary 3.10. Suppose that f is differentiable on an interval I. f is increasing if
and only if f ′ (x)≥ 0 on the interval I. Moreover, if f ′ (x) = 0 on the interval I, then
for some constant c, f (x) = c for x ∈ I.

For n a variable, g is the n-th derivative of f if

g ∈C (I,R)∧ f ∈C (I,R)∧∃F
(
F0 = f ∧∀i < n

(
Fi+1 = F ′

i
)
∧g = Fn

)
,

where F is intuitively the sequence f = f (0), f (1), ..., f (n) . We also use the notation
g = f (n). Note that F is a witness for g = f (n) and it contains all derivatives f (m) for
m < n. Cn (I,R) denotes the set of functions on I whose n-th derivative exists.

Note that ∀n( f ∈Cn (I,R)), or f ∈C∞ (I,R) , implies ∃G∀n
(

Gn = f (n)
)

. G is

a witness for f ∈C∞ (I,R) . Then, the Taylor series ∑
∞
n=0

f (n)(a)
n! (x−a)n can be con-

structed, using the witness G. Then, we can prove that for each n and ε > 0, there
exists ζ , min(a,x)≤ ζ ≤max(a,x), such that∣∣∣∣∣ f (x)−

n

∑
i=0

f (i) (a)
i!

(x−a)i− f (n+1) (ζ )
n!

(x−ζ )n (x−a)

∣∣∣∣∣≤ ε.

The proof of this involves only straightforward calculations of derivatives and an
application of Rolle’s theorem above. See [6], p. 49. From this, it follows that

f (x) =
∞

∑
n=0

f (n) (a)
n!

(x−a)n

on the interval [a− r,a+ r] if rn f (n+1)(x)
n! → 0 on the interval.

Now, consider Riemann integration. A finite sequence of real numbers P =
(a0, ...,an) is a partition of an interval I = [a,b] if a = a0 ≤ a1 ≤ ...≤ an = b. Define
the Riemann sum

S ( f ,P)≡d f

n−1

∑
i=0

f (ai)(ai+1−ai) .

To define the integration, we choose a sequence of standard partitions (Pn),

Pn ≡
(

a, ..., a+ i
b−a

2n , ..., b
)

.
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It can be proved that if f ∈C (I,R) then (S ( f ,Pn))n is a Cauchy sequence. There-
fore, we let ∫ b

a
f (x)dx≡d f lim

n→∞
S ( f ,Pn) .

The construction of the limit on the right hand side actually depends on a modulus of
Cauchyness for (S ( f ,Pn))n , which in turn depends on a given modulus of continuity
ω for f on [a,b]. So we should write the limit as T [ f ,ω,a,b]. It can be shown that if
ω ′ is also a modulus of continuity for f on [a,b] then T [ f ,ω,a,b] =R T [ f ,ω ′,a,b].
So we can simply use the notation

∫ b
a f (x)dx. ([6], pp. 50–51.)

We use a special type of partitions, standard partitions, to define
∫ b

a f (x)dx. The
following lemma shows that

∫ b
a f (x)dx is actually independent of the choice.

Lemma 3.11. Suppose that ω is a modulus of continuity for f , n > 0, and P =
(a0, ...,am) is any partition such that maxi<m (ai+1−ai) < ω (2n). Then, we have∣∣∣∣S ( f ,P)−

∫ b

a
f (x)dx

∣∣∣∣≤ (b−a)/n.

Proof. We can choose k very large so that for each ai, i≤m, there is a point a′J(i) in
the standard partition Pk ≡ (a′0,a

′
1, ...) arbitrarily close to ai. With that, we can make∣∣∣∣∣ f (ai)(ai+1−ai)−

J(i+1)−1

∑
j=J(i)

f
(
a′j
)(

a′j+1−a′j
)∣∣∣∣∣≤ (ai+1−ai)/n+ ε/m

for an arbitrarily small ε . Then, we have

|S ( f ,P)−S ( f ,Pk)| ≤ (b−a)/n+ ε.

The result then follows. ut
For arbitrary a,b ∈ R, we define∫ b

a
f (x)dx≡d f

∫ b

c
f (x)dx−

∫ a

c
f (x)dx,

where c≡min(a,b). When a≤ b, this is equivalent to the above case.
The basic properties of integration can be easily verified, for instance,∫ b

a
c f (x)dx = c

∫ b

a
f (x)dx,∫ b

a
∑
i≤n

fi (x)dx = ∑
i≤n

∫ b

a
fi (x)dx,

(a≤ b)→ inf
a≤x≤b

( f )(b−a)≤
∫ b

a
f (x)dx≤ sup

a≤x≤b
( f )(b−a) ,
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a
| f (x)|dx = 0→∀x ∈ [a,b] ( f (x) = 0) .

The first two directly follow from the definition, since the partial sum S ( f ,Pn) is
linear in f . The last two also follow from the definition directly. Moreover, we have∫ b

a
f (x)dx =−

∫ a

b
f (x)dx,∫ c

a
f (x)dx =

∫ b

a
f (x)dx+

∫ c

b
f (x)dx

for any a,b,c.
The fundamental theorem of calculus holds. That is, suppose that f is continuous

on some interval I, a∈ I, and define g(x)≡
∫ x

a f (t)dt for x∈ I. Then, g is continuous
on I and g′ = f on I. To see this, note that

g(y)−g(x)− f (x)(y− x) =
∫ y

x
f (t)dt− f (x)(y− x) .

Then, by Lemma 3.11 above, we have

|g(y)−g(x)− f (x)(y− x)| ≤ |y− x|/n

whenever |y− x| ≤ ω (2n), where ω is a modulus of continuity for f .
Conversely, suppose that f is differentiable on I. Then,∫ b

a
f ′ (x)dx = f (b)− f (a) .

To see this, note that (
∫ x

a f ′ (t)dt)′ = f ′ (x) = ( f (x)− f (a))′. Therefore, there exists
a constant c such that

∫ x
a f ′ (t)dt− f (x)− f (a) = c for x ∈ I. Let x = a. We see that

c = 0.
From the fundamental theorem of calculus, it follows that if

∫ x
a f (t)dt = 0 for all

x ∈ I, then f (x) = 0 on I.
Suppose that ( fn) is a sequence of continuous functions on I ≡ [a,b] and suppose

that it uniformly converges. Then, it is easy to see that

lim
n→∞

∫ b

a
fn (t)dt =

∫ b

a
lim
n→∞

fn (t)dt.

Moreover, if f ′n exists for all n, and the sequences ( fn) and ( f ′n) uniformly converge
to continuous functions on I = [a,b], then(

lim
n→∞

fn (x)
)′

= lim
n→∞

f ′n (x) .

To see this, note that for x ∈ [a,b], by the fundamental theorem of calculus,
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a

(
lim
n→∞

fn (t)
)′

dt = lim
n→∞

fn (x)− lim
n→∞

fn (a) .

On the other side, by the integration of limit and the fundamental theorem of calcu-
lus, ∫ x

a
lim
n→∞

f ′n (t)dt = lim
n→∞

∫ x

a
f ′n (t)dt = lim

n→∞
( fn (x)− f (a)) .

Therefore, ∫ x

a

((
lim
n→∞

fn (t)
)′
− lim

n→∞
f ′n (t)

)
dt = 0

for all x ∈ [a,b]. The conclusion then follows.
g = f ′ says that whenever |x− y| ≤ δ (n), we have

| f (y)− f (x)−g(x)(y− x)| ≤ |y− x|/n,

or ∣∣∣∣ f (y)− f (x)
y− x

−g(x)
∣∣∣∣≤ 1

n

whenever |x− y| ≤ δ (n) and x 6= y. Again, this could be translated into literally true
assertions about some finite and discrete physical quantities represented by f ,g.
For instance, suppose that f represents the population on the Earth, and suppose
that g(x) represents the population growth rate at the moment x, determined by
measuring the population after a short period of time since the moment x. Although
population literally grows in discrete jumps, as long as the short period of time for
measuring the growth rate at a moment is not too short, growth rates are smooth
at the macro-scale. Then, the inequality above can be translated into literally true
assertions about the population if |y− x| is not too small and n is not too large.
Therefore, similar to the continuity condition, the instances of a differentiability
condition that are actually required for deriving a conclusion in strict finitism can
potentially be translated into literally true realistic assertions about discrete physical
quantities. An instance of the differentiability condition, with x,y,n in the above
inequality instantiated by concrete real numbers and a numeral, says only that the
growth rate of f (x) at x is approximately g(x).

Also note that a Riemann sum S (g,Pm) of the derivative g on an interval [a,x]
recovers f ’s total growth in that interval, with local growth rates evaluated at the
partition points. This is seen from the definition of differentiation:

| f (ai+1)− f (ai)−g(ai)(ai+1−ai)| ≤ |ai+1−ai|/n,

assuming that the partition is sufficiently fine. Adding them up, we have

| f (x)− f (a)−S (g,Pm)| ≤ (x−a)/n.

That is the fundamental theorem of calculus,
∫ x

a f ′ (y)dy = f (x)− f (a). When trans-
lated into a realistic assertion about a discrete quantity, this means that the Riemann
sum of discrete increments on small sub-intervals (obtained by the function repre-
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senting growth rates) approximately recovers the total growth on the entire interval.
That is the finitistic meaning of the fundamental theorem of calculus. It can be lit-
erally true for a discrete quantity as well, as long as that discrete quantity appears
smooth at the macro-scale.

3.4 Certain Important Functions

Functions ex, lnx, ax, sinx, and cosx are defined as limits of series or integrations.
Here we follow [6], pp. 55–58.

ex ≡
∞

∑
n=0

xn

n!
, ln(x)≡

∫ x

1
t−1dt, ax ≡ ex ln(a),

cosx≡
∞

∑
n=0

(−1)n x2n

(2n)!
, sinx≡

∞

∑
n=0

(−1)n x2n+1

(2n+1)!
.

The convergence of the power series for ex, cosx, and sinx, and the existence of the
integration for lnx are obvious.

The basic properties of these functions are easily proved. For instance, we have

d
dx

ex = ex, ex+y = exey,

d
dx

lnx = x−1, lnxy = lnx+ lny,

elnx = lnex = x,
d
dx

cosx =−sinx,
d
dx

sinx = cosx,

sin(x+ y) = sinxcosy+ cosxsiny,
cos(x+ y) = cosxcosy− sinxsiny.

The first follows from taking derivative on a series. To see the second, note that
d
dx (ex+y/ex) = 0 and e0+y/e0 = ey. The third follows from the fundamental theorem
of calculus. To see the fifth, note that d

dx

(
elnx/x

)
= 0 and d

dx (lnex) = 1. The sixth
and the seventh directly follow from taking derivative on a series. To see the last two
equations, let

f (x)≡ sin(x+ y)− (sinxcosy+ cosxsiny) .

Then, f ′′ (x) =− f (x) for all x. Therefore, f ∈C∞ (I,R) for any interval I containing
0. Moreover, f (n) (0) = 0 for any n. Using the Taylor series expansion for f , we see
that f (x) = 0 on any interval I containing 0.

The zero of cos in the interval [0,2] can be estimated as follows. First, by some
simple calculations on the initial terms in cosx and sinx, it can be estimated that
cos0 = 1, cos2 < − 1

3 , and sinx > 0 for x ∈ (0,2). Since d
dx cosx = −sinx, cosx is

strictly decreasing in (0,2). Then, by the intermediate value theorem for monotonic
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continuous functions, the zero of cos in [0,2] can be estimated. (Note that this sim-
plifies the proof of this proposition on [6], pp. 59–60.) It is denoted by π/2. Then,
it is trivial to show that sin is strictly increasing on (−π/2, π/2), so arcsin can be
defined on (−π/2, π/2).

3.5 Functions of Several Variables

An n-tuple of real numbers is a finite sequence of real numbers (of the length n). Rn

denotes the set of n-tuples of real numbers. For x = (x1, ...,xn) ∈ Rn, we define its
norm

|x|=
(
x2

1 + ...+ x2
n
) 1

2 .

An open ball S (x,r) is a subset in the format

S (x,r) = {z ∈ Rn : |z−x|< r} .

We can quantify over all open balls of Rn (although we cannot quantify over all
subsets of Rn), by which we mean a quantification over the centers and the radii of
those open balls. Closed balls Sc(x,r) are defined similarly,

Sc(x,r) = {z ∈ Rn : |z−x| ≤ r} .

We will mostly treat balls in this section, but most claims can be generalized to
subsets of Rn of other regular shapes, such as n-dimensional cubes, polyhedrons,
ellipsoids and so on.

We can treat Rn as a vector space with an inner product. That is, for x =
(x1, ...,xn) ,y = (y1, ...,yn) ∈ Rn and a ∈ R, we define

x+y = (x1 + y1, ...,xn + yn) ,
ax = (ax1, ...,axn) ,

x ·y = x1y1 + ...xnyn.

It is easy to construct these as terms in our language of strict finitism. Finite linear
combinations ∑

k
j=1 a jx j of vectors in Rn can be defined similarly. For i = 1, ...,n,

let e(n)
i ∈ Rn be the vector with 1 as the i-th component and 0 as all other compo-

nents. We will omit the superscript (n) when there is no ambiguity in the context.
Apparently, e1, ...,en form a basis of Rn. That is,

x = (x1, ...,xn) =
n

∑
i=1

xiei.

A unit vector x is one such that |x| = 1. A linear transformation A : Rn → Rm is a
function such that for any finite sequence x1, ...,xk of vectors in Rn and any sequence
r1, ...,rk of real numbers,
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A

(
k

∑
j=1

r jx j

)
=

k

∑
j=1

r jAx j.

L(Rn,Rm) denotes the set of linear transformations from Rn to Rm. Obviously, a
linear transformation is uniquely determined by a matrix A = (ai j), ai j = e(m)

i ·Ae(n)
j ,

i = 1, ...,m, j = 1, ...,n. Then, Ax = y with yi = ∑
n
j=1 ai jx j, for i = 1, ...,m. We

say that the matrix A represents A. Moreover, if another linear transformation B :
Rm → Rl is such that B = (bki), then the composition C = B ◦A is represented by
the product matrix C = BA =

(
ck j
)
, where ck j = ∑

m
i=1 bkiai j. Most basic properties

of vectors and linear transformations are easy to prove. The proofs involve only
computations on sum and product of real numbers, and therefore they can be easily
carried out within strict finitism.

A function f : Rn → Rm is (uniformly) continuous on a closed ball U , if for
any k > 0, there exists l > 0, such that |f(x)− f(y)| < 1/k whenever x,y ∈ U
and |x−y| < 1/l. C (U,Rm) denotes the set of continuous functions from U to
Rm. Most results for continuous functions of a single variable in the above sec-
tions hold for continuous functions on a closed ball as well. For instance, a con-
tinuous function f on a closed ball U must be bounded. For f ∈ C (U,R), the
approximate version of the intermediate value theorem holds as well. That is, if
f (x) < r < f (y) for some x,y ∈U , then for any ε > 0, there exists t ∈ [0,1], such
that | f ((1− t)x+ ty)− r|< ε .

Let U be a closed ball in Rn and f ∈C (U,R). The partial derivatives of f can
be defined similarly as in the single variable case. Suppose that g ∈ C (U,R), and
suppose that for any k > 0, there exists l > 0, such that

| f (x+δei)− f (x)−δg(x)| ≤ |δ |/k

whenever x,x+δei ∈U and |δ |< 1/l. Then, we say that g is the partial derivative
of f for the i-th argument on U , and we denote the fact as g = ∂ f

∂xi
= ∂i f . Note that

we always deal with partial derivatives on an entire closed ball (not a single point)
and we consider only continuous partial derivatives. Arbitrary higher order partial
derivatives ∂ik ...∂i1 f can also be defined as in the single variable case. Note that as in
the single variable case, a claim about the existence of ∂ik ...∂i1 f requires ∂ih ...∂i1 f ,
h = 1, ...,k, as the witnesses.

Let U be a closed ball in Rn and f ∈C (U,Rm). The total differential of f can be
defined similarly as in the classical calculus. Suppose that A : U → L(Rn,Rm) is a
function such that for any k > 0, there exists l > 0, such that for any x,y ∈U ,

|f(y)− f(x)−A(x)(y−x)| ≤ |y−x|/k

whenever |y−x|< 1/l. Then, A is called a total differential of f on U , and it is also
denoted as f′.

Let f = ( f1, ..., fm) and y = x+δe j in the above inequality. Then,∣∣f(x+δe j)− f(x)−δ f′ (x)e j
∣∣≤ |δ |/k.
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Let f′ (x) be represented by the matrix (ai j (x)) and consider the i-th component of
the vector on the left hand side of the above inequality, we have∣∣ fi (x+δe j)− fi (x)−δai j (x)

∣∣≤ ∣∣f(x+δe j)− f(x)−δA(x)e j
∣∣≤ |δ |/k.

Therefore, by the definition of partial derivatives, ai j (x) = ∂ j fi (x). That is, if a total
differential f′ exists on U , then it is unique and it must be represented by the matrix
(∂ j fi).

On the other side, suppose that all partial derivatives ∂ j fi exist on U . Let A(x)
be the linear transformation represented by the matrix A(x) = (∂ j fi (x)) and let
y−x = ∑

n
j=1 δ je j. Note that

∣∣δ j
∣∣≤ |y−x|. Then,

f(y)− f(x)−A(x)(y−x)

=
n

∑
j=1

(
f

(
x+

j−1

∑
h=1

δ heh +δ je j

)
− f

(
x+

j−1

∑
h=1

δ heh

))
−

n

∑
j=1

δ jA(x)e j

=
n

∑
j=1

(
f

(
x+

j−1

∑
h=1

δ heh +δ je j

)
− f

(
x+

j−1

∑
h=1

δ heh

)
−δ jA(x)e j

)
.

The i-th component of this vector is

n

∑
j=1

(
fi

(
x+

j−1

∑
h=1

δ heh +δ je j

)
− fi

(
x+

j−1

∑
h=1

δ heh

)
−δ j∂ j fi (x)

)
.

Given k > 0, for each j, since ∂ j fi exists,∣∣∣∣∣ fi

(
x+

j−1

∑
h=1

δ heh +δ je j

)
− fi

(
x+

j−1

∑
h=1

δ heh

)
−δ j∂ j fi

(
x+

j−1

∑
h=1

δ heh

)∣∣∣∣∣<
∣∣δ j
∣∣

2knm

when δ j is sufficiently small. Moreover, since ∂ j fi is uniformly continuous,∣∣∣∣∣δ j∂ j fi

(
x+

j−1

∑
h=1

δ heh

)
−δ j∂ j fi (x)

∣∣∣∣∣
=
∣∣δ j
∣∣ ∣∣∣∣∣∂ j fi

(
x+

j−1

∑
h=1

δ heh

)
−∂ j fi (x)

∣∣∣∣∣<
∣∣δ j
∣∣

2knm

when δ h, h = 1, ..., j− 1, are sufficiently small. Then, it is easy to see that when
|y−x| is sufficiently small,

|f(y)− f(x)−A(x)(y−x)| ≤ |y−x|/k.

That is, A(x) is a total differential of f. Note that this holds in strict finitism (unlike
the classical case) because we consider only partial derivatives that are uniformly
continuous.
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When the total differential of f exists on U , we say that f is differentiable on U and
we use C1 (U,Rm) to denote the set of differentiable functions from U to Rm. Since f
is differentiable if and only if all its first order partial derivatives exist, C1 (U,Rm) is
also the set of functions from U to Rm with first order partial derivatives. Similarly,
C∞ (U,Rm) denotes the set of functions from U to Rm with arbitrary higher order
partial derivatives.

The chain rule of differentiation also holds. Suppose that U,V are closed balls
in Rn and Rm respectively and f ∈ C1 (U,Rm), g ∈ C1

(
V,Rl

)
, f(U) ⊆ V . Let

h(x) = g(f(x)). We can show that h′ (x) = g′ (f(x)) f′ (x), where the right hand
side is the composition of linear operators. Since ∂ j fi and ∂igk are continuous and
thus bounded on U and V respectively, it is easy to see that there exists M such
that |f′ (x)y| ≤ M |y| and |g′ (f(x))z| ≤ M |z| for all x ∈ U , y ∈ Rn, and z ∈ Rm.
Therefore, given k > 0, when |y−x| is sufficiently small,

|f(y)− f(x)|<
∣∣f′ (x)(y−x)

∣∣+ |y−x|/k ≤
(

M +
1
k

)
|y−x|

will also be arbitrarily small. Then, when |y−x| is sufficiently small, we can have∣∣h(y)−h(x)−g′ (f(x)) f′ (x)(y−x)
∣∣

≤
∣∣g(f(y))−g(f(x))−g′ (f(x))(f(y)− f(x))

∣∣
+
∣∣g′ (f(x))

(
f(y)− f(x)− f′ (x)(y−x)

)∣∣
≤ |f(y)− f(x)|/k +M

∣∣f(y)− f(x)− f′ (x)(y−x)
∣∣

≤
(

M +
1
k

)
|y−x|

k
+M

|y−x|
k

.

Then, it follows that h′ (x) = g′ (f(x)) f′ (x).
Compare the i-th component of the equality h′ (x) = g′ (f(x)) f′ (x) we get the

chain rule for partial derivatives: For h(x) = g(f(x)),

∂ jh(x) =
m

∑
k=1

∂kg(f(x))∂ j fk (x) , or

∂ z
∂x j

=
m

∑
k=1

∂ z
∂yk

∂yk

∂x j
,

where z = g(y), y = f(x).
An application of partial derivative is about the differentiation of an integral.

Suppose that f (x, t) is continuous on [a,b]× [c,d] and ∂ f
∂ t (x, t) exists on [a,b]×

[c,d]. Then,
d
dt

∫ b

a
f (x, t)dx =

∫ b

a

∂ f
∂ t

(x, t)dx.

To see this, note that given k > 0, for s, t ∈ [c,d], when |s− t| is sufficiently small,
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a
f (x,s)dx−

∫ b

a
f (x, t)dx− (s− t)

∫ b

a

∂ f
∂ t

(x, t)dx
∣∣∣∣

=
∣∣∣∣∫ b

a

(
f (x,s)− f (x, t)− (s− t)

∂ f
∂ t

(x, t)
)

dx
∣∣∣∣

≤
∫ b

a

∣∣∣∣( f (x,s)− f (x, t)− (s− t)
∂ f
∂ t

(x, t)
)∣∣∣∣dx

≤
∫ b

a
|s− t|/kdx = |s− t| b−a

k
.

Therefore, the above formula for the differentiation of an integral holds.
As another application, we derive the first-order Taylor expansion of a differen-

tiable function of several variables, which will be used later in the book. Suppose
that U = Sc(z,r) is a closed ball in Rn and f ∈C∞ (U,R). We want to expand f in
the format

f (x) = f (z)+
n

∑
i=1

(xi− zi)gi (x) ,

where gi ∈ C∞ (U,R). Without loss of generality, we may assume that z = 0 =
(0, ...,0). For any x ∈ U , f (tx) is a differentiable function of t ∈ [0,1]. Applying
the chain rule,

d
dt

f (tx) =
n

∑
i=1

xi∂i f (tx) .

By the fundamental theorem of calculus,

f (x)− f (0) =
∫ 1

0

d
dt

f (tx)dt =
n

∑
i=1

xi

∫ 1

0
∂i f (tx)dt.

Therefore, we have the expansion above with gi (x) =
∫ 1

0 ∂i f (tx)dt. By taking par-
tial derivatives on the integral, we see that gi ∈C∞ (U,R) since f ∈C∞ (U,R).

3.6 Ordinary Differential Equations

We consider the initial value problem for first-order ordinary differential equations.
Let a,b > 0, (x0,y0) ∈ R2,

D = [x0−a,x0 +a]× [y0−b,y0 +b]⊂ R2,

F ∈C (D,R). We want to find a function y = f (x) such that f is differentiable on
an interval I = [x0−α,x0 +α], α ≤ a, and (x, f (x)) ∈ D for x ∈ I, and

f (x0) = y0, f ′ (x) = F (x, f (x)) (3.3)

for x ∈ I.
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We say that F (x,y) satisfies the Lipschitz condition for y on D, if there exists K
such that

|F (x,y1)−F (x,y2)| ≤ K |y1− y2|

for all (x,y1) ,(x,y2) ∈ D. If the partial derivative ∂F
∂y exists on D, then obviously F

satisfies the Lipschitz condition for y on D, because we always assume that partial
derivatives are continuous. In a classical proof of the existence and uniqueness of the
solution for the equation (3.3) under Lipschitz condition (Coddington and Levinson
[12]), we let

M = max{F (x,y) : (x,y) ∈ D} ,

α = min(a,b/M) .

For each n > 0, let N be such that 1/N < min
(
α−1ωF (n) ,M−1α−1ωF (n)

)
/2,

where ωF is a modulus of continuity for F on D. Let an,i = x0 + i
N α for i = 0, ...,N.

Then, we construct a sequence bn,0, ...,bn,N of real numbers such that

bn,0 = y0, (3.4)

bn,i+1 = bn,i +F (an,i,bn,i)
α

N
,

for i = 0, ...,N−1. Note that |bn,i+1−bn,i| ≤ Mα

N . Therefore, |bn,i+1− y0| ≤Mα ≤ b.
That is, (an,i,bn,i) ∈D for all i = 0, ...,N. Let fn (x) be the piecewise linear function
defined on [x0,x0 +α] such that fn (an,i) = bn,i for i = 0, ...,N. Then we have

fn (x) = fn (an,i)+F (an,i, fn (an,i))(x−an,i)

on the small interval [an,i,an,i+1]. Therefore, f ′n (x) = F (an,i, fn (an,i)) on the in-
terval [an,i,an,i+1], where f ′n (an,i) and f ′n (an,i+1) are understood as the right and
left derivative respectively. For x ∈ [an,i,an,i+1], |x−an,i| ≤ α/N < ωF (n)/2, and
| fn (x)− fn (an,i)| ≤Mα/N < ωF (n)/2, and therefore,∣∣ f ′n (x)−F (x, fn (x))

∣∣= |F (x, fn (x))−F (an,i, fn (an,i))|< 1/n.

That is, fn is a 1/n approximate solution of the equation (3.3) on [an,i,an,i+1] for all
i. Then one can prove that, under the Lipschitz condition, ( fn) uniformly converges
to a solution of (3.3).

Because of the Lipschitz condition, the construction of bn,i, i = 1, ...,N, can be
carried out within strict finitism. First, note that if a rational number q is an ε approx-
imation to bn,i, |bn,i−q|< ε , then by the Lipschitz condition, |F (an,i,bn,i)−F (an,i,q)|
< Kε , and hence∣∣∣(bn,i +F (an,i,bn,i)

α

N

)
−
(

q+F (an,i,q)
α

N

)∣∣∣< Cε

for some constant C. Therefore, if we compute a rational approximation to q +
F (an,i,q) α

N up to the precision of Cε , we will get a rational approximation to bn,i+1
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up to the precision of 2Cε . It means that if we start from a (2C)−N
ε rational ap-

proximation to bn,0, we will get a (2C)−N+i
ε rational approximation to bn,i for each

i = 1, ...,N. We can carry out the iteration in (3.4) within strict finitism since given
an approximation q to bn,i, we only need a (2C)−N+i

ε rational approximation to
q+F (an,i,q) α

N . The numeral encoding this rational approximation can be bounded
by a function within strict finitism. Therefore, real numbers satisfying (3.4) can be
constructed.

Now we show that ( fn) uniformly converges to a solution of (3.3). Since fn is a
1/n approximate solution on each [an,i,an,i+1], that is, | f ′n (x)−F (x, fn (x))| < 1/n
on each [an,i,an,i+1], integrating from an,i to x ∈ [an,i,an,i+1], we get∣∣∣∣ fn (x)− fn (an,i)−

∫ x

an,i

F (t, fn (t))dt
∣∣∣∣≤ (x−an,i)/n.

In particular,

In,i =
∣∣∣∣ fn (an,i+1)− fn (an,i)−

∫ ai+1

an,i

F (t, fn (t))dt
∣∣∣∣≤ (an,i+1−an,i)/n.

Therefore, for x ∈ [an,i,an,i+1],∣∣∣∣ fn (x)− fn (x0)−
∫ x

x0

F (t, fn (t))dt
∣∣∣∣

≤
i−1

∑
j=0

In, j +
∣∣∣∣ fn (x)− fn (an,i)−

∫ x

an,i

F (t, fn (t))dt
∣∣∣∣

≤ (x− x0)/n.

Note that fn (x0) = y0. Since the left hand side of the above inequality is a continuous
function of x on [x0,x0 +α], we have∣∣∣∣ fn (x)− y0−

∫ x

x0

F (t, fn (t))dt
∣∣∣∣≤ α/n (3.5)

for all x ∈ [x0,x0 +α]. Then, for m,n > 0 and x ∈ [x0,x0 +α], we have

| fm (x)− fn (x)| (3.6)

≤
∫ x

x0

|F (t, fm (t))−F (t, fn (t))|dt +(1/m+1/n)α

≤ K
∫ x

x0

| fm (t)− fn (t)|dt +(1/m+1/n)α.

Denote g(x) =
∫ x

x0
| fm (t)− fn (t)|dt, ε = (1/m+1/n). By the fundamental theorem

of calculus, the above inequality is

g′ (x)≤ Kg(x)+ εα.
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Multiply both sides by e−K(x−x0) and integrate from x0 to x, we get

g(x)e−K(x−x0) ≤ εα

∫ x

x0

e−K(x−x0)dt ≤ εα
2.

Using the inequality (3.6) again, we see that, for x ∈ [x0,x0 +α],

| fm (x)− fn (x)| ≤ Kg(x)+ εα ≤ εα
(
1+αKeKα

)
. (3.7)

Therefore, ( fn) uniformly converges on [x0,x0 +α] to some continuous function f
on [x0,x0 +α]. Let n→∞ in the inequality (3.5). Since F is (uniformly) continuous
and ( fn) uniformly converges, we obtain

f (x) = y0 +
∫ x

x0

F (t, f (t))dt (3.8)

for all x ∈ [x0,x0 +α]. The same construction can be carried out for the interval
[x0−α,x0] and the resulted function f (x) on the interval will satisfy this integration
equation. Then it easily follows that f (x0) = y0 and, by the fundamental theorem of
calculus, f satisfies the differential equation (3.3).

Uniqueness of the solution follows from a similar argument. Let f be a solution
of (3.3). That is, f satisfies (3.8). Then, similar to (3.6), we have

| f (x)− fn (x)| ≤ K
∫ x

x0

| f (t)− fn (t)|dt +α/n.

By the same argument we can derive

| f (x)− fn (x)| ≤ 1
n

α
(
1+αKeKα

)
.

This means that ( fn) must uniformly converge to f . This also gives an estimate of
the error of the approximation.

Moreover, we can show that the solution depends on its initial value y0 uniformly
continuously. Write (3.8) as

f (x,y0) = y0 +
∫ x

x0

F (t, f (t,y0))dt.

Then,

| f (x,y0)− f (x,y1)| ≤ |y0− y1|+K
∫ x

x0

| f (t,y0)− f (t,y1)|dt.

This is again similar to (3.6). Therefore,

| f (x,y0)− f (x,y1)| ≤ |y0− y1|
(
1+αKeKα

)
,

which implies that f (x,y0) is uniformly continuous in its initial value y0.
We summarize the conclusion as follows:
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Theorem 3.12. Suppose that F (x,y) is continuous on the rectangle D : |x− x0| ≤
a, |y− y0| ≤ b, and suppose that F (x,y) satisfies the Lipschitz condition for y on the
rectangle. Let M = max{F (x,y) : (x,y) ∈ D} and α = min(a,b/M). Then, there
exists a unique function f differentiable on an interval I = [x0−α,x0 +α], such
that f (x0) = y0 and f ′ (x) = F (x, f (x)) for x ∈ I. Moreover, f depends on its initial
value y0 uniformly continuously.

Another classical approximation to the solution is by constructing functions fn
as follows: for x ∈ [x0,x0 +α], define

f0 (x) = y0,

fn+1 (x) = y0 +
∫ x

x0

F (t, fn (t))dt.

This construction can be completed within strict finitism as well, although it will
be a little more complex. Instead of constructing the sequence ( fn) directly, we will
have to construct a sequence (pn,i,qn,i) of rational numbers such that, for each n,
the sequence (pn,i,qn,i) approximates the graph of fn. The Lipschitz condition also
implies that we can approximate all fn uniformly within strict finitism.

Now consider the initial value problem for a system of first-order differential
equations. For convenience, we will redefine the norm on Rm as

|x|= |x1|+ ...+ |xm| .

Suppose that x0 ∈ R, y0 ∈ Rm, D = [x0−a,x0 +a]× [y0−b,y0 +b], and F : D →
Rm, where F = (F1, ...,Fm), Fi : D→ R, i = 1, ...,m. We want to find an interval I =
[x0−α,x0 +α], α ≤ a, and a vector function f ∈C1 (I,Rm), such that (x, f(x)) ∈ D
for x ∈ I, and

f(x0) = y0, f′ (x) = F(x, f(x)) (3.9)

for x ∈ I.
We say that F(x,y) satisfies the Lipschitz condition for y on D, if there exists K

such that
|F(x,y1)−F(x,y2)| ≤ K |y1−y2| (3.10)

for all (x,y1) ,(x,y2) ∈ D. If all partial derivatives ∂F
∂yk

, k = 1, ...,m, exist on D, then
F(x,y) satisfies the Lipschitz condition for y on D. To see this, suppose that y j =(
y j,1, ...,y j,m

)
, j = 1,2. Let zk =

(
y1,1, ...,y1,k,y2,k+1, ...,y2,m

)
, k = 0, ...,m. Then

|F(x,y1)−F(x,y2)| =
m

∑
i=1
|Fi (x,y1)−Fi (x,y2)| ≤

m

∑
i=1

m

∑
k=1

|Fi (x,zk−1)−Fi (x,zk)| ,

m−1

∑
k=0

|zk− zk+1| = |y1−y2| .

Since the partial derivative ∂Fi
∂yk

is continuous on D, there exists a constant Ki,k such
that
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|Fi (x,zk−1)−Fi (x,zk)| ≤ Ki,k |zk−1− zk| .

Add up these inequalities, we see that there exists a constant K such that (3.10)
holds.

When F(x,y) satisfies the Lipschitz condition for y on D, an approximation to
the solution for (3.9) can be constructed almost exactly as before. For instance, (3.4)
will be replaced by

bn,0 = y0, (3.11)

bn,i+1 = bn,i +F(an,i,bn,i)
α

N
,

and fn (x) will be replaced by vector functions

fn (x) = fn (an,i)+F(an,i, fn (an,i))(x−an,i) .

Other arguments can be straightforwardly translated over. Therefore, we also have
the existence, uniqueness and uniform continuity theorem for the solution of the
system of differential equations (3.9).

As in the classical case, the initial value problem of an n-th-order differential
equation

f (x0) = y0, f ′ (x0) = y1, ..., f (n−1) (x0) = yn−1,

f (n) (x) = F
(

x, f (x) , f ′ (x) , ..., f (n−1) (x)
)

can be translated into the initial value problem for a system of first-order differential
equations

f0 (x0) = y0, f1 (x0) = y1, ..., fn−1 (x0) = yn−1,

f ′0 (x) = f1 (x) ,
...

f ′n−2 (x) = fn−1 (x) ,
f ′n−1 (x) = F (x, f0 (x) , f1 (x) , ..., fn−1 (x)) .

Therefore, we also have the existence and uniqueness for the solution of the initial
value problem of an n-th-order differential equation. The same holds for a system of
n-th-order differential equations, since it can be similarly transformed into a system
of first-order differential equations.

Most ordinary techniques for solving ordinary differential equations are avail-
able for strict finitism. In particular, if a technique is just for finding the analytic
expression of a solution, it is usually available for strict finitism, since verifying a
solution can usually be done by straightforward computations.
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3.7 Case Study: A Population Growth Model

We will study the applicability of the logistic model for simulating population
growth. We will show how the conclusion drawn in the application is a logical
consequence of literally true realistic premises about finite real things, including
discrete population values and the computational device for simulating them.

Recall that there are two realistic premises specifically about the population
growth on the Earth. First, there is a premise about the population at some initial
moment

There are N0 people at the moment 0. (3.12)

Here, we assume a temporal unit and an origin point for determining temporal mo-
ments. We also assume a people-count unit, for instance, in billions. N0 is a decimal
numeral, expressing the people-count property in that unit. Then, there is a premise
about the population growth

For each moment, if there are p people on the Earth (3.13)
at that moment, then there are α (N− p) pδ 0 more
people on the Earth δ 0 (units) after the moment.

Here, δ 0 (units) is an appropriately small temporal distance for measuring the popu-
lation growth. It should not be too small so as to reveal discreteness in the population
growth, but it should be small enough so that this estimate of the population growth
is accurate. Moreover, N is a constant decimal numeral, intuitively, the largest pop-
ulation that the Earth can support.

This premise (3.13) corresponds to the logistic differential equation

dp
dt

= α (N− p) p, t ≥ 0. (3.14)

This is one of our mathematical premises. We solve this differential equation by a
simple argument as follows. From (3.14), it follows that(

1
p

+
1

N− p

)
dp
dt

= αN. (3.15)

If we consider ln p
N−p = ln p− ln(N− p) as a composite function of t, we see that

d
dt

ln
p

N− p
=
(

1
p

+
1

N− p

)
dp
dt

. (3.16)

Therefore, from (3.15) and (3.16), we have

d
dt

ln
p

N− p
= αN. (3.17)

This implies that for some constant C,
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ln
p

N− p
= αNt +C. (3.18)

Therefore, for some constant C (different from the one above),

p
N− p

= CeαNt . (3.19)

That is, for some constant C,

p(t) =
N

1+Ce−αNt . (3.20)

Then, from our initial condition

p(0) = N0, (3.21)

which is another mathematical premise, we have

p(t) =
N

1+Ce−αNt , C =
N−N0

N0
. (3.22)

Finally, we have

p(t1) =
N

1+Ce−αNt1
≈ N1, (3.23)

where t1 is some given concrete rational number representing a temporal moment
after the initial moment, and N1 is a decimal numeral with some finite precision clos-
est to N

1+Ce−αNt1
. (3.23) is our mathematical conclusion. From it we get our realistic

conclusion
There are N1 people at the moment t1. (3.24)

Note that the proof steps from the mathematical premises (3.14) and (3.21) to
the mathematical conclusion (3.23) are already within strict finitism. In particu-
lar, (3.16) comes from our definition of the function lnx and its basic properties in
Sect. 3.4 above, together with the chain rule for taking derivative. (3.18) follows
from the proposition that if f ′ (x) = 0 on an interval, then f (x) = C for some con-
stant on the interval. (3.19) comes from our definition of the function ex and its basic
properties in Sect. 3.4 above.

Now, the premises we use in this application are (3.12), (3.13), (3.14), and (3.21).
(3.12) and (3.13) are literally true realistic premises about the initial population
and the population growth rates. The mathematical conclusion (3.23) follows from
(3.14) and (3.21), together with other axioms of strict finitism.

We assume that p is a term in strict finitism, considered as a concrete program,
such that it represents the population on the Earth. That is, it makes the following
bridging postulation literally true for decimal numerals t,n up to some finite preci-
sion:
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for each t, n, there are n-people on the Earth (3.25)
at the moment t, if and only if p(t)≈ n.

Note that t,n here are treated as constant terms in strict finitism representing rational
numbers, and p is a term of the type ((o→ o)→ (o→ o)), that is, the type of a real
function, but we ambiguously apply it to rational numbers. Moreover, quantifica-
tions in (3.25) range over only finitely many decimal numerals with some limited
precision.

Note that the premise (3.21) directly follows from this bridging hypothesis (3.25)
and the literally true realistic premise (3.12). Similarly, the realistic conclusion
(3.24) directly follows from (3.25) and the mathematical conclusion (3.23).

The premise (3.14) about p states that some term δ witnesses that the derivative
of p is α (N− p) p on [0,∞), that is,

∃δ∀x,y,n
(

n > 0∧ x≥ 0∧ y≥ 0∧|y− x| ≤ δ (n)→
|p(y)− p(x)−α (N− p(x)) p(x)(y− x)| ≤ |y− x|/n

)
. (3.26)

Let δ (n) be δ 0 in the realistic premise (3.13) and consider dividing the temporal
interval [0,∞) into sub-intervals of the length δ 0, with the end points 0, δ 0, 2δ 0,
3δ 0, .... We can see that the instances of (3.26) for that δ , for x,y among 0, δ 0, 2δ 0,
3δ 0, ..., and for sufficiently large n follow from the realistic premise (3.13) and the
bridging hypothesis (3.25). That is,

ϕ
[
δ 0,kδ 0,hδ 0,n

]
(3.27)

follows from the realistic premise (3.13) and the bridging hypothesis (3.25), where
ϕ [δ (n) ,x,y,n] is the formula in the bracket in (3.26), and k and h are arbitrary
numerals, and n is any sufficiently large numeral.

Recall that in strict finitism, when we derive a formula from a premise like
∃δ∀xϕ [δ ,x], we actually use only finitely many instances of the premise ∀xϕ [δ ,x]
for an arbitrary δ . The general format of the instances of the premise is

∀k ≤M [δ ]ϕ [δ ,Y (δ ,k)] ,

where the terms M,Y can be extracted from the proof. Applying this to the premise
(3.14) used for deriving the conclusion (3.23) in strict finitism, we see that the proof
needs only some instances of (3.26).

Here, we expect that the instances of (3.26) in (3.27) will be sufficient. To make
sure about that, we will have to spell out the finitistic proof from the premises (3.14)
and (3.21) to the conclusion (3.23), extract the terms like M,Y above, and extract
the required instances of (3.26). In principle, we can start with the needed instance
of (3.23) and trace back to get the required instances of (3.26). This will be tedious,
but it is actually a mechanical procedure and can in principle be done by a com-
puter. Here, we rely on our intuition to assure us that the instances in (3.27) will be
sufficient.
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In summary, this is our explanation of applicability in this example. The bridg-
ing hypothesis (3.25) says that some program p encodes the population at various
discrete moments. This can always be realized by some program p, because the
programs in strict finitism are rich enough. The mathematical premise (3.21) about
the program p follows from the bridging hypothesis (3.25) and the realistic premise
(3.12). The realistic premise (3.13) and the bridging hypothesis (3.25) imply the
instances (3.27) of the differential equation (3.14) about the program p. These in-
stances, together with (3.21) and the axioms of strict finitism, are sufficient for de-
riving the mathematical conclusion (3.23) about the program p. The axioms of strict
finitism are literally true assertions about programs in general. Finally, the realistic
conclusion (3.24) directly follows from the bridging hypothesis (3.25) and the math-
ematical conclusion (3.23) about p. Therefore, the realistic conclusion (3.24) actu-
ally follows from the literally true realistic premises (3.12), (3.13), (3.25) and other
axioms of strict finitism, all of which are literally true assertions about concrete real
things.



Chapter 4
Metric Space

Abstraction and idealization are two major techniques to allow building simplified
mathematical models in the sciences. Using a continuous function to represent dis-
crete population values is an instance of idealization. Idealization helps to ignore
and smooth over insignificant details, and therefore it simplifies the models, but it
produces models that do not exactly represent real things, especially when idealiza-
tion to infinity and continuity is used. Therefore, the applicability of idealization is
not logically transparent, because one cannot straightforwardly translate the math-
ematical premises about an idealized model into literally true realistic assertions
about finite real things without modifying the logical structures of those mathemati-
cal premises. Abstraction does not have this problem. Abstraction means presenting
concepts, thoughts and proofs in some highly schematic and abstract format, and
then they can be instantiated into more and more concrete concepts, thoughts and
proofs in a few stages, with their logical structures preserved. The resulted thoughts
and proofs can become much more complex than the original ones. That is how
abstraction helps to simplify the presentation of a theory.

The theory of metric space in strict finitism is a typical case of using this tech-
nique of abstraction in strict finitism. It is presented as statements about an arbitrary
set and an arbitrary function on the set (i.e., the metric function). Recall that a set is
a pair of formulas and a function is a term. Therefore, the theory actually consists
of schematic statements with an arbitrary pair of formulas and an arbitrary term
of some formats. Applying this general theory of metric spaces to a more concrete
metric space, for instance, the metric space of real numbers or the metric space of
continuous functions, means instantiating the definitions, theorems and proofs in
the general theory with more concrete formulas and terms. This chapter shows that
some abstract mathematics can also be developed within strict finitism.

We mostly follow the ideas in Chap. 4 of Bishop and Bridges [6], with necessary
modifications to fit into our framework here. We will not again give references to
the pages in that book for every notion defined and every theorem proved here.

F. Ye, Strict Finitism and the Logic of Mathematical Applications, Synthese Library 355, 113
DOI 10.1007/978-94-007-1347-5 4, c© Springer Science+Business Media B.V. 2011
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4.1 Basic Definitions

Suppose that X is a set. ρ is a metric on X , or (X ,ρ) is a metric space, if ρ : X×X →
R+0, and for all x,y,z ∈ X , (i) ρ (x,y) = 0↔ x =X y, and (ii) ρ (x,y) = ρ (y,x), and
(iii) ρ (x,y)≤ ρ (x,z)+ρ (z,y). Note that in strict finitism, ‘(X ,ρ) is a metric space’
is a schematic assertion about a term ρ and two arbitrary formulas defining a set X .
Therefore, we do not quantify over metric spaces in strict finitism.

If ρ is a metric on X , and Y is a subset of X , then ρ is also a metric on Y , called
the induced metric on Y . The following notions are defined in the same format as in
classical mathematics:

(X ,ρ) is bounded, if and only if there exists M such that ρ (x,y) ≤ M for all
x,y ∈ X .

c is a bound of (X ,ρ), if and only if ρ (x,y)≤ c for all x,y ∈ X .
Y is a bounded subset of X , if and only if Y is a subset of X and there exists M

such that ρ (x,y)≤M for all x,y ∈ Y .
A sequence (xn) of elements of X converges to an element y of X , if and only if

for any k > 0, there exists N, such that ρ (xn,y)≤ 1/k for n > N.
f is a uniformly continuous function from the metric space (X ,ρ) to the met-

ric space (X ′,ρ ′), if and only if for any k > 0, there exists N > 0, such that
ρ ′ ( f (x) , f (y))≤ 1/k, whenever x,y ∈ X and ρ (x,y)≤ 1/N.

A sequence ( fn) of functions from a set S to the metric space (X ,ρ) converges
uniformly to a function f : S → X , if and only if for any k > 0, there exists N > 0,
such that whenever n > N, ρ ( fn (x) , f (x))≤ 1/k for all x ∈ S.

Two metrics ρ1,ρ2 on X are equivalent, if and only if the identity function on X
is uniformly continuous as a function from (X ,ρ1) to (X ,ρ2) and as a function from
(X ,ρ2) to (X ,ρ1).

Note that some of these notions require witnesses. For instance, the bound M
is a witness for the property ‘(X ,ρ) is bounded’, and convergence and uniform
continuity each needs a modulus of convergence or a modulus of continuity.

The product of metric spaces (X1,ρ1), ..., (Xn,ρn) is (∏n
i=1 Xi,ρ) with

ρ (x,y) =
n

∑
i=1

ρ i (xi,yi) .

The product of a sequence of metric spaces (Xn,ρn) bounded by 1 is (∏∞
n=0 Xn,ρ)

with

ρ (x,y) =
∞

∑
n=0

2−n−1
ρn (xn,yn) .

It is easy to verify that these do define metrics on relevant sets.

Instances of metric spaces include (Rn,d) with d (x,y) =
(

∑
n
i=1 (xi− yi)

2
) 1

2
and

(C ([a,b] ,R) ,d) with d ( f ,g) =
(∫ b

a | f (x)−g(x)|2 dx
) 1

2
. To show that they satisfy

the conditions for a metric, we need Cauchy-Schwarz inequality and Minkowski
inequality: if (ai) and (bi) are sequences of real numbers, then
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∑
i=0

aibi

∣∣∣∣∣ ≤
(

n

∑
i=0

a2
i

)1/2( n

∑
i=0

b2
i

)1/2

,

(
n

∑
i=0

(ai +bi)
2

)1/2

≤

(
n

∑
i=0

a2
i

)1/2

+

(
n

∑
i=0

b2
i

)1/2

.

These can be proved as in the classical case, using the properties for finite sum of
real numbers in Sect. 3.2. We will omit the details (see [6], pp. 83–84). Then, any
constructions and verifications done on an arbitrary metric space will apply to these
two instances of metric space.

The open ball S (x,r) and closed ball Sc(x,r) are defined as (parameterized) sub-
sets of X :

(y ∈ S (x,r))≡d f ρ (y,x) < r,

(y ∈ Sc(x,r))≡d f ρ (y,x)≤ r.

Y is an open subset of X , if Y is a subset and for each x ∈ Y , there exists r > 0 such
that S (x,r)⊆ Y . Y is a closed subset of X , if Y ⊆ X , and for each x ∈ X ,

∀r∃y(y ∈ S (x,r)∩Y )→ x ∈ Y.

Then, it is easy to see that S (x,r) is open and Sc(x,r) is closed. It is also trivial to
show that if a sequence of points in a closed subset converges, the limit point also
belongs to the closed subset. Similarly, suppose that a subset Y is such that for any
sequence (xn), if xn ∈ Y for all n, and (xn) has a limit x, then x ∈ Y . Then, Y is a
closed subset. We can use the axiom of choice to get a sequence converging to x
from the condition ∀r∃y(y ∈ S (x,r)∩Y ).

Y is a dense subset of X , if Y is a subset, and for each x∈ X and r > 0, there exists
y ∈ Y such that y ∈ S (x,r). Given a subset Y , the interior of Y is the set int (Y ):

(x ∈ int (Y ))≡d f ∃r > 0(S (x,r)⊆ Y ) ,

and the closure Y of Y is:(
x ∈ Y

)
≡d f ∀r > 0∃y(y ∈ Y ∩S (x,r)) .

It is easy to see that int (Y ) ⊆ Y ⊆ Y , and Y is open iff int (Y ) = Y , and Y is closed
iff Y = Y . Notice that here we quantify over the centers and radiuses of open balls,
instead of arbitrary subsets. The latter is not available in strict finitism.

The subset A of X is located in X ([6], p. 88), if A is not empty and

∀x ∈ X∃r ∈ R(r = inf{ρ (x,y) : y ∈ A}) .

We will use the notation ρ (x,A) for the term such that

ρ (x,A) = inf{ρ (x,y) : y ∈ A}
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if it is assumed or proved that ∃r ∈ R(r = inf{ρ (x,y) : y ∈ A}). The metric com-
plement X −A of a located subset A is a subset of X defined by

(x ∈ X −A)≡d f x ∈ X ∧ρ (x,A) > 0,

where the right hand side uses the term ρ (x,A) whose construction depends on the
witness for A to be located.

4.2 Completeness

Let (X ,ρ) be a metric space. A sequence (xn) in X is a Cauchy sequence if for any
k > 0, there exists N, such that ρ (xm,xn) ≤ 1/k for all m,n ≥ N. X is complete if
every Cauchy sequence in X converges. From the definition it is easy to see that
a closed subset of a complete metric space is complete and a complete subset of
a metric space is closed. It is also straightforward to prove that the product of a
sequence of complete metric spaces is still complete.

Given (X ,ρ), the completion of it,
(

X̃ , ρ̃
)

, can be constructed: X̃ is the set of
sequences (xn) such that

∀n,m > 0
(
xn ∈ X ∧ρ (xn,xm)≤ n−1 +m−1) ,

and the equality on X̃ is defined by(
x =X̃ y

)
≡d f ∀n > 0

(
ρ (xn,yn)≤ 2n−1) .

For x,y ∈ X̃ it can be easily verified that (ρ (xn,yn)) is a Cauchy sequence of real
numbers:

∀k > 0∀n,m≥ 4k (|ρ (xn,yn)−ρ (xm,ym)| ≤ 1/k) .

So we can construct the term limn→∞ ρ (xn,yn) (with N ≡ λk.4k as the witness of
Cauchyness for (ρ (xn,yn))) and define

ρ̃ ≡d f λxy. lim
n→∞

ρ (xn,yn) .

Then, it is easy to prove that ρ̃ is a metric on X̃ .
To see that

(
X̃ , ρ̃

)
is complete, let (zn) be a Cauchy sequence in

(
X̃ , ρ̃

)
. From

the above we see that for n ≥ 4k, we have |ρ (xn,yn)− ρ̃ (x,y)| ≤ 1/k. Let N (k) be
a modulus of Cauchyness for (zn). That is, for any k > 0 and m,n≥ N (k), we have
ρ̃ (zm,zn) ≤ 1/k. Then, we can let (xk) ≡

((
zN(2k)

)
8k

)
. Then, for any n ≤ m, it is

easy to see that
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ρ (xn,xm) = ρ

((
zN(2n)

)
8n

,
(

zN(2m)
)

8m

)
≤ ρ

((
zN(2n)

)
8n

,
(

zN(2n)
)

8m

)
+ρ

((
zN(2n)

)
8m

,
(

zN(2m)
)

8m

)
≤ 1

8n
+

1
8m

+ ρ̃

(
zN(2n),zN(2m)

)
+

1
2m

≤ 1
n

+
1
m

.

Therefore, (xk) ∈ X̃ . It is obvious that (zn) converges to (xk).
Furthermore, the inclusion map i : X → X̃ can be defined and it is easy to see that

when X is complete, i is an isomorphism.

Lemma 4.1. Suppose that f is a uniformly continuous function from a dense subset
Y of a metric space (X ,ρ) to a complete metric space (X ′,ρ ′). Then, f can be
extended into a uniformly continuous function f ′ from the whole space (X ,ρ) to
(X ′,ρ ′).

The natural extension in classical or constructive mathematics is already within
strict finitism. We omit the details.

When A is complete and located, and therefore ρ (x,A) exists, we may not be
able to find a ∈ A such that ρ (x,a) = ρ (x,A). However, we have a weaker result,
whose proof in [6], p. 92, needs some improvements.

Lemma 4.2. If A is a complete, non-void, located subset of X, and x a point of X,
then there exists a point a ∈ A such that if ρ (x,a) > 0 then ρ (x,A) > 0.

Proof. To prove this, we construct a Cauchy sequence (an) of elements of A and
take the limit as a. First, the assumption of locatedness implies that for n > 0, if
ρ (x,A) < 1/n, there exists y ∈ A such that ρ (x,y) < 1/n. It follows that there exists
δ such that for m,n > 0, if ρ (x,A)(m) < 1/n−1/m (that is, if m witnesses ρ (x,A) <
1/n), then δ (m,n) ∈ A∧ρ (x,δ (m,n)) < 1/n.

Since A is non-void, there exists a0 ∈ A. By a bounded minimalization, we
can construct a term h [m] such that for m > 0, if for all n = 1, ...,m we have
ρ (x,A)(4n) < 3

4n , then h [m] = m, and otherwise h [m] is the least n such that
ρ (x,A)(4(n+1))≥ 3

4(n+1) . Notice that ρ (x,A)(4n) < 3
4n implies that 4n witnesses

ρ (x,A) < 1/n, while ρ (x,A)(4(n+1))≥ 3
4(n+1) implies that ρ (x,A)≥ 2

4(n+1) .
Then, we let am = δ (4h [m] ,h [m]). Intuitively, this is what we were doing. If for

all n = 1, ...,m, 4n witnesses ρ (x,A) < 1/n, then we let am be the point δ (4m,m) ∈
A, which is such that ρ (x,am) < 1/m; otherwise, we have found an n < m such that
ρ (x,A)≥ 2

4(n+1) , and either n = 0 or 4n witnesses ρ (x,A) < 1/n, and we let am = an

for the minimum such n, which means that the sequence (am) stops at this an.
Given m, m′, m > m′ > 0, there are three decidable cases (1) h [m] = m, h [m′] =

m′; (2) h [m′] = m′, m′ ≤ h [m] < m; (3) h [m] = h [m′] < m′. In case (1) we have
ρ (x,am) < 1/m and ρ (x,am′) < 1/m′, which implies ρ (am,am′) ≤ 2/m′. For the
other two cases, we also have ρ (am,am′) ≤ 2/m′. Therefore, (an) is a Cauchy se-
quence. By the completeness of A, (an) converges to a limit a.
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Clearly, if ρ (x,a) > 0, then ρ (x,am) > 1/m for some m. Then, there must be n≤
m such that ρ (x,A)(4n) ≥ 3/4n, and hence ρ (x,A) > 1/4n, for otherwise h [m] =
m, ρ (x,A)(4m) < 3/4m, and by the construction of δ , am = δ (4h [m] ,h [m]) =
δ (4m,m) is such that ρ (x,am) < 1/m. ut

4.3 Total Boundedness and Compactness

A metric space (X ,ρ) is separable, if there exists a sequence (cn) of elements of X
such that for any x ∈ X and m > 0, there exists n such that ρ (x,cn) < 1/m. (X ,ρ)
is totally bounded, if for any l > 0, there exists a finite sequence x of elements in
X , such that for any y ∈ X , there exists i < lh(x) such that ρ ((x)i ,y) ≤ 1/l. Total
boundedness implies separability. Because, total boundedness implies that we have
a term t [l] that gives a sequence of lh(t [l]) points that constitute a 1/l approxima-
tion. Then, we can construct a term T [k] that enumerates all the points in t [l] for
l > 0, by letting T [k] = (t [l])i, where l > 0 and i≤ lh(t [l]) are appropriately calcu-
lated from k by an elementary recursive function so that l and i can range over all
l > 0 and i≤ lh(t [l]).

Lemma 4.3. The following propositions about separability and total boundedness
hold:

(1) The product of a sequence of separable or totally bounded metric spaces is
still separable or totally bounded.

(2) The image of a totally bounded space under a uniformly continuous function
is still totally bounded.

(3) If f : X →R is uniformly continuous and X is totally bounded, then sup f and
inf f exists.

(4) Any totally bounded subset of a metric space is located.
(5) Any located subset of a totally bounded metric space is totally bounded.
(6) When X is totally bounded, the diameter of X exists:

diam(X)≡ sup{ρ (x,y) : x,y ∈ X} .

Proof. To see that (1) holds, let (Xn,ρn) be a sequence of metric spaces bounded by

1. First, note that to get a 2−N approximation to
∞

∏
n=0

Xn, we can ignore Xn for n > N.

Now, suppose that each (Xn,ρn) is totally bounded. Given any l > 0, let N > 0 be
such that 2−N < 1/2l. Then, for each n ≤ N, we can construct a finite sequence δ n
of finitely many points in Xn that constitute a 1/2l approximation to Xn. For each

n > N, arbitrarily fix a point xn ∈Xn. Then, a 1/l approximation to
∞

∏
n=0

Xn can consist

of all the sequences
(
(δ 0)i0 , ...,(δ N)iN ,xN+1,xN+2, ...

)
, where 0≤ i0 < lh(δ 0), ...,

0≤ iN < lh(δ N).
Next, suppose that each (Xn,ρn) is separable. That is, for each n, there exists a

sequence δ n such that (δ n)k, k = 0,1,2, ..., constitute a dense subset of Xn. Note that
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for each N, all

xN
i0,...,iN ≡

(
(δ 0)i0 , ...,(δ N)iN ,(δ N+1)0 ,(δ N+2)0 , ...

)
with i0, ..., iN ranging over 0,1,2, ... constitute a 2−N approximation to

∞

∏
n=0

Xn. We

can arrange all xN
i0,...,iN for all N and all i0, ..., iN ranging over 0,1,2, ... into a se-

quence. This will be a dense sequence in
∞

∏
n=0

Xn. To see this, for any x ∈
∞

∏
n=0

Xn and

l > 0, first choose N such that 2−N < 1/2l. Then, for each n≤N , we can (uniformly)
choose in such that ρ

(
(δ n)in ,xn

)
≤ 1/2l. It is easy to see that ρ

(
xN

i0,...,iN ,x
)
≤ 1/l.

Note that this construction does not require any recursion.
(2) follows from the definitions directly. (3) follows from Corollary 3.4 in Chap.

3. (4) follows from (3).
To see that (5) holds, let A be a located subset of a totally bounded metric space

(X ,ρ). A is non-empty. Therefore, we can choose a ∈ A. Given l > 0, let δ be a
finite sequence of points of X that constitute a 1/4l approximation to X . Construct a
finite sequence δ

′ of points in A as follows: lh
(
δ
′) = lh(δ ). For each i < lh(δ ),

ρ ((δ )i ,A) exists. We can decide if ρ ((δ )i ,A) > 1/4l or ρ ((δ )i ,A) < 1/2l. In
the former case, let

(
δ
′)

i = a, and in the latter case, there exists ai ∈ A such that
ρ ((δ )i ,ai) < 1/2l and we let

(
δ
′)

i = ai. Then, for any y∈ A, choose i < lh(δ ) such
that ρ ((δ )i ,y) < 1/4l. We must have ρ ((δ )i ,A) < 1/2l. Therefore, ρ ((δ )i ,ai) <
1/2l. Then, ρ (ai,y) < 1/l. Therefore, δ

′ is a 1/l approximation to A.
Finally, (6) is similar to (3) and (4). ut
A metric space is compact if it is complete and totally bounded. Obviously, the

product of compact spaces is compact.
Recall that we cannot quantify over all subsets of a set, because a subset is defined

as an arbitrary pair of formulas. However, we can quantify over all compact subsets
of a metric space. For a subset K of a metric space X , the witness for K’s being
totally bounded will give a sequence (xn) of elements of K approximating all ele-
ments of K. Since K is closed, K is equal to the closure of the subset {xn : n ∈ N}.
Therefore, instead of quantifying over all compact subsets of X , we can quantify
over all sequences of elements of X .

The constructive proof in [6], pp. 96–98, of the following lemma requires some
modifications.

Lemma 4.4. Given a compact space X, for any l > 0, there exist finitely many com-
pact subsets X1, ...,Xn of X, such that each Xi has a diameter at most 1/l and the
union of them all is X.

Proof. Xis are constructed as a single family of subsets Xl,i, indexed by (l, i), l > 0,
i < n = N (l). Therefore, this does not really quantify over subsets. (We will assume
that l is given and will suppress the subscript l below.) From the assumption, we
have a function δ such that for i ≥ 0, δ (i) is a finite sequence of elements of X
that constitute a 3−i−2l−1 approximation to X . Let δ (0) = 〈x1, ...,xn〉. The idea is to
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construct a sequence of finite sets X0
j , X1

j , ... , for each j = 1, ...,n. Let X0
j =

{
x j
}

.
Given X i

j, X i+1
j is obtained as follows: for each y in the sequence δ (i+1), decide

if ρ

(
y,X i

j

)
< 3−i−1l−1 or ρ

(
y,X i

j

)
> 1

2 3−i−1l−1, and add y to X i+1
j in the former

case. Notice that these two cases can be distinguished by considering if

ρ
(
y,X i

j
)(

8 ·3i+1l
)

< 3−i−1l−1−4−13−i−1l−1

or not. Then X j is the closure of the union ∪∞
i=0X i

j. ([6], pp. 96–98)
However, this construction requires recursive constructions of sets on apparent.

Since the elements of X i
j are selected from the sequence δ (i), we can replace X i

j by
the indices of its members in the sequence δ (i). So, instead of constructing a se-
quence X0

j , X1
j , ... of finite subsets of X , we construct a sequence of finite sequences

of natural numbers, Zi
j, i = 0,1, ..., such that Z0

j = 〈 j〉, and Zi+1
j is the sequence of

k, k < lh(δ (i+1)), such that for some h < lh
(

Zi
j

)
we have

ρ

(
(δ (i))(

Zi
j

)
h

, (δ (i+1))k

)(
8 ·3i+1l

)
< 3−i−1l−1−4−13−i−1l−1.

So, Zi
j is to be the sequence of indices of elements of X i

j in the sequence δ (i). Given
the term δ (i), Zi

j can be constructed by bounded primitive recursion. We then define
X i

j as a single family of subsets:

x ∈ X i
j ≡ ∃h < lh

(
Zi

j
)(

x = (δ (i))(
Zi

j

)
h

)
.

Let Yj ≡ ∪∞
i=0X i

j and let X j be the closure of Yj.

From the construction, we have ρ

(
x,X i

j

)
< 3−i−1l−1 for each x ∈ X i+1

j . It fol-

lows that for x ∈ X i′
j , i′ > i,

ρ
(
x,X i

j
)

<
i′−1

∑
h=i

3−h−1l−1 < 3−il−1.

Therefore, ∪i
h=0Xh

j is a 3−il−1 approximation to Yj and Yj is totally bounded. There-
fore, X j is totally bounded.

For each y∈ X , there exists j such that ρ

(
y,(δ (0)) j

)
< 3−2l−1. By an induction

on m we can show that ρ

(
y, Xm

j

)
< 3−m−2l−1. The inductive step from m to m+1

is the following. Since δ (m+1) is a 3−(m+1)−2l−1 approximation to X , there exists
index k such that ρ (y,(δ (m+1))k) < 3−(m+1)−2l−1. Therefore,

ρ
(
(δ (m+1))k ,Xm

j
)

< 3−(m+1)−2l−1 +3−m−2l−1 <
1
2

3−m−1l−1.
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It follows that k must be in the sequence Zm+1
j . Therefore, ρ

(
y, Xm+1

j

)
< 3−(m+1)−2l−1. Note that ρ

(
y, Xm

j

)
< 3−m−2l−1 is a Σ 0

1 formula. However, in

the inductive step, the witness for ρ

(
y, Xm+1

j

)
< 3−(m+1)−2l−1 comes from the

witness for ρ (y,(δ (m+1))k) < 3−(m+1)−2l−1 and does not depend on the witness

for the inductive assumption ρ

(
y, Xm

j

)
< 3−m−2l−1. Therefore, the construction of

witnesses is iteratively bounded and can be obtained by a bounded primitive recur-
sion. Then it follows that y ∈ X j and X = ∪n

j=1X j. ut
The following corollary will be useful. Its proof is from [6], p. 98.

Corollary 4.5. If f : X → R is a continuous function on a compact space X, then
there exists a sequence of real numbers (αn) such that if β is a real number, β >
inf{ f (x) : x ∈ X}, and β 6= αn for all n, then {x ∈ X : f (x)≤ β} is a compact set.
In particular, for any x0 ∈ X, there exists a sequence of real numbers (αn) such that
if β is a real number, β > 0, and β 6= αn for all n, then the closed ball Sc(x0,β ) is
compact.

Proof. For l > 0, let Xl,1, ..., Xl,N(l) be compact subsets of X such that diam
(
Xl,i
)

<

1/l and X = ∪iXl,i. Let cl,i = inf
{

f (x) : x ∈ Xl,i
}

. Let (αn) be any arrangement of
cl,i into a sequence. Suppose that β satisfies the condition. We only need to show that
{x ∈ X : f (x)≤ β} is totally bounded. Let l > 0. For each i, we have either β < cl,i
or β > cl,i. In the latter case, we can choose xl,i ∈ Xl,i such that cl,i ≤ f

(
xl,i
)

< β .
Let Yl be the set of such xl,i. Note that Yl is defined uniformly for l. Then, let x ∈ X
be such that f (x)≤ β . We have x ∈ Xl,i for some i. Therefore, cl,i ≤ f (x)≤ β . We
must have β > cl,i and xl,i ∈ Yl . Now, ρ

(
x,xl,i

)
≤ diam

(
Xl,i
)

< 1/l. So, Yl is a 1/l
approximation to {x ∈ X : f (x)≤ β} . ut

Recall that by Cantor’s theorem (i.e., Theorem 3.2), there is always a β in any
interval such that β 6= αn for all n.

4.4 The Stone-Weierstrass Theorem

We will verify that the constructive proof of this theorem in [6], pp. 104–108, is
available to strict finitism.

For a compact space X and any metric space Y , the set C (X ,Y ) of (uniformly)
continuous functions from X to Y is a metric space with the metric

ρ ( f ,g)≡d f sup{ρ ( f (x) ,g(x)) : x ∈ X} .

This exists because X is totally bounded and f ,g are uniformly continuous. C (X ,R)
will be denoted as C (X). The norm ‖ f‖ for f ∈C (X) is

‖ f‖ ≡d f sup{| f (x)| : x ∈ X} ,

and therefore ρ ( f ,g) = ‖ f −g‖.
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A polynomial p of degree m in n variables can be represented by a sequence of
(m+1)n + 2 real numbers, where the first two numbers are m and n and the others
are the coefficients. For a sequence x of n real numbers, the value of p at x can be
represented by a term p(x). Similarly, for a sequence h = 〈h1, ...,hn〉 of n functions
in C (X), the composition p ◦ h can be constructed and is also a function in C (X).
Then, for G a subset of C (X), the algebra A (G) of functions generated from G is
the subset of C (X) such that f ∈ A (G) if and only if for some polynomial p and
some sequence h of functions from G, f = p◦h.

A subset G of C (X) is separating if (1) for any ε > 0 there exists δ > 0 such
that for any x,y ∈ X with ρ (x,y)≥ ε , there exists g ∈G such that |g(z)| ≤ ε for z ∈
Sc(x,δ ) , and |g(z)−1| ≤ ε for z∈ Sc(y,δ ); and (2) for any ε > 0 there exists δ > 0
such that for any x ∈ X , there exists g ∈ G such that |g(z)−1| ≤ ε for z ∈ Sc(x,δ ).

First, it can be proved that the function f (x) = |x| can be approximated on [−1,1]
by polynomials p(x) such that p(0) = 0. The proof in [6] is based on the power

series expansion of (1− t)
1
2 and Taylor’s theorem. It is already finitistic. Then, it

can be directly verified that if G is a subset of C (X) and f ,g belong to the closure of
A (G), then | f |, max{ f ,g}, and min{ f ,g} also belong to the closure of A (G), and
if inf{| f (x)| : x ∈ X}> 0, then f−1 also belongs to the closure A (G) ([6], Lemma
5.11, 5.12, pp. 105–106).

Then, we have Stone-Weierstrass Theorem:

Theorem 4.6. For a separating subset G of C (X), A (G) is dense in C (X).

Its proof in [6], pp. 106–108, is already within strict finitism. Note that the proof
there does not use any recursive construction, except for using the finite sum and
finite product of functions in C (X). For the latter, it implicitly assumes the following
proposition.

Lemma 4.7. If H is the closure of A (G) in C (X), and for all i ≤ n, fi ∈ H, then
∑

n
i=0 fi ∈ H and ∏

n
i=0 fi ∈ H.

Proof. We check the second conclusion. Since for each i≤ n there exists M such that
‖ fi‖ ≤M, it follows that there exists M > 1 such that for all i≤ n, ‖ fi‖ ≤ Ṁ. Since
fi ∈H for all i≤ n, there exists g such that for all i≤ n and all k≥ 0, g(i)k ∈A (G),
and for all i≤ n, ‖g(i)k− fi‖→ 0 as k → ∞. Then, ∏

n
i=0 g(i)k ∈A (G) and we can

show that ‖∏
n
i=0 g(i)k−∏

n
i=0 fi‖ → 0 as k → ∞. For this, we need the following

assertion: if for all i≤ n, ai ∈ R, bi ∈ R, |ai| ≤M, |bi| ≤M, and |ai−bi| ≤ r, then∣∣∣∣∣ n

∏
i=0

ai−
n

∏
i=0

bi

∣∣∣∣∣≤ (n+1)Mnr.

This can be easily proved just as Lemma 3.5 and 3.6. ut
As corollaries, it follows that if G is the subset of C (X) of functions f (x) =

ρ (x,x0) for some x0 ∈ X , then A (G) is dense in C (X), and it also follows that the
set of polynomial functions on a compact subset X ⊆ Rn is dense in C (X) ([6], pp.
108–109).



4.4 The Stone-Weierstrass Theorem 123

Applying the Stone-Weierstrass theorem in such a general format will consist
of a few steps. For instance, consider approximating continuous functions on an
interval [a,b] by polynomials. First, the construction in the proof of the theorem is
instantiated by letting X ≡ [a,b] and G ≡ the set of polynomial functions. We can
construct a witness for the claim that G is separating. Then, for a concrete function
f ∈ C ([a,b]) represented by a term, together with its modulus of continuity, the
construction in the proof gives a g [n] such that for n > 0, ‖g [n]− f‖ < 1/n. g [n]
is a polynomial, which means that it gives a degree and a sequence of coefficients,
each depending on n. Now, when we apply these to real things, the physics quantity
represented by f will not be literally continuous, but as before the proof gives a
concrete term that relates a degree of approximation of f by g [n] to a ‘degree of
continuity’ of f . Therefore, in a concrete application, the resulted approximation of
a discrete, finite quantity by a polynomial could still be literally true.



Chapter 5
Complex Analysis

We will show that some basic notions and results of complex analysis can be devel-
oped in strict finitism, including the notions of integration, differentiation, and an-
alytic functions, and including results such as Cauchy’s integral theorem, Cauchy’s
integral formula, some properties regarding maximum values and zeros, and the
Fundamental Theorem of Algebra. We will again follow the major ideas in Chap. 5
of Bishop and Bridges [6]. Some of the proofs have to be revised to fit into our more
restrictive framework here.

5.1 Basic Notions

A complex number x + yi will be represented as a pair 〈x,y〉 of real numbers. The
set C of complex numbers is defined as

(z ∈ C)≡d f Seq(z)∧ lh(z) = 2∧ (z)0 ∈ R∧ (z)1 ∈ R,(
z =C z′

)
≡d f (z)0 =R

(
z′
)

0∧ (z)1 =R
(
z′
)

1 .

Therefore, a complex number is represented by a term of the type (o→ o) . We will
write z = 〈x,y〉 as x + yi, and write (z)0 as Re(z), and write (z)1 as Im(z). We will
ignore the type difference and treat a real or rational number x as a complex number
x + 0i. Similarly, for rational numbers a,b, we also call a + bi ≡ 〈a,b〉 a complex
number, by which we mean 〈λm.a, λm.b〉. We will frequently use complex numbers
with rational real and imaginary parts to approximate an arbitrary complex number.
We will call them rational complex numbers. Note that a rational complex number
actually has the base type o.

Common functions on C or C×C, such as norm, conjugation, sum, product,
finite sum, finite product and so on, are easily defined, and the basic properties of
them are also simple. The standard inequality on C is

w 6= z≡d f |w− z|> 0.

F. Ye, Strict Finitism and the Logic of Mathematical Applications, Synthese Library 355, 125
DOI 10.1007/978-94-007-1347-5 5, c© Springer Science+Business Media B.V. 2011
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For convenience we will make this convention: When in a context we treat z =
〈x,y〉 as a complex number, we let z(m)≡ 〈x(2m) ,y(2m)〉, instead of 〈x(m) ,y(m)〉.
So, z(m) is a complex number and |z− z(m)|< 1/m. That is, z(m) is a 1/m approx-
imation to z in the norm of complex numbers.

We treat C as a metric space with the metric ρ (z,w) = |z−w|. Therefore, notions
such as uniform continuity, uniform convergence, completeness, compactness and
so on are available. It is obvious that C is complete and separable, and that finite
discs, rectangles and many other regular subsets of C are totally bounded. Recall
that a compact subset of a metric space is a complete and totally bounded subset,
and thus a compact set is located. On the complex plane, obviously, all closed discs
and rectangles are compact subsets. We usually treat only quite regular compact
subsets.

For K a compact subset of C, U any subset, and r > 0, we denote

Kr ≡d f {z ∈ C : ρ (z,K)≤ r} ,

(K b U)≡d f ∃r > 0(Kr ⊆U) .

In case K b U , we say that K is well-contained in U . If f is continuous on K, we
define

‖ f‖K ≡d f sup{| f (z)| : z ∈ K} .

Recall that we can quantify over compact subsets, by quantifying over sequences
of points generating the compact subset. When we refer to an arbitrary compact
subset of C in a claim, it can be either understood as a schematic claim involving an
arbitrary formula defining the subset, together with the condition that it is compact,
or understood as a universal quantification over sequences of complex numbers,
together with the condition that they generate compact sets. On the other side, all
references to open subsets are understood as schematic claims.

By quantifying over compact subsets, we can define continuity on open sets:

Definition 5.1. Let U be an open subset of C. f : U → C is continuous on U , if it is
continuous on any compact subset K of C such that K b U .

We will also consider functions from R or intervals of real numbers to C. If
γ : [a,b] → C is such a function, then there are α,β : [a,b] → R such that γ (t) =
α (t)+ β (t) i for t ∈ [a,b]. The notions of continuity, convergence and so on apply
to such functions as functions from a metric space to another. Moreover, when γ is
continuous, for a another continuous η : [a,b]→C, we define γ ′ = η as: there exists
δ , a modulus of differentiability, such that for any n > 0, t ′, t ∈ [a,b], if |t ′− t| ≤
δ (n), then ∣∣γ (t ′)− γ (t)−η (z)

(
t ′− t

)∣∣≤ ∣∣t ′− t
∣∣/n.

It is easy to see that if γ ′ exists, then we must have

γ
′ (t) = α

′ (t)+β
′ (t) i.

Similarly, the Riemann integration on γ is defined as
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a
γ (t)dt ≡d f

∫ b

a
α (t)dt + i

∫ b

a
β (t)dt.

Note that from the basic inequalities of real numbers, we have∣∣∣∣∫ b

a
γ (t)dt

∣∣∣∣≤ ∫ b

a
|γ (t)|dt. (5.1)

Then, we can define the derivative of a complex function. It has the same format
as the derivative of a real function.

Definition 5.2. Let K be a compact subset of C, f ,g : K → C be continuous func-
tions. g is a derivative of f on K, if there exists δ , a modulus of differentiability,
such that for any n > 0, z,w ∈ K, if |w− z| ≤ δ (n), then

| f (w)− f (z)−g(z)(w− z)| ≤ |w− z|/n.

We denote this fact as f ′ = g, or g(z) = d f (z)/dz. Let U be an open subset of C,
f ,g : U →C be continuous functions. g is a derivative of f on U , if for any compact
subset K of C such that K b U , f ′ = g on K.

The basic properties of derivative can be easily verified. They include the chain
rule in two formats. First, if K1, K2 are compact subsets, and f : K1 → K2 and g :
K2 → C are continuous, and f ′, g′ exist, then (g◦ f )′ exists, and for z ∈ K1,

(g◦ f )′ (z) = g′ ( f (z)) f ′ (z) .

This can be verified by the definition directly. If U1, U2 are open subsets, f : U1 →
U2 and g : U2 → C are continuous, and for any compact subset K b U1 we have
f (K) b U2, and f ′, g′ exist, then (g◦ f )′ exists and the above chain rule holds.
Next, if γ : [a,b]→ K and f : K → C are differentiable, then we also have

( f ◦ γ)′ (t) = f ′ (γ (t))γ
′ (t) .

Partial derivatives are defined similarly:

Definition 5.3. Let K be a compact subset of C, and let f ,g : K → C be continuous
functions. g is a partial derivative of f with respect to x on K, denoted as g = f ′x, if
there exists δ , a modulus of partial differentiability with respect to x, such that for
any n > 0, x+ yi,x′+ yi ∈ K, if |x′− x| ≤ δ (n), then∣∣ f (x′+ yi

)
− f (x+ yi)−g(x+ yi)

(
x′− x

)∣∣≤ ∣∣x′− x
∣∣/n.

g = f ′y on K, and partial derivatives on open subsets are defined similarly.

From the definitions it directly follows that if f is differentiable, then f has partial
derivatives and fx = f ′, fy = i f ′. Reversely, by the definitions, it is easy to verify
that if f is continuous on an open set U and fx, fy exists on U such that fy = i fx on
U , then f ′ exists on U . We omit the details here.
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Now, consider integration. A path γ on the parameter interval [a,b], a ≤ b, is a
continuous function γ : [a,b]→ C such that there exists a finite sequence 〈t0, ..., tn〉
of real numbers, n > 0, such that t0 ≡ a≤ t1 ≤ ...≤ tn ≡ b and γ is differentiable on
each [ti, ti+1], i = 0, ...,n− 1. Intervals [ti, ti+1] are the intervals of differentiability
of the path. γ is a path in a subset A, if γ : [a,b] → A. Sometimes we ignore the
parameter interval and simply say ‘γ is a path’. The path is a closed path or a loop if
γ (a) = γ (b). Note that we do not require strict inequalities a < b or ti < ti+1 in the
definition. This allows us to claim that if γ is a path on [a,b], and a ≤ a′ ≤ b′ ≤ b,
then γ is a path on [a′,b′].

If δ : [c,d]→ C is another path, then γ and δ are equivalent, if a = b and c = d
and δ (c) = γ (a), or a < b and c < d and for t ∈ [c,d]

δ (t) = γ

(
a+

t− c
d− c

(b−a)
)

.

Note that given [c,d], c < d, this path δ can always be defined. We also consider
γ and δ equivalent, if we can divide [a,b] and [c,d] into an equal number of sub-
intervals so that γ and δ are equivalent on each sub-interval in the above sense.

If δ : [c,d]→C is another path such that γ (b) = δ (c), then we can construct the
concatenation γ +δ : [a,b+(d− c)]→ C, such that

(γ +δ )(t) = γ (t) , for t ∈ [a,b] ,
(γ +δ )(t) = δ (c+ t−b) , for t ∈ [b,b+(d− c)] .

It is also called the sum of γ and δ . The reverse −γ of the path γ is also a path
−γ : [a,b]→ C,

−γ (t)≡d f γ (a+b− t) .

We write γ +(−δ ) as γ−δ .
For a < b, a path γ is a linear path on [a,b] from z1 to z2, if

γ (t) = z1 +(z2− z1)
t−a
b−a

.

In particular, γ (t) = z1 +(z2− z1) t is the linear path on [0,1] from z1 to z2.
The length |γ| of γ is defined as

|γ| ≡d f

∫ b

a

∣∣γ ′ (t)∣∣dt.

Here, the integration on the right hand side is understood as the sum of Riemann
integrations, ∑

n−1
i=0

∫ ti+1
ti |γ ′ (t)|dt, on the intervals of differentiability. Note that γ ′ (t)

is continuous on [ti, ti+1]. In particular, for a linear path γ on [a,b] from z1 to z2, we
have |γ|= |z2− z1|. Moreover, we have |γ +δ |= |γ|+ |δ | .

We use car (γ) to denote the closure of the range γ ([a,b]) of γ . Since γ is uni-
formly continuous, car (γ) is a compact subset and ρ (z,car (γ)) always exists.

Then, we can define integration.
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Definition 5.4. If γ is a path on [a,b], and f is a continuous function on car (γ), then
the integration of f along the path γ is defined as∫

γ

f (z)dz≡d f

∫ b

a
f (γ (t))γ

′ (t)dt,

where the integration on the right hand side is the sum of Riemann integrations on
the intervals of differentiability for the path γ .

Note that the term
∫

γ
f (z)dz actually contains the witnesses for f ’s being a con-

tinuous function on car (γ) and γ’s being a path with the parameter interval [a,b] ,
although we do not indicate these in the notation. If z1 6= z2 and γ is the linear path
on [0,1] from z1 to z2, then we write∫ z2

z1

f (z)dz≡d f

∫
γ

f (z)dz

By the definition, we have

Lemma 5.5. If f is differentiable on car (γ), then∫
γ

f ′dz = f (γ (b))− f (γ (a)) .

In particular, if γ is a loop, then ∫
γ

f ′dz = 0. (5.2)

Proof. By the chain rule of differentiation,∫
γ

f ′dz =
∫ b

a
f ′ (γ (t))γ

′ (t)dt =
∫ b

a
( f ◦ γ)′ (t)dt = f (γ (b))− f (γ (a)) .

ut
In particular, for any polynomial function p(z), there is a polynomial function f

such that f ′ = p. Therefore, when γ is a loop, for any polynomial p(z),
∫

γ
pdz = 0.

If γ and δ are equivalent, then obviously
∫

γ
f (z)dz =

∫
δ

f (z)dz. Similarly, by the
definitions, ∫

γ+δ

f (z)dz =
∫

γ

f (z)dz+
∫

δ

f (z)dz, (5.3)∫
−γ

f (z)dz =−
∫

γ

f (z)dz.

Moreover, if (γn) is a sequence of paths such that γn is on [an,an+1] and
γn (an+1) = γn+1 (an+1). Then, for each N, we can construct the path ∑

N−1
n=0 γn :

[a0,aN ]→ C and show that
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∑

N−1
n=0 γn

f (z)dz =
N−1

∑
n=0

∫
γn

f (z)dz. (5.4)

The path ∑
N−1
n=0 γn is constructed directly. For any t ∈ [a0,aN ],

(
∑

N−1
n=0 γn

)
(t) is ap-

proximated by comparing the approximation t (m) with each an (m). If it has been
decided that an < t < an+1 for some n, then we use the approximation to γn (t). Oth-
erwise, use the least n such that it is still not decided that an < t. Note that ∑

N
n=0 γn

is not defined recursively from ∑
N−1
n=0 γn, but it follows that

N

∑
n=0

γn =
N−1

∑
n=0

γn + γN . (5.5)

Then, the equality (5.4) above follows from (5.5), (5.3) and Lemma 3.5.
From the definition of |γ| and (5.1), we have∣∣∣∣∫

γ

f dz
∣∣∣∣≤ ‖ f‖

γ
|γ| ,

where ‖ f‖
γ
≡ sup{| f (γ (t))| : t ∈ [a,b]}.

5.2 Differentiable and Analytic Functions

The exponential function is defined by

ez ≡ ex (cosy+ i siny) , for z = x+ yi,

where ex,cosy,siny are real functions defined in Chap. 3. Then, it is easy to verify
that partial derivatives (ez)x and (ez)y exist and (ez)y = i(ez)x. Therefore,

dez/dz = (ez)x = ez.

Using relevant equations for the real functions ex,cosy,siny, it is easy to verify that

ez1+z2 = ez1ez2 .

Using the exponential function, we can calculate a simple integration:

Lemma 5.6. Let γ be a closed path in C and ρ (z0,car (γ)) > 0. Then for some n,∫
γ

dz
(z− z0)

= 2nπi.

Proof. We may assume that z0 = 0 and γ is on [0,1]. Let
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w≡
∫

γ

z−1dz =
∫ 1

0
γ
−1 (t)γ

′ (t)dt.

First, we want to show that ew = 1. Some direct calculation using the chain rule and
the fundamental theorem of calculus for real functions shows that

d
du

(
γ (u)e−

∫ u
0 γ−1(t)γ ′(t)dt

)
= 0.

Therefore, γ (u)e−
∫ u

0 γ−1(t)γ ′(t)dt is a constant. Considering its value at u = 0, we
have e

∫ u
0 γ−1(t)γ ′(t)dt = γ (u)/γ (0). Since γ is a closed path, letting u = 1, we see that

ew = 1 holds. That is,

eRew (cos(Imw)+ i sin(Imw)) = 1.

Therefore, Imw = 2nπ and Rew = 0. ut
n in the lemma is called the winding number of γ around z0 and is denoted as

j (γ,z0). This winding number j (γ,z0) does not change when z0 moves without
crossing the path γ:

Lemma 5.7. Suppose that γ is a closed path on the interval [0,1], ρ (z0,car (γ)) > 0,
and ρ (z1,car (γ)) > 0, and suppose that there is a continuous function η : [0,1]→
C such that η (0) = z0, η (1) = z1, and for some δ > 0, |η (s)− γ (t)| ≥ δ for all
s, t ∈ [0,1]. Then, j (γ,z0) = j (γ,z1).

Proof. From the assumption, it is easy to see that the function h : [0,1]→ C,

h(s)≡
∫

γ

dz
(z−η (s))

=
∫ b

a

γ ′ (t)dt
(γ (t)−η (s))

,

is continuous. Since it takes only discrete values 2nπi by the lemma above, it must
be constant. ut

Lemma 5.8. Let γ be a closed path, and let f be a continuous function on car (γ).
Suppose that the function g on −car (γ) is defined by

g(z)≡ 1
2πi

∫
γ

f (ζ )
(ζ − z)n dζ ,

where n > 0. Then, g is differentiable and its derivative is given by

g′ (z)≡ n
2πi

∫
γ

f (ζ )

(ζ − z)n+1 dζ .

Proof. Suppose that K is a compact set and Kr ⊆−car (γ) for some r > 0. We have
ρ (z,car (γ))≥ r for any z ∈ K. For w, z ∈ K,
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g(w)−g(z)−g′ (z)(w− z)

=
1

2πi

∫
γ

f (ζ )

(
1

(ζ −w)n −
1

(ζ − z)n −
n(w− z)

(ζ − z)n+1

)
dζ

=
(w− z)

2πi

∫
γ

f (ζ )

(
∑

n−1
k=0 (ζ − z)n−k−1 (ζ −w)k

(ζ −w)n (ζ − z)n − n

(ζ − z)n+1

)
dζ

=
(w− z)

2πi

∫
γ

f (ζ )
(ζ − z)n

∑
n−1
k=0 (ζ −w)k

(
(ζ − z)n−k− (ζ −w)n−k

)
(ζ −w)n (ζ − z)

dζ .

Note that |ζ −w| , |ζ − z| ≥ r and |ζ −w|, |ζ − z|, | f (ζ )| are bounded above, while∣∣∣(ζ − z)n−k− (ζ −w)n−k
∣∣∣ can be made arbitrarily small when |w− z| is small. It is

easy to see that the condition for derivative holds. ut
Since g(z)≡

∫
γ

dζ

(ζ−z) is constant for z in a small disc in −car (γ) by Lemma 5.7,
g′ (z) = 0. Therefore, we have

Corollary 5.9. Let γ be a closed path in C, and suppose that ρ (z0,car (γ)) > 0.
Then, for n > 1, ∫

γ

dz
(z− z0)

n = 0.

Lemma 5.10. Suppose that U is an open set and f is differentiable on each disc
Sc(z,r) b U for r > 0. Then, f is differentiable on U.

Proof. For each z ∈U , there exists t = t (z) such that Sc(z, t) ⊆U . Therefore, f is
differentiable on Sc(z, t/2). Let gz = f ′ on Sc(z, t/2). Define the function g on U
by g(z)≡d f gz (z). We want to show that f ′ = g on U .

Let K be a compact set such that Kr b U for some r > 0. There exists a finite r/2
approximation {z1, ...,zn} to K. For each i, Sc(zi,r) ⊆ Kr. Therefore, f is differen-
tiable on Sc(zi,r). Let f ′i be the derivative of f on Sc(zi,r). Since the derivative is
unique, for each z ∈ Sc(zi,r/2) we have f ′i = gz on Sc(z,min(t(z)/2,r/2)). In par-
ticular, f ′i (z) = gz (z) = g(z). Now, let δ be the common modulus of differentiability
for all f ′i , i = 1, ...,n. For any N > 0, w,z ∈ K such that |w− z| ≤ min(r/2,δ (N)),
there exists i such that z ∈ Sc(zi,r/2) and therefore w ∈ Sc(zi,r). Since f ′i is the
derivative of f on Sc(zi,r) with the modulus of differentiability δ ,∣∣ f (w)− f (z)− f ′i (z)(w− z)

∣∣≤ |w− z|/N.

Since f ′i (z) = g(z),

| f (w)− f (z)−g(z)(w− z)| ≤ |w− z|/N.

This means that f ′ = g on K. So, f ′ = g on U . ut
Now consider analytic functions. A polygonal path γ ≡ poly(z0, ...,zn−1,z0)

is a closed path with the parameter interval [0,n] such that for some sequence
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〈z0, ...,zn−1〉 of complex numbers, γ restricted to [i, i+1] is a linear path on [i, i+1]
from γ (i) = zi to γ (i+1) = zi+1, for i = 0, ...,n−1, where zn = z0. We can also take
poly as a function from the set of finite sequences of complex numbers to the set of
polygonal paths. Note that its length

|poly(z0, ...,zn−1,z0)|=
n−1

∑
i=0
|zi+1− zi| , where zn = z0.

Let S be a subset of C. S is convex, if for any finite sequence 〈z1, ...,zn〉 of com-
plex numbers in S and any finite sequence 〈a1, ...,an〉 of real numbers such that
ai ∈ [0,1] for each i and ∑

n
i=1 ai = 1, we have ∑

n
i=1 aizi ∈ S. If S is convex, the clo-

sure of S is also convex.
Given a finite sequence 〈z1, ...,zn〉 of complex numbers, the set span(〈z1, ...,zn〉)

spanned by 〈z1, ...,zn〉 is the closure of{
n

∑
i=1

aizi : 〈a1, ...,an〉 ∈ [0,1]<∞∧
n

∑
i=1

ai = 1

}
. (5.6)

It is easy to verify that the set (5.6) is convex, and therefore span(〈z1, ...,zn〉) is
convex. Moreover, it is easy to see that the set (5.6) is totally bounded. Therefore,
span(〈z1, ...,zn〉) is compact.

If γ ≡ poly(z0, ...,zn−1,z0), then we write span(〈z0, ...,zn−1〉) as span(γ). Then,
we can define analytic functions.

Definition 5.11. A continuous function f on an open set U is analytic on U , if∫
γ

f dz = 0 for any triangular path γ = poly(z1,z2,z3,z1) such that span(γ) b U .

Lemma 5.12. Any differentiable function f on U is analytic on U.

Proof. We follow the proof in [6], but we need some new constructions. First, note
that by the (uniform) continuity of relevant functions, if γ1 ≡ poly(z1,z2,z3,z1) and
η1 ≡ poly(w1,w2,w3,w1) are two paths such that span(γ) b U and span(η) b U

and max{|wi− zi| : i = 1,2,3} is sufficiently small, then
∣∣∣∫γ

f dz−
∫

η
f dz
∣∣∣ will also

be arbitrarily small. Therefore, it suffices to prove that for any triangular path γ1 ≡
poly(z1,z2,z3,z1) determined by rational complex numbers z1,z2,z3 whose span is
well-contained in U , we have

∫
γ1

f (z)dz = 0.
Then, given such a triangular path γ1, given any l > 0, we will construct a se-

quence (γn) of paths by constructing a sequence (〈zn,1, zn,2, zn,3〉) of triples of ratio-
nal complex numbers and letting γn ≡ poly(zn,1, zn,2, zn,3,zn,1). The sequence (γn)
of paths will satisfy the following:

(a) span(γn)⊆ span(γ1) b U ;
(b)
∣∣γn+1

∣∣= 1
2 |γn|;

(c)
∣∣∣∫γn+1

f (z)dz
∣∣∣> 1

4

∣∣∣∫γn
f (z)dz

∣∣∣−2−3nl−1.
The sequence is constructed as follows. Suppose that 〈zn,1, zn,2, zn,3〉 and γn ≡

poly(zn,1, zn,2, zn,3,zn,1) have been constructed. Write
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γn,1 ≡ poly
(

zn,1,
1
2

(zn,1 + zn,2) ,
1
2

(zn,1 + zn,3) ,zn,1

)
,

γn,2 ≡ poly
(

zn,2,
1
2

(zn,2 + zn,3) ,
1
2

(zn,1 + zn,2) ,zn,2

)
,

γn,3 ≡ poly
(

zn,3,
1
2

(zn,1 + zn,3) ,
1
2

(zn,2 + zn,3) ,zn,3

)
,

rn,4 ≡ poly
(

1
2

(zn,1 + zn,2) ,
1
2

(zn,2 + zn,3) ,
1
2

(zn,1 + zn,3) ,
1
2

(zn,1 + zn,2)
)

.

It is easy to see that
∣∣γn,i

∣∣= 1
2 |γn| for each i, and

∫
γn

f (z)dz =
4

∑
i=1

∫
γn,i

f (z)dz.

Computing
∣∣∣∫γn,i

f (z)dz
∣∣∣(K023nl

)
for some constant K0, i = 1,2,3,4, we can choose

i such that ∣∣∣∣∣
∫

γn,i

f (z)dz

∣∣∣∣∣> 1
4

(
4

∑
i=1

∣∣∣∣∣
∫

γn,i

f (z)dz

∣∣∣∣∣
)
−2−3nl−1

≥ 1
4

∣∣∣∣∫
γn

f (z)dz
∣∣∣∣−2−3nl−1.

Then let γn+1 = γn,i. Obviously, the construction can be done by a bounded primitive
recursion and the conditions (a), (b), (c) above are satisfied.

From these conditions, it follows that
∣∣γn+1

∣∣= 2−n |γ1| and∣∣∣∣∫
γn+1

f (z)dz
∣∣∣∣> 2−2n

(∣∣∣∣∫
γ1

f (z)dz
∣∣∣∣− l−1

n

∑
i=1

2−i

)
.

(Note that we resort to Lemma 3.6 here.) From the last inequality, it follows that∣∣∣∣∫
γ1

f (z)dz
∣∣∣∣< 22n

∣∣∣∣∫
γn+1

f (z)dz
∣∣∣∣+ l−1.

Note that we have |w− z| ≤
∣∣γn+1

∣∣ = 2−n |γ1| for w,z ∈ span
(
γn+1

)
. Since f

is differentiable on span(γ1), we can choose n sufficiently large so that for z,z0 ∈
span

(
γn+1

)
, ∣∣ f (z)− f (z0)− f ′ (z0)(z− z0)

∣∣≤ |z− z0|/l.

Fix an x0 ∈ span
(
γn+1

)
. Note that f (z0)− f ′ (z0)(z− z0) is a polynomial in z.

Therefore, ∫
γn+1

(
f (z0)+ f ′ (z0)(z− z0)

)
dz = 0.
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Then, ∣∣∣∣∫
γ1

f (z)dz
∣∣∣∣< 22n

∣∣∣∣∫
γn+1

f (z)dz
∣∣∣∣+ l−1

= 22n
∣∣∣∣∫

γn+1

(
f (z)− f (z0)− f ′ (z0)(z− z0)

)
dz
∣∣∣∣+ l−1

≤ 22n∥∥ f (z)− f (z0)− f ′ (z0)(z− z0)
∥∥

γn+1

∣∣γn+1
∣∣+ l−1

= 22nl−1 ‖z− z0‖γn+1

∣∣γn+1
∣∣+ l−1

≤ 22nl−1 ∣∣γn+1
∣∣2 + l−1 = l−1

(
|γ1|

2 +1
)

.

Since l is arbitrary, we see that
∫

γ1
f (z)dz = 0. Therefore, f is analytic on U . ut

Lemma 5.13. If U is a convex open set, and f is analytic on U, and the function g
on U is defined by g(z)≡

∫ z
z0

f (ζ )dζ for some z0 ∈U, then g′ = f on U.

Proof. Let K be a compact set and Kr b U for some r > 0. Given any w,z∈K, since
U is convex and open, span(z0,w,z) b U . Since f is analytic,∫ w

z0

f (ζ )dζ +
∫ z

w
f (ζ )dζ +

∫ z0

z
f (ζ )dζ = 0.

Therefore,

|g(w)−g(z)− f (z)(w− z)|=
∣∣∣∣∫ w

z
f (ζ )dζ −

∫ w

z
f (z)dζ

∣∣∣∣
≤ ‖ f (ζ )− f (z)‖span(z,w) |w− z| .

When |w− z| ≤ r, we have span(z,w) ⊆ Kr. By the assumption, f is continuous
on Kr. Let δ (n) be a modulus of continuity of f on Kr. Then, given n > 0, when
|w− z| ≤ min(r,δ (n)), we have |ζ − z| ≤ min(r,δ (n)) for ζ ∈ span(z,w). There-
fore, ‖ f (ζ )− f (z)‖span(z,w) ≤ 1/n, that is,

|g(w)−g(z)− f (z)(w− z)| ≤ |w− z|/n.

So, g′ = f on K. ut
From this lemma and Lemma 5.5, it easily follows that

Corollary 5.14. If U is a convex open set, and f is analytic on U, then
∫

γ
f dz = 0

for every closed path γ in U.

Definition 5.15. Let K⊆C be a compact set, and let γ0,γ1 : [0,1]→K be two closed
paths on [0,1] in K. γ0 and γ1 are homotopic in K, if there exists a continuous
function σ : [0,1]× [0,1] → K, such that γ0 (t) = σ (0, t), and γ1 (t) = σ (1, t) for
t ∈ [0,1], and for each s ∈ [0,1], σ s : [0,1]→ K, σ s (t) ≡ σ (s, t), is a closed path.
γ0 and γ1 are homotopic in an open set U , if they are homotopic in a compact set
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K b U . σ is called a homotopy of γ0 and γ1. When γ1 is a constant path (a point),
we say that γ0 is null-homotopic.

Since every path is equivalent to a unique path on [0,1], the definition can be
generalized to arbitrary paths.

We have Cauchy integral theorem.

Theorem 5.16. Suppose that f is analytic on an open set U, and γ0, γ1 are homo-
topic closed paths in U. Then,∫

γ0

f (z)dz =
∫

γ1

f (z)dz.

In particular, if γ0 is null-homotopic then
∫

γ0
f (z)dz = 0.

Proof. We may assume that γ0 and γ1 are paths on [0,1]. Let K be a compact subset
such that Kr ⊆U for some r > 0 and γ0 and γ1 are paths in K. Let σ be a homotopy
of γ0 and γ1. Since σ is uniformly continuous on [0,1]× [0,1], there exists natural
number N > 0, such that |σ (s′, t ′)−σ (s, t)| ≤ 1/2r whenever (s′, t ′) ,(s, t)∈ [0,1]×
[0,1] and |s′− s| ≤ 1/N and |t ′− t| ≤ 1/N. For each i = 0, ...,N, j = 0, ...,N−1, let
γ i, j be the path that is the restriction of σ i/N to

[
j

N , j+1
N

]
. For each j = 0, ...,N,

i = 0, ...,N−1, let η i, j be the linear path from σ

(
i
N , j

N

)
to σ

(
i+1
N , j

N

)
. Then,

δ i, j ≡ γ i, j +η i, j+1− γ i+1, j−η i, j

is a closed path, and it is in Kr since σ

(
i
N , j

N

)
∈ K and

∣∣∣σ (s′, t ′)−σ

(
i
N , j

N

)∣∣∣ ≤
1/2r for any point σ (s′, t ′) on the path. Moreover, it is easy to see that the convex
set span(δ i, j) b U . Therefore, by the Corollary above,∫

γ i, j

f (z)dz+
∫

η i, j+1

f (z)dz−
∫

γ i+1, j

f (z)dz−
∫

η i, j

f (z)dz = 0.

Note that η i,0 = η i,N . Adding up these equations for i, j = 0, ...,N−1, we have∫
γ0

f (z)dz−
∫

γ1

f (z)dz = 0.

ut
An open set U is connected if any two points in U are connected by a path in U .

U is simply connected, if further any closed path in U is null-homotopic. The basic
properties of simply connected open sets follow from the above lemmas easily. For
instance, suppose that f is analytic on a simply connected open set U . Then, for any
closed path γ in U ,

∫
γ

f (z)dz = 0, and if γ0,γ1 are two paths from the same starting
point to the same end point, then

∫
γ0

f (z)dz =
∫

γ1
f (z)dz. Moreover, fix a point

z0 ∈U . For any z ∈U , there exists a path γ from z0 to z, and let g(z) ≡
∫

γ
f (z)dz.

Then, g′ = f on U .
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Lemma 5.17. Suppose that f is differentiable on an open set U and z0 ∈U. Then,
there exists an analytic function g on U such that for z ∈U, z 6= z0,

g(z) =
f (z)− f (z0)

z− z0
.

Proof. Recall that z(m), m ≥ 0, are rational complex numbers approximating z.
Given any z ∈U , by modifying each z(m) slightly if necessary, we can construct a
sequence (qm) of rational complex numbers approximating z such that qm 6= z0 (m)
for all m. Let

gm (z) =
f (qm)− f (z0 (m))

qm− z0 (m)
.

(gm (z))m is a Cauchy sequence. To see this, let Sc(z0,r) b U and let δ be a
modulus of differentiability for f on Sc(z0,r). We may assume that δ (N) < r for
any N. For any N > 0, we can first decide if |z− z0|> δ (2N)/2 or |z− z0|< δ (2N).
In the former case, |qm− z0 (m)|> δ (2N)/2 for all sufficiently large m. Then, since
f is continuous, we see that |gm (z)−gn (z)|< 1/N for all sufficiently large m,n. In
the latter case, |qm− z0 (m)| < δ (2N) and qm,z0 (m) ∈ Sc(z0,r) for all sufficiently
large m. Then, since δ is a modulus of differentiability for f on Sc(z0,r),∣∣∣∣ f (qm)− f (z0 (m))

qm− z0 (m)
− f ′ (z0)

∣∣∣∣≤ 1/2N

for all sufficiently large m. Therefore, we have again |gm (z)−gn (z)| < 1/N for all
sufficiently large m,n. Therefore, (gm (z))m is a Cauchy sequence.

Let g(z) ≡ limm→∞ gm (z). Obviously, g(z) = f (z)− f (z0)
z−z0

for z 6= z0. Moreover,
|g(z)− f ′ (z0)| ≤ 1/2N when |z− z0| ≤ δ (2N). g(z) is continuous on U . To see this,
let K ⊆U be a compact set. For any w,z ∈ K, if |w− z| ≤ δ (2N)/4, by deciding if
|z− z0| ≤ 3δ (2N)/4 or |z− z0| ≥ δ (2N)/2, we have either |z− z0| ≤ δ (2N) and
|w− z0| ≤ δ (2N), or |z− z0| ≥ δ (2N)/4 and |w− z0| ≥ δ (2N)/4. In the former
case, we already have |g(w)−g(z)| ≤ 1/N. In the latter case, g(z) = f (z)− f (z0)

z−z0
and

g(w) = f (w)− f (z0)
w−z0

. Then, using the modulus of continuity for f on K, it is easy to
see that we will have |g(w)−g(z)| ≤ 1/N when |w− z| is sufficiently small.

To see that g is analytic on U , let γ = poly(z1,z2,z3,z1) be any triangular path
such that K = span(γ) b U . Let r > 0 be such that Kr b U . We have ρ (z0,K) > r/2
or ρ (z0,K) < r. In the former case, Kr/2 b U −{z0}. g(z) = f (z)− f (z0)

z−z0
is differen-

tiable on Kr/2. By Lemma 5.12, it is analytic on Kr/2. Therefore,
∫

γ
g(z)dz = 0. In

the latter case, z0 ∈ Kr, and

γ = poly(z0,z1,z2,z0)+ poly(z0,z2,z3,z0)+ poly(z0,z3,z1,z0) ,

and the spans of these three polygons are well-contained in U . So, it suffices to prove∫
γ

g(z)dz = 0 for a path γ like poly(z0,z1,z2,z0). For that, given any ε > 0, we first
approximate z1 − z0, z2 − z0. If both |z1− z0| and |z2− z0| are sufficiently small,
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then |γ| can be sufficiently small so that
∣∣∣∫γ

g(z)dz
∣∣∣<ε . If |z1− z0|> 0, then choose

a point w on the line from z0 to z1 but sufficiently close to z0. We will have
∫

γ
g(z)dz

sufficiently close to
∫

poly(w,z1,z2,w) g(z)dz. But the latter equals 0 because z0 ∈ C−

span(w,z1,z2,w). Therefore, we will still have
∣∣∣∫γ

g(z)dz
∣∣∣<ε . So,

∫
γ

g(z)dz = 0.
ut

This can be generalized to multiple points.

Lemma 5.18. Suppose that f is differentiable on an open set U, and z1, ...,zn ∈U
is a finite sequence of points in U such that zi 6= z j for i 6= j, i, j = 1, ...,n, and
f (zi) = 0 for i = 1, ...,n. Then, there exists an analytic function g on U such that for
z ∈U, z 6= z0, ..., zn,

g(z) =
f (z)

(z− z1) ...(z− zn)
.

Proof. The construction in the last lemma can be done for z1, ...,zn simultaneously.
For instance, we can choose qm such that qm 6= z1 (m), ..., qm 6= zn (m). Similarly,
we can assume that δ (N) <

∣∣zi− z j
∣∣/4 for all N, for all i 6= j, and then in prov-

ing Cauchyness and continuity and so on, we can decide if |z− zi| > δ (2N)/2 or
|z− zi|< δ (2N) for each i. ut

Then, we have Cauchy’s integral formula.

Theorem 5.19. Suppose that f is differentiable on the open set U, and z ∈U, and γ

is a closed path in U −{z} and is null-homotopic in U. Then,

j (γ,z) f (z) = (2πi)−1
∫

γ

f (ζ )
(ζ − z)

dζ .

Proof. By the lemma above, f (ζ )− f (z)
(ζ−z) can be extended into an analytic function on

U . Since γ is null-homotopic in U , by the Cauchy integral theorem above,∫
γ

f (ζ )− f (z)
(ζ − z)

dζ = 0.

Then, by Lemma 5.6,∫
γ

f (ζ )
(ζ − z)

dζ =
∫

γ

f (z)
(ζ − z)

dζ = (2πi) j (γ,z) f (z) .

ut
We also have Cauchy’s integral formula for any order of derivative of a differen-

tiable function f .

Theorem 5.20. Suppose that f is differentiable on the open set U and z ∈U. Then,
f (n) (z) exists for all n. Moreover, if γ is a closed path in U and is null-homotopic in
U, then for any z ∈U such that z ∈U − car (γ), we have, for n≥ 0,

j (γ,z) f (n) (z) = (2πi)−1 n!
∫

γ

f (ζ )

(ζ − z)n+1 dζ .
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Proof. Recall that ‘ f has any order of derivatives on U’ means that for any n > 0,
there exists a sequence 〈 f0, ..., fn〉 of functions on U such that f0 = f and fi+1 = f ′i
on U for i = 0, ...,n−1. Now, suppose that f is differentiable on U . For any z ∈U ,
there exists r > 0 such that Sc(z,r) b U . Define a function fn on U by

fn (z)≡ (2πi)−1 n!
∫

γ0

f (ζ )

(ζ − z)n+1 dξ ,

where γ0 is the circular path of radius r > 0 about z. fn is a function on U , for the
right hand side is independent of the choice of r. We have f0 = f by the Cauchy
integral formula above.

We want to show that f ′n = fn+1 on U . By Lemma 5.10, it suffices to show that
f ′n = fn+1 on any Sc(z0,r) b U . So, suppose that Sc(z0,r) b U and choose r′ > r
such that Sc(z0,r′) b U . Let γ ′ be the circular path of radius r′ about z0. For each
z ∈ Sc(z0,r), choose s sufficiently small such that Sc(z,s) ⊆ Sc(z0,r′); then γ ′ is
homotopic in U with the circular path γz of radius s about z. Therefore, by the
Cauchy integral theorem,

fn (z) = (2πi)−1 n!
∫

γz

f (ζ )

(ζ − z)n+1 dξ = (2πi)−1 n!
∫

γ ′

f (ζ )

(ζ − z)n+1 dξ .

Similarly,

fn+1 (z) = (2πi)−1 (n+1)!
∫

γ ′

f (ζ )

(ζ − z)n+2 dξ

on Sc(z0,r). Then, by Lemma 5.8, f ′n = fn+1 on Sc(z0,r) . This completes the proof
that f has derivatives of any order and fn = f (n).

Now, for each z0 ∈U−car (γ), j (γ,z) is an integer and is a constant k0 on a disk
Sc(z0,r) b U − car (γ). When k0 > 0, for z ∈ Sc(z0,r) let

fn (z)≡ k−1
0 (2πi)−1 n!

∫
γ

f (ζ )

(ζ − z)n+1 dξ .

Then, it similarly follows that on Sc(z0,r) we have f0 = f and f ′n = fn+1 for n ≥
0, and therefore fn = f (n). Henceforth, Cauchy’s integral formula holds for z on
Sc(z0,r) . Similarly, when k0 = 0, let

fn (z)≡ (2πi)−1 n!
∫

γ

f (ξ )(ξ − z)−n−1 dξ .

Then, f0 = 0 and again f ′n = fn+1 = 0 for n ≥ 0 on Sc(z0,r) . Cauchy’s integral
formula holds again. ut

Corollary 5.21. If f is analytic on an open set U, then it is differentiable on U.

Proof. For each disc Sc(z,r) b U , f is analytic on Sc(z,r). By Lemma 5.13, f = g′

for some g on Sc(z,r). Then, by the theorem above, f is differentiable on Sc(z,r).
Therefore, by Lemma 5.10, f is differentiable on U. ut
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Take a circular path around z as γ in the theorem, we have Cauchy’s inequality.

Corollary 5.22. If f is differentiable on Sc(z,r), then∣∣∣ f (n) (z)
∣∣∣≤ n!r−n sup{| f (w)| : |w− z|= r} .

Taylor’s theorem is also available.

Theorem 5.23. If f is differentiable on S (z0,r), r > 0, then on S (z0,r),

f (z) =
∞

∑
n=0

f (n) (z0)
n!

(z− z0)
n .

Proof. Let r′ be any real number such that 0 < r′ < r. It suffices to show that

∑
∞
n=0

f (n)(z0)
n! (z− z0)

n uniformly converges to f on Sc(z0,r′). Let γ be the circular
path around z0 of the radius (r′+ r)/2. By the theorems above

f (z) = (2πi)−1
∫

γ

f (ζ )
(ζ − z)

dζ , for z ∈ Sc
(
z0,r′

)
,

f (n) (z0) = (2πi)−1 n!
∫

γ

f (ζ )

(ζ − z0)
n+1 dζ .

Therefore, for z ∈ Sc(z0,r′),

f (z)−
N

∑
n=0

f (n) (z0)
n!

(z− z0)
n

= (2πi)−1
∫

γ

f (ζ )

(
1

(ζ − z)
−

N

∑
n=0

(z− z0)
n

(ζ − z0)
n+1

)
dζ

= (2πi)−1
∫

γ

f (ζ )

 1
(ζ − z)

−
1−
(

z−z0
ζ−z0

)N+1

(ζ − z)

dζ

=
(z− z0)

N+1

2πi

∫
γ

f (ζ )

(ζ − z)(ζ − z0)
N+1 dζ .

Note that for z ∈ Sc(z0,r′) and ζ on the path γ , |z− z0| ≤ r′, |ζ − z0| = (r′+ r)/2,
|ζ − z| ≥ (r− r′)/2, and since f is continuous on S (z0,r), | f (ζ )| ≤ C for some
constant C. Therefore,∣∣∣∣∣ f (z)−

N

∑
n=0

f (n) (z0)
n!

(z− z0)
n

∣∣∣∣∣≤ (r′+ r)C
(r− r′)

(
r′

(r′+ r)/2

)N+1

.

So, ∑
∞
n=0

f (n)(z)
n! (z− z0)

n converges to f uniformly on Sc(z0,r′). ut
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5.3 Maximum Value and Zero

We define the boundary of Sc(z,r) as

Γ (z,r)≡d f {w : |w− z|= r} .

We will also use Γ (z,r) to denote the circular path around z of the radius r. Recall
that for a compact set K, ‖ f‖K is the supreme of | f | on K. We define

m( f ,K)≡d f inf{ f (z) : z ∈ K} .

We will consider only discs in this section, but the constructions can be general-
ized to sets of other regular shapes. The following lemma shows that a differentiable
function takes its maximum value at the boundary of a disc.

Lemma 5.24. Suppose that f is differentiable on Sc(z0,r), then

‖ f‖Sc(z0,r) = ‖ f‖
Γ (z0,r) .

Proof. For any ε > 0, since f is continuous on Sc(z0,r), we can find δ > 0, 0 <
δ < r, such that for z, r−δ ≤ |z− z0| ≤ r, we have | f (z)| ≤ ‖ f‖

Γ (z0,r) +ε . We may
assume that δ < 1. Find a w ∈ Sc(z0,r) such that

| f (w)| ≥ ‖ f‖Sc(z0,r)−δε . (5.7)

Let s≡ r−|w− z0|. If s < δ , then | f (w)| ≤ ‖ f‖
Γ (z0,r) + ε and thus

‖ f‖Sc(z0,r) ≤ ‖ f‖
Γ (z0,r) + ε (1+δ ) < ‖ f‖

Γ (z0,r) +2ε.

Then, assume that s > 0. The circle Γ (w,s) meets the circle Γ (z0,r) at a point a. Let
γ1 be the arc of Γ (w,s) centered at a with the length |γ1| = δ . Then, γ1 lies inside
Sc(z0,r)−Sc(z0,r−δ ) and | f (z)| ≤ ‖ f‖

Γ (z0,r)+ε for z∈ γ1. Let γ2 ≡Γ (w,s)−γ1.
By Cauchy’s integral formula,

| f (w)| = (2π)−1
∣∣∣∣∫

Γ (w,s)

f (ζ )
(ζ −w)

dζ

∣∣∣∣
≤ (2π)−1

(∣∣∣∣∫
γ1

f (ζ )
(ζ −w)

dζ

∣∣∣∣+ ∣∣∣∣∫
γ2

f (ζ )
(ζ −w)

dζ

∣∣∣∣)
≤ (2π)−1

(
s−1
(
‖ f‖

Γ (z0,r) + ε

)
|γ1|+ s−1 ‖ f‖Sc(z0,r) |γ2|

)
= (2πs)−1

((
‖ f‖

Γ (z0,r) + ε

)
δ +‖ f‖Sc(z0,r) (2πs−δ )

)
.

From this and (5.7), we get ‖ f‖Sc(z0,r)≤‖ f‖
Γ (z0,r)+(1+2πs)ε . Since ε is arbitrary,

we have ‖ f‖Sc(z0,r) = ‖ f‖
Γ (z0,r). ut

The following lemmas give a condition about when the function f (z) has a zero
in Sc(z0,r).
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Lemma 5.25. Suppose that f is differentiable on Sc(z0,r) and m( f ,Sc(z0,r)) <
m( f ,Γ (z0,r)). Then, m( f ,Sc(z0,r)) = 0.

Proof. Given any n > 0, we can decide if m( f ,Sc(z0,r))> 1/2n or m( f ,Sc(z0,r))<
1/n. Suppose that m( f ,Sc(z0,r))> 1/2n. Then, f−1 (z) is differentiable on ‖ f‖Sc(z0,r).
However, by the assumption,∥∥ f−1∥∥

Sc(z0,r) = m( f ,Sc(z0,r))
−1 > m( f ,Γ (z0,r))

−1 =
∥∥ f−1∥∥

Γ (z0,r) .

This contradicts the last lemma. Therefore, m( f ,Sc(z0,r)) < 1/n for any n > 0.
That is, m( f ,Sc(z0,r)) = 0. ut

Note that this lemma does not conclude that there exists z such that f (z) = 0.
The following lemmas will give that, under a stronger condition.

Definition 5.26. A function f on an open set U is non-zero on U , if there exists
z ∈U such that f (z) 6= 0. f is strongly non-zero on U , if for each z ∈U and each
ε > 0 such that Sc(z,ε) b U , we have ‖ f‖Sc(z,ε) > 0.

Lemma 5.27. Suppose that f (z)≡∑
n
i=0 aizi is a polynomial function. Then, the fol-

lowing are equivalent:
(1) f is strongly non-zero on C.
(2) f is non-zero on C.
(3) There exists some m such that am 6= 0.

Proof. It is trivial that (1) implies (2) and (2) implies (3).
Suppose that |am|> 0. We first show that given any ε > 0, there exists δ ≤ ε such

that f (δ ) 6= 0. Let A≡ 1+∑
n
i=0 |ai|. Let δ ≡min

(
ε, |am|

4A ,1
)

. Then, we have∣∣∣∣∣ n

∑
i=m+1

aiδ
i

∣∣∣∣∣≤ δ
m+1

n

∑
i=m+1

|ai| ≤
|am|δ m

4
.

For each i = 0, ...,m−1, we decide if |ai|< |am|δ m−i

4n or |ai|> |am|δ m−i

8n . If the former
holds for all i = 0, ...,m−1, we have∣∣∣∣∣m−1

∑
i=0

aiδ
i

∣∣∣∣∣≤ m−1

∑
i=0

|ai|δ i ≤ |am|δ m

4
.

Therefore,

| f (δ )| ≥ |am|δ m−

∣∣∣∣∣m−1

∑
i=0

aiδ
i

∣∣∣∣∣−
∣∣∣∣∣ n

∑
i=m+1

aiδ
i

∣∣∣∣∣≥ |am|δ m

2
> 0.

Otherwise, let m′ be the least i < m such that |ai|> |am|δ m−i

8n > 0. We can repeat the
process for ai. The construction can be performed by a bounded primitive recursion.
Therefore, we can construct δ such that f (δ ) 6= 0.
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Now, for any w ∈ C, we can write f (z) as ∑
n
i=0 bi (z−w)i. The above argument

shows that ∑
n
i=0 bi (δ −w)i 6= 0 for some δ . Therefore, there exists bm 6= 0. Then,

the same argument shows that for some δ < ε , ∑
n
i=0 biδ

i 6= 0. That is, f (w+δ ) 6= 0.
So, ‖ f‖Sc(w,ε) > 0. ut

The following three lemmas are preparations for locating zeros.

Lemma 5.28. Suppose that h is differentiable on Sc(w,r), and r > 2δ > 0, 0≤ t ≤
r−2δ . Let z1, ...,zn ∈ Sc(w,δ ), and let

f (z)≡ (z− z1) ...(z− zn)h(z)

for z ∈ Sc(w,r). Then,

‖ f‖Sc(w,t) ≤
(

t +δ

r−δ

)n

‖ f‖Sc(w,r) .

Proof. Note that for z ∈ Sc(w, t), we have |z− zn| ≤ t + δ , and for z ∈ Γ (w,r), we
have |z− zn| ≥ r−δ . Therefore, applying Lemma 5.24, we have

‖ f‖Sc(w,t) ≤ (t +δ )n ‖h‖Sc(w,t) = (t +δ )n ‖h‖
Γ (w,t) ,

‖ f‖Sc(w,r) ≥ (r−δ )n ‖h‖Sc(w,r) ≥ (r−δ )n ‖h‖Sc(w,t) = (r−δ )n ‖h‖
Γ (w,t) .

Therefore, the inequality holds. ut

Lemma 5.29. Suppose that f is differentiable on Sc(w,r), and r > 2δ > 0, 0≤ t ≤
r−2δ , d > 0, α > 0, and suppose that z1, ...,zn ∈ Sc(w,δ ) are such that

∣∣zk− z j
∣∣≥ d

for k, j = 1, ...,n and k 6= j, and | f (zk)| ≤ α for k = 1, ...,n. Then,

‖ f‖Sc(w,t) ≤
(

t +δ

r−δ

)n

‖ f‖Sc(w,r) +2αn
(

r +δ

d

)n−1

.

Proof. Let g be defined by

g(z)≡
n

∑
k=1

f (zk)∏
j 6=k

z− z j

zk− z j
.

Then, g(zk) = f (zk). For z ∈ Sc(w,r), we have
∣∣z− z j

∣∣≤ r +δ . Therefore,

|g(z)| ≤ nα

(
r +δ

d

)n−1

. (5.8)

Let h(z)≡ f (z)−g(z). Then, h(zk) = 0 for k = 1, ...n. By Lemma 5.18, there exists
a differentiable function h′ such that

h(z) = (z− z1) ...(z− zn)h′ (z) .

Then, by the lemma above,
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‖h‖Sc(w,t) ≤
(

t +δ

r−δ

)n

‖h‖Sc(w,r)

≤
(

t +δ

r−δ

)n(
‖ f‖Sc(w,r) +‖g‖Sc(w,r)

)
≤
(

t +δ

r−δ

)n

‖ f‖Sc(w,r) +‖g‖Sc(w,r) .

So, by (5.8),

‖ f‖Sc(w,t) ≤ ‖h‖Sc(w,t) +‖g‖Sc(w,t)

≤
(

t +δ

r−δ

)n

‖ f‖Sc(w,r) +2αn
(

r +δ

d

)n−1

.

ut
For the following lemma, note that we have here the condition that f is strongly

non-zero.

Lemma 5.30. Suppose that f is a strongly non-zero differentiable function on an
open set U, and r,δ ,w are such that r > 3δ and Sc(w,r) b U. Then, there exists s
such that δ/2 < s < δ and m( f ,Γ (w,s)) > 0.

Proof. Let t ≡ r− 3δ > 0. Since f is strongly non-zero, ‖ f‖Sc(w,t) > 0. Choose
N > 1 such that

N > (r/δ −2)

(
2‖ f‖Sc(w,r)

‖ f‖Sc(w,t)
−1

)
.

Then, we have

2‖ f‖Sc(w,r)

‖ f‖Sc(w,t)
< 1+

δ

r−2δ
N <

(
1+

δ

r−2δ

)N

.

Therefore,

‖ f‖Sc(w,r)

(
t +δ

r−δ

)N

<
1
2
‖ f‖Sc(w,t) .

(Note that the construction of N depends on ‖ f‖Sc(w,t), which depends on r,δ , and
the dependency could be exponential. That is, the construction may not be iteratively
bounded.) Let d ≡ δ

2(N+1) . Choose α such that

2αN
(

r +δ

d

)N−1

<
1
2
‖ f‖Sc(w,t) .

(Again, note that the construction of α from r,δ may not be iteratively bounded.)
For each k = 1, ...,N, let rk = δ

2 +kd. Then, δ

2 < r1 < ... < rN < δ and
∣∣rk− r j

∣∣≥ d
for k 6= j, k, j = 1, ...,N. For each k = 1, ...,N, we decide if m( f ,Γ (w,rk)) < α or
m( f ,Γ (w,rk)) > α/2. Suppose that m( f ,Γ (w,rk)) < α for all k = 1, ...,N. Then,
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for each k, we can find zk ∈ Γ (w,rk) such that | f (zk)| < α . We have
∣∣zk− z j

∣∣ ≥ d,
for k 6= j, k, j = 1, ...,N. Therefore, by Lemma 5.29,

‖ f‖Sc(w,t) ≤
(

t +δ

r−δ

)N

‖ f‖Sc(w,r) +2αN
(

r +δ

d

)N−1

< ‖ f‖Sc(w,t) ,

a contradiction. So, there must be some k, such that m( f ,Γ (w,rk)) > α/2. Then,
we can let s≡ rk = δ

2 + kd. ut
Note that this proof contains some constructions that are potentially not itera-

tively bounded. However, we will see that these constructions will not be iterated in
finding the zeros of a function, mostly because of the assumption that the function
is strongly non-zero.

Theorem 5.31. Suppose that f is a strongly non-zero differentiable function on an
open set U, and Sc(w,r) bU, m( f ,Γ (w,r)) > m( f ,Sc(w,r)) = 0. Then, there exists
z ∈ Sc(w,r) such that f (z) = 0.

Proof. By the continuity of f , there exists ε > 0 such that

m( f ,Γ (w,r− ε)) > m( f ,Sc(w,r− ε)) = 0.

Moreover, we may assume that r > 2ε and Sc(w,r +2ε) ⊆ U . Let (wk) be a se-
quence of points in Sc(w,r) such that w0 = w and for each N > 0, w0, ...,wk(N)
constitute an 1/N approximation to Sc(w,r). We want to construct sequences ( jn),
(zn) such that zn = w jn with z0 = w0 = w, and for n≥ 0,

(1) m( f ,Sc(zn,rn)) = 0, where r0 = r− ε and rn = 3−nε for n > 0, and
(2) |zn+1− zn|< rn +3−(n+1)ε , and
(3) |zn− z0|< r−2 ·3−nε .

Then, it is easy to see that (zn) converges to some z ∈ Sc(w,r) and f (z) = 0.
Suppose that jn and zn have been constructed and (1) and (3) hold. Suppose that

w0, ...,wN constitute a 2−13−(n+1)ε approximation to Sc(w,r). For each k = 0, ...,N,
wk ∈ Sc(w,r). Therefore, Sc(wk,2 ·3−nε) ⊆ Sc(w,r +2ε) ⊆ U . Now, 2 · 3−nε >
3 · 3−(n+1)ε . By the lemma above, there exists sk such that 2−13−(n+1)ε < sk <
3−(n+1)ε and ck ≡m( f ,Γ (wk,sk)) > 0. Since m( f ,Sc(zn,rn)) = 0, we can find ζ ∈
Sc(zn,rn) such that | f (ζ )|< ck for all k = 0, ...,N. Note that Sc(z0,r0)⊆ Sc(w,r).
Then, since |zn− z0| ≤ r−2 ·3−nε , for n > 0, we also have

Sc(zn,rn)⊆ Sc
(
w,r−2 ·3−n

ε + rn
)

= Sc
(
w,r−3−n

ε
)
⊆ Sc(w,r) .

Since w0, ...,wN constitute a 2−13−(n+1)ε approximation to Sc(w,r), there exists k
such that

ζ ∈ Sc
(

wk,2−13−(n+1)
ε

)
⊆ Sc(wk,sk) .

Then, since | f (ζ )| < ck = m( f ,Γ (wk,sk)), by Lemma 5.25, m( f ,Sc(wk,sk)) =
0. We let jn+1 = k and zn+1 = wk. Note that Sc(wk,sk) ⊆ Sc

(
wk,3−(n+1)ε

)
and
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rn+1 = 3−(n+1)ε . Therefore, m( f ,Sc(zn+1,rn+1)) = 0. Note that ζ ∈ Sc(zn,rn) and
ζ ∈ Sc

(
zn+1,2−13−(n+1)ε

)
. Therefore,

|zn+1− zn| ≤ rn +2−13−(n+1)
ε < rn +3−(n+1)

ε.

In particular, |z1− z0| ≤ r− 2 · 3−1ε . For n > 0, from the above and |zn− z0| ≤
r−2 ·3−nε , it follows that |zn+1− z0| ≤ r−2 ·3−(n+1)ε.

This completes the construction. Note that the construction of sk (actually de-
pending on n) for k = 0, ...,N is not iterated. It is uniformly constructed from (wk)
and 3−(n+1)ε . The same is true for all ck. Then, the construction of ζ requires es-
timating m( f ,Sc(zn,rn)) up to some precision depending on all ck. This can be
done by first uniformly estimating f (wk) up to some sufficiently large k and up to
some precision, depending on all ck and a modulus of continuity for f . Then, to
find ζ , zn = w jn only serves to pick out those wk ∈ Sc(zn,rn). Similarly, the deriva-
tion of m( f ,Sc(zn+1,rn+1)) = 0 from | f (ζ )| < ck does not depend on any results
in the previous step of constructing jn, except for using zn = w jn to pick out those
wk ∈ Sc(zn,rn). Note that for w0, ...,wN to constitute a 2−13−(n+1)ε approximation
to Sc(w,r), N depends on n uniformly, not on the previously constructed jn and jn
is always bounded by N. Therefore, all constructions are available with bounded
primitive recursion. ut

Note that without the assumption that f is strongly non-zero, we will have to
make sure that m( f ,Γ (zn,rn)) > 0 at each step, and then the construction of sk
above will depend on the value of m( f ,Γ (zn,rn)) and will not be uniform. This
may require iterating some not iteratively bounded operation. (cf. Ye [40])

We say that a polynomial ∑
n
j=0 a jz j has at least k degree, if a j 6= 0 for some j≥ k.

Then, we have the Fundamental Theorem of Algebra.

Theorem 5.32. If a polynomial p(z) ≡ ∑
n
j=0 a jz j has at least k > 0 degree, then

there exist z1, ...,zk and a polynomial q(z) such that

p(z) = (z− z1) ...(z− zk)q(z) .

Proof. Suppose that a j0 6= 0 and j0 ≥ k. Consider the polynomial

p1 (w)≡ an +an−1w+ ...+a0wn +a0wn.

By the same proof as in Lemma 5.27, we can find δ > 0 such that for some j ≥ j0,

∣∣a j
∣∣δ n− j > |a0|δ n +

j−1

∑
l=0

|al |δ n−l +
n

∑
l= j+1

|al |δ n−l .

Let r = δ
−1. Then,

∣∣a j
∣∣r j > |a0|+

j−1

∑
l=0

|al |rl +
n

∑
l= j+1

|al |rl .
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Therefore,

|p(r)| ≥
∣∣a j
∣∣r j−

j−1

∑
l=0

|al |rl −
n

∑
l= j+1

|al |rl > |p(0)| .

That is, m(p,Γ (0,r)) > |p(0)|. By Lemma 5.25, we have

m(p,Γ (0,r)) > m(p,Sc(0,r)) = 0.

Note that estimating r requires estimating each |al | up to the precision of
(
|a j0 |

A

)n

,

where A = 1+∑
n
l=0 |al |, and the size of r is bounded by the scale

(
A
|a j0 |

)n

.

Then, by the theorem above, we can construct z1 ∈ Sc(0,r) such that p(z1) = 0.
Write p(z) as p(z) = (z− z1)q1 (z)+ c, where q1 (z) ≡ ∑

n−1
j=0 b jz j. We have c = 0

since p(z1) = 0. Then, we have an = bn−1, and a j = b j−1− z1b j for j = 1, ...,n−1,
and a0 = z1b0. From a j0 6= 0, we see that b j0−1 6= 0 or b j0 6= 0. Therefore, q1 (z)
is at least k− 1 degree. Moreover, in the former case, the estimate of

∣∣b j0−1
∣∣ is

of the same scale as
∣∣a j0

∣∣, and in the latter case, the estimate of
∣∣b j0

∣∣ is of the

same scale as
∣∣a j0

∣∣/r = |a j0 |
n+1

An . Furthermore, each b j is a sum of terms like alzl′
1 ,

where |z1| is bounded by r above. Therefore, to approximate b j up to b j (m) requires

approximations al (Km) and z1 (Km) where K is of the same scale as rnA = An2+1

|a j0 |
n2 .

These operations are all iteratable. Therefore, we can proceed recursively for k times
and get p(z) = (z− z1) ...(z− zk)q(z) for some q(z). ut



Chapter 6
Integration

We will generalize Riemann integration into a more general notion of integration,
namely, Lebesgue integration. We will define Lebesgue integrable functions and
measurable functions and prove some of their common properties. In particular,
measurable functions include the characteristic functions of intervals and step func-
tions. This extends the scope of functions treated in the previous chapters, which
so far are limited to continuous functions. We will follow some ideas in Chap. 6 of
Bishop and Bridges [6], but we have to make many changes in order to fit into strict
finitism. We will consider only functions of real numbers and will simplify some of
the notions. This allows us to see the finitistic content of Lebesgue integration more
clearly. Moreover, we will consider only functions of a single variable. Extension to
multiple variable cases is straightforward.

6.1 Lebesgue Integration

Let f ∈C (R,R) be a continuous function from R to R, and let I = [a,b] be a com-
pact interval. We say that I is a compact support for f if f (x) = 0 for x < a or x > b.
Let C (R) ⊆ C (R,R) be the set of functions in C (R,R) with compact supports.
C (R) is closed under finite linear combinations and finite products, and f ∈C (R)
implies | f | ∈C (R).

Note that each f ∈C (R) has a compact support I for f as a witness. Therefore,
we can define a function from C (R) to R by

f 7→
∫

f dµ ≡d f

∫ b

a
f (x)dx, for f ∈C (R) ,

where I = [a,b] is the compact interval witnessing f ∈C (R). It is easy to verify that
this does define a function on C (R).

∫
f dµ is also called the Riemann integration of

f . It is easy to see that
∫

f dµ is linear for f and |
∫

f dµ| ≤
∫
| f |dµ . We want to gen-

F. Ye, Strict Finitism and the Logic of Mathematical Applications, Synthese Library 355, 149
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eralize this notion into an integration of functions beyond C (R), namely, Lebesgue
integration on R.

We need a lemma, which is a simplified version of Theorem 1.10 on [6], p. 220.

Lemma 6.1. Suppose that f , fn ∈ C (R), f (x) ≥ 0, fn (x) ≥ 0 for all n and all
x ∈ R, and suppose that ∑

∞
n=0

∫
fndµ <

∫
f dµ . Then, there exists x ∈ R such that

∑
∞
n=0 fn (x) < f (x).

Proof. We first show that the assumption implies that there exists x ∈ R such
that ∑

N
n=0 fn (x) ≤ f (x) for all N. Let I = [a,b] be a compact support for f . Then,

∑
∞
n=0

∫ b
a fn (x)dx <

∫ b
a f (x)dx. Let c = (a+b)/2. Then, we have

∞

∑
n=0

∫ c

a
fn (x)dx+

∞

∑
n=0

∫ b

c
fn (x)dx <

∫ c

a
f (x)dx+

∫ b

c
f (x)dx.

Note that in general, if m witnesses a+b < c+d, that is, (a+b)(m) < (c+d)(m)−
2
m , then 2m will either witness a < c or witness b < d. Therefore, repeatedly dividing
the interval into halves, we will get a sequence of intervals Ik such that the length
of Ik+1 is a half of that of Ik and ∑

∞
n=0

∫
Ik

fn (x)dx <
∫

Ik
f (x)dx. The witness for

the (k +1)-th inequality is twice of the witness for the kth inequality. Therefore, the
construction is a bounded primitive recursion. For any k, we have

∫
Ik ∑

k
n=0 fn (x)dx <∫

Ik
f (x)dx. From the properties of Riemann integration, we have xk ∈ Ik such that

∑
k
n=0 fn (xk) < f (xk). The sequence (xk) converges to some x ∈ I. Note that for

k > N, ∑
N
n=0 fn (xk) < f (xk). Therefore, ∑

N
n=0 fn (x)≤ f (x) for all N.

Note that this does not guarantee that ∑
∞
n=0 fn (x) converges. To assure the conver-

gence, we first choose δ > 0 such that ∑
∞
n=0

∫
fndµ +δ <

∫
f dµ . Since ∑

∞
n=0

∫
fndµ

converges, we have a sequence (Nk) such that ∑
∞
n=Nk

∫
fndµ < δ/22k. Then, consider

the sequence

(gn) =

(
f0,2

N2

∑
n=N1

fn, f1,22
N3

∑
n=N2

fn, f2,23
N4

∑
n=N3

fn, ...

)
.

We have ∑
∞
n=0

∫
gndµ ≤ ∑

∞
n=0

∫
fndµ + δ <

∫
f dµ . Therefore, the argument above

gives a x ∈ I such that for all k,

k

∑
n=0

fn (x)+2k
Nk+1

∑
n=Nk

fn (x)≤ f (x) .

This implies that ∑
Nk+1
n=Nk

fn (x)≤ f (x)/2k. Therefore, ∑
∞
n=0 fn (x) converges, and the

inequality above again implies that ∑
∞
n=0 fn (x)≤ f (x).

To get the strict inequality ∑
∞
n=0 fn (x) < f (x), we can choose a small ε > 0 and

a function h ∈C (R), such that h(x)≥ 0 for all x, and h(x) = ε for x in the compact
support of f , but ε is so small that we still have
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hdµ +

∞

∑
n=0

∫
fndµ <

∫
f dµ.

Then, the same argument above will give an x such that h(x)+∑
∞
n=0 fn (x)≤ f (x).

Note that x belongs to the compact support of f . Therefore, h(x) = ε , which implies
the strict inequality ∑

∞
n=0 fn (x) < f (x). ut

Lebesgue integrable functions will be partial functions on R. To construct Lebesgue
integration, first define an index set Γ for the family of the domains of Lebesgue in-
tegrable functions:

( fn) ∈ Γ ≡d f ∀n( fn ∈C (R))∧

(
∞

∑
n=0

∫
| fn|dµ converges

)
.

Then, define the family
D ≡d f

{
D( fn) : ( fn) ∈ Γ

}
of subsets of R indexed by Γ :

x ∈ D( fn) ≡d f x ∈ R∧
∞

∑
n=0

| fn (x)| converges.

D will be the family of the domains of Lebesgue integrable functions.
Suppose that the sequences

(
f 1
n
)
, ..., ( f m

n ) are in the index set Γ . Let fn be defined
by fn (x) = ∑

m
i=1

∣∣ f i
n (x)

∣∣. Then, the sequence ( fn) ∈ Γ and

D( fn) ⊆ D( f 1
n )∩ ...∩D( f m

n ).

That is, the family D is closed under finite intersection.
Recall that F (D ,R) denotes the set of all partial functions with domains in

the family D and with R as the range. Finally, we can define the set of Lebesgue
integrable functions on R.

Definition 6.2. The set of Lebesgue integrable functions L1 = L1 (R) is defined by

((( fn) , f ) ∈ L1)≡d f (( fn) , f ) ∈F (D ,R)∧

∃(gn) ∈ Γ

(
D(gn) ⊆ D( fn)∧∀x ∈ D(gn)

(
f (x) =

∞

∑
n=0

gn (x)

))
.

Therefore, L1 ⊆F (D ,R). We will simply call f an integrable function and de-
note this fact as f ∈ L1, and we will call D( fn) the domain of f and denote it as
dmn( f ). Among the witnesses for f ∈ L1 is a sequence (gn) ∈ Γ satisfying the
condition in the definition. This will be called a representation sequence of f .

Also notice that any (gn)∈Γ is a representation of some g∈ L1. g has the domain
D(gn) and g(x) = ∑

∞
n=0 gn (x) for x ∈ D(gn). In the definition above, we require only

D(gn)⊆D( fn). This aims to make integrable functions more general, for we also want
to consider f an integrable function in the cases where f extends that g defined by
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g(x) = ∑
∞
n=0 gn (x). This is to reflect the classical idea that for an integrable function,

its values on a set of measure zero are irrelevant.
Suppose that f ∈ L1, and (gn) is a representation of f , and f ′ ∈ L1, and (g′n) is

a representation of f ′, and suppose that f =L1 f ′, that is, D( fn) = D( f ′n) and f (x) =
f ′ (x) for x ∈ D( fn). The definition implies that ∑

∞
n=0

∫
|gn|dµ and ∑

∞
n=0

∫
|g′n|dµ

converge. Therefore, ∑
∞
n=0

∫
gndµ and ∑

∞
n=0

∫
g′ndµ converge. Now, suppose that

∑
∞
n=0

∫
gndµ 6= ∑

∞
n=0

∫
g′ndµ . Choose ε > 0 such that∣∣∣∣∣ ∞

∑
n=0

∫
gndµ−

∞

∑
n=0

∫
g′ndµ

∣∣∣∣∣> ε.

Since ∑
∞
n=0

∫
|gn|dµ and ∑

∞
n=0

∫
|g′n|dµ converge, there exists N such that∣∣∣∣∣ ∞

∑
n=N

∫
gndµ

∣∣∣∣∣+
∣∣∣∣∣ ∞

∑
n=N

∫
g′ndµ

∣∣∣∣∣≤ ∞

∑
n=N

∫
|gn|dµ +

∞

∑
n=N

∫ ∣∣g′n∣∣dµ < ε/2.

Then,

∫ ∣∣∣∣∣ N

∑
n=0

gn−
N

∑
n=0

g′n

∣∣∣∣∣dµ ≥

∣∣∣∣∣ N

∑
n=0

∫
gndµ−

N

∑
n=0

∫
g′ndµ

∣∣∣∣∣
≥

∣∣∣∣∣ ∞

∑
n=0

∫
gndµ−

∞

∑
n=0

∫
g′ndµ

∣∣∣∣∣−
∣∣∣∣∣ ∞

∑
n=N

∫
gndµ

∣∣∣∣∣−
∣∣∣∣∣ ∞

∑
n=N

∫
g′ndµ

∣∣∣∣∣
> ε/2 >

∞

∑
n=N

∫ (
|gn|+

∣∣g′n∣∣)dµ.

By the lemma above, there exists x ∈ R such that

∞

∑
n=N

(
|gn (x)|+

∣∣g′n (x)
∣∣)<

∣∣∣∣∣ N

∑
n=0

gn (x)−
N

∑
n=0

g′n (x)

∣∣∣∣∣ .
This implies that x ∈ D(gn) ⊆ D( fn) and x ∈ D(g′n) ⊆ D( f ′n), and moreover,

∣∣ f (x)− f ′ (x)
∣∣= ∣∣∣∣∣ ∞

∑
n=0

gn (x)−
∞

∑
n=0

g′n (x)

∣∣∣∣∣
≥

∣∣∣∣∣ N

∑
n=0

gn (x)−
N

∑
n=0

g′n (x)

∣∣∣∣∣− ∞

∑
n=N

(
|gn (x)|+

∣∣g′n (x)
∣∣)> 0.

This contradicts the assumption f =L1 f ′. Therefore, we must have ∑
∞
n=0

∫
gndµ =

∑
∞
n=0

∫
g′ndµ .

This means that the following definition of the integration of an integrable func-
tion is appropriate. It respects the equality relation for the set L1. (Recall that a
representation of f is a witness for f ∈ L1.)
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Definition 6.3. If f ∈ L1 and (gn) is a representation of f , define∫
f dµ ≡d f

∞

∑
n=0

∫
gndµ.

For f ∈C (R), let ( fn) be the sequence such that f0 = f , fn = 0 for n > 0. Then,
( fn)∈Γ , D( fn) = R, and (( fn) , f )∈ L1. That is, f ∈ L1 with ( fn) as a representation
of f . Note that dmn( f ) = R and

∫
f dµ is just the Riemann integration of f . We

will simply say that all continuous functions with compact support are Lebesgue
integrable.

From the definition it also follows that if f1, ..., fn ∈ L1 and a1, ...,an are real
numbers, then ∑

n
i=1 ai fi ∈ L1 and

∫ ( n

∑
i=1

ai fi

)
dµ =

n

∑
i=1

ai

∫
fidµ.

Moreover, we have

Corollary 6.4. If f ∈ L1 with the representation (gn), then | f | ∈ L1, and∣∣∣∣∫ f dµ

∣∣∣∣≤ ∫ | f |dµ = lim
n→∞

∫ ∣∣∣∣∣ n

∑
i=0

gi

∣∣∣∣∣dµ.

Proof. The sequence

(g0,−g0, |g0| ,g1,−g1, |g0 +g1|− |g0| , ...) ,

is a representation of | f |. The rest follows straightforwardly. ut
We define ( f ∧g)(x) ≡d f min( f (x) ,g(x)), ( f ∨g)(x) ≡d f max( f (x) ,g(x)) .

Then, if f ∈ L1 with the representation (gn), we have f ∧ n ∈ L1 with the repre-
sentation

(g0,−g0,g0∧n,g1,−g1,(g0 +g1)∧n−g0∧n, ...) .

Similarly, if f1, ..., fn ∈ L1, then f1∧ ...∧ fn ∈ L1 and f1∨ ...∨ fn ∈ L1.
A more interesting example of Lebesgue integrable function is the characteristic

function of an interval:

χ(0,1) (x) = { 1, for x ∈ (0,1);
0, for x ∈ (−∞,0]∪ [1,∞).

This function is defined on the subset A = (−∞,0]∪(0,1)∪ [1,∞)⊆R. Note that we
cannot decide, for an arbitrary real number x∈R, whether x∈ (−∞,0], or x∈ (0,1),
or x ∈ [1,∞). Therefore, we cannot show that A = R.

To see how χ(0,1) is Lebesgue integrable, first note that if two continuous func-
tions f ,g on [a,b] and [b,c] are such that f (b) = g(b), then we can piece them
together into a continuous h on [a,c] such that h(x) = f (x) for x ∈ [a,b] and
h(x) = g(x) for x ∈ [b,c]. Then, let f0 = 0, f1 = 0, and for each n > 1, let fn be
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a the continuous function such that

fn (x) =


0, for x ∈ (−∞,0]∪ [1,∞),
nx, for x ∈

[
0, 1

n

]
,

1, for x ∈
[ 1

n ,1− 1
n

]
,

n(1− x), for x ∈
[
1− 1

n ,1
]
.

It is easy to see that ( fn (x)) is an increasing sequence, and it converges if and only
if x ∈ A, and it converges to χ(0,1) (x) for x ∈ A. Moreover,

∫
fndµ converges to 1.

Let gn = fn+1− fn. Then, (gn) ∈Γ , D(gn) = A, and ∑
∞
n=0 gn (x) = I(0,1) (x) for x ∈ A.

Therefore, I(0,1) is integrable with (gn) as a representation.
Then, by linear combinations, all step functions on finite intervals are Lebesgue

integrable. Step functions naturally represent some physics quantities, for instance,
the potential of a potential well in quantum mechanics. In that case, the exact values
of a potential V at positions around two boundary points, e.g. −a and a, are not
relevant, and the potential is sufficiently accurately represented by, for instance,

V (x) = { 0, for x ∈ (−a,a),
V0, for x ∈ (−∞,−a]∪ [a,∞). (6.1)

The fact that V is defined on (−∞,−a]∪ (−a,a)∪ [a,∞), but not on R, naturally
reflects the fact that potential values around the points −a and a are indeterminate.
Note that V is not integrable. But it is measurable. See the next section.

Lebesgue integrable functions are thus a more general class of functions. They
are basically sequences of continuous functions that converge in some appropriate
sense. They allow representing physics quantities that jump at some points.

A subset of R is a full set if it contains a domain of an integrable function. A
full set plays the role of the complement of a set with measure zero in the classical
theory. We cannot quantify over arbitrary full sets. Assertions about an arbitrary full
set are schematic assertions. However, we can make the convention that when we
quantify over full sets we always mean a quantification over domains of integrable
functions, that is, sets in the family D . For example, ‘ f = g on a full set’ is to mean
‘there exists h ∈ L1 such that f (x) = g(x) for x ∈ dmn(h)’. Note that if f ∈ L1 and
X is a full set, then there is always a representation (gn) of f such that D(gn) ⊆ X .
Because, supposing that D(hn) ⊆ X and ( fn) is any representation of f , we can let

(gn)≡ ( f0,h0,−h0, f1,h1,−h1, ...) .

Then, D(gn) ⊆ D(hn) and (gn) is a representation of f .

Lemma 6.5. If {Xn} is a sequence of full sets, then ∩∞
n=0Xn is also a full set.

Proof. By the assumption, there exists a sequence ( fn) of integrable functions
such that dmn( fn) ⊆ Xn. Let

(
gn,k
)

be a representation of fn, ∑
∞
k=0

∫ ∣∣gn,k
∣∣dµ

converges. Let cn = 2−n
(
∑

∞
k=0

∫ ∣∣gn,k
∣∣dµ +1

)−1. Then, ∑
∞
k=0

∫ ∣∣cngn,k
∣∣dµ ≤ 2−n.

Arrange
(
cngn,k

)
into a sequence (h j) so that (n1,k1) precedes (n2,k2) when
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max(n1,k1) < max(n2,k2). It is easy to see that ∑
∞
j=0
∫ ∣∣h j

∣∣dµ converges, that is,
(h j) ∈ Γ . Obviously, D(h j) ⊆ ∩

∞
n=0Xn. ut

Lemma 6.6. Suppose that f ,g ∈ L1. If f ≤ g on a full set, then
∫

f dµ ≤
∫

gdµ; if
f = g on a full set, then

∫
f dµ =

∫
gdµ .

Proof. It suffices to show that if f ≥ 0 on full set X , then
∫

f dµ ≥ 0. Suppose that
(gn) is a representation of f such that D(gn) ⊆ X and suppose that ∑

∞
n=0

∫
gndµ < 0.

Let g+
n = gn ∨ 0 and g−n = −gn ∨ 0. Then, gn = g+

n − g−n , |gn| = g+
n + g−n . Since

∑
∞
n=0

∫
|gn|dµ converges,

∞

∑
n=0

∫
gndµ =

∞

∑
n=0

∫
g+

n dµ−
∞

∑
n=0

∫
g−n dµ.

Choose ε > 0 such that ∑
∞
n=0

∫
gndµ <−ε . Then, ∑

∞
n=0

∫
g+

n dµ < ∑
∞
n=0

∫
g−n dµ−ε .

Choose N such that ∑
∞
n=N

∫
|gn|dµ < ε/3. Then,

∞

∑
n=0

∫
g+

n dµ +
∞

∑
n=N

∫
g−n dµ <

N

∑
n=0

∫
g−n dµ− ε/3.

By Lemma 6.1, there exists x such that

∞

∑
n=0

g+
n (x)+

∞

∑
n=N

g−n (x) <
N

∑
n=0

g−n (x) .

Therefore, x ∈ D(gn) and ∑
∞
n=0 g+

n (x) < ∑
∞
n=0 g−n (x). That is,

f (x) =
∞

∑
n=0

(
g+

n (x)−g−n (x)
)

< 0.

This contradicts the assumption. ut
Now, we can define a new equality relation between members of L1. From now

on, f = g will mean ‘ f = g on a full set’. This is weaker than the old equality relation
=L1 of the set L1. Finite linear combinations, absolute value, the functions ∨ and ∧,
and integration all respect this new equality relation. From now on, we will consider
L1 a set with this new equality relation. It means that we expect that the functions
and concepts defined on L1 will respect this new equality relation. For example, if
∆ is any one of the relations =, <, >, ≤, or ≥, then f ∆g is to mean f (x)∆g(x) for
all x in a full set. Similarly, ‘ f is bounded’ is to mean | f | ≤ c on a full set for some
c > 0.

Lemma 6.7. If f ∈ L1 and
∫
| f |dµ = 0, then f = 0.

Proof. Suppose that (gn) is a representation of f . By Corollary 6.4,
∫
| f |dµ =

limN→∞

∫ ∣∣∑N
n=0 gn

∣∣dµ . Therefore,
∫
| f |dµ = 0 implies limN→∞

∫ ∣∣∑N
n=0 gn

∣∣dµ = 0.

For each k ≥ 0, choose Nk such that
∫ ∣∣∣∑Nk

n=0 gn

∣∣∣dµ < 2−k. Let fk = ∑
Nk
n=0 gn. Then,
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∑
∞
k=0

∫
| fk|dµ converges. If x ∈ D( fk) ∩D(gk), then ∑

∞
k=0 | fk (x)| converges. There-

fore, limk→∞ | fk (x)|= 0, that is, ∑
∞
n=0 gn (x) = 0. So, f (x) = 0. ut

The norm of f ∈ L1 is defined as ‖ f‖1 ≡d f
∫
| f |dµ . Then, ‖ f‖1 = 0 implies

f = 0. Define
ρ ( f ,g)≡d f ‖ f −g‖1 .

Then, ρ is a metric on L1. From now on, we will treat L1 as a metric space.
The following theorem gives the completeness of Lebesgue integration.

Theorem 6.8. Suppose that ( fn) is a sequence of Lebesgue integrable functions and
∑

∞
n=0

∫
| fn|dµ converges. Then, there exists a Lebesgue integrable function f such

that for x ∈ dmn( f ), ∑
∞
n=0 | fn (x)| converges and f (x) = ∑

∞
n=0 fn (x), and

lim
N→∞

∫ ∣∣∣∣∣ f − N

∑
n=0

fn

∣∣∣∣∣dµ = 0.

Proof. Let
(
gk

n
)

k be a representation of fn. Since ∑
∞
k=0

∫ ∣∣gk
n
∣∣dµ converges and∫

| fn|dµ = limK→∞

∫ ∣∣∑K
k=0 gk

n
∣∣dµ , we can choose K such that ∑

∞
k=K+1

∫ ∣∣gk
n
∣∣dµ <

2−n−1 and
∫ ∣∣∑K

k=0 gk
n
∣∣dµ <

∫
| fn|dµ + 2−n−1. By replacing g0

n by ∑
K
k=0 gk

n, we
can assume that ∑

∞
k=1

∫ ∣∣gk
n
∣∣dµ < 2−n−1 and

∫ ∣∣g0
n
∣∣dµ <

∫
| fn|dµ + 2−n−1. There-

fore, ∑
∞
k=0

∫ ∣∣gk
n
∣∣dµ <

∫
| fn|dµ + 2−n. Arrange

(
gk

n
)

into a single sequence (hi)
so that gk

n precedes gk′
n′ when max(n,k) < max(n′,k′). Since ∑

∞
n=0

∫
| fn|dµ con-

verges, it is easy to see that ∑
∞
i=0
∫
|hi|dµ converges. (hi) is a representation for

the function f defined by f (x) ≡ ∑
∞
i=0 hi (x) on D(hi). Note that if ∑

∞
i=0 |hi (x)| con-

verges, then for each n, ∑
∞
k=0

∣∣gk
n (x)

∣∣ converges and fn (x) = ∑
∞
k=0 gk

n (x). Therefore,
f (x) = ∑

∞
n=0 fn (x) on D(hi). Moreover, since

∫
| f |dµ = limm→∞

∫
|∑m

i=0 hi (x)|dµ by
Corollary 6.4, it follows that

∫
| f |dµ ≤ ∑

∞
n=0

∫
| fn|dµ .

Now, to show that limN→∞

∫ ∣∣ f −∑
N
n=0 fn

∣∣dµ = 0, we apply the above argument
to the sequence ( fN+1, fN+2, ...). It follows that for some integrable function f N ,
f N (x) = ∑

∞
n=N+1 fn (x) on some full set and

∫ ∣∣ f N
∣∣dµ ≤ ∑

∞
n=N+1

∫
| fn|dµ . There-

fore, limN→∞

∫ ∣∣ f N
∣∣dµ = 0. Since f (x) = ∑

∞
n=0 fn (x) on some full set, f N = f −

∑
N
n=0 fn on some full set (the intersection of two). Therefore,

∫ ∣∣ f −∑
N
n=0 fn

∣∣dµ =∫ ∣∣ f N
∣∣dµ by Lemma 6.6, and thus limN→∞

∫ ∣∣ f −∑
N
n=0 fn

∣∣dµ = 0. ut

Corollary 6.9. Suppose that (gn), gn ≥ 0, is an increasing sequence of non-negative
Lebesgue integrable functions and suppose that limn→∞

∫
gndµ exists. Then, there

exists a Lebesgue integrable function f such that limn→∞ gn (x) = f (x) for x ∈
dmn( f ) and limn→∞

∫
|gn− f |dµ = 0.

For any f ∈ L1, let ( fn) in the theorem be a representation of the integrable
function f . Note that it is a sequence of functions in C (R). Then, it follows that

Corollary 6.10. C (R) is dense in L1.

Suppose that ( fn) is a Cauchy sequence in L1 with a modulus of Cauchyness ω .
Consider the sequence
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f
ω(20), f

ω(21)− f
ω(20), f

ω(22)− f
ω(21), ...

)
.

Applying the theorem to this sequence we see that ( fn) converges in L1. Therefore
we have

Corollary 6.11. Suppose that ( fn) is a Cauchy sequence in L1. Then, there exists
f ∈ L1 and a subsequence

(
fN(k)

)
of ( fn) such that limk→∞ fN(k) (x) = f (x) for

x ∈ dmn( f ), and moreover, limn→∞ ‖ f − fn‖1 = 0. In particular, L1 is complete.

6.2 Measurable Functions

The potential function (6.1) above is not an integrable function, because it takes a
non-zero constant value on infinite intervals (−∞,−a] and [a,∞) and its integra-
tion would have to be infinite if existed. We must generalize integrable functions
to such more general functions. They are measurable functions. Here, we will fol-
low the idea in [6] that measurable functions are those that can be approximated
by integrable functions, but we will simplify the definition since we will consider
real functions only. Our idea is that a measurable function is a function that can
be approximated by continuous functions on any compact interval, where the ap-
proximations on a compact interval can further ignore some smaller and smaller
sub-intervals of the given compact interval.

Note that we will still consider only partial functions in F (D ,R), that is, mea-
surable functions also have domains in the family D .

First, we need some definitions and results on intervals. For a finite interval I ≡
(a,b), we define |I| ≡ b− a, called the length of I. We will consider only such
intervals with a < b. In that case, R− I will be (−∞,a]∪ [b,∞). Recall that in the
last section we have shown that the characteristic function χ(a,b) of an open interval
is integrable. Therefore, I∪ (R− I) is a full set.

If (In) is a sequence of (possibly mutually overlapping) finite intervals, a general-
ized interval is a union J ≡ ∪∞

n=0In. We define |J| ≡ ∑
∞
n=0 |In| if it converges. In that

case, we say that J is a finite generalized interval. In contrast, we will call I ≡ (a,b)
a ‘simple interval’, or simply an ‘interval’. Note that x ∈ J requires a witness n such
that x ∈ In, and x ∈ R− J means x ∈ R and for each n, x ∈ R− In.

Suppose that J ≡ ∪∞
n=0In is a finite generalized interval. Let fn = χ I0 ∨ ... ∨

χ In . We see that ( fn) is an increasing sequence of non-negative integrable func-
tions. Moreover, for m > n, fm− fn ≤ χ In+1

∨ ...∨ χ Im . Therefore,
∫
| fm− fn|dµ ≤

∑
m
i=n+1 |Ii|. It means that limn→∞

∫
fndµ exists. By Corollary 6.9 above, there exists

an integrable function g such that for x ∈ dmn(g), g(x) = limn→∞ fn (x). Note that
dmn(g) ⊆ ∩∞

n=0dmn( fn), and fn (x) = 0 or fn (x) = 1 for each n and x ∈ dmn(g).
Therefore, g(x) = 0 or g(x) = 1 for each x ∈ dmn(g). g(x) = 0 implies that
fn (x) = 0 for all n, and hence χ In (x) = 0 for all n, that is, x ∈ R− J. Simi-
larly, g(x) = 1 implies that fn (x) = 1 for some n, and hence x ∈ J. Therefore,
dmn(g) ⊆ J ∪ (R− J) and J ∪ (R− J) is a full set. We define the characteristic
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function χJ on J ∪ (R− J) by χJ (x) = 1 for x ∈ J and χJ (x) = 0 for x ∈ R− J.
Then, χJ is an integrable function and χJ (x) = limn→∞ fn (x) for x ∈ dmn(g). Note
that ∫

fndµ ≤
∫

χ I0dµ + ...+
∫

χ Indµ = |I0|+ ...+ |In| .

Therefore,
∫

χJdµ ≤ |J|.
We will also consider sets in the format I− J for an interval I and a finite gener-

alized interval J. We define

χ I−J ≡d f (χ I −χJ)
+ ,

whose domain

(I∪ (R− I))∩ (J∪ (R− J))
= (I∩ J)∪ (I∩ (R− J))∪ ((R− I)∩ J)∪ ((R− I)∩ (R− J))

is a full set. Clearly, χ I−J (x) = 1 when x ∈ I∩ (R− J), and χ I−J (x) = 0 when

x ∈ (I∩ J)∪ ((R− I)∩ J)∪ ((R− I)∩ (R− J)) .

χ I−J is integrable when both I and J are finite. Since χ I−J ≤ χ I ,
∫

χ I−Jdµ ≤ |I|.
Note that when I is an infinite interval, χ I−J may not be integrable. In particular,
χR−J = 1−χJ is not integrable.

We need a few lemmas on the integrability of functions of the format f χJ or
f χ I−J .

Lemma 6.12. Suppose that f ∈ C (R) and I is any interval. Then, f χ I ∈ L1 and∫
f χ Idµ ≤

∫
| f |dµ .

Proof. Similar to the proof of integrability of χ I in the last section. ut

Lemma 6.13. Suppose that f ∈ L1 and I is any interval. Then, f χ I ∈ L1 and∫
| f |χ Idµ ≤

∫
| f |dµ .

Proof. We may assume that f ≥ 0. Let (gk) be a representation of f . For each
k, by the last lemma above, gkχ I ∈ L1 and

∫
|gkχ I |dµ ≤

∫
|gk|dµ . Therefore,

∑
∞
k=0

∫
|gkχ I |dµ converges. Since f χ I = ∑

∞
k=0 gkχ I on dmn( f ) ∩ dmn(χ I), by

Theorem 6.8, we have f χ I ∈ L1 and
∫

f χ Idµ = limN→∞

∫
∑

N
k=0 gkχ Idµ . By the

last lemma above again,
∫

∑
N
k=0 gkχ Idµ ≤

∫ ∣∣∑N
k=0 gk

∣∣dµ . Therefore,
∫

f χ Idµ ≤∫
| f |dµ . ut

Lemma 6.14. Suppose that f ∈ L1. For any ε > 0, there exists finite simple interval
I, such that

∫
| f |χR−Idµ < ε .

Proof. We may assume that f ≥ 0. Let (gk) be a representation of f . Choose N such
that ∑

∞
k=N

∫
|gk|dµ < ε . Since ∑

N
k=0 |gk| ∈C (R), there exists a finite interval I, such

that ∑
N
k=0 |gk|= 0 on R−I, that is,

∫
∑

N
k=0 |gk|χR−Idµ = 0. Therefore,

∫
f χR−Idµ ≤

∑
∞
k=N

∫
|gk|dµ < ε . ut
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Lemma 6.15. Suppose that J≡∪∞
n=0In is a finite generalized interval and f ∈C (R).

Then, f χJ ∈ L1. Moreover,
∫
| f |χJdµ ≤

∫
| f |dµ , and if | f | ≤ c on J for some con-

stant c, then
∫
| f |χJdµ ≤ c |J|.

Proof. We may assume that f ≥ 0. Since f ∈C (R), | f | ≤ c for some constant c. Let
χn = χ I0 ∨ ...∨χ In . Then, by the lemma above, f χn = f χ I0 ∨ ...∨ f χ In is integrable.
Therefore, ( f χn) is an increasing sequence of integrable functions. Now, for m > n,
χm−χn ≤ χ Im + ...+ χ In+1

. Therefore,

∫
( f χm− f χn)dµ ≤

m

∑
i=n+1

∫
f χ Iidµ ≤ c

m

∑
i=n+1

|Ii| .

Since ∑
∞
i=0 |Ii| converges, we see that limn→∞

∫
f χndµ exists. By Corollary 6.9,

there exists an integrable function g such that for x ∈ dmn(g), g(x) = limn→∞ f (x)
χn (x). Obviously, for x ∈ J∪(R− J), g(x) = f (x)χJ (x). Therefore, f χJ ∈ L1. The
rest follows easily. ut

Lemma 6.16. Suppose that J ≡ ∪∞
n=0In is a finite generalized interval and f ∈ L1.

Then, f χJ ∈ L1 and
∫
| f |χJdµ ≤

∫
| f |dµ .

Proof. We may assume that f ≥ 0. Let (gk) be a representation of f . Since
gk ∈C (R), by the lemma above, gkχJ ∈ L1 and

∫
|gkχJ |dµ ≤

∫
|gk|dµ . Therefore,

∑
∞
n=0

∫
|gkχJ |dµ converges. By Theorem 6.8, there exists an integrable function g

such that g(x) = ∑
∞
k=0 gk (x)χJ (x) for x∈ dmn(g). Obviously, g(x) = f (x)χJ (x) on

a full set. Therefore, f χJ ∈ L1 and
∫

f χJdµ = limN→∞

∫
∑

N
k=0 gkχJdµ . Moreover,

since
∣∣∑N

k=0 gk
∣∣ ∈C (R), by the lemma above,

∫
f χJdµ ≤ lim

N→∞

∫ ∣∣∣∣∣ N

∑
k=0

gk

∣∣∣∣∣dµ =
∫
| f |dµ.

ut

Corollary 6.17. Suppose that I is any interval and J is a finite generalized interval.
Suppose that f ∈ L1. Then, f χ I−J ∈ L1.

Proof. By the definition above, f χ I−J = ( f χ I − f χJ)
+. Then, this follows from the

above lemmas. ut
We will denote

∫
f χJdµ as

∫
J f dµ and denote

∫
f χ I−Jdµ as

∫
I−J f dµ .

Lemma 6.18. Suppose that f ∈ L1. Then, for any ε > 0, there exists δ > 0, such
that if J is a generalized interval and |J|< δ , then

∫
J | f |dµ < ε .

Proof. We may assume that f ≥ 0. Let (gk) be a representation of f as in the proof
of the last lemma. We have∫

f χJdµ ≤
∞

∑
k=0

∫
|gk|χJdµ.
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Choose N such that ∑
∞
k=N

∫
|gk|dµ < ε/2. Since ∑

N
k=0 |gk| ∈C (R), ∑

N
k=0 |gk| ≤C for

some constant C > 0. Let δ = ε/2C. Then, by Lemma 6.15 above,
∫

∑
N
k=0 |gk|χJdµ <

ε/2 whenever |J|< δ . Therefore,
∫

J | f |dµ < ε whenever |J|< δ . ut

Lemma 6.19. Suppose that (Jk) is a sequence of generalized intervals such that
|Jk| → 0 as k → ∞. Then, ∪k (R− Jk) is a full set.

Proof. By taking a subsequence, we may assume that |Jk|< 2−k for each k. Let fk =
kχJk

for each k. Then,
∫

fkdµ ≤ k |Jk|< k2−k. Therefore, ∑
∞
k=0

∫
| fk|dµ converges.

By Theorem 6.8, there exists f ∈ L1 such that f (x) = ∑
∞
k=0 fk (x) for x ∈ dmn( f ).

Obviously, x ∈ dmn( f ) and f (x) < k implies that x ∈R−Jk. Therefore, dmn( f )⊆
∪k (R− Jk). That is, ∪k (R− Jk) is a full set. ut

Note that ∪k (R− Jk) ⊆ R−∩kJk. Therefore, the latter is also a full set. In a
special case, we have a finite generalized interval J ≡∪∞

n=0In and Jk ≡∪∞
n=kIn. Then,

the condition of the lemma holds. It means that R−∩∞
k=0 ∪∞

n=k In is a full set. This
corresponds to the classical conclusion that ∩∞

k=0∪∞
n=k In is of the measure 0.

Now, we can define measurable functions.

Definition 6.20. Let f ∈ F (D ,R). f is measurable, if for each ε > 0 and each
simple finite interval I, there exists a generalized interval J and g ∈C (R), such that
|J|< ε and | f −g|< ε on A∩ (I− J) for some full set A.

To simplify the presentation, we will simply say “on I− J”, instead of “on A∩
(I− J) for some full set A”.

It directly follows from the definition that any continuous function in C (R,R)
is measurable. It is also easy to see that finite linear combinations of measurable
functions are measurable. Similarly, if f and g are measurable, then | f |, f +, f−,
f ∨ g, f ∧ g are all measurable. Moreover, if f is measurable and g ∈ C (R,R),
then g ◦ f is measurable. Furthermore, any characteristic function of an interval is
obviously measurable. Therefore, any step function is measurable, including step
functions on infinite sub-intervals.

Since continuous functions in C (R) are bounded, it follows from the definition
that if f is measurable, then for any finite simple interval I and any ε > 0, there
exists a generalized interval J, such that |J|< ε , and f is bounded on I− J.

The measurability of a product of measurable functions needs a little more atten-
tion.

Lemma 6.21. If f1, ..., fn is a finite sequence of measurable functions, then f1... fn
is measurable.

Proof. Given a finite simple interval I and ε > 0, first there exist generalized inter-
vals J1, ..., Jn and c1, ..., cn, such that |Ji|< ε

2n and | fi| ≤ ci on I− Ji for i = 1, ...,n.
Then, again, there exist generalized intervals J′1, ..., J′n and g1, ..., gn ∈C (R), such
that |J′i |< ε

2n , and | fi−gi|< ε

n(c1+1)...(cn+1) on I− J′i for i = 1, ...,n. Let

J = J1∪ ...∪ Jn∪ J′1∪ ...∪ J′n.
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Then, |J|< ε . We may assume that ε < 1. Then, we have | fi| ≤ ci on I−J and |gi| ≤
ci +1 on I− J for all i = 1, ...,n. Therefore, we must have | f1... fn−g1...gn|< ε on
I− J. ut

Next, we want to prove that integrable functions are measurable. We need a
lemma.

Lemma 6.22. Suppose that f ∈ L1, f ≥ 0, and
∫

f dµ < 2−4ε2 for some ε > 0. Then,
there exists a generalized interval J, such that |J|< ε and f < ε on (R− J).

Proof. Let (gn) be a representation for f . By the assumption,

lim
N→∞

∫ ∣∣∣∣∣ N

∑
n=0

gn

∣∣∣∣∣dµ =
∫
| f |dµ < 2−4

ε
2.

Let N0 = 0. Choose N1 sufficiently large such that ∑
∞
n=N1

∫
|gn|dµ < 2−6ε2 and∫ ∣∣∣∑N1

n=0 gn

∣∣∣dµ < 2−4ε2. For each k > 1 there exists Nk such that ∑
∞
n=Nk

∫
|gn|dµ <

2−2k−4ε2. For k ≥ 0, let hk ≡
∣∣∣∑Nk+1

n=Nk
gn

∣∣∣. Then,
∫

hkdµ < 2−2k−4ε2 for k ≥ 0. Note
that hk ∈C (R). There exists a partition Pk such that the Riemann sum S (hk,Pk) <
2−2k−4ε2 and the size δ (Pk) of the intervals in the partition is such that δ (Pk) <
ωhk

(
2−k−3ε

)
, where ωhk is a modulus of continuity for hk. For each interval I in

the partition, max{hk (x) : x ∈ I} is either < 2−k−1ε or > 2−k−2ε . In the latter case,
we have hk (x) > 2−k−3ε for all x ∈ I. Let I1, ..., I j be all intervals belonging to the
later case. We have S (hk,Pk) ≥ 2−k−3ε ∑

j
i=1 |Ii|. Therefore, ∑

j
i=1 |Ii| < 2−k−1ε . Let

Jk ≡ ∪ j
i=1Ii. Then, |Jk| < 2−k−1ε and hk (x) < 2−k−1ε on R− Jk. Let J = ∪∞

k=0Jk.
Then, |J|< ε , and for x ∈ D(gn)∩ (R− J),

f (x) =
∞

∑
n=0

gn (x)≤
∞

∑
k=0

hk (x) < ε.

ut

Lemma 6.23. Every integrable function f is measurable.

Proof. Let (gn) be a representation for f . Then, limN→∞

∫ ∣∣ f −∑
N
n=0 gn

∣∣dµ = 0.
Given ε > 0, choose N such that

∫ ∣∣ f −∑
N
n=0 gn

∣∣dµ < 2−4ε2. The rest easily follows
from the last lemma with g = ∑

N
n=0 gn in the definition of measurability. ut

Reversely, we have

Lemma 6.24. Suppose that f is measurable. Then, for any finite interval I and any
ε > 0, there exists generalized interval J, such that |J|< ε and f χ I−J is integrable.

Proof. For each n > 0, there exist gn ∈C (R) and a generalized interval Jn, such that
|Jn| < 2−n−1ε and | f −gn| < 2−n−1ε on I− Jn. Let J = ∪∞

n=0Jn. Then, J is also a
generalized interval, and |J|< ε , and | f −gn|< 2−n−1ε on I−J for all n. Therefore,
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f χ I−J = g0χ I−J +
∞

∑
n=0

(
gn+1χ I−J −gnχ I−J

)
on dmn

(
χ I−J

)
∩ dmn( f ). Moreover,

∣∣gn+1χ I−J −gnχ I−J

∣∣ ≤ 2−nεχ I−J on
dmn

(
χ I−J

)
. Therefore,∫ ∣∣gn+1χ I−J −gnχ I−J

∣∣dµ ≤ 2−n
ε |I| .

This implies that ∑
∞
n=0

∫ ∣∣gn+1χ I−J −gnχ I−J

∣∣dµ converges. Then, by Theorem 6.8,
f χ I−J ∈ L1. ut
Lemma 6.25. If f is measurable and g is integrable and | f | ≤ g, then f is also
integrable.

Proof. By Lemma 6.14, for each n, there exists finite interval In, such that
∫

gχR−In
dµ < 2−n. We may assume that In ⊂ In+1 and In →R as n→∞. By Lemma 6.18, for
each n, there exists δ n, such that

∫
gχJdµ < 2−n whenever J is a generalized interval

such that |J| < δ n. We may assume that δ n < 2−n. By the last lemma, for each n,
there exists a generalized interval Jn, such that |Jn| < δ n and f χ In−Jn

is integrable.
Note that ∣∣∣χ In+1−Jn+1

−χ In−Jn

∣∣∣≤ χR−In + χJn
+ χJn+1

.

Therefore,∫ ∣∣∣ f χ In+1−Jn+1
− f χ In−Jn

∣∣∣dµ ≤
∫

g
(

χR−In + χJn
+ χJn+1

)
dµ < 2−n+2.

It means that ∑
∞
n=0

∫ ∣∣∣ f χ In+1−Jn+1
− f χ In−Jn

∣∣∣dµ converges. By Theorem 6.8, there
exists h ∈ L1, such that

h(x) = f (x)χ I0−J0
(x)+

∞

∑
n=0

(
f (x)χ In+1−Jn+1

(x)− f (x)χ In−Jn
(x)
)

for x ∈ dmn(h). Note that J∗k = ∪n≥kJn is a generalized interval and

|J∗k | ≤
∞

∑
n=k

|Jn|< 2−k+1.

By Lemma 6.19, A = ∪k
(
R− J∗k

)
is a full set. For x ∈ dmn(h)∩A, x ∈ In− Jn for

all sufficiently large n. Therefore, h(x) = f (x). That is, f ∈ L1. ut

6.3 Convergence

Now we define the familiar notions of convergence for sequences of measurable
functions.
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Definition 6.26. Let ( fn) be a sequence of measurable functions and f be a function
in F (D ,R).

We say that ( fn) converges in measure to f , if for any finite interval I, any ε > 0,
there exists N, such that for each n > N, there exists generalized interval J, such that
|J|< ε and | f − fn|< ε on I− J.

We say that ( fn) converges almost everywhere to f , if for any finite interval I,
any ε > 0, there exists N and generalized interval J, such that |J| < ε and for each
n > N, | f − fn|< ε on I− J.

We say that ( fn) converges almost uniformly to f , if for any finite interval I, any
ε > 0, there exists generalized interval J, such that |J|< ε and fn → f uniformly on
I− J.

Obviously, almost uniform convergence implies almost everywhere convergence,
which in turn implies convergence in measure.

Lemma 6.27. If ( fn) is a sequence of measurable functions and ( fn) converges in
measure to f , then f is measurable.

Proof. Given any finite interval I any ε > 0, by the assumption, there exists gener-
alized interval J and n, such that |J| < ε/2 and | f − fn| < ε/2 on I− J. Since fn is
measurable, there exists generalized interval J′ and g ∈ C (R) such that |J′| < ε/2
and | fn−g|< ε/2 on I−J′. Let J′′ = J∪J′, then |J′′|< ε and | f −g|< ε on I−J′′.
Therefore, f is measurable. ut

Lemma 6.28. If ( fn) is a sequence of measurable functions converging in measure
to f , then there exists a subsequence

(
fNk

)
converging to f point-wise on a full set.

Proof. Let (Ik) be a sequence of simple intervals such that Ik ⊂ Ik+1 for each k and
Ik → R as k → ∞. For each k, there exists Nk and generalized interval Jk, such that
|Jk|< 2−k and

∣∣ fNk − f
∣∣< 2−k on Ik− Jk. Let

A = dmn( f )∩∩k
(
dmn

(
fNk

)
∩ (Ik ∪ (R− Ik))∩ (Jk ∪ (R− Jk))

)
.

A is a full set. By Lemma 6.19, B =∪k (R−∪n≥kJn) is a full set. For x∈ A∩B, there
exists k such that x ∈ In and x ∈ R− Jn for n≥ k. Therefore, | fNn (x)− f (x)|< 2−n

for n≥ k. That is, fNn (x)→ f (x) on the full set A∩B. ut

Corollary 6.29. If ( fn) is a sequence of measurable functions and ( fn) converges in
measure to both f and g, then f = g on a full set.

Proof. By the lemma, we have a subsequence converging to f point-wise on a full
set and then a subsequence again converging to g point-wise on a full set. The final
subsequence will converge to both f and g point-wise on a full set. Therefore, f = g
on a full set. ut

The following two lemmas connect convergence in measure with convergence in
the metric of L1.

Lemma 6.30. Suppose that f ∈ L1 and fn ∈ L1 for all n, and suppose that
∫
| fn− f |

dµ → 0 as n→ ∞. Then, ( fn) converges to f in measure.
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Proof. This follows from Lemma 6.22. ut
The following is the dominated convergence theorem.

Lemma 6.31. Suppose that g ∈ L1, and fn ∈ L1, | fn| ≤ g for all n, and suppose that
( fn) converges to f in measure. Then, f ∈ L1 and

∫
| fn− f |dµ → 0 as n→ ∞.

Proof. By Lemma 6.28, a subsequence converges point-wise to f on a full set.
Therefore, | f | ≤ g on a full set. By Lemma 6.25, f ∈ L1. To see that

∫
| fn− f |dµ →

0, given any ε > 0, first by Lemma 6.14, there exists a finite interval I such that∫
R−I | f |dµ < ε/6 and

∫
R−I gdµ < ε/6. Therefore,

∫
R−I | fn− f |dµ < ε/3 for all

n. By Lemma 6.18, there exists δ such that
∫

J | f |dµ < ε/6 and
∫

J gdµ < ε/6, and
hence

∫
J | fn− f |dµ < ε/3 for all n, whenever J is a generalized interval and |J|< δ .

Since ( fn) converges to f in measure, there exists N such that for each n > N there
exists J such that |J|< δ and | fn− f | ≤ ε/3 |I| on I− J. Therefore, | fn− f |χ I−J ≤

ε

3|I|χ I on a full set, and hence∫
I−J

| fn− f |dµ ≤
∫

ε

3 |I|
χ Idµ ≤ ε/3.

Then, since
| fn− f | ≤ | fn− f |

(
χR−I + χ I−J + χJ

)
on a full set, we have

∫
| fn− f |dµ < ε for each n > N. ut

It turns out that convergence almost everywhere and convergence almost uni-
formly are equivalent.

Lemma 6.32. If ( fn) converges almost everywhere to f , then ( fn) converges almost
uniformly to f .

Proof. By the assumption, given any finite interval I and any ε > 0, for each k there
exists generalized interval Jk and Nk, such that |Jk|< 2−k−1ε and | fn− f |< 2−k−1ε

on I− Jk for n ≥ Nk. Let J = ∪kJk. Then, |J| < ε , and I− J ⊆ I− Jk for each k.
Therefore, for each k, | fn− f |< 2−k−1ε on I− J for n≥ Nk, which means that ( fn)
converges to f uniformly on I− J. That is, ( fn) converges to f almost uniformly.

ut
For almost everywhere convergence, we have a stronger version of Lemma 6.28:

Lemma 6.33. If ( fn) is a sequence of measurable functions converging to f almost
everywhere, then ( fn) converges to f point-wise on a full set

Proof. Let (Ik) be a sequence of simple intervals such that Ik ⊂ Ik+1 for each k
and Ik → R as k → ∞. By the assumption, for each k and Ik, there exist generalized
interval Jk and Nk, such that |Jk|< 2−k and | fn− f |< 2−k on Ik−Jk for n≥ Nk. Let
A = ∪n (R−∪k≥nJk). By Lemma 6.19, A is a full set. Then, for each x in the full set

A∩dmn( f )∩∩k (dmn( fk)∩ (Ik ∪ (R− Ik))∩ (Jk ∪ (R− Jk))) ,

we have x ∈ R−∪k≥NJk and x ∈ IN for some N. Therefore, for each k > N, x ∈
Ik − Jk. It means that | fn (x)− f (x)| < 2−k for each k > N and n > Nk. That is,
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( fn (x)) converges to f (x). Therefore, ( fn) converges to f point-wise on the full set
above. ut

Now we introduce several notions of Cauchyness corresponding to those notions
of convergence.

Definition 6.34. Let ( fn) be a sequence of measurable functions.
( fn) is Cauchy in measure, if for any finite interval I, any ε > 0, there exists N,

such that for each n, m > N, there exists generalized interval J, such that |J|< ε and
| fm− fn|< ε on I− J.

( fn) is Cauchy almost everywhere, if for any finite interval I, any ε > 0, there
exists N and generalized interval J, such that |J| < ε , and for each m, n > N,
| fm− fn|< ε on I− J.

( fn) is Cauchy almost uniformly, if for any finite interval I, any ε > 0, there exists
generalized interval J, such that |J|< ε , and ( fn) is Cauchy uniformly on I−J, that
is, for any δ > 0, there exists N, such that | fm− fn|< δ on I− J for all m, n > N.

It is obvious that being Cauchy almost uniformly implies being Cauchy almost
everywhere and that in turn implies being Cauchy in measure. The following lem-
mas connect various notions of Cauchyness with the corresponding notions of con-
vergence.

Lemma 6.35. If ( fn) is Cauchy almost everywhere, then there exists a measurable
function f , such that ( fn) converges almost uniformly to f (and hence ( fn) is Cauchy
almost uniformly) and converges to f point-wise on a full set.

Proof. Let (Ik) be a sequence of simple intervals such that Ik ⊂ Ik+1 for each k and
Ik → R as k → ∞. For each k, there exist a generalized interval Jk and a number Nk,
such that |Jk| < 2−k and | fm− fn| < 2−k on Ik − Jk for m,n ≥ Nk. Let A be the full
set

∩k (dmn( fk)∩ (Ik ∪ (R− Ik))∩ (Jk ∪ (R− Jk))) .

F = A∩∪n (R−∪k≥nJk) is a full set. For each x ∈ F , there exists N such that x ∈ IN
and x ∈ R−∪k≥NJk. Therefore, for each k > N, there exists Nk, such that for any
m,n ≥ Nk, | fm (x)− fn (x)| < 2−k. This means that ( fn (x)) converges. Therefore,
we can define a function f on the full set F by f (x) = limn→∞ fn (x). ( fn) converges
to f point-wise on a full set. Moreover, for any finite interval I and any ε > 0,
there exists N such that I ⊆ IN and |∪k≥NJk| < ε . Let J = ∪k≥NJk. Then, for any
k > N, | fm− fn|< 2−k on I− J for m,n≥ Nk. It is obvious that ( fn) converges to f
uniformly on I− J. Therefore, ( fn) converges almost uniformly to f . ut

Lemma 6.36. If ( fn) is Cauchy in measure, then there exists a measurable function
f , such that ( fn) converges to f in measure and a subsequence of ( fn) converges to
f almost uniformly.

Proof. Again, let (Ik) be a sequence of simple intervals such that Ik ⊂ Ik+1 for each
k and Ik → R as k → ∞. For each k, there exists Nk, such that for m,n ≥ Nk there
exists a generalized interval J, such that |J|< 2−k and | fm− fn|< 2−k on Ik−J. For
each k, let Jk be such that

∣∣ fNk+1 − fNk

∣∣< 2−k on Ik−Jk, and let J∗k = ∪n≥kJn. Then,



166 6 Integration∣∣J∗k ∣∣ < 2−k+1 and
∣∣ fNl − fNk

∣∣ < 2−k+1 on Ik − J∗k for all l ≥ k. It is easy to see that
the subsequence

(
fNk

)
is Cauchy almost everywhere. Therefore, by the last lemma

above,
(

fNk

)
converges almost uniformly to a measurable function f . To see that

( fn) converges to f in measure, let I be any finite interval and ε > 0. Since
(

fNk

)
converges almost uniformly to f , there exists J such that |J| < ε/2 and fNk → f
uniformly on I− J. Therefore, there exists k0, such that

∣∣ fNk − f
∣∣ < ε/2 on I− J

for all k > k0. Since ( fn) is Cauchy in measure, there exists N, such that for any
m,n > N, there exists J′, such that |J′| < ε/2 and | fm− fn| < ε/2 on I− J′. Then,
for n > N, choose k > k0 such that Nk > N. We have

∣∣ fNk − f
∣∣ < ε/2 on I − J.

Moreover, n > N and Nk > N. Therefore, there exists J′, such that |J′| < ε/2 and∣∣ fNk − fn
∣∣ < ε/2 on I− J′. That is, | f − fn| < ε on I− (J∪ J′), where |J∪ J′| < ε .

Therefore, ( fn) converges to f in measure. ut

6.4 The Space L2

We construct the space of square-integrable functions in this section. Note that if
f is measurable, f 2 is also measurable. Then, f 2 ∈ L1 and

∫
f 2dµ = 0 imply that

f 2 = 0 on a full set, and hence f = 0 on a full set. Therefore, we can define the space
L2 and the norm on it as follows:

Definition 6.37. f ∈ L2, if and only if f is measurable and f 2 ∈ L1. For f ∈ L2, the
norm ‖ f‖2 ≡d f

(∫
f 2dµ

)1/2.

We will drop the subscript in ‖ f‖2 when no confusion will occur. We have some
basic inequalities:

Lemma 6.38. If f ,g ∈ L2, then f g ∈ L1 and
∫
| f g|dµ ≤ ‖ f‖‖g‖.

Proof. For each n > 0, let cn = ‖ f‖+ 1
n , dn = ‖g‖+ 1

n .

∫ ∣∣∣∣ f
cn
· g

dn

∣∣∣∣dµ ≤ 1
2

∫ ( f 2

c2
n

+
g2

d2
n

)
dµ =

1
2

(
‖ f‖2

c2
n

+
‖g‖2

d2
n

)
≤ 1.

Therefore,
∫
| f g|dµ ≤ cndn. n is arbitrary. It follows that

∫
| f g|dµ ≤ ‖ f‖‖g‖. ut

The following lemma says that L2 is closed under linear combinations:

Lemma 6.39. If fi ∈L2 and ai ∈R for i = 1, ...,n, then ∑
n
i=1 ai fi ∈L2 and ‖∑

n
i=1 ai fi‖

≤ ∑
n
i=1 |ai|‖ fi‖.

Proof. Note that (∑n
i=1 ai fi)

2 = ∑
n
i, j=1 aia j fi f j. By the lemma above, ∑

n
i=1 ai fi ∈ L2

and the inequality also follows. ut
A sequence ( fn) of functions in L2 is a Cauchy sequence in L2, if for any ε > 0,

there exists N, such that whenever m,n > N, ‖ fm− fn‖2 < ε . A sequence ( fn) of
functions in L2 converges to f ∈ L2 in the norm of L2, if ‖ fn− f‖2 converges to 0.
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Theorem 6.40. L2 is complete. That is, any Cauchy sequence in L2 converges to a
function in L2 in the norm of L2.

Proof. Suppose that ( fn) is a Cauchy sequence in L2. By taking a subsequence, we
may assume that f0 = 0 and ‖ fm− fn‖< 2−n for m > n.

We first show that there exists g ∈ L2 such that f 2
n ≤ g2 for all n. Let

gn ≡
n−1

∑
k=0

| fk+1− fk| .

Then, by the two lemmas above, gn ∈ L2. That is,
(
g2

n
)

is an increasing sequence of
integrable functions. Note that for m > n,

∣∣g2
m−g2

n
∣∣= 2

n−1

∑
i=0

m−1

∑
j=n

| fi+1− fi|
∣∣ f j+1− f j

∣∣+ m−1

∑
i, j=n

| fi+1− fi|
∣∣ f j+1− f j

∣∣ .
Therefore, by the lemmas above,∣∣∣∣∫ g2

mdµ−
∫

g2
ndµ

∣∣∣∣≤ ∫ ∣∣g2
m−g2

n
∣∣dµ

≤ 2
n−1

∑
i=0

m−1

∑
j=n

‖ fi+1− fi‖
∥∥ f j+1− f j

∥∥+
m−1

∑
i, j=n

‖ fi+1− fi‖
∥∥ f j+1− f j

∥∥
≤ 2

n−1

∑
i=0

m−1

∑
j=n

2−i− j +
m−1

∑
i, j=n

2−i− j < 2−n+3.

That is,
∫

g2
ndµ converges. By Corollary 6.9, there exists an integrable function g2,

such that limn→∞ g2
n (x) = g2 (x) on a full set. Note that | fn| ≤ g for all n. Therefore,

f 2
n ≤ g2 for all n.

Next, we show that the sequence ( fn) is Cauchy in measure. Given a finite in-
terval I and ε > 0, there exists N, such that for any m,m > N, ‖ fm− fn‖ < 2−2ε2.
Then,

∫
| fm− fn|2 dµ < 2−4ε4. By Lemma 6.22, there exists a generalized interval

J, such that |J|< ε and | fm− fn|2 < ε2 on (R− J), that is, | fm− fn|< ε on (R− J).
That is, ( fn) is Cauchy in measure.

Now, by Lemma 6.36, ( fn) converges to a measurable function f in measure. By
Lemma 6.28, a subsequence

(
fNk

)
converges to f point-wise on a full set. Since by

the conclusion above, f 2
Nk
≤ g2 for all k on a full set, we have f 2 ≤ g2 on a full set.

Therefore, by Lemma 6.25, f ∈ L2. Note that ( fn− f ) converges to 0 in measure.
Therefore, | fn− f |2 also converges to 0 in measure. Moreover,

| fn− f |2 ≤ 2
(

f 2
n + f 2)≤ 4g2.

Therefore, by the dominated convergence theorem, i.e. Lemma 6.31,
∫
| fn− f |2

dµ → 0. That is, ‖ fn− f‖2 → 0, namely, ( fn) converges to f in the norm of L2. ut
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Lemma 6.41. Suppose that f ∈ L2. Then, for any ε > 0, there exists g ∈C (R), such
that ‖ f −g‖2 < ε . That is, C (R) is dense in L2.

Proof. We call (a,b) a rational interval, if a,b are rational numbers. Similarly, a
generalized interval is rational, if it is a union of rational simple intervals. We first
prove that every f ∈ L2 can be approximated, in the norm of L2, by functions of
the format gχ I−J , where g ∈ C (R), and I is a finite rational interval, and J is a
finite and rational generalized interval. Note that we always have gχ I−J ∈ L2. Given
any f ∈ L2 and ε > 0, we must find gχ I−J such that

∥∥ f −gχ I−J

∥∥
2 < ε . First, by

Lemma 6.14, we can find a finite simple interval I such that
∫
R−I f 2dµ < ε2/3.

Clearly, we can choose I so that it is rational. Then, by Lemma 6.18, we can find
δ > 0, such that whenever J is a generalized and |J|< δ , then

∫
J f 2dµ < ε2/3. Since

f ∈ L2, by the definition of L2, f is measurable. Therefore, we can find a generalized
interval J and g ∈ C (R), such that |J| < δ and | f −g| < ε

3
√

(|I|+1)
on I − J. By

extending each simple interval in J slightly, we can make J a rational generalized
interval but still satisfy the condition |J| < δ . Then, we have

∫
J f 2dµ < ε2/3 and∫

I−J | f −g|2 dµ < ε2/3. Therefore,∫ ∣∣ f −gχ I−J

∣∣2 dµ =
∫

R−I
f 2dµ +

∫
J

f 2dµ +
∫

I−J
| f −g|2 dµ < ε

2,

and hence
∥∥ f −gχ I−J

∥∥
2 < ε .

Then, we prove that any function gχ I−J of the format above can be approximated,
in the norm of L2, by functions in C (R). Let gχ I−J be such a function and let ε > 0.
Suppose that J = ∪nIn. First, since J is finite, we can find N such that ∑

∞
n=N+1 |In|<

ε2

4(c+1) , where c is the supremum of g2 on its compact support. Let JN ≡ ∪N
n=0In

and let J∗N ≡ ∪∞
n=N+1In. Then, J = JN ∪ J∗N and |J∗N | < ε2

4(c+1) . It is easy to see that∣∣χ I−JN
−χ I−J

∣∣≤ χJ∗N
on a full set. Therefore,∫ ∣∣gχ I−JN

−gχ I−J

∣∣2 dµ ≤
∫

g2
χJ∗N

dµ < ε
2/4.

Since I, JN are rational, we can compare the end points of the simple intervals in
them. Therefore, by merging overlapping intervals, we can express I− JN as

I− JN = ∪m
i=1Ii,

where I1, ..., Im are mutually disjoint (open, closed or half-open) intervals with ra-
tional end points. Then, it is easy to see that we can use continuous functions to
approximate gχ I−JN

, as in approximating the characteristic function of the interval
(0,1) by continuous functions in Sect. 6.1. That is, we can find h ∈C (R) such that∫ ∣∣h−gχ I−JN

∣∣2 dµ < ε2/4. Then, we have
∥∥h−gχ I−J

∥∥
2 < ε . ut

Theorem 6.42. L2 is separable. That is, there is a sequence (gn) of functions in L2
such that for each f ∈ L2 and m > 0, there exists n, such that ‖ f −gn‖2 < 1/m.
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Proof. By the lemma above, it suffices to show that C (R) is separable. A function
in C (R) is uniformly continuous and vanishes beyond a compact interval. It can be
approximated arbitrarily closely, in the metric of L2, by a function g that is contin-
uous, piecewise linear on finitely many intervals [q0,q1] , [q1,q2] , ..., [qn−1,qn], and
that vanishes on (−∞,q0] and [qn,+∞). Obviously, we can choose q0,q1, ...,qn to be
rational numbers and we can also make g(q1) , ...,g(qn−1) rational numbers. Such
functions g can be enumerated in a sequence. ut



Chapter 7
Hilbert Space

This chapter develops the basics of the theory of bounded and unbounded linear op-
erators on Hilbert spaces. We will finally construct the spectral decomposition for an
unbounded self-adjoint linear operator on a Hilbert space and prove Stone’s Theo-
rem. This shows that strict finitism is in principle sufficient for the basic applications
in classical quantum mechanics.

This chapter again takes many ideas from Bishop and Bridges [6], and we have
to make many changes as well. In particular, the basic definition of linear space has
to be modified to fit into strict finitism. The development of the theory of unbounded
linear operators on Hilbert spaces follows the ideas in Ye [40, 41], with necessary
improvements to fit into strict finitism.

7.1 Basic Definitions

We let F be R or C, and we want to define linear spaces, normed linear spaces and
Hilbert spaces over F. A linear space will be a set with some designated operations
as the vector sum and scalar product on the set. We must be able to construct an
arbitrary finite sum of vectors. Since the set can be of any signature, recursive con-
structions on elements of the set are not generally available. Therefore, the definition
of linear combination needs some special treatment. We need some notations.

For X a set, recall that X<∞ is the set of finite sequences of elements of X . If X ,Y
are sets and f : X → Y, let f ∗ be the function from X<∞ to Y <∞ defined by

f ∗ ≡d f λu.λx1....λxn.〈 f ((u)0)(x1) ...(xn) , ....., f
(
(u)lh(u)−1

)
(x1) ...(xn)〉.

That is, for u = 〈u1, ...,uk〉 ∈ X<∞, f ∗ (u) ' 〈 f (u1) , ....., f (uk)〉. We will sim-
ply write f ∗ (u) as f (u). Similarly, if g : F× X → Y , then for a ∈ F, x ∈ X ,
r = 〈r1, ...,rk〉 ∈ F<∞, and u = 〈u1, ...,ul〉 ∈ X<∞, we let

F. Ye, Strict Finitism and the Logic of Mathematical Applications, Synthese Library 355, 171
DOI 10.1007/978-94-007-1347-5 7, c© Springer Science+Business Media B.V. 2011
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g(a,u)≡d f 〈g(a,u1) , .....,g(a,ul)〉,
g(r,x)≡d f 〈g(r1,x) , .....,g(rk,x)〉,
g(r,u)≡d f 〈g(r1,u1) , .....,g

(
rmin(k,l),umin(k,l)

)
〉.

For a finite sequence r = 〈r0, ...,rk−1〉 ∈ F<∞, we denote Σr ≡d f ∑
k−1
i=0 ri.

A permutation of length k is (the code of) a sequence of natural numbers that is a
permutation of 0, ...,k−1. If π is a permutation of length k, u∈ X<∞, and lh(u) = k,
we let π (u) denote the permutation of elements of u obtained in the way π permutes
the sequence 〈0,1, ...,k−1〉:

π (u)≡d f λx1....λxn.〈(u)(π)0
(x1) ...(xn) , .....,(u)(π)k−1

(x1) ...(xn)〉.

π (u) can be constructed as a term containing π and u. If lh(u) > k, we also use
π (u) to denote the result of permuting the first k elements of u.

A grouping of a sequence of length k is the code of a sequence of natural num-
bers, such that each item in the sequence is again a code of a sequence of natural
numbers and all the numbers are exactly 0, ...,k−1 in that order, that is,

〈〈0, ...,k1−1〉 ,〈k1, ...,k2−1〉 , ...,〈kh, ...,k−1〉〉 .

If γ is a grouping of a sequence of length k, and u ∈ X<∞, lh(u) ≥ k, then we let
γ (u)∈ (X<∞)<∞ be the sequence obtained by grouping u as γ groups 〈0,1,2, ...,k−
1〉. γ (u) can also be constructed as a term containing γ and u.

We make the convention that when the length of π or γ is greater than the length
of u, π (u) = γ (u) = u.

Then, the definition of linear space can be stated as follows:

Definition 7.1. A linear space consists of a set X , a function (a,x) 7→ ax from F×X
to X , a function Σ (for finite sum) from X<∞ to X , and a zero element 0 ∈ X , such
that for x ∈ X , a,b ∈ F, r ∈ F<∞, u ∈ X<∞, π a permutation, and γ a grouping, we
have

Σ (〈x,0〉) = x, 1x = x, 0x = a0 = 0, a(bx) = (ab)x,

(Σr)x = Σ (rx) , aΣ (u) = Σ (au) ,
Σ (π (u)) = Σu, Σ (Σ ∗ (γ (u))) = Σu.

We will call the members of X ‘vectors’. The last four equations are the distribu-
tive law for number addition, the distributive law for vector addition, the commu-
tative law, and the associative law. For easy reading we will write Σ (u) as ∑

n−1
i=0 ui

where n ≡ lh(u) and ui ≡ (u)i, and we write Σ (〈x,y〉) as x + y. Then, the ordinary
distributive, commutative and associative laws follow. Notice that the extensionality
condition in the definition of sets is extensively utilized here.

The common properties of addition and scalar multiplication on linear spaces are
easy to prove. For instance, 0 is the unique additive zero, and −x = (−1)x is the
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unique additive inverse of x, and (−a)x =−ax. Moreover, if a 6= 0 and ax = 0, then
x = 0. However, from ax = 0 we cannot generally derive a = 0∨ x = 0.

It is easy to verify that ordinary linear spaces do satisfy these conditions. For in-
stance, the spaces Rn, Cn, and the ordinary spaces of real or complex value functions
are linear spaces with the usual scalar multiplication and vector addition.

In the last chapter, L2 is defined as a space of real value functions. A complex
value function is a pair of real value functions. The definition and results on L2 in
the last section for real value functions can be easily carried over for complex value
functions. By Lemma 6.39, the set L2 with the ordinary finite sum and scalar product
operations is a linear space.

A linear subset of a linear space is a subset that is closed under the operations ax
and Σu. Given a subset A⊆ X , the linear subset M spanned by A is

x ∈M ≡d f ∃r ∈ F<∞∃u ∈ A<∞ (x = Σru) .

It is easy to verify that M is a linear subset. If e = 〈e1, ...,en〉 is a finite sequence of
vectors, the linear subset [e] spanned by e is

x ∈ [e]≡d f ∃〈r1, ...,rn〉 ∈ F<∞

(
x =

n

∑
i=1

riei

)
.

Similarly, if e = (en) is an infinite sequence of vectors, the linear subset [e] spanned
by e is the linear subset spanned by the subset {en : n ∈ N}. A subset B ⊆ X is
linearly independent, if for any u = 〈u1, ...,uk〉 ∈ B<∞ and r = 〈r1, ...,rk〉 ∈ F<∞,
Σ (ru) = 0 implies that ri = 0 for i = 1, ...,k.

Definition 7.2. A norm ‖·‖ on a linear space X over F is a function from X to the set
R+0 of non-negative numbers, such that for x∈ X , a∈ F, and u = 〈u1, ...,uk〉 ∈ X<∞,
we have

‖x‖= 0→ x = 0, ‖ax‖= |a|‖x‖ , ‖Σu‖ ≤
k

∑
i=1
‖ui‖ .

Given a norm, we will call the linear space a normed linear space. It becomes a
metric space with the metric defined as ρ (x,y) ≡d f ‖x− y‖. Moreover, it then has
the standard inequality: x 6= y if and only if ρ (x,y) > 0. With the metric available,
notions such as continuity, convergence and so on are available.

By Lemma 6.39, ‖·‖2 is a norm on L2. We consider this the standard norm on L2
and consider L2 a normed linear space. The standard norm on Fn is

‖〈a1, ...,an〉‖ ≡d f

(
∑ |ai|2

)1/2
.

Definition 7.3. A normed linear space is a Banach space if it is separable and com-
plete as a metric space.

Fn is obviously a Banach space. By Theorem 6.40 and 6.42, we have

Theorem 7.4. L2 is a Banach space.
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The definition of inner product also needs some special attention on finite sum.

Definition 7.5. An inner product on a linear space X is a function (·, ·) from X ×X
to F, such that for any x,y ∈ X , u ∈ X<∞, a ∈ F,

(x,y) = (y,x)∗ , (ax,y) = a(x,y) , (Σu,y) = Σ (u,y) ,
(x,x) ∈ R, (x,x)≥ 0, (x,x) = 0 iff x = 0.

A linear space with an inner product is called an inner product space.

For the space Fn, the standard inner product is, for x≡〈a1, ...,an〉, y≡〈b1, ...,bn〉,

(x,y)≡d f

n

∑
i=1

aib∗i .

For the space L2, the standard inner product is,

( f ,g)≡d f

∫
f g∗dµ.

It follows from Lemma 6.7 and 6.38 that this is an inner product.
Given an inner product (x,y) on a linear space, define

‖x‖ ≡d f (x,x)1/2 .

A direct calculation gives

‖x+ y‖2 +‖x− y‖2 = 2‖x‖2 +2‖y‖2 . (7.1)

We have

Lemma 7.6. If (x,y) is an inner product on a linear space, then |(x,y)| ≤ ‖x‖‖y‖.

Proof. For any x,y and any ε > 0, let a = (y,x), b = ‖x‖2 + ε . Note that

(ax,y) = (y,ax) = |(x,y)|2 .

We have

0≤ (ax−by,ax−by) = |(x,y)|2 ‖x‖2−2b |(x,y)|2 +b2 ‖y‖2 .

Therefore,

b‖y‖2 ≥ |(x,y)|2
(

2− ‖x‖2

b

)
≥ |(x,y)|2 .

Since ε is arbitrary. We see that ‖x‖2 ‖y‖2 ≥ |(x,y)|2. ut
This means that for fixed y, x 7→ (x,y) is a continuous function from X to F.

Lemma 7.7. If (x,y) is an inner product on a linear space, then ‖x‖ is a norm.
Therefore, an inner product space is a normed linear space.
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Proof. It suffices to prove that ‖∑
n
i=1 xi‖ ≤ ∑

n
i=1 ‖xi‖. We have∥∥∥∥∥ n

∑
i=1

xi

∥∥∥∥∥
2

=

(
n

∑
i=1

xi,
n

∑
i=1

xi

)
=

n

∑
i, j=1

(xi,x j)≤
n

∑
i, j=1

∣∣(xi,x j)
∣∣

≤
n

∑
i, j=1

‖xi‖
∥∥x j
∥∥=

(
n

∑
i=1
‖xi‖

)2

.

ut
Note that our definitions of linear space and inner product space allow this to be

proved without using any recursive construction on higher type entities. Finally, we
can define Hilbert spaces.

Definition 7.8. A Hilbert space is a complete, separable inner product space.

It is obvious that Fn and L2 are Hilbert spaces.

7.2 Linear Operators

A linear transformation T from a linear space X to another linear space Y is a func-
tion T : X → Y such that

T (Σ (ru)) = Σ (rT (u))

for any u∈ X<∞ and r ∈ F<∞. For any linear space X , we use I to denote the identity
linear transformation from X to itself, that is, I (x) = x, for x ∈ X .

For a linear transformation T from X to another normed linear space Y , T is
bounded if there exists c≥ 0 such that ‖T (x)‖ ≤ c‖x‖ for all x ∈ X . We say that T
is bounded by c. We will denote this fact by

‖T‖ ≤ c.

Suppose that a linear transformation T is bounded on the unit ball Sc(0,1), that
is, for some c, ‖T (x)‖ ≤ c for all x such that ‖x‖ ≤ 1. Then,

∥∥∥T
(

x
‖x‖+ε

)∥∥∥ ≤ c for
all x ∈ X and ε > 0. Therefore, ‖T (x)‖ ≤ c‖x‖ for all x ∈ X . Conversely, when T
is bounded, T is obviously bounded on the unit ball. Therefore, T is bounded if and
only if T is bounded on the unit ball.

When T is bounded, we say that T is normable, if

‖T‖= sup{‖T (x)‖ : x ∈ X ,‖x‖ ≤ 1}

exists. Obviously, if T is normable, then ‖T (x)‖ ≤ ‖T‖‖x‖. Note that we will use
the notation ‖T‖ ≤ c even if we don’t know if T is normable.

Recall that a function from a metric space to another metric space is continuous
if it is uniformly continuous on every closed ball. If f is bounded, then obviously f
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is uniformly continuous. Conversely, if f is continuous, then it must be uniformly
continuous and thus bounded on the unit ball. Therefore, we have

Lemma 7.9. Suppose that f is a linear function from X to another normed linear
space. Then, the following are equivalent:

(1) f is bounded;
(2) f is bounded on the unit ball;
(3) f is continuous;
(4) f is uniformly continuous.

A linear transformation from X into itself is called a linear operator (or simply
operator) on X . If A, B are linear operators on X , then the product AB can be defined.
Obviously, if A and B are bounded by c, d respectively, then AB is bounded by cd.

We use Hom(X) to denote the set of all bounded linear operators on X . Since we
cannot generally prove that all bounded operators are normable, we do not have a
norm on Hom(X). However, Hom(X) is complete in the following sense.

Lemma 7.10. Suppose that X is a Hilbert space and (An) is a sequence in Hom(X)
such that for any ε > 0, there exists N, such that for any m,n ≥ N, ‖Am−An‖ ≤ ε .
Then, there exists A ∈Hom(X) such that ‖An−A‖→ 0, that is, for any ε > 0, there
exists N, such that for any n≥ N, ‖An−A‖ ≤ ε .

Proof. For any x, (Anx) is a Cauchy sequence in X . Therefore, there exists y such
that Anx → y. Define Ax ≡ y. It is easy to verify that A is linear. Moreover, given
any ε > 0, there exists N, such that for any m,n ≥ N, ‖Am−An‖ ≤ ε/2. For any
x with ‖x‖ ≤ 1, choose m ≥ N such that ‖Amx−Ax‖ ≤ ε/2. Then, for any n ≥ N,
‖Anx−Ax‖ ≤ ε . Therefore, ‖An−A‖ ≤ ε for any n≥ N. So, ‖An−A‖→ 0. ut

When the condition of the lemma holds, we say that (An) is a Cauchy sequence
in Hom(X) and (An) uniformly converges to A in Hom(X). We denote this as A =
limu

n→∞ An. We say that (An) strongly converges to A in Hom(X), if for any x ∈ X ,
Anx → Ax in X , and all An are bounded by a common bound c. We denote this fact
as A = limn→∞ An. Apparently, uniform convergence implies strong convergence.

Lemma 7.11. Suppose that (An) is a sequence in Hom(X) with a common bound
c > 0, and suppose that there is a dense subset M ⊆ X such that (Anx) converges for
any x ∈M. Then, (An) strongly converges to an operator A in Hom(X).

Proof. Let x∈X . For any ε > 0, choose y∈M such that ‖y− x‖≤ ε/4c. Since (Any)
converges, there exists N, such that for m,n≥N, ‖Amy−Any‖≤ ε/2. Therefore, for
m,n≥ N,

‖Amx−Anx‖ ≤ ‖Amx−Amy‖+‖Amy−Any‖+‖Any−Anx‖
≤ ε/4+ ε/2+ ε/4 = ε.

So, (Anx) converges to some x′. Define Ax ≡ x′. It is easy to verify that A is linear
and bounded. ut



7.3 Subspace and Base 177

Two linear operators A and B on a Hilbert space X are called adjoint, if for any
x,y ∈ X ,

(Ax,y) = (x,By) .

It is easy to verify that if A and B′ are also adjoint, then B = B′. Therefore, in case A
and B are adjoint, we denote B as A∗ and call it the adjoint of A. A is self-adjoint or
Hermitian, if A∗ = A, that is, for any x ∈ X ,

(Ax,y) = (x,Ay) .

In that case, (Ax,x) must be a real number. It is easy to see that if (An) strongly
converges to A in Hom(X) and all An are self-adjoint, then A is also self-adjoint.

An operator U is a unitary operator, if its adjoint U∗ exists and UU∗ = U∗U = I .
This implies that ‖Ux‖= ‖x‖ for any x. Therefore, ‖U‖= 1 if the space is non-zero.

7.3 Subspace and Base

Subspaces are required to be located ([6], p. 307).

Definition 7.12. A subset M of a Hilbert space X is a subspace, if it is a linear subset
and is further closed and located. A subspace M is non-zero, if there exists x ∈ M
such that x 6= 0.

Two vectors x,y are orthogonal if (x,y) = 0. We denote it as x⊥y. If x⊥y, then

‖x+ y‖2 = ‖x‖2 +‖y‖2 .

Let e = 〈e1, ...,en〉 be a finite sequence of vectors in a Hilbert space X . e is or-
thogonal, if (ei,e j) = 0 for i, j = 1, ...,n, i 6= j. e is further orthonormal, if it is
orthogonal and ‖ei‖ = 1 or ‖ei‖ = 0 for i = 1, ...,n. Since it is decidable whether
‖ei‖< 1 or ‖ei‖> 0, given an orthonormal sequence 〈e1, ...,en〉, for each i = 1, ...,n
it is decidable if ‖ei‖ = 1 or ‖ei‖ = 0. Then, given an expansion x = ∑

n
i=1 riei, we

can construct another expansion x = ∑
n
i=1 r′iei, such that r′i = ri if ‖ei‖= 1, and r′i = 0

if ‖ei‖= 0. Such an expansion x = ∑
n
i=1 r′iei is called a normalized expansion on the

orthonormal sequence 〈e1, ...,en〉. In case x = ∑
n
i=1 riei is normalized, we have∥∥∥∥∥ n

∑
i=1

riei

∥∥∥∥∥
2

=
n

∑
i=1
|ri|2 .

An infinite orthonormal sequence (en) of vectors is defined similarly. Note that
we have to allow the zero vector 0 to appear in an orthonormal sequence. The rea-
son will be explained later. If (en) is an infinite orthonormal sequence of vectors and
(rn) is a sequence of numbers in F such that ∑

∞
n=0 |rn|2 converges, then ∑

∞
n=0 rnen

converges. We can similarly normalize a sequence (rn) with respect to an orthonor-
mal sequence (en). That is, we can make sure that rn = 0 when en = 0. From now



178 7 Hilbert Space

on, whenever we write an expansion x = ∑
n
i=1 riei or x = ∑

∞
i=1 riei, we always tacitly

assume that it has been normalized. It is easy to see that if (en) is an orthonormal
sequence, then the set {en : n ∈ N∧‖en‖= 1} is linearly independent.

A vector x is orthogonal to a subset A, if x⊥y for each y ∈ A. We denote this as
x⊥A. We have

Lemma 7.13. Suppose that A is a linear subset, and x is any vector, and y∈A. Then,
(x− y)⊥A, if and only if ρ (x,A) = ‖x− y‖. Moreover, the vector y satisfying this
condition is unique in A (if it exists).

Proof. First, suppose that (x− y)⊥A. Given any y′ ∈ A, we have y− y′ ∈ A. There-
fore, (x− y)⊥(y− y′). Hence,∥∥x− y′

∥∥2 = ‖x− y‖2 +
∥∥y− y′

∥∥2 ≥ ‖x− y‖2 .

So, ρ (x,A) = ‖x− y‖.
Next, suppose that ρ (x,A) = ‖x− y‖. Then, for any z ∈ A and any r ∈ F,

(x− y− rz,x− y− rz)≥ (x− y,x− y) .

Therefore, |r|2 ‖z‖2 ≥ (x− y,rz)+(rz,x− y). Let r = (x− y,z). Then,

|(x− y,z)|2 ‖z‖2 ≥ 2 |(x− y,z)|2 .

Replace z by z′ = z
‖z‖+1 . Then, ‖z′‖ < 1. We see that (x− y,z′) = 0. Therefore,

(x− y,z) = 0. That is, (x− y)⊥A.
The uniqueness of y follows from the equation ‖x− y′‖2 = ‖x− y‖2 +‖y− y′‖2.

ut
If M is a subspace and x is any vector and y ∈ M is such that (x− y)⊥M, then y

is called the projection of x onto M. The following lemma shows that the projection
always exists uniquely.

Lemma 7.14. If M is a subspace and x is any vector, then there exists a unique
y ∈M such that ρ (x,M) = ‖x− y‖ and thus (x− y)⊥M .

Proof. By definition, ρ (x,M) exists. So, there is a sequence (yn) of vectors in M
such that ‖yn− x‖→ ρ (x,M) . Then, using the equation (7.1) above, we have

‖yn− ym‖2 = ‖(yn− x)− (ym− x)‖2

= 2‖yn− x‖2 +2‖ym− x‖2−4
∥∥∥∥1

2
(yn + ym)− x

∥∥∥∥2

.

Since 1
2 (yn + ym) ∈M,

∥∥ 1
2 (yn + ym)− x

∥∥≥ ρ (x,M). Therefore,

‖yn− ym‖2 ≤ 2
(
‖yn− x‖2−ρ (x,M)2

)
+2
(
‖ym− x‖2−ρ (x,M)2

)
.
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It means that (yn) is a Cauchy sequence. Since X is complete and M is closed, (yn)
converges to some y ∈M. Then, ρ (x,M) = ‖x− y‖. ut

Therefore, given a subspace, we can define a function PM : X →M such that for
any x, (x−PMx)⊥M. Then, x = PMx+(x−PMx) is an orthogonal decomposition of
x. Suppose that x = ∑

n
i=1 rixi. Then,

x−
n

∑
i=1

riPMxi =
n

∑
i=1

ri (xi−PMxi) ,

which is orthogonal to M. Therefore, PMx = ∑
n
i=1 riPMxi. That is, PM is a linear

operator. Since ‖x‖ = ‖PMx‖+ ‖x−PMx‖ and PMx = x for x ∈ M, we see that if
M is non-zero, then ‖PM‖ = 1 and P2

M = PM . PM is called the projection onto the
subspace M.

Note that PMx⊥(y−PMy). Therefore,

(PMx,y) = (PMx,PMy)+(PMx,y−PMy) = (PMx,PMy) .

Similarly, (x,PMy) = (PMx,PMy). So, (PMx,y) = (x,PMy) and PM is self-adjoint. On
the other side, we have

Lemma 7.15. Suppose that P is a self-adjoint operator on a Hilbert space X and
P2 = P. Then, there exists a subspace M such that P = PM .

Proof. Let M ≡ {x : Px = x}. M is a closed linear subset. For any x ∈ M and any
vector y ∈ X ,

(y−Py,x) = (y,x)− (Py,x) = (y,x)− (y,Px) = 0.

So, (y−Py)⊥M. Since P2 = P, Py ∈M. Therefore, ‖y−Py‖= ρ (y,M), that is, M
is located and is thus a subspace. (y−Py)⊥M also implies that Py = PMy. That is,
P is the projection onto M. ut

Given a subspace, we define M⊥ as the subset of vectors y such that y⊥M. It
is easy to verify that M⊥ is a linear subset and is closed. Moreover, for any x,
y = (x−PMx) ∈ M⊥ and x− y = PMx⊥M⊥. Therefore, ρ

(
x,M⊥) = ‖x− y‖ ex-

ists. That is, M⊥ is located and is a subspace. Therefore, we have the orthogonal
decomposition

X = M⊕M⊥.

As an example of subspace, we have

Lemma 7.16. If e = 〈e1, ...,en〉 is an orthonormal sequence of vectors, then the lin-
ear subset [e] spanned by e is a subspace.

Proof. To see that [e] is closed, suppose that (xk), xk ≡ ∑
n
i=1 rk,iei, is a sequence

of vectors in [e] and (xk) converges to x. Note that we assume that the expansion
of each xk is normalized. Therefore, ‖xk− xm‖2 = ∑

n
i=1

∣∣rk,i− rm,i
∣∣2 . We see that

each
(
rk,i
)

k is a Cauchy sequence and therefore converges to some ri. Then, (xk)
converges to ∑

n
i=1 riei. Therefore, x = ∑

n
i=1 riei ∈ [e]. So, [e] is closed.
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To see that [e] is located, let x be any vector, and let y≡∑
n
i=1 (x,ei)ei. It is easy to

see that (x− y)⊥ei for each i. So, (x− y)⊥ [e]. By Lemma 7.13 above, ρ (x, [e]) =
‖x− y‖ exists. Therefore, [e] is located. ut

Definition 7.17. An orthonormal sequence (en) is a basis of a Hilbert space X , if for
any vector x,

x =
∞

∑
i=0

(x,ei)ei.

We consider the Gram-Schmidt orthogonalization process for constructing a ba-
sis for a Hilbert space X . By the definition of Hilbert space, X is separable. That
is, there exists a sequence of vectors (yn) that is dense in the Hilbert space X . By
repeating each item in the sequence (yn) infinitely, we may assume that for each
y ∈ X and any ε > 0 there exists arbitrarily large n such that |y− yn| < ε . We want
to construct an orthonormal basis (en).

Informally, (en) is constructed as follows ([6], pp. 368–369): If ‖y0‖ > 1 let
e0 = ‖y0‖−1 y0, and if ‖y0‖ < 2, let e0 = 0. Suppose that e0, ...,en−1 have been
constructed. Decide if∥∥∥∥∥yn−

n−1

∑
i=0

(yn,ei)ei

∥∥∥∥∥>
1

2n
or

∥∥∥∥∥yn−
n−1

∑
i=0

(yn,ei)ei

∥∥∥∥∥<
1
n
.

In the former case, let

en =

∥∥∥∥∥yn−
n−1

∑
i=0

(yn,ei)ei

∥∥∥∥∥
−1(

yn−
n−1

∑
i=0

(yn,ei)ei

)
, (7.2)

and in the latter, let en = 0.
We must revise this construction to avoid any recursion on higher type entities.

We can express en as

en ≡
n

∑
i=0

rn
i yi.

So we can instead construct the sequence r1
1,r

2
1,r

2
2,r

3
1,r

3
2,r

3
3.... Denote bi, j ≡ (yi,y j);

then we should have

n−1

∑
i=0

(yn,ei)ei =
n−1

∑
i=0

(
yn,

i

∑
j′=0

ri
j′y j′

)
i

∑
j=0

ri
jy j

=
n−1

∑
j=0

(
n−1

∑
i= j

i

∑
j′=0

bn, j′
(

ri
j′

)∗
ri

j

)
y j.

Denote cn, j ≡ ∑
n−1
i= j ∑

i
j′=0 bn, j′

(
ri

j′

)∗
ri

j for j = 0, ...,n−1, and cn,n =−1. Then,
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yn−
n−1

∑
i=0

(yn,ei)ei = −
n

∑
j=0

cn, jy j,∥∥∥∥∥yn−
n−1

∑
i=0

(yn,ei)ei

∥∥∥∥∥
2

=
n

∑
j, j′=0

cn, jc∗n, j′b j, j′ .

Denote dn ≡ ∑
n
j, j′=0 cn, jc∗n, j′b j, j′ . Then, when dn >

( 1
2n

)2
,

rn
j ≡−

cn, j√
dn

, for j = 0, ...,n;

and when dn <
( 1

n

)2
,

rn
j ≡ 0, for j = 0, ...,n.

Note that cn, j and dn are constructed using product and finite sum from ri
j for i =

0, ...,n−1 and j ≤ i. Therefore, the construction of ri
j is iteratable.

Let en ≡ ∑
n
j=1 rn

j y j. Then, either en = 0, or en is given by (7.2). In the latter case,
‖en‖ = 1, and in both cases (en,e j) = 0 for j = 0, ...,n− 1. Therefore, (en) is an
orthonormal sequence.

Note that we may not be able to delete the zero vector 0 from the sequence (en)
and get another orthonormal sequence

(
e′k
)

such that
∥∥e′k
∥∥= 1 for all k. To do that,

we will need a function f such that e′k = e f (k), but this function f could be beyond
elementary recursive functions. (Given a function f that grows faster than all ele-
mentary recursive functions, from the sequence

(
e′k
)
, we can actually construct the

corresponding sequence (en), by inserting the zero vector 0 sufficiently many times.
Note that the sequence (en) itself can still be an elementary recursive sequence,
because to decide if en should be 0, we only need to compute f (0) , f (1) , ... with
values bounded by n.)

Let Mn denote the subspace spanned by e0, ...,en. For any y∈X and ε > 0, choose
n > 2/ε such that ‖y− yn‖< ε/2. If en = 0, then∥∥∥∥∥yn−

n−1

∑
i=0

(yn,ei)ei

∥∥∥∥∥<
1
n

< ε/2,

and hence we must have ρ (y,Mn) < ε . If en is given by (7.2) then yn ∈ Mn, and
hence ρ (y,Mn) < ε . It means that in the decomposition

y = PMny+(y−PMny) ,

we have ‖y−PMny‖ = ρ (y,Mn) < ε whenever n > 2/ε . Therefore, the sequence
(PMny) converges to y. That is, y = ∑

∞
i=0 (y,ei)ei. Therefore, (en) is a basis. So, we

have

Theorem 7.18. Every Hilbert space has a orthonormal basis. If (en) is a basis, x =
∑

∞
i=0 aiei and y = ∑

∞
i=0 biei (are normalized expansions), then ai = (x,ei), and
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‖x‖2 =
∞

∑
i=0
|ai|2 , (x,y) =

∞

∑
i=0

aib∗i .

A Hilbert space X is finite dimensional, if it has a finite orthonormal sequence
of vectors e = 〈e1, ...,en〉 as a basis. In that case, X is the space [e] spanned by e.
The Gram-Schmidt orthogonalization process can be applied to a finite dimensional
space as well. It will give some results about finite dimensional spaces. First, we
need a lemma:

Lemma 7.19. Suppose that M is a subspace of a Hilbert space X such that the unit
ball Sc(0,1)∩M of M is totally bounded, and suppose that (en) is an orthonormal
basis of X. Then, there exists N such that for all n > N, if ‖en‖= 1, then ρ (en,M) >
0.

Proof. Suppose that {x1, ...,xK} is a 1
4 approximation to Sc(0,1)∩M. For each

i = 1, ...,K, the theorem above implies that (xi,en)→ 0 as n → ∞. Therefore, there
exists N, such that |(xi,en)| < 3

8 for n > N, for all i = 1, ...,K. Then, for n > N,
supposing that ‖en‖= 1, we have

‖en− xi‖2 = ‖en‖2−2Re((xi,en))+‖xi‖2 ≥ 1−2 |(xi,en)|>
1
4
.

Now, ρ (en,M) = ‖en−PMen‖. Since ‖PMen‖ ≤ 1. Then, PMen ∈ Sc(0,1) ∩M.
Therefore, there exists i = 1, ...,K such that ‖PMen− xi‖ ≤ 1

4 . Then,

‖en−PMen‖ ≥ ‖en− xi‖−‖PMen− xi‖>
1
2
− 1

4
=

1
4
.

ut

Corollary 7.20. Suppose that M is a finite dimensional subspace of a Hilbert space
X and (en) is an orthonormal basis of X. Then, there exists N such that for all n > N,
if ‖en‖= 1, then ρ (en,M) > 0.

Proof. Suppose that e = 〈e′1, ...,e′m〉 is a finite orthonormal basis for M. Then, every

x ∈ M can be expressed as x = ∑
m
i=1 rie′i, with ‖x‖ =

(
∑

m
i=1 |ri|2

) 1
2
, and for y =

∑
m
i=1 sie′i, we have ‖x− y‖ =

(
∑

m
i=1 |ri− si|2

) 1
2
. Therefore, by approximating the

unit ball Sc(0,1) in Fm, we can see that the unit ball Sc(0,1)∩M of M is totally
bounded. Then, the conclusion follows from the lemma above. ut

Corollary 7.21. If X is finite dimensional and (en) is an orthonormal basis of X,
then for some N, en = 0 for all n > N.

Proof. Let M be X in the last corollary. ut

Corollary 7.22. Any subspace of a finite dimensional space is finite dimensional.
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Proof. Suppose that M is a subspace of a finite dimensional space Y . The unit ball
Sc(0,1) of Y is totally bounded. If {x1, ...,xK} is an ε approximation to Sc(0,1), it is
easy to see that {PMx1, ...,PMxK} is an ε approximation to Sc(0,1)∩M. Therefore,
the unit ball Sc(0,1)∩M of M is totally bounded. Let (en) be an orthonormal basis
of M. Applying the lemma with X = M, we see that en = 0 for all sufficiently large
n. Therefore, M is finite dimensional. ut

We say that a Hilbert space X is infinite dimensional, if for any finite dimensional
subspace M of X , there exists x ∈ X such that ρ (x,M) > 0. If X has an orthonormal
basis (en) such that ‖en‖= 1 for arbitrarily large n, from the lemma above it easily
follows that X is infinite dimensional. Conversely, we have

Lemma 7.23. Suppose that (yn) is a sequence of vectors dense in X, and there exists
an iteratable function h, such that for each n > 0, there exists m ≤ h(n) such that
‖ym− y‖> 1/n for all y∈ [y0, ...,yn]. Then, X is infinite dimensional and there exists
an orthonormal basis (en) for X such that ‖en‖= 1 for all n.

Proof. First, we show that for the orthonormal basis (en) constructed in the Gram-
Schmidt orthogonalization process above for the given (yn), and for each n > 0,
there exists m, n < m≤ h(n) such that em 6= 0. Note that [e0, ...,en]⊆ [y0, ...,yn]. By
the assumption, there exists m ≤ h(n) such that ρ (ym, [e0, ...,en]) ≥ 1/n. For each
i = n + 1, ...,h(n), ‖ei‖ = 1 or 0 is decidable. If ‖ei‖ = 0 for all i = n + 1, ...,h(n),
then

ρ (ym, [e0, ...,em−1]) = ρ (ym, [e0, ...,en])≥ 1/n≥ 1/(m−1) .

Therefore, by the Gram-Schmidt orthogonalization process, we should have ‖em‖=
1, a contradiction. Therefore, there exists m≤ h(n) such that em 6= 0.

Note that by replacing e0 with the minimum m ≤ h(0) such that ‖em‖ = 1, we
may assume that ‖e0‖= 1. Then, we can recursively define a function g:

g(0) = 0,

g(n+1) = µm≤ h(g(n))(m > g(n)∧‖em‖= 1) .

Since h is iteratable, this is a bounded primitive recursion. The sequence (e′n) ≡(
eg(n)

)
will be an orthonormal basis such that ‖e′n‖= 1 for all n. ut

An orthonormal basis (en) such that ‖en‖ = 1 for all n is called a non-zero or-
thonormal basis.

Theorem 7.24. There exists a non-zero orthonormal basis for L2.

Proof. Recall that a sequence of vectors dense in L2 consists of continuous functions
f in C (R) of this format: f is linear on some rational intervals [pi, pi+1], pi ≤ pi+1,
i = 0, ...,k−1; f vanishes on (−∞, p0] and [pk,+∞); and qi = f (pi) are all rational
numbers for i = 1, ...,k− 1. We need to arrange such functions f into a sequence
( fn) so that for each n, there exists m≤ h(n) such that

∫
| fm−g|2 dµ > 1/n for any

g ∈ [ f0, ..., fn], and so that the operation h is iteratable.
The function f above can be represented by the sequence

#( f )≡ 〈p0, ..., pk,q1, ...,qk−1〉 (7.3)
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of rational numbers. A rational number is encoded as a sequence 〈δ ,m1,m2〉 with
δ = 0 or 1 and m2 6= 0. We can arrange them into a sequence such that 〈δ ,m1,m2〉
precedes

〈
δ
′,m′

1,m
′
2
〉

if max(m1,m2) < max(m′
1,m

′
2). We call max(m1,m2) the

size of the rational number 〈δ ,m1,m2〉. Then, there are 2N (N +1) codes of ra-
tional numbers with size≤ N. Note that if (the code of) a rational number p has
a size≤ N, then |p| ≤ N. For f in (7.3), let size( f ) denote the maximum size of
p0, ..., pk,q1, ...,qk−1, and let length( f ) = k. If size( f ) ≤ N, then f vanishes on
(−∞,−N] and [N,+∞).

We can arrange the finite sequences (7.3) into an infinite sequence ( fn) as
follows: For each N > 1, at the step N, we arrange the sequences (7.3) with
k = length( f ) = N and size( f )≤ N; and then we proceed to the step N +1. There
will be many repetitions. We do not consider the order of p0, ..., pk. If the order is
not correct, it is considered a repetition. Then, there are (2N)2N(N+1) items at the
step N, and there are less than N (2N)2N(N+1) items before the step N +1. This will
actually cover all the functions represented in the format (7.3), because if a sequence
in the format (7.3) is such that size( f ) > length( f ) , then the function represented
by the sequence must also be represented by another sequence of the format (7.3)
arranged at some step N > size( f ), with some pi repeated among p0, ..., pN .

Now, given any fn, let N = length( fn). That is, fn is arranged at the step N. Since
there are (2(N−1))2(N−1)N items at the step N−1, we have

n≥ (2(N−1))2(N−1)N .

For any i ≤ n, size( fi) ≤ N. Therefore, any function in [ f0, ..., fn] vanishes on
(−∞,−N] and [N,+∞). Let f be the function that vanishes on (−∞,N] and [N +
3,+∞) but equals to 1 on [N +1,N +2]. Then, for any g∈ [ f0, ..., fn],

∫
| f −g|2 dµ >

1. Note that f can be represented by a sequence fm in the format (7.3) with
length( fm) = N + 3 and size( fm) = N + 3. Therefore, fm must be arranged in the
sequence at the step N +3. Then,

m≤ (N +3)(2(N +3))2(N+3)(N+4) .

It is easy to see that m < h(n)≡ nl0 for some constant l0. h is iteratable. ut
Suppose that A is a bounded linear operator on a Hilbert space X , and (ei) is an

orthonormal basis for X , and x = ∑
∞
i=0 riei. Since A is continuous, Ax = ∑

∞
i=0 riAei.

Since the inner product is continuous, (Ax,e j) = ∑
∞
i=0 ri (Aei,e j). Denote ai, j ≡

(Aei,e j), we have

Aei =
∞

∑
j=0

ai, je j, Ax =
∞

∑
j=0

(
∞

∑
i=0

riai, j

)
e j.

(ai, j) represents A on the basis (e j). If B is another bounded linear operator and
b j,k ≡ (Be j,ek), then (BAei,ek) = ∑

∞
j=0 ai, jb j,k.
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7.4 The Spectral Decomposition of a Unitary Operator

In this section, we construct the spectral decomposition of a unitary operator, follow-
ing the classical proof in Riesz and Sz.-Nagy [31], p. 281. This will be used in the
next section to construct the spectral decomposition of an unbounded self-adjoint
operator.

Suppose that U is a unitary operator on a Hilbert space H. Let p(z)≡∑
n
k=−n ckzk

be a complex polynomial in variables z and z−1. We want to construct p(U). Let
P denote the algebra of complex formal polynomials, ∑

n
k=−n ckzk, in variables z

and z−1. So, we want to construct a mapping from P into Hom(H), the set of
bounded operators defined on the space H. Then, we will extend it into a mapping
from C

(
S1
)
, the set of continuous real functions on S1 = {z : |z| = 1, z ∈ C}, into

Hom(H). After that, one can easily follow the proof of the spectral theorem for
bounded self-adjoint operators on pp. 378–379 of [6].

First, note that we cannot always construct arbitrary products of bounded oper-
ators. For instance, suppose that (en) is a non-zero orthonormal basis for H, and
suppose that U (e2i) = e2i , for i = 0,1,2, ..., and U (e2i+1) = eπ(2i+1), where π maps
odd numbers one-one onto all numbers that are not a power of 2. Then, U is unitary,
but Un (ei) will require iterating the power function n times.

Suppose that A0, ...,An are mutually commuting operators. That is, AiA j = A jAi
for i, j = 0, ...,n. We say that the operators A0, ...,An are positively multiplicable, if
we can construct operators Bu indexed by an arbitrary finite sequence u = 〈i1, ..., ik〉,
i1 ≤ n, ..., ik ≤ n, such that for any sequences u, v, any i = 0, ...,n, and any permuta-
tion π ,

B<> = I, B〈i〉 = Ai, Bu∗v = BuBv, Bu = Bπ(u).

Suppose that an operator A has an inverse A−1, that is, AA−1 = A−1A = I. We
say that A is multiplicable, if we can construct a mapping n 7−→ An, from integers
to operators, such that A1 = A, A0 = I, A−1 is the inverse, and for all integers m,n,
Am+n = AmAn. Then, it follows that (An)−1 = A−n. We define (Am)n ≡d f Amn. Then,
A−n =

(
A−1

)n. Note that for a constant numeral n, we have

(Am)n = Am...Am (n times).

Recall that for a unitary operator U , U−1 = U∗. In the rest of this section, we
assume that U is a multiplicable unitary operator on H. Then, for a polynomial
p(z) = ∑

n
k=−n ckzk ∈P , p(U) is naturally defined:

p(U)≡d f

n

∑
k=−n

ckUk.

Moreover, p 7→ p(U) = ∑
n
k=−n ckUk defines a linear, multiplicative mapping from

P into Hom(H). Note that(
Un−ix,U−iy

)
=
(

Un−(i+1)x,U−(i+1)y
)

.
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By the finite transitivity of equality between real numbers, we have (Un)∗ = U−n.
Then, we have p(U)∗ = p∗(U), where p∗(z) = ∑c∗kz−k. Similarly, we have ‖Unx‖≤
‖x‖, and ‖p(U)x‖ ≤ ∑

n
k=−n |ck|‖x‖.

We say that ∑
n
k=−n ckzk is n-degree. So n-degree polynomials are also m-degree

for m≥ n . Suppose that p(z) = ∑
n
k=−n ckzk ∈P and p(z) = 0 for all z∈ S1. Then, by

Lemma 5.6, Corollary 5.9, and Corollary 5.14, we have 2πic−n =
∫

S1 p(z)zn−1dz =
0, 2πic−(n−1) =

∫
S1 p(z)zn−2dz = 0, .... So p = 0. Therefore, p1(z) = p2(z) on S1

implies p1 = p2.
Note that for z ∈ S1, z−1 = z∗. Suppose that p is real on S1. Then, for z ∈ S1,

p(z) = p(z)∗ =
n

∑
k=−n

c∗kz−k =
n

∑
k=−n

c∗−kzk.

Therefore, c∗k = c−k, and hence p(U) is self-adjoint.
We say that an operator A on H is positive (denoted as A ≥ 0), if (Ax,x)≥ 0 for

all x ∈ H. We want to prove that the mapping p 7→ p(U) preserves positivity and
bounds, but first we need a lemma, a finitistic version of the lemma on Riesz and
Sz.-Nagy [31], p. 118. For s = ∑

m
k=−m bkzk, define

Coe f (s)≡max{|b−m|, ..., |bm|}.

Lemma 7.25. If p is m-degree and p(z) ≥ ε > 0 on S1, then for any δ > 0, there
exist m-degree q and s such that p = q∗q+ s and Coe f (s)≤ δ .

Proof. Let p(z) = ∑
m
k=−m ckzk. As p is real on S1, c∗k = c−k. We assume that δ < ε

4m .
For each k, |ck|> 0 or |ck|< δ . We may assume that there is n≥ 0 such that |cn|> 0
and |ck|< δ for k =±(n+1), ...,±m. Let p′(z) = ∑

n
k=−n ckzk. Then for z∈ S1, p′(z)

is also real and p′(z)≥ ε/2. Now we show that p′ can be expressed as p′ = q∗q.
The case n = 0 is trivial. Suppose that n > 0. Let

r(z)≡ zn p′(z) =
n

∑
k=−n

ckzn+k.

Then |r(z)| ≥ ε

2 on S1, and hence r(z) = 0 implies ||z|−1|= d(z,S1)≥ 1
2 ω
(

ε

2

)
> 0,

where ω is the modulus of continuity for r(z) . This means that the zeros of r are
either inside or outside the unit circle. Similarly, since |r(0)|= |c−n|> 0 , r(z) = 0
implies |z| ≥ 1

2 ω(|c−n|). So the zeros of r are away from 0. Since |cn| > 0, by the
fundamental theorem of algebra, there exits z1 such that r(z1) = 0. Since c∗k = c−k,

r(z) = z2nr
(

1
z∗

)∗
for |z|> 0, (7.4)

and therefore r
(

1
z∗1

)
= 0 as we have |z1| > 0. Since either |z1| > 1 or |z1| < 1, we

have
∣∣∣ 1

z∗1

∣∣∣ < 1 or
∣∣∣ 1

z∗1

∣∣∣ > 1 correspondingly. So z1 6= 1
z∗1

are different zeros of r. Two
successive polynomial divisions give
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r(z) = (z− z1)(z∗1z−1)r1(z) (7.5)

for some r1(z). Write r1(z) as

r1(z)≡
n−1

∑
k=−(n−1)

dkz(n−1)+k.

By expanding the right hand side of (7.5) and comparing the coefficients, and by
the fact that c∗k = c−k for k = 0, ...,n, we see that d∗k = d−k for k = 0, ...,n− 1, and
d(n−1) = cn

z∗1
6= 0. That is, the construction can be repeated for r1(z). Moreover, each

dk can be constructed by applying finite sum and product on ck, z1, z∗1, 1
z1

, and 1
z∗1

,
and the construction from r to r1 is iteratable. Therefore, by a bounded recursion,
we have

r(z) =
cn

z∗1...z
∗
n
(z− z1)(z∗1z−1) ...(z− zn)(z∗nz−1) .

For z ∈ S1, we have

p′(z) = z−nr(z) = b(z− z1)...(z− zn)(z∗− z∗1) ...(z
∗− z∗n)

for some constant b. Since p′(z) ≥ ε

2 , we must have b > 0. So, p′ = qq∗ for q =√
b(z− z1)...(z− zn). ut
Remember that we use ‖A‖ ≤ M to mean that M is a bound of A, without con-

sidering if A is normable or not.

Lemma 7.26. (a) If p(z)≥ 0 on S1, then p(U)≥ 0;
(b) If |p(z)| ≤M on S1, then ‖p(U)‖ ≤M.

Proof. (a) By the previous lemma, for any ε > 0 and δ > 0, we can find q,s such
that p+ ε = q∗q+ s and Coe f (s) < δ . So we have

|(s(U)x,x)| ≤ ‖s(U)x‖‖x‖ ≤ δ (2n+1)‖x‖2 ,

assuming that p is n-degree. Therefore,

((p(U)+ ε)x,x) = (q(U)x,q(U)x)+(s(U)x,x)≥−δ (2n+1)‖x‖2 .

δ and ε are arbitrary. So, (p(U)x,x)≥ 0.
(b) Since M2− p∗p≥ 0, this follows from (a). ut
Next, we extend the mapping P → Hom(H) to C(S1). Let

RP ≡ {p ∈P : p(z) is real on S1} ⊂C(S1).

RP is a subspace of the metric space C(S1), and it is closed under finite product
and finite sum, and p(U) is self-adjoint for p in RP . It is easy to see that RP is
separating in C(S1) (see Sect. 4.4). By Stone-Weierstrass Theorem, RP is dense
in C(S1). Then, given any f ∈C(S1), there exists a sequence (pn) in RP such that
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pn → f in the norm of C(S1). Then, Lemma 7.26 implies that pn (U) is a Cauchy
sequence in Hom(H). Therefore, by Lemma 7.10, there exists A ∈ Hom(H) such
that pn (U) converges uniformly to A. We define f (U)≡ A. That is, we have

Lemma 7.27. The mapping RP → Hom(H), p 7→ p(U), can be extended into a
linear, multiplicative mapping C(S1)→Hom(H), f 7→ f (U), such that f (U) is self-
adjoint, and (i) f (U)≥ 0 whenever f (z)≥ 0 on S1, and (ii) ‖ f (U)‖ ≤M whenever
| f (z)| ≤M on S1.

Proof. Suppose that for each k = 1, ...,K, pk,n → fk as n→∞ in the norm of C(S1).
Then, ∑

K
k=1 rk pk,n → ∑

K
k=1 rk fk in the norm of C(S1). Therefore,(

K

∑
k=1

rk fk

)
(U) =

u
lim
n→∞

(
K

∑
k=1

rk pk,n

)
(U) =

u
lim
n→∞

K

∑
k=1

rk pk,n (U) =
K

∑
k=1

rk fk (U) .

That is, the mapping C(S1)→ Hom(H) is linear.
To see that it is multiplicative, note that if pk,n → fk in C(S1) for k = 1, ...,K,

then ∏
K
k=1 pk,n →∏

K
k=1 fk. Therefore,(

K

∏
k=1

fk

)
(U) =

u
lim
n→∞

(
K

∏
k=1

pk,n

)
(U) =

u
lim
n→∞

K

∏
k=1

pk,n (U) =
K

∏
k=1

fk (U) .

f (U) is self-adjoint as the uniform limit of self-adjoint operators. If f (z)≥ 0 on
S1, then for any ε > 0, we can find a sequence (pn) in RP such that pn → f + ε

and pn > 0 on S1 for all n. Therefore, f (U)+ εI ≥ 0 for any ε > 0. Then, we have
f (U)≥ 0. The conclusion (ii) is similar. ut

Next, we want to extend the mapping C
(
S1
)
→Hom(H), f 7−→ f (U), to include

the characteristic functions of some arc intervals on S1. We use the ideas in [6], pp.
237–251. Choose an orthonormal basis (ek) of H. For convenience, we assume that
e0 = 0. Define µ : C(S1)→ R by

µ( f )≡d f

∞

∑
k=1

2−k ( f (U)ek,ek) .

Since f ∈C(S1) is bounded, f (U) is bounded by Lemma 7.27, and hence µ is well
defined. Note that 0 < µ (1)≤ 1 (assuming that H is non-zero).

From the linearity and positivity of the mapping f 7→ f (U), we have

Lemma 7.28. µ is linear and positive, that is, for any finite sequence f1, ..., fn of
functions in C

(
S1
)

and any finite sequence a1, ...,an of real numbers, we have

µ

(
n

∑
i=1

ai fi

)
=

n

∑
i=1

aiµ ( fi) ,

and for any f ∈C
(
S1
)

such that f (z)≥ 0 on S1, we have µ ( f )≥ 0.
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Such a function µ is called a positive measure on S1. As a corollary, we have

Corollary 7.29. If f ,g ∈C
(
S1
)

and f ≥ g on S1, then µ ( f )≥ µ (g).

We need to define and locate smooth points on S1 with respect to that positive
measure. We need some notations. For z,w ∈ S1, |z−w| > 0, let (z,w) denote the
open arc from z to w along the positive (counterclockwise) direction on S1. This
description is geometrical, but it can be easily translated into an analytical definition.
We define closed and semi-closed arcs [z,w], (z,w], [z,w) similarly. Note that these
are totally bounded subsets and are therefore located. We use lh(z,w) to denote the
length of the arcs (z,w) , [z,w] and so on.

For two subsets A,B of a metric space, we define the weak complement

A∼ B≡d f {x ∈ A : ρ (x,y) > 0 for all y ∈ B} .

Then, it is easy to see that for z 6= w, the complement S1 ∼ (z,w) = [w,z] and S1 ∼
[z,w] = (w,z). Moreover, when (z,w)⊂ (z′,w′), z 6= z′, w 6= w′, we have(

z′,w′
)
∼ (z,w) = (z′,z]∪ [w,w′),((

z′,w′
)
∼
(
z′,z
))
∼
(
w,w′

)
= [z,w] .

For z ∈ S1, ε > 0, let z+̃ε denote the point on S1 with ε arc length from z along
the positive (counterclockwise) direction on S1. Therefore,

(
z,z+̃ε

)
is an arc of the

length ε . z−̃ε or z+̃(−ε) similarly denotes the point on S1 with ε arc length from z
along the negative direction on S1.

For z 6= w on S1 and δ > 0, let χδ

[z,w] denote the function in C
(
S1
)

such that

χδ

[z,w] (u) = 1 for u ∈ [z,w], and χδ

[z,w] (u) = 0 for u ∈
[
w+̃δ ,z−̃δ

]
, and χδ

[z,w] (u) is

linear (on the arc length parameter) on
[
z−̃δ ,z

]
and

[
w,w+̃δ

]
. χδ

[z,w] is the outer

characteristic function of [z,w] with the precision δ . We will write χ
1/n
[z,w] as χn

[z,w],

and write χ
1/n
[z,z] as χn

z . Note that
(

χn
[z,w]

)
n

is a decreasing sequence of non-negative

functions and therefore
(

µ

(
χn

[z,w]

))
is a decreasing sequence of non-negative real

numbers.
The following definition is adapted from [6], p. 237:

Definition 7.30. Let z ∈ S1. For ε > 0, we say that [z,w] has a profile lower than
ε , denoted as [z,w]� ε, if there exists n such that µ

(
χn

[z,w]

)
< ε . We say that z is

smooth, if [z,z] has arbitrarily low profiles, that is, µ
(
χn

z
)
→ 0 as n→ ∞.

The following lemmas follow the ideas on [6], pp. 237–241. We need some more
notations. For t ∈ [0,1], let

zt ≡d f cos2πt + i sin2πt.

Then, when t ranges from 0 to 1, zt ranges from 1 to 1 on S1. For r,s, t ∈ [0,1], s < t,
and δ > 0, n > 0, we define



190 7 Hilbert Space

χ
δ

[s,t] (r)≡d f χ
δ

[zs,zt ] (zr) ,

and we similarly denote χn
[s,t] ≡d f χ

1/n
[s,t]. Moreover, we use [s, t] � ε to mean

[zs,zt ] � ε, and we similarly say ‘a number t ∈ [0,1] is smooth’, meaning that zt
is smooth.

Lemma 7.31. If z,w,u ∈ S1, w ∈ [z,u], [z,w]� ε and [w,u]� ε , then [z,u]� 2ε .

Proof. We may assume that for some n, µ

(
χn

[z,w]

)
< ε and µ

(
χn

[w,u]

)
< ε . Note

that χn
[z,u] ≤ χn

[z,w] + χn
[w,u] on S1. Therefore,

µ

(
χ

n
[z,u]

)
≤ µ

(
χ

n
[z,w]

)
+ µ

(
χ

n
[w,u]

)
< 2ε.

ut

Lemma 7.32. Suppose that s, t ∈ [0,1], and s < t, and s, t are rational numbers, and
M ≥ 0, K > 1, [s, t]� M+1

K . Then, there exists a rational number r0,

s+
1
3

(t− s) < r0 < s+
2
3

(t− s) ,

and there exist non-negative integers A,B, such that M = A + B, [s,r0]� A+1
K , and

[r0, t]� B+1
K .

Proof. Suppose that L,n > 0 are such that µ

(
χn

[s,t]

)
+ 1

L < M+1
K for some n. Choose

N > 4(M+1)L
K . Divide the interval

[
s+ 1

3 (t− s) ,s+ 2
3 (t− s)

]
into N equal rational

subintervals

p0 = s+
1
3

(t− s) < p1 < ... < pN = s+
2
3

(t− s) .

Choose m > n such that 1
m <

pi+1−pi
4 , that is, m > 12N

t−s . Then, for any r ∈ [0,1],

N−1

∑
i=0

χ
m
[pi,pi+1] (r)≤ 2χ

n
[s,t] (r) .

Therefore,
N−1

∑
i=0

µ

(
χ

m
[pi,pi+1]

)
≤ 2µ

(
χ

n
[s,t]

)
<

2(M +1)
K

− 2
L

.

Then, there exists i such that µ

(
χm

[pi,pi+1]

)
< 2(M+1)

NK < 1
2L . Note that to determine

i, we only need to estimate each µ

(
χm

[pi,pi+1]

)
up to the precision of 1

NL . Let r0 ≡
pi+pi+1

2 . Note that for any r ∈ [0,1],

χ
m
[s,r0] (r)+ χ

m
[r0,t] (r)≤ χ

n
[s,t] (r)+ χ

m
[pi,pi+1] (r) .
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Therefore,

µ

(
χ

m
[s,r0]

)
+ µ

(
χ

m
[r0,t]

)
<

M +1
K

− 1
L

+
1

2L
=

M +1
K

− 1
2L

.

That is,

µ

(
χ

m
[s,r0]

)
K + µ

(
χ

m
[r0,t]

)
K +

K
2L

< M +1.

We can choose a rational number r such that

µ

(
χ

m
[s,r0]

)
K < r− K

8L
< r +

K
8L

< M +1−µ

(
χ

n
[r0,t]

)
K.

Note that to determine r we only need to approximate µ

(
χn

[s,r0]

)
K up to the pre-

cision of 1
8L . Let A be the integer such that r− 1 ≤ A < r. Since r > 0, A ≥ 0.

Then, µ

(
χm

[s,r0]

)
K + K

8L < r ≤ A+1, that is, µ

(
χm

[s,r0]

)
+ 1

8L < A+1
K , which implies

[s,r0]� A+1
K . Similarly, let B = M−A≥ 0. Then,

µ

(
χ

n
[r0,t]

)
K +

K
8L

< M +1− r < M +1−A = B+1,

that is, µ

(
χm

[r0,t]

)
+ 1

8L < B+1
K , which implies [r0, t] � B+1

K . Finally, note that the

construction of r0 and the witnesses for [s,r0]� A+1
K and [r0, t]� B+1

K , that is, the
construction of i, m and 1

8L from n and 1
L , is by iteratable operations. ut

Lemma 7.33. For any K > 1, there is a finite sequence z1, ...,zM of points on S1,
such that [z,z]� 1/K whenever z 6= zi, for all i = 1, ...,M.

Proof. First, there exists M such that [0,1]� M+1
2K . Given s, t,M,K in the last lemma,

let R(s, t,M,K), A(s, t,M,K), B(s, t,M,K) denote the constructed r0, A, B in the
lemma respectively. For any finite sequence e of 0 and 1, we construct rational num-
bers ae, be and integer Me such that

ae = 0, be = 1, Me = M, for e = 〈 〉,
ae∗〈0〉 = ae, be∗〈0〉 = R(ae,be,Me,2K) , Me∗〈0〉 = A(ae,be,Me,2K) ,

ae∗〈1〉 = R(ae,be,Me,2K) , be∗〈1〉 = be, Me∗〈1〉 = B(ae,be,Me,2K) .

In the proof of the last lemma, we already make sure that the operations used in
the constructions are iteratable. Therefore, this can be achieved by a bounded prim-
itive recursion. The constructed are all rational numbers. Therefore, quantifier-free
induction is enough to prove some basic properties of the constructed sequences. It
is easy to see that we have:

(i) ae = ae∗〈0〉 < be∗〈0〉 = ae∗〈1〉 < be∗〈1〉 = be, and Me∗〈0〉+Me∗〈1〉 = Me.
(ii) For each n > 0, ∑{e:lh(e)=n}Me = M.

(iii) [ae,be]� Me+1
2K (with rational numbers as witnesses).
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(iv) |be−ae| ≤
( 2

3

)lh(e)
.

(v) If lh(e) = lh(e′) and e 6= e′, then the intervals [ae,be] and [ae′ ,be′ ] do not
overlap.

(vi) For each n > 0, the intervals [ae,be] with lh(e) = n constitute a partition of
[0,1].

For each e, let xe = ae+be
2 . For each k = 1, ...,M, we construct a sequence sk ≡(

xk,n
)∞

n=0 of rational numbers such that:

(I) Each xk,n = xe for some unique e with lh(e) = n.
(II) For each e with lh(e) = n, there are exactly Me values of k such that xk,n =

xe.
(III) For each xk,n, if xk,n = xe for some e, then xk,n+1 = xe∗〈0〉 or xe∗〈1〉.

xk,n are constructed as follows:

(1) xk,0 = x〈〉 for k = 1, ...,M.
(2) Suppose that xk,n, k = 1, ...,M, have been constructed to satisfy (I) and (II).

Then, for each e with lh(e) = n, there are Me values of k such that xk,n =
xe. Recall that Me = Me∗〈0〉 + Me∗〈1〉. For Me∗〈0〉 of those values of k, we let
xk,n+1 = xe∗〈0〉, and for the rest Me∗〈1〉 of those values of k, we let xk,n+1 =
xe∗〈1〉.

Here, we are again constructing rational numbers. Therefore, with the quantifier-
free induction, we can derive the basic properties (I), (II) and (III) of the sequences.

Then, by (III) and (i), (iv) above, for each xk,n = xe, we have xk,n′ ∈ [ae,be] for
all n′ ≥ n. Therefore,

∣∣xk,n′ − xk,n
∣∣ ≤ |be−ae| ≤

( 2
3

)n
. It is easy to see that

(
xk,n
)

n
is a Cauchy sequence and converges to some xk. Moreover, if xk,n = xe, we have
xk ∈ [ae,be] and

∣∣xk,n− xk
∣∣≤ ( 2

3

)n
. Therefore, we get M points x1, ...,xk ∈ [0,1].

Now, let zk ≡ zxk for k = 1, ...,M. Suppose that z ∈ S1 and z 6= zk for k = 1, ...,M.
For each ε , 0≤ ε ≤ 1, let arclh(ε) be the length of the arc on S1 corresponding to an
interval of the length ε in [0,1]. We can find N such that lh(z,zk) > 4arclh

(( 2
3

)N
)

for all k = 1, ...,M. Then, for each k, if xk,N = xe, then |xe− xk| ≤
( 2

3

)N
, and there-

fore arclh(zxe ,zk)≤ arclh
(( 2

3

)N
)

. Then, lh(z,zxe) > 3arclh
(( 2

3

)N
)

and therefore

z /∈ [zae ,zbe ] and ρ̃ (z, [zae ,zbe ]) > 2arclh
(( 2

3

)N
)

, where ρ̃ denotes the arc distance

on S1. Note that for each e of the length N, there exists k with xk,N = xe if and
only if Me > 0. Therefore, the above inequality holds for each e of the length
N such that Me > 0. That is, z is at least two blocks away from any arc interval
[zae ,zbe ] on S1 with Me > 0. By (vi) above and by estimating z up to the precision of
1
4 arclh

(( 2
3

)N
)

, we can find two adjacent arc intervals [zae ,zbe ],
[
zae′ ,zbe′

]
such that

z ∈
[
zae ,zbe′

]
and either be = ae′ or be = 1 and ae′ = 0. We must have Me = Me′ = 0.

Therefore, by (iii) above, [zae ,zbe ]� 1
2K and

[
zae′ ,zbe′

]
� 1

2K . Therefore, by Lemma

7.31 above,
[
zae ,zbe′

]
� 1

K . Then, [z,z]� 1
K . ut
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Lemma 7.34. There is a sequence (zn) of points on S1 such that if z ∈ S1 and z 6= zn
for each n, then z is a smooth point.

Proof. By the lemma above, for each K > 0, there exists a finite sequence zK,1, ...,
zK,MK of points on S1, such that if z ∈ S1 and z 6= zK,i for each i, then [z,z]� 1/K.
Arrange all zK,i into a single sequence (zn). If z ∈ S1 and z 6= zn for all n, then
[z,z]� 1/K for all K > 0. Therefore, z is smooth. ut

Let ρs (U) denote the set of all smooth points on S1. By a construction similar to
the proof for the Cantor’s theorem for real numbers (i.e. Theorem 3.2), we see that
ρs (U) is dense in S1. Note that for z,w ∈ S1 and m > n, we have

0≤ χ
n
[z,w]−χ

m
[z,w] ≤ χ

n
z + χ

n
w.

Therefore, we have

Lemma 7.35. If z,w ∈ ρs (U), then µ

(
χn

[z,w]

)
converges.

Now, we can extend the mapping C
(
S1
)
→ Hom(H), f 7−→ f (U), to include

the characteristic functions of arc intervals on S1 with smooth end points. First, we
need some lemmas.

Lemma 7.36. Suppose that f ∈C
(
S1
)
. If µ

(
f 2
)
≤ ε , then for each k, ‖ f (U)ek‖ ≤√

2kε .

Proof. By definition, µ
(

f 2
)
≤ ε means that

∞

∑
k=1

2−k ( f 2 (U)ek,ek
)

=
∞

∑
k=1

2−k ‖ f (U)ek‖2 ≤ ε.

Therefore, ‖ f (U)ek‖ ≤
√

2kε . ut

Lemma 7.37. Suppose that ( fn) is a sequence in C
(
S1
)
, and for any ε > 0, there ex-

ists N, such that µ (| fm− fn|) < ε whenever m,n≥N, and moreover for all n, | fn| ≤
C on S1. Then, ( fn (U)) strongly converges to some operator in Hom(H). Moreover,
if (gn) is another sequence in C

(
S1
)

with a common bound, and µ (|gn− fn|)→ 0
as n→ ∞, then (gn (U)) strongly converges to the same operator in Hom(H).

Proof. Note that ( fm− fn)
2 ≤ 2C | fm− fn| on S1, and hence

µ

(
( fm− fn)

2
)
≤ 2Cµ (| fm− fn|) .

For each k > 0, by the lemma above and the assumptions, for any ε > 0, there exists
N, such that ‖( fm− fn)(U)ek‖ <

√
2k2Cε whenever m,n > N. It means that for

each k, ( fn (U)ek)n converges in H. Then, for any finite linear combination x of ek,
k = 0,1,2, ..., ( fn (U)x) also converges. Since such x constitute a dense subset of H,
by Lemma 7.11, fn (U) strongly converges to an operator in Hom(H).

By the same argument, we have ‖(gn− fn)(U)ek‖ → 0 for each ek. Then, it is
easy to see that gn (U) and fn (U) strongly converges to the same operator. ut

Let gn = g for some g ∈C
(
S1
)

in the lemma. We have
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Corollary 7.38. Let ( fn) be as in the lemma. If g ∈C
(
S1
)

and µ (| fn−g|)→ 0 as
n→ ∞, then ( fn (U)) strongly converges to g(U).

Then, for any z,w ∈ ρs (U), by Lemma 7.35 above,
(

χn
[z,w] (U)

)
n

strongly con-

verges to an operator in Hom(H). We denote the limit as

E[z,w] ≡d f χ [z,w] (U)≡d f lim
n→∞

χ
n
[z,w] (U) .

{E[z1,z2] : z1,z2 ∈ ρs (U) ,z1 6= z2} is called the spectral family associated with U . It
has the common properties of a spectral family:

Lemma 7.39. Let z,u,w,zn ∈ ρs (U), z 6= u.

(i) E[z,w] is a projection.
(ii) E[z,zn] → 0 if zn+1 ∈ (z,zn) for all n and zn → z; E[z,zn] → I if zn+1 ∈ (zn,z) for

all n and zn → z.
(iii) E[z,zn] → E[z,u] if zn → u.
(iv) E[u,z] = I−E[z,u]; E[z,w] = E[z,u]E[z,w] = E[z,w]E[z,u] if w ∈ (z,u).
(v) Suppose that z = z0,z1, ...,zn = u are separated points along the positive di-

rection from z to u. Then, E[z,u] = ∑
n−1
i=0 E[zi,zi+1].

Proof. (i) Since all χn
[z,w] (U) are self-adjoint, their strong limit E[z,w] is also self-

adjoint. To see that E2
[z,w] = E[z,w], note that the mapping from C

(
S1
)

to Hom(H) is
multiplicative. Therefore,(

χ
n
[z,w]

)2
(U) = χ

n
[z,w] (U)χ

n
[z,w] (U) .

Apparently, χn
[z,w] (U)χn

[z,w] (U)→ E2
[z,w], since the strong limit is multiplicative. On

the other side,
∣∣∣∣(χn

[z,w]

)2
−χn

[z,w]

∣∣∣∣≤ χn
z + χn

w. Therefore,

µ

(∣∣∣∣(χ
n
[z,w]

)2
−χ

n
[z,w]

∣∣∣∣)→ 0.

So, by the lemma above,
(

χn
[z,w]

)2
(U)→ E[z,w].

(ii) For the first half, it suffices to show that for each ek,
∥∥E[z,zn]ek

∥∥→ 0. Given
any ε > 0, first we can find N, such that µ

(
χN

z
)

< ε . For all sufficiently large n, we
have zn ∈

[
z−̃ 1

2N ,z+̃ 1
2N

]
. Then, for any m > 2N, χm

[z,zn] < 2χN
z . Therefore,

µ

((
χ

m
[z,zn]

)2
)
≤ µ

(
χ

m
[z,zn]

)
< 2ε.

Therefore, by Lemma 7.36,
∥∥∥χm

[z,zn]ek

∥∥∥ <
√

2k2ε . Since m is arbitrary, we have∥∥E[z,zn]ek
∥∥ <

√
2k+1ε for all sufficiently large n. Therefore,

∥∥E[z,zn]ek
∥∥→ 0. The

second half of (ii) follows from (iv) and the first half.
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(iii) can be proved similarly, by noting that given any ε > 0, for sufficiently large

n, µ

(∣∣∣χm
[z,zn]−χm

[z,u]

∣∣∣2)< ε will hold for all sufficiently large m.

(iv) To see that E[u,z] = I−E[z,u], similarly note that∣∣∣χn
[u,z] + χ

n
[z,u]−1

∣∣∣≤ χ
n
z + χ

n
u.

From there we have
∥∥∥χn

[u,z] (ek)+ χn
[z,u] (ek)− ek

∥∥∥→ 0 for each ek. Therefore, E[u,z]+
E[z,u]− I = 0.

The rest of (iv) and (v) are similar. ut
Suppose that z0, z1, ..., zn+1 = z0 are distinct smooth points on S1, chosen along

the positive direction. Then, P = (z0,z1, ...,zn) is a partition of S1. Let

Mesh(P)≡d f max{|zi− zi+1| : i = 0, ...,n} .

Another partition P′ is a refinement of P if P′ ⊃ P. For g ∈C
(
S1
)
, we define

gP (U)≡d f

n

∑
i=1

g(zi)E[zi,zi+1].

Now, suppose that Pm =
(

z(m)
0 ,z(m)

1 , ...
)

is a sequence of partitions such that Pm+1

is a refinement of Pm and Mesh(Pm) → 0. We want to show that gPm (U) strongly
converges to g(U) as m→ ∞. Suppose that C > 0 and |g| ≤C on S1. Let ε > 0. Let
δ > 0 be such that |g(z)−g(w)|< ε whenever |z−w|< δ , z,w ∈ S1. Let m be any
sufficiently large number such that Mesh(Pm) < δ/2. Since z(m)

0 ,z(m)
1 , ... are finitely

many smooth points on S1, we can choose n sufficiently large so that ∑i µ

(
χn

z(m)
i

)
<

ε . We may also assume that 1
n < 1

4 lh
(

z(m)
i ,z(m)

i+1

)
for all i. Then,

µ

(∣∣∣∣∣g−∑
i

gχ
n[
z(m)
i ,z(m)

i+1

]
∣∣∣∣∣
)
≤ Cµ

(∣∣∣∣∣1−∑
i

χ
n[
z(m)
i ,z(m)

i+1

]
∣∣∣∣∣
)

≤ Cµ

(
∑

i
χ

n
z(m)
i

)
≤Cε .

Note that for z ∈
[
z(m)

i −̃ 1
n ,z(m)

i+1+̃
1
n

]
,
∣∣∣z− z(m)

i

∣∣∣< δ . So,
∣∣∣g(z)−g

(
z(m)

i

)∣∣∣< ε . Then,

µ

(∣∣∣∣∣∑i
gχ

n[
z(m)
i ,z(m)

i+1

]−∑
i

g
(

z(m)
i

)
χ

n[
z(m)
i ,z(m)

i+1

]
∣∣∣∣∣
)

= µ

(∣∣∣∣∣∑i

(
g−g

(
z(m)

i

))
χ

n[
z(m)
i ,z(m)

i+1

]
∣∣∣∣∣
)
≤ εµ

(
∑

i
χ

n[
z(m)
i ,z(m)

i+1

]
)
≤ 2ε.
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Combining the last two inequalities, we have

µ

(∣∣∣∣∣g−∑
i

g
(

z(m)
i

)
χ

n[
z(m)
i ,z(m)

i+1

]
∣∣∣∣∣
)
≤ (C +2)ε.

Note that

∣∣∣∣∣g−∑i g
(

z(m)
i

)
χn[

z(m)
i ,z(m)

i+1

]
∣∣∣∣∣≤ 3C. Therefore,

µ

∣∣∣∣∣g−∑
i

g
(

z(m)
i

)
χ

n[
z(m)
i ,z(m)

i+1

]
∣∣∣∣∣
2
≤ 3C (C +2)ε.

So, by Lemma 7.36∥∥∥∥∥
(

g(U)−∑
i

g
(

z(m)
i

)
χ

n[
z(m)
i ,z(m)

i+1

] (U)

)
ek

∥∥∥∥∥≤
√

2k3C (C +2)ε.

Since n can be arbitrarily large, we have

‖(g(U)−gPm (U))ek‖ ≤
√

2k3C (C +2)ε.

Therefore, gPm (U)ek → g(U)ek for each k. So, gPm (U)→ g(U) .
We will express gPm (U)→ g(U) as

g(U) =
∫

S1
g(z)dEz,

where the integration is understood as the strong limit above.
For g = g1 + ig2, we define g(U) ≡ g1 (U)+ ig2 (U). Then the same expression

holds as well. So we have the spectral decompositions:

Theorem 7.40. If U is a multiplicable unitary operator on H, and g ∈ C
(
S1,C

)
,

and {E(z1,z2] : z1,z2 ∈ ρs (U) ,z1 6= z2} is the spectral family associated with U, then

g(U) =
∫

S1
g(z)dEz.

In particular,

U =
∫

S1
zdEz.

Furthermore, if A ∈ Hom(H), then AU = UA iff AE[z1,z2] = E[z1,z2]A for all z1 6= z2
in ρs (U).

Proof. The first half has been proved above. If AU = UA, then Ap(U) = p(U)A for
any p ∈RP , and then A f (U) = f (U)A for any f ∈C

(
S1
)
. From there, we have

AE[z1,z2] = E[z1,z2]A. Conversely, if AE[z1,z2] = E[z1,z2]A for all z1 6= z2 in ρ (U), then
AgPm (U) = gPm (U)A for g(z)≡ z. Since gPm (U)→U , we have AU = UA. ut
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Finally we prove a corollary which will be used later.

Corollary 7.41. If w ∈ ρs (U), then (U −w)x = 0 implies x = 0.

Proof. Suppose that (U −w)x = 0. Then ((U∗−w∗)(U −w)x,x) = 0. Note that

(U∗−w)(U −w)x = lim
Mesh(P)→0

n

∑
i=0
|zi−w|2 E[zi,zi+1]x

= lim
Mesh(P)→0

n

∑
i=0
|zi−w|2 E2

[zi,zi+1]x.

Therefore,

0 = ((U∗−w∗)(U −w)x,x) = lim
Mesh(P)→0

n

∑
i=0
|zi−w|2

∥∥E[zi,zi+1]x
∥∥2

.

We write this as
∫

S1 |z−w|2 d ‖Ezx‖2 = 0. Let u,v ∈ ρs (U) , w ∈ (u,v). Then we
should have

∫
[v,u] |z−w|2 d ‖Ezx‖2 = 0. Suppose that |u−w|> ε and |v−w|> ε for

some ε > 0. Note that for any smooth points z0, ...,zn along the positive direction on
S1,

n−1

∑
i=0

∥∥E[zi,zi+1]x
∥∥2 =

n−1

∑
i=0

(
E[zi,zi+1]x,x

)
=
(
E[z0,zn]x,x

)
=
∥∥E[z0,zn]x

∥∥2
.

Therefore,
∫
[v,u] d ‖Ezx‖2 =

∥∥E[v,u]x
∥∥2. Then,∫

[v,u]
|z−w|2 d ‖Ezx‖2 ≥ ε

∫
[v,u]

d ‖Ezx‖2 = ε
∥∥E[v,u]x

∥∥2
.

So E[v,u]x = 0. Let u→ w, v→ w. Then E[v,u] → I. So x = 0. ut

7.5 Unbounded Operators

So far, we have considered only bounded operators defined on the entire Hilbert
space. In this section, we present basic notions and facts about unbounded operators,
which are defined on the linear subsets of a Hilbert space H. The basic definition is:

Definition 7.42. A linear operator A on a Hilbert space H is a pair consisting of
a specification of a domain D(A), a linear subset of H, and a linear mapping A :
D(A)→ H.

From now on, ‘linear operator’ will be used in this general sense and we will
explicitly say ‘bounded operator’ when we mean bounded operators defined on the
entire space. Note that an unbounded operator comes with a subset of the Hilbert
space as its domain. Therefore, we cannot generally quantify over all unbounded
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operators. Instead, we can consider a family {Ai : i ∈ I} of unbounded operators
with a parameter and quantify over such a family. In that case, we assume that their
domains are a family {D(Ai) : i ∈ I} of linear subsets.

The range and null space of A are defined as

R(A)≡d f {Ax : x ∈ D(A)} ,

N (A)≡d f {x ∈ D(A) : Ax = 0} .

A is called injective, if Ax = Ay implies x = y for any x,y ∈ D(A). If A is injective,
we can define A−1 with D

(
A−1

)
= R(A): For x ∈ R(A), there exists y such that

Ay = x. We define A−1x≡ y. The sum A+B and product BA of two operators A and
B are defined as:

D(A+B)≡d f D(A)∩D(B) , (A+B)x≡d f Ax+Bx;
D(BA)≡d f {x ∈ D(A) : Ax ∈ D(B)} , (BA)x≡d f B(Ax) .

We say that an operator A is included in another operator B, denoted as A⊆ B, if
D(A)⊆D(B) and Ax = Bx for x∈D(A). Then, some familiar equalities or inclusion
relations hold, for instance (cf. Riesz and Sz.-Nagy [31], p. 299),

(B+C)A = BA+CA, A(B+C)⊇ AB+AC.

Here is an example of an unbounded linear operator on L2:

D
(

X̂
)
≡d f { f ∈ L2 : x f ∈ L2} ,

X̂ f ≡d f x f , for f ∈ D
(

X̂
)

.

X̂ is the position operator in quantum mechanics. Recall that C (F) is dense in L2.
Obviously, C (F)⊆ D

(
X̂
)

. Therefore, D
(

X̂
)

is dense in L2.
When D(A) is dense in H, we can define the adjoint A∗ of A as follows:

Definition 7.43. If A is an operator on the Hilbert space H, and D(A) is dense in H,
then A∗ is:

D(A∗) = {y : for some y∗, (Ax,y) = (x,y∗) for all x ∈ D(A)} ,

A∗y = y∗ above, for y ∈ D(A∗) .

y∗ is uniquely determined by the fact that D(A) is dense in H. Note that D(A) =
H does not imply D(A∗) = H. Therefore, A∗ is defined for any operator A with
D(A) dense in H, including bounded operators. Some familiar relations for adjoint
still hold:

Lemma 7.44. For any operators A, B,

(cI)∗ = c∗I, (A+B)∗ ⊇ A∗+B∗, (AB)∗ ⊇ B∗A∗,



7.5 Unbounded Operators 199

(AB)∗ = B∗A∗, if D(A) = D(A∗) = H,

(A+B)∗ = A∗+B∗, if D(A) = D(A∗) = H,

B∗ ⊇ A∗, if A⊇ B.

Proof. Straightforward from the definitions. ut
A is called closed if whenever xn ∈ D(A), xn → x, Axn → y, we have x ∈ D(A)

and Ax = y. Suppose that A is such that whenever xn,x′n ∈ D(A), xn → x, x′n → x,
Axn → y, and Ax′n → y′, we have y = y′. Then, we say that A is closable and its
closure A is defined as

D
(
A
)

= {x : for some xn ∈ D(A) , and some y, xn → x, and Axn → y}
Ax = y above, for x ∈ D

(
A
)
.

If B is closed and A ⊂ B, then A must be closable and A ⊂ B. If A is closed, then
A = A. Moreover, we have

Lemma 7.45. If D(A) is dense, then A∗ is always closed.

Proof. Suppose that xn ∈ D(A∗), xn → x, and A∗xn → y. By definition, we have
a sequence (x∗n) such that (Az,xn) = (z,x∗n) for all z ∈ D(A). Moreover, xn → x,
x∗n = A∗xn → y. Therefore, (Az,x) = (z,y) for any z ∈ D(A). Then, by the definition
again, we have x ∈ D(A∗) and A∗x = y. ut

Definition 7.46. A is called symmetric if D(A) is dense and A⊆ A∗.

It is easy to see that when A is symmetric, A is closable, and A is also symmetric.
The position operator X̂ is clearly symmetric.

Lemma 7.47. If A is symmetric, then for x ∈ D(A) and real number r,

‖(A+ ri)x‖2 = ‖Ax‖2 + r2 ‖x‖2 . (7.6)

This implies that A + ri is injective if r 6= 0. Note that unlike what is in classi-
cal mathematics, in strict finitism, this does not imply that (A+ ri)−1 can be con-
structed. However, if R(A+ ri) = H, then for any y ∈ H, there exists unique x such
that (A+ ri)x = y. Therefore, we can define (A+ ri)−1 y ≡ x. So, (A+ ri)−1 exists
and D

(
(A+ ri)−1

)
= H. Conversely, D

(
(A+ ri)−1

)
= H implies that R(A+ ri) =

H. Moreover, in that case, the equation (7.6) above implies that
∥∥∥(A+ ri)−1

∥∥∥≤ r−1.
Then, we can define self-adjointness in strict finitism [41], which is different

from the common classical definition.

Definition 7.48. A is self-adjoint if A is symmetric, and for any real number r 6= 0,
R(A+ ri) = H. A is essentially self-adjoint, if it is closable and A is self-adjoint. A
is strongly self-adjoint, if A is self-adjoint and (A+ ri)−1 is positively multiplicable
for any real number r 6= 0.
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Consider the position operator X̂ . Note that
(

X̂ + ri
)

f = (x+ ri) f for f ∈

D
(

X̂ + ri
)

. Since
∣∣∣(x+ ri)−1 g

∣∣∣2 ≤ |r|−2 |g|2, by Lemma 6.25, we have (x+ ri)−1 g∈

L2 for g ∈ L2. Therefore, (x+ ri)−1 g ∈ D
(

X̂ + ri
)

. That is, D
((

X̂ + ri
)−1

)
= H

and
(

X̂ + ri
)−1

g = (x+ ri)−1 g for any g∈ L2. Clearly,
(

X̂ + ri
)−n

g = (x+ ri)−n g.

That is,
(

X̂ + ri
)−1

is positively multiplicable. Therefore, X̂ is strongly self-adjoint.

Lemma 7.49. Suppose that D(A) is dense.

(a) R(A)⊥ = N (A∗) .
(b) If A∗ = A, then R(A+ ri)⊥ = {0} for any real number r 6= 0.
(c) If A is self-adjoint, then A∗ = A.
(d) If A⊂ B, and A is self-adjoint, and B is symmetric, then A = B.
(e) If A is symmetric and for any real number r 6= 0, R(A+ ri) is dense in H, then

A is essentially self-adjoint.

Proof. (a) is trivial by definition. (b) follows from (a) and the equation (7.6).
(c) We must prove D(A∗) ⊂ D(A). Let x ∈ D(A∗). Since D

(
(A− i)−1

)
= H,

there exists y ∈ D(A) such that (A− i)y = (A∗− i)x. So (A∗− i)(x− y) = 0. Since
R(A+ i) = H, by (a),

x− y ∈ N (A∗− i) = R(A+ i)⊥ = {0} .

Hence x = y ∈ D(A).
(d) follows from (c) directly.
(e) A is closable, since it is symmetric. By the assumption, for any y ∈ H there

exists xn ∈ H such that (A+ ri)xn → y. By the equation (7.6),

‖(A+ ri)xn− (A+ ri)xm‖2 = ‖Axn−Axm‖2 + r2 ‖xn− xm‖2 .

Therefore, both (xn) and (Axn) are Cauchy sequences. So, xn → x and Axn → y′ for
some x and y′. So, x ∈ D

(
A
)

and
(
A+ ri

)
x = y. Hence R

(
A+ ri

)
= H. ut

(c) justifies the term ‘self-adjoint’ in Definition 7.48. In classical analysis, for A
closed and symmetric, R(A± i)⊥ = {0} is equivalent to R(A± i) = H, but we don’t
have a finitistic proof of this. So R(A± i) = H is perhaps stronger than A∗ = A.

We still need to show that for bounded operators defined on the entire space H,
Definition 7.48 is equivalent to the original definition of self-adjointness. We need
a lemma.

Lemma 7.50. Suppose that D(A) = H, and ‖A‖ ≤ 1− ε for some ε > 0, and A
is positively multiplicable. Then, (1−A)−1 exists, and it is bounded by ε−1, and

D
(
(1−A)−1

)
= R(1−A) = H,
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(1−A)−1 = 1+A+A2 + ...,

where the infinite sum is understood as a strong limit. Moreover, (1−A)−1 is posi-
tively multiplicable.

Proof. Since A is multiplicable, and since ‖A‖ ≤ 1− ε , by the finite transitivity of
inequality between real numbers, we see that ‖An‖ ≤ (1− ε)n and ∑

∞
n=0 Anx con-

verges for any x. Then, it is easy to verify that ‖∑
∞
n=0 Anx‖ ≤ ε−1 ‖x‖ and

(1−A)
∞

∑
n=0

Anx =
∞

∑
n=0

An (1−A)x = x.

Moreover, (1−A)−k can be constructed as

∞

∑
n=0

 ∑
i1+...+ik=n,
i1≥0,...,ik≥0

1

An.

Therefore, (1−A)−1 is also positively multiplicable. ut
Then we can prove the lemma which guarantees the equivalence.

Lemma 7.51. If D(A) = H, and A is bounded and positively multiplicable, and A∗ =
A, then A is strongly self-adjoint.

Proof. Suppose that r is a real number and r 6= 0. We may assume that r > 0. The
case for r < 0 is similar. Choose M > r such that ‖A‖ ≤ M− ε for some ε > 0.

We assume that M > 1. By Lemma 7.50, (A+Mi)−1 = (Mi)−1
(
(Mi)−1 A+1

)−1

exists and D
(
(A+Mi)−1

)
= H and (A+Mi)−1 is positively multiplicable. Recall

that
∥∥∥(A+Mi)−1

∥∥∥≤M−1. We have

A+ ri =
(

1− (M− r) i(A+Mi)−1
)

(A+Mi)

= (A+Mi)
(

1− (M− r) i(A+Mi)−1
)

.

Now
∥∥∥(M− r) i(A+Mi)−1

∥∥∥≤ (M− r)M−1 < 1. By Lemma 7.50 again, we have

(A+ ri)−1 =
(

1− (M− r) i(A+Mi)−1
)−1

(A+Mi)−1

= (A+Mi)−1
(

1− (M− r) i(A+Mi)−1
)−1

.

Therefore, D
(
(A+ ri)−1

)
= H and (A+ ri)−1 is positively multiplicable. ut
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Definition 7.52. The resolvent set of an operator A is

ρ (A)≡

{
z ∈ C : z−A is injective, and (z−A)−1 is bounded

and positively multiplicable with D
(
(z−A)−1

)
= H

}
,

and the spectrum of A is
σ (A) = C∼ ρ (A) .

We need the boundedness and multiplicability of (z−A)−1 to be explicitly stated
in the definition of resolvent set, because we don’t have the closed graph theorem,
and not all bounded operators are positively multiplicable.

Lemma 7.53. If z0 ∈ ρ (A),
∥∥∥(z0−A)−1

∥∥∥≤M, and |z|< M−1, then z0 + z ∈ ρ (A).

Proof. Note that

z0 + z−A =
(

I + z(z0−A)−1
)

(z0−A) .

By Lemma 7.50,
(

I + z(z0−A)−1
)−1

exists, and it is multiplicable, bounded and
defined on the whole H. Therefore,

(z0 + z−A)−1 = (z0−A)−1
(

I + z(z0−A)−1
)−1

is bounded, multiplicable and defined on the whole H. ut
We have a characterization of self-adjointness similar to that in the classical anal-

ysis. (cf. Weidmann [37], p. 108, Theorem 5.23)

Lemma 7.54. Suppose that A is symmetric. The following are equivalent:

(1) A is strongly self-adjoint;
(2) For any N > 0, there exists real number r > N such that ±ri ∈ ρ (A);
(3) ρ (A)⊃ C∼ R.

Proof. It is trivial that (1) implies (2) and (3) implies (1). To see that (2) implies
(3), first note that for any r 6= 0, we have

∥∥∥(ri−A)−1
∥∥∥ ≤ |r|−1, and therefore by

the lemma above, ri ∈ ρ (A) implies that ri+ z ∈ ρ (A) for any z such that |z|< |r|.
Now, let z′ ∈C∼R. We may assume that z′ belongs to the upper half of the complex
plane. We can find sufficiently large r such that z′ ∈ S (ri,r′) for some r′ < r. Then,
|ri− z′|< r. Therefore, z′ = ri+(z′− ri) ∈ ρ (A). ut

7.6 The Spectral Theorem

We prove the Spectral Theorem for unbounded self-adjoint operators in this section.
We will use the Cayley transformation method. See, for instance, Riesz and Sz.-
Nagy [31], for the classical proof.
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Lemma 7.55. If A is self-adjoint, then the Cayley transformation of A,

U = (A− i)(A+ i)−1 ,

is a unitary operator on H. Moreover, if A is strongly self-adjoint, then U is multi-
plicable. Besides, 1−U is injective, and D(A) = R(1−U), and

A = i(1+U)(1−U)−1 .

Proof. It is easy to see that U−1 = (A+ i)(A− i)−1. To see that U is unitary, we
need to show that for any x,y,(

(A− i)(A+ i)−1 x,y
)

=
(

x,(A+ i)(A− i)−1 y
)

.

First, there exist x′,y′ ∈ D(A) such that x = (A+ i)x′, and y = (A− i)y′. Then, the
equation is reduced to(

(A− i)x′,(A− i)y′
)

=
(
(A+ i)x′,(A+ i)y′

)
.

This is obvious, because by the self-adjointness of A, (Ax′,−iy′) = (ix′,Ay′) and
(−ix′,Ay′) = (Ax′, iy′). Therefore, U is unitary. Moreover, note that

U = (A+ i−2i)(A+ i)−1 = 1−2i(A+ i)−1 ,

U−1 = (A− i+2i)(A− i)−1 = 1+2i(A− i)−1 .

Therefore, U is multiplicable if (A+ i)−1 and (A− i)−1 are, that is, if A is strongly
self-adjoint.

For any x, let x′ ∈D(A) be such that x = (A+ i)x′. Then, (1−U)x = 2ix′. There-
fore, (1−U)x = 0 implies that x′ = 0, and that in turn implies that x = 0. That is,
(1−U) is injective. It also follows that R(1−U) = D(A).

For any x′ ∈ D(A), let x = (A+ i)x′. Then, (A+ i)−1 x = x′ and (1−U)−1 x′ =
1
2i x. By the definition of U , Ux = (A− i)x′. Therefore,

i(1+U)(1−U)−1 x′ = i(1+U)
1
2i

x =
1
2

(x+Ux)

=
1
2
(
(A+ i)x′+(A− i)x′

)
= Ax′.

So, A = i(1+U)(1−U)−1. ut

Lemma 7.56. If U is the Cayley transformation of a strongly self-adjoint operator
A, then 1 ∈ ρs (U) .

Proof. Since ρs (U) is dense in S1, we can choose wn,un ∈ ρs (U) such that wn → 1,
un → 1, and 1∈ [wn,un]⊂ (wn−1,un−1). Take fn ∈C

(
S1
)
, fn = 1 on [wn,un], fn = 0

on [un−1,wn−1], and 0 ≤ fn ≤ 1 on S1. We will prove that fn (U) → 0 strongly.



204 7 Hilbert Space

If x ∈ R(1−U), then x = (1−U)y for some y. fn (U)x = fn (U)(1−U)y. It is
obvious that fn (z)(1− z) → 0 uniformly on S1. So, fn (U)(1−U) → 0 strongly.
Hence fn (U)x→ 0. Since R(1−U) = D(A) is dense in H and fn (U) is uniformly
bounded, we must have fn (U)→ 0 strongly. ut

In the following, we assume that A is strongly self-adjoint. ϕ 7→ eiϕ is a contin-
uous and invertible mapping from (0,2π) onto S1−{1}, and λ 7→ 2arccot(−λ ) is
a continuous and invertible mapping from (−∞,+∞) onto (0,2π), so λ 7→ τ (λ ) =
e2arccot(−λ )i is a continuous and invertible mapping from (−∞,+∞) onto S1−{1},
such that when λ increases, τ (λ ) moves along the positive direction on S1−{1}.
Let

ρs (A)≡d f {λ ∈ R : τ (λ ) ∈ ρs (U)} .

We also call points in ρs (A) the smooth points of A. Note that ρs (A) is dense in R.
Then, we can construct the spectral family on ρs (A) corresponding to the spectral
family on ρs (U):

Eλ ≡d f E[1,τ(λ )], for λ ∈ ρs (A) .

By Lemma 7.56 and the properties of E[z1,z2], we can easily verify that Eλ , λ ∈
ρs (A), have the common properties for a spectral family:

(i) Eλ → 0 as λ →−∞, Eλ → I as λ →+∞;
(ii) E

λ
′ → Eλ as λ

′→ λ ;
(iii) E

λ
′Eλ = Eλ E

λ
′ = Eλ when λ < λ

′.

Then, for g a continuous function on R, similar to the definition of
∫

S1 g(z)dEz,
we can define

∫ λ 2
λ 1

g(λ )dEλ for λ 1 < λ 2, as a strong limit.
We first construct the decomposition of A restricted to R

(
Eλ 2 −Eλ 1

)
.

Lemma 7.57. For λ 1,λ 2 ∈ ρs (A), λ 1 < λ 2,

(a) R
(
Eλ 2 −Eλ 1

)
⊂ D(A), A

(
Eλ 2 −Eλ 1

)
⊃
(
Eλ 2 −Eλ 1

)
A;

(b) A
(
Eλ 2 −Eλ 1

)
is bounded and self-adjoint, and D

(
A
(
Eλ 2 −Eλ 1

))
= H,

A
(
Eλ 2 −Eλ 1

)
=
∫

λ 2

λ 1

λdEλ ,

where the integration is understood as a strong limit.

Proof. Consider z1,z2 ∈ ρs (U) , [z1,z2]⊂ S1−{1}. Let

fn (z)≡
χn

[z1,z2]

(1− z)(1− z∗)
∈C

(
S1) .

We have

(1−U)(1−U∗) fn (U) = (1−U∗) fn (U)(1−U) = χ
n
[z1,z2] (U) .

Note that | fm (z)− fn (z)| ≤ c
∣∣∣χm

[z1,z2] (z)−χn
[z1,z2] (z)

∣∣∣ for some constant c > 0.
Since z1,z2 are smooth points, by Lemma 7.37, fn (U) strongly converges to some
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bounded operator B on H. Therefore,

(1−U)(1−U∗)B = (1−U∗)B(1−U) = E[z1,z2].

So, R
(
E[z1,z2]

)
⊂ R(1−U) = D(A), and (1−U)−1 E[z1,z2] ⊃ E[z1,z2] (1−U)−1. By

Lemma 7.55, A = i(1+U)(1−U)−1. Since UE[z1,z2] = E[z1,z2]U , we have AE[z1,z2]⊃
E[z1,z2]A. (a) follows when τ (λ 1) = z1, τ (λ 2) = z2.

Take
gn (z)≡ i

1+ z
1− z

χ
n
[z1,z2] (z) ∈C

(
S1) .

Again, gn (U) strongly converges to some bounded, self-adjoint operator C defined
on the whole space H, and (1−U)C = i(1+U)E[z1,z2]. On the other hand,

(1−U)AE[z1,z2] = (1−U) i(1+U)(1−U)−1 E[z1,z2] = i(1+U)E[z1,z2].

Since (1−U) is injective, we have AE[z1,z2] = C. So, AE[z1,z2] is bounded, self-
adjoint, and defined on the whole space H. Following the proof of Theorem 7.40,
it can be seen that

∫
[z1,z2] i

1+z
1−z dEz exists as a strong limit and C =

∫
[z1,z2] i

1+z
1−z dEz.

By the familiar trigonometrical equations, i 1+τ(λ )
1−τ(λ ) = λ . Hence (b) follows when

τ (λ 1) = z1, τ (λ 2) = z2. ut
To generalize the decomposition we must define

∫ +∞

−∞
λdEλ .

Definition 7.58. For g ∈C (R,C) , the set of continuous functions from R to C, we
define

D
(∫ +∞

−∞

g(λ )dEλ

)
≡

x : lim
λ 1→−∞

λ 2→+∞

∫
λ 2

λ 1

g(λ )dEλ x exists

 .

The limit is considered for smooth points λ 1,λ 2. For x ∈ D
(∫ +∞

−∞
g(λ )dEλ

)
, we

define
∫ +∞

−∞
g(λ )dEλ x as the limit.

Note that if λ 1 < λ 2 ≤ λ 3 < λ 4 are smooth points, then(
Eλ 2 −Eλ 1

)
x⊥
(
Eλ 4 −Eλ 3

)
x,
(
Eλ 2 −Eλ 1

)
x⊥Eλ 1x

for any x, and hence∥∥(Eλ 2 −Eλ 1

)
x+
(
Eλ 4 −Eλ 3

)
x
∥∥2 =

∥∥(Eλ 2 −Eλ 1

)
x
∥∥2 +

∥∥(Eλ 4 −Eλ 3

)
x
∥∥2

,∥∥(Eλ 2 −Eλ 1

)
x
∥∥2 =

∥∥Eλ 2x
∥∥2−

∥∥Eλ 1x
∥∥2

.

Therefore, we have

Corollary 7.59. (a) x ∈ D
(∫ +∞

−∞
g(λ )dEλ

)
iff
∫ +∞

−∞
|g(λ )|2 d‖Eλ x‖2 exists, and in

that case, ∥∥∥∥∫ +∞

−∞

g(λ )dEλ x
∥∥∥∥2

=
∫ +∞

−∞

|g(λ )|2 d‖Eλ x‖2 ,
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where the right hand side of the equation is understood as the limit of a Riemann-
Stieltjes integration, limλ 1→−∞

λ 2→+∞

∫ λ 2
λ 1
|g(λ )|2 d‖Eλ x‖2.

(b) If g is bounded and ‖g‖< M, then D
(∫ +∞

−∞
g(λ )dEλ

)
= H and

∥∥∫ +∞

−∞
g(λ )dEλ

∥∥
≤M, and if h ∈C (R,C) is also bounded, then(∫ +∞

−∞

g(λ )dEλ

)(∫ +∞

−∞

h(λ )dEλ

)
=
∫ +∞

−∞

g(λ )h(λ )dEλ .

Then we have the Spectral Theorem.

Theorem 7.60. Suppose that A is strongly self-adjoin and Eλ is the spectral family
on ρs (A) constructed above. Then,

A =
∫ +∞

−∞

λdEλ ,

and for any B ∈ Hom(H), BA⊂ AB if and only if BEλ = Eλ B for all Eλ .

Proof. Choose λ m ∈ ρs (A), m = 0,±1,±2, ..., such that λ m < λ n for m < n,
and λ m → +∞ as m → +∞, and λ m → −∞ as m → −∞. For any x, let xm =(
Eλ m −Eλ−m

)
x, m = 1,2, .... Then xm → x. By Lemma 7.57,

Axm = A
(
Eλ m −Eλ−m

)
x =

∫
λ m

λ−m

λdEλ x.

Now, if x ∈ D
(∫ +∞

−∞
λdEλ x

)
, limm→∞ Axm exists. Since A is closed, x ∈ D(A) and

Ax = lim
m→∞

∫
λ m

λ−m

λdEλ x =
∫ +∞

−∞

λdEλ x.

Thus A⊃
∫ +∞

−∞
λdEλ x. On the other hand, if x ∈ D(A), by Lemma 7.57,

∫
λ m

λ−m

λdEλ x = A
(
Eλ m −Eλ−m

)
x =

(
Eλ m −Eλ−m

)
Ax.

So, limm→∞

∫
λ m
λ−m

λdEλ x exists. That means x∈D
(∫ +∞

−∞
λdEλ x

)
. So, A =

∫ +∞

−∞
λdEλ .

Now suppose that BA⊂ AB. For each x there exists y such that x = (A+ i)y. Let
U be the Cayley transformation of A. Then, Ux = (A− i)y and BUx = (A− i)By =
UBx. So UB = BU . By Theorem 7.40, BE[1,z] = E[1,z]B for all z ∈ ρs (U). That is,
BEλ = Eλ B. Conversely, suppose that BEλ = Eλ B for all Eλ . We can also infer by
Theorem 7.40 that BU = UB. Then, for x ∈ D(A), x = (1−U)y for some y and
Ax = i(1+U)y. Then, ABx = i(1+U)By = BAx. That is, BA⊂ AB. ut

As a corollary we have the decompositions of bounded operators.

Corollary 7.61. If A is strongly self-adjoint, Eλ is the spectral family for A, and
‖A‖ ≤ M, then (−∞,−M)∪ (M,+∞) ⊂ ρs (A), Eλ = 0 for λ < −M, Eλ = I for
λ > M, and A =

∫M′
−M′′ λdEλ for any M′,M′′ > M.
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Proof. We need only to prove that Eλ 2 − Eλ 1 = 0 for M < λ 1 < λ 2 or λ 1 <

λ 2 < −M. Consider the first case. Let x ∈ R
(
Eλ 2 −Eλ 1

)
. Then, x ∈ D(A), Ax =∫ λ 2

λ 1
λdEλ x, and

‖Ax‖2 =
∫

λ 2

λ 1

λ
2d‖Eλ x‖2 ≥ λ

2
1 ‖x‖2 .

So, M2 ‖x‖2 ≥ λ
2
1 ‖x‖2. Since M < λ 1, we must have x = 0. That is, Eλ 2 −Eλ 1 = 0.

ut
As an application of the Spectral theorem, we discuss the spectrum of an operator.

As in the classical case, we can characterize ρ (A) by the spectral family Eλ , λ ∈
ρs (A) (cf. Weidmann [37], p. 200, Theorem 7.22).

Lemma 7.62. Suppose that A is strongly self-adjoint and Eλ is the spectral family
of A. Then, for each λ ∈ R, λ ∈ ρ (A) if and only if there exist λ 1,λ 2 ∈ ρs (A) such
that λ 1 < λ < λ 2 and Eλ 1 = Eλ 2 .

Proof. First, suppose that λ 0 ∈ ρ (A) and
∥∥∥(λ 0−A)−1

∥∥∥≤M. Then, ‖(λ 0−A)x‖ ≥
1
M ‖x‖ for any x ∈ D(A). Choose λ 1,λ 2 ∈ ρs (A) such that λ 1 < λ 0 < λ 2 and λ 2−
λ 1 < 1

2M . We need to prove R
(
Eλ 2 −Eλ 1

)
= {0}. Let x ∈ R

(
Eλ 2 −Eλ 1

)
. Then,

x ∈ D(A) and

‖(λ 0−A)x‖2 =
∫

λ 2

λ 1

(λ 0−λ )2 d‖Eλ x‖2 ≤
(

1
2M

)2

‖x‖2 .

So we have 1
M ‖x‖≤ 1

2M ‖x‖. Hence x = 0. Conversely, suppose that λ 1,λ 2 ∈ ρs (A),
λ 1 < λ 0 < λ 2, and Eλ 2 = Eλ 1 . Let ε = min{λ 2−λ 0,λ 0−λ 1} and z = λ 0 +εi. By
Lemma 7.54, z ∈ ρ (A). For λ ≤ λ 1 or λ ≥ λ 2, |z−λ |2 ≥ 2ε2. We have

‖(z−A)x‖2 =
∫ +∞

−∞

|z−λ |2 d‖Eλ x‖2 ≥ 2ε
2 ‖x‖2 ,

since Eλ 2 = Eλ 1 . So,
∥∥∥(z−A)−1

∥∥∥ ≤ 1√
2ε

. Now, |εi| <
√

2ε . By Lemma 7.53, we
have λ 0 = z− εi ∈ ρ (A). ut

Lemma 7.63. Suppose that A is strongly self-adjoint and Eλ is the spectral family
of A, and suppose that λ 1,λ 2 ∈ ρs (A), λ 1 < λ 2, and [λ 1,λ 2]⊆ ρ (A), and suppose

that for some M,
∥∥∥(λ −A)−1

∥∥∥≤M for all λ ∈ [λ 1,λ 2]. Then, Eλ 1 = Eλ 2 .

Proof. From the first half of the proof of the last lemma, we see that we can cover the
interval [λ 1,λ 2] by finitely many small intervals

[
λ
′
i,λ

′
i+1
]
, i = 0, ...,n−1, such that

1
4M < λ

′
i+1−λ

′
i < 1

2M and E
λ
′
i
= E

λ
′
i+1

for i = 0, ...,n−1. Note that the assumption

that
∥∥∥(λ −A)−1

∥∥∥ has a uniform bound on [λ 1,λ 2] is critical here, although it is
redundant in the classical theory. Then the conclusion follows. ut
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As an example, we compute the spectrum of a self-adjoint operator on a finite-
dimensional space H. Let A be a self-adjoint operator on H. Suppose that H is
n-dimensional and choose a non-zero orthonormal basis {e1, ...,en} of H. A is rep-
resented by an n× n matrix on this basis, also denoted by A. Let |B| denote the
determinant of an arbitrary matrix B. Then, as in the classical case, we have

Theorem 7.64. (i) λ ∈ ρ (A) if and only if |λ I−A| 6= 0; (ii) λ ∈ σ (A) if and only if
|λ I−A|= 0.

Proof. First, by a pure algebraic computation, we see that when |λ I−A| 6= 0, the
matrix (λ I−A) has an inverse, and hence the operator (λ I−A) has a bounded in-
verse defined on the whole space H, that is, λ ∈ ρ (A). On the other hand, when
λ ∈ ρ (A), the operator (λ I−A)−1 is represented by a matrix B. It is easy to ver-
ify that the products of operators are represented by the products of corresponding
matrices. So we have (λ I−A)B = I. Finally, |(λ I−A)B| = |(λ I−A)| |B| can be
proved by pure algebraic computations. So we must have |(λ I−A)| 6= 0. Hence we
have proved that λ ∈ ρ (A) iff |(λ I−A)| 6= 0. The second conclusion follows from
the first and the continuity of |(λ I−A)| as a function of λ . ut

Since σ (A) ⊂ R, the zeros of the equation |(λ I−A)| = 0 are all real. By the
Fundamental Theorem of Algebra, we can find n real numbers λ 1, ...,λ n such that

|(λ I−A)|= (λ −λ 1) · · · (λ −λ n) .

Then, we have another characterization of σ (A):

Theorem 7.65. λ ∈ σ (A) if and only if for any ε > 0, there exists a λ i such that
|λ −λ i|< ε; or equivalently,

σ (A) = ∩∞
k=1∪n

i=1

[
λ i−

1
k
, λ i +

1
k

]
.

Proof. The sufficiency is clear by the continuity of |(λ I−A)|. Conversely, when
λ ∈ σ (A) , for each i, we can decide if |λ −λ i| < ε or > ε

2 . If |λ −λ i| > ε

2 for all
i = 1, ...,n, we would have |(λ I−A)| 6= 0, a contradiction. So we can find one λ i
with |λ −λ i|< ε. ut

Certainly {λ 1, ...,λ n} ⊂ σ (A) . However, we cannot claim that σ (A) = {λ 1, ...,
λ n}. Similarly, we cannot generally claim that the eigen-space of the eigen-value λ i
exists. Indeed, for any ε > 0, i = 1, ...,n, we can find λ ,λ ′ ∈ ρ (A), λ < λ i < λ

′,
λ
′−λ < ε , and an orthonormal basis for the subspace R

(
E

λ
′ −Eλ

)
, which is the

eigen-space of the eigen-values in
(
λ ,λ ′

)
in the classical sense. But we cannot

guarantee that E
λ
′ −Eλ converges as ε → 0. Note that N (λ i−A) is a linear subset

of H, but we may not be able to find a basis for it, for it may not be located and
hence may fail to be a subspace. The following theorem shows that this is due to
our inability to decide λ i = λ j ∨ λ i 6= λ j, i, j = 1, ...,n, because in case the λ i’s
appeared in the eigen-equation

|(λ I−A)|= (λ −λ 1) · · · (λ −λ n) = 0

are mutually distinguishable, everything will be the same as the classical case.
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Theorem 7.66. If A is a self-adjoint operator on a finite-dimensional space H, and

|λ I−A|= (λ −λ 1) · · · (λ −λ n) ,

then

(a) if for each j = 1, ...,n, either λ i = λ j or λ i 6= λ j, then N (λ i−A) = R
(
Eλ i+ε−

Eλ i−ε

)
for some ε > 0, and N (λ i−A) is a finite-dimensional subspace of H

with a dimension > 0;
(b) if for all i, j = 1, ...,n, either λ i = λ j or λ i 6= λ j, then for any λ , λ ∈ σ (A)

iff λ = λ i for some i = 1, ...,n, and if λ i1 , ...,λ im are the mutually distinct
representatives from λ 1, ...,λ n, then

H = N (λ i1 −A)⊕· · ·⊕N (λ im −A) ,
A = λ iiP1 + · · ·λ imPm,

where Pj is the projection onto N
(
λ i j −A

)
.

Proof. (a) If the condition holds, we can find ε > 0 such that λ j = λ i or
∣∣λ j−λ i

∣∣>
2ε for all j. We first show that N (λ i−A) = R

(
Eλ i+ε −Eλ i−ε

)
. First note that

‖(λ i−A)x‖2 =
∫ +∞

−∞

(λ i−λ )2 d‖Eλ x‖2

≥ ε
2
(∫ +∞

λ i+ε

+
∫

λ i−ε

−∞

)
d‖Eλ x‖2

= ε
2
(∥∥(I−Eλ i+ε

)
x
∥∥2 +

∥∥Eλ i−ε x
∥∥2
)

.

So, if x ∈ N (λ i−A), then
(
I−Eλ i+ε

)
x = 0 and Eλ i−ε x = 0, that is, x ∈ R

(
Eλ i+ε−

Eλ i−ε

)
. Now, suppose that x ∈ R

(
Eλ i+ε −Eλ i−ε

)
. Consider any ε ′ such that 0 <

ε ′ < ε . From the assumptions, we can find a constant δ > 0 such that ||λ I−A||> δ

for all λ ∈ [λ i + ε ′,λ i + ε]. Now, (λ I−A)−1 = ||λ I−A||−1 B for some matrix B
whose elements are polynomials of λ . It is easy to see that there is a constant M
such that

∥∥∥(λ I−A)−1
∥∥∥< M for all λ ∈ [λ i + ε ′,λ i + ε]. By Lemma 7.63, Eλ i+ε ′ =

Eλ i+ε . Similarly, Eλ i−ε ′ = Eλ i−ε . Therefore, from x ∈ R
(
Eλ i+ε −Eλ i−ε

)
we have

x ∈ R
(
Eλ i+ε ′ −Eλ i−ε ′

)
. Then,

‖(λ i−A)x‖2 =
∫

λ i+ε ′

λ i−ε ′
(λ i−λ )2 d‖Eλ x‖2 ≤ ε

′2 ‖x‖2 .

Since ε ′ can be arbitrarily small, we have x ∈ N (λ i−A). That is, N (λ i−A) =
R
(
Eλ i+ε −Eλ i−ε

)
.

This means that N (λ i−A) is a subspace of H and consequently it is also finite-
dimensional (Corollary 7.22). If the dimension of N (λ i−A) is 0, we would have
Eλ i+ε = Eλ i−ε , and then λ i ∈ ρ (A) by Lemma 7.62, contradicting Theorem 7.64.
So N (λ i−A) has a positive dimension.
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(b) If the condition holds, we can find ε0 > 0 such that λ j = λ i or
∣∣λ j−λ i

∣∣> ε0
for all i, j. Now, suppose that λ ∈ σ (A). Find, by Theorem 7.65, an i such that
|λ −λ i|< ε0

2 . Then, for any positive ε < ε0
2 , by Theorem 7.65, there exists a λ j such

that
∣∣λ −λ j

∣∣< ε . We must have λ j = λ i. Since ε can be arbitrarily small, λ = λ i.
So σ (A) = {λ 1, ...,λ n}. The rest follows from (a) and the Spectral Theorem. ut

The representation in (b) above is exactly the same as the classical case. It seems
that indistinguishable λ is arise only in artificial constructions. In other words, we
expect that the operators on finite-dimensional spaces appearing in natural physics
contexts all satisfy the conditions in Theorem 7.66(b). Because, in quantum me-
chanics, the spectrum of an operator A is supposed to consist of the possible values
of the observable corresponding to A. Any realistic observation can be performed
only up to a finite precision. So, in a finite dimensional case, we can expect that the
eigen-values are all mutually distinguishable.

7.7 Stone’s Theorem

We follow the classical proof in Weidmann [37], pp. 220–223. Let {U (t) : t ∈ R}
be a family of unitary operators on H. We say that the family is a (one-parameter)
unitary group, if U (0) = I and U (s)U (t) = U (s+ t) for s, t ∈ R. The group is
strongly continuous, if for each x ∈ H, t 7→U (t)x is a continuous function from R
into H. Note that U (t)n =U (nt). Therefore, unitary operators in a unitary group are
multiplicable. It is obvious that {U (t) : t ∈ R} is strongly continuous, if for each x,
t 7→ U (t)x is continuous at t = 0, that is, for any ε > 0, there exists δ > 0 such
that ‖(U (t)− I)x‖ < ε whenever |t| < δ . Furthermore, in that case, t 7→U (t)x is
uniformly continuous on R. Note that

‖(U (t)− I)x‖2 = 〈(I−U (t))x,x〉+ 〈(I−U (−t))x,x〉.

So, {U (t) : t ∈ R} is strongly continuous if t 7→ 〈U (t)x,x〉 is continuous at t = 0.
The infinitesimal generator

A≡ lim
t→0

1
t

(U (t)− I)

of {U (t) : t ∈ R} is an operator defined as

D(A)≡d f

{
x ∈ H : lim

t→0

1
t

(U (t)− I)x exists
}

,

Ax≡d f lim
t→0

(
1
t

(U (t)− I)x
)

for x ∈ D(A) .

The following theorem says that every strongly self-adjoint operator is an infinites-
imal generator of a strongly continuous unitary group.
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Theorem 7.67. Suppose that A is a strongly self-adjoint operator on H and Eλ ,
λ ∈ ρs (A), is the spectral family of A. For t ∈ R, define

U (t)≡ eitA ≡d f

∫ +∞

−∞

eitλ dEλ .

Then, {U (t) : t ∈ R} is a strongly continuous unitary group with the infinitesimal
generator iA, and U (t)x ∈ D(A) for x ∈ D(A).

Proof. By Corollary 7.59, U (t) is bounded and defined on the whole space, and
{U (t) : t ∈ R} is a group. It is also easy to verify that U (t) is unitary.

We prove that {U (t) : t ∈ R} is strongly continuous. Let x ∈ H. For any ε > 0,
first choose λ 1,λ 2 ∈ ρs (A), λ 1 < λ 2, such that

∥∥(I−Eλ 2

)
x
∥∥2 +

∥∥Eλ 1x
∥∥2

< ε2

8 , and

then choose δ > 0 such that
∣∣eitλ −1

∣∣2 < ε2

2(‖x‖2+1) whenever |t|< δ and λ 1 ≤ λ ≤
λ 2. Then, as |t|< δ ,

‖(U (t)− I)x‖2

=
(∫

λ 1

−∞

+
∫ +∞

λ 2

)∣∣∣eitλ −1
∣∣∣2 d‖Eλ x‖2 +

∫
λ 2

λ 1

∣∣∣eitλ −1
∣∣∣2 d‖Eλ x‖2

≤ 4
(∥∥(I−Eλ 2

)
x
∥∥2 +

∥∥Eλ 1x
∥∥2
)

+
ε2

2
(
‖x‖2 +1

) ∥∥(Eλ 2 −Eλ 1

)
x
∥∥2

≤ ε
2.

So, {U (t) : t ∈ R} is strongly continuous.
Now we prove that iA = limt→0

1
t (U (t)− I). Let x∈D(A). For any ε > 0, choose

λ 1,λ 2 ∈ ρs (A), λ 1 < λ 2, such that(∫
λ 1

−∞

+
∫ +∞

λ 2

)
|λ |2 d‖Eλ x‖2 <

ε2

16
.

Note that ∣∣∣∣1t (eitλ −1
)
− iλ

∣∣∣∣2 =
∣∣∣∣(cos tλ −1

tλ
+ i

sin tλ − tλ
tλ

)
λ

∣∣∣∣2 .

So, we can choose δ > 0 such that∣∣∣∣1t (eitλ −1
)
− iλ

∣∣∣∣2 <
ε2

2
(
‖x‖2 +1

)
whenever t < δ , t 6= 0, and λ ∈ [λ 1,λ 2]. Furthermore,

∣∣ 1
t

(
eitλ −1

)
− iλ

∣∣2 ≤ 8 |λ |2
for all λ ∈ R and t 6= 0. Therefore, as t 6= 0 and |t|< δ ,
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t

(U (t)− I)x− iAx
∥∥∥∥2

=
(∫

λ 1

−∞

+
∫ +∞

λ 2

)∣∣∣∣∣eitλ −1
t

− iλ

∣∣∣∣∣
2

d‖Eλ x‖2 +
∫

λ 2

λ 1

∣∣∣∣∣eitλ −1
t

− iλ

∣∣∣∣∣
2

d‖Eλ x‖2

≤ 8
(∫

λ 1

−∞

+
∫ +∞

λ 2

)
|λ |2 d‖Eλ x‖2 +

ε2

2
(
‖x‖2 +1

) ∥∥(Eλ 2 −Eλ 1

)
x
∥∥2

≤ ε
2.

So, limt→0
1
t (U (t)− I)x = iAx. It remains to prove D

(
limt→0

1
t (U (t)− I)

)
⊂D(A).

Suppose that limt→0
1
t (U (t)− I)x exists. Then, for any ε > 0, there exists δ > 0,

such that for any λ 1,λ 2 ∈ ρs (A), λ 1 < λ 2, whenever |t|< δ and |t ′|< δ ,

∫
λ 2

λ 1

∣∣∣∣1t (eitλ −1
)
− 1

t ′

(
eit ′λ −1

)∣∣∣∣2 d‖Eλ x‖2

≤
∫ +∞

−∞

∣∣∣∣1t (eitλ −1
)
− 1

t ′

(
eit ′λ −1

)∣∣∣∣2 d‖Eλ x‖2

=
∥∥∥∥1

t
(U (t)− I)x− 1

t ′
(
U
(
t ′
)
− I
)

x
∥∥∥∥2

<
ε2

4

Let t ′→ 0. Since 1
t ′

(
eit ′λ −1

)
→ iλ uniformly for λ ∈ [λ 1,λ 2], we have

∫
λ 2

λ 1

∣∣∣∣1t (eitλ −1
)
− iλ

∣∣∣∣2 d‖Eλ x‖2 ≤ ε2

4
.

Fix a t such that |t|< δ . 1
t

(
eitλ −1

)
is bounded for λ ∈R. We can find M > 0 such

that whenever λ 2 > λ 1 > M or λ 1 < λ 2 <−M,∫
λ 2

λ 1

∣∣∣∣1t (eitλ −1
)∣∣∣∣2 d‖Eλ x‖2 ≤ ε2

4
.

So, for any ε > 0, we have found M > 0 such that whenever λ 1,λ 2 ∈ ρs (A) and
λ 2 > λ 1 > M or λ 1 < λ 2 <−M, we have∫

λ 2

λ 1

|λ |2 d‖Eλ x‖2

≤ 2

(∫
λ 2

λ 1

∣∣∣∣1t (eitλ −1
)
− iλ

∣∣∣∣2 d‖Eλ x‖2 +
∫

λ 2

λ 1

∣∣∣∣1t (eitλ −1
)∣∣∣∣2 d‖Eλ x‖2

)
≤ ε

2.

That means x ∈ D(A).
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Finally, for any λ 1,λ 2 ∈ ρs (A), λ 1 < λ 2,∫
λ 2

λ 1

|λ |2 d‖EλU (t)x‖2 =
∫

λ 2

λ 1

|λ |2 d‖U (t)Eλ x‖2 =
∫

λ 2

λ 1

|λ |2 d‖Eλ x‖2 .

So, x ∈ D(A) if and only if U (t)x ∈ D(A). ut
Stone’s Theorem asserts that any strongly continuous unitary group can be rep-

resented as in Theorem 7.67.

Theorem 7.68. If {U (t) : t ∈ R} is a strongly continuous unitary group on H, then
there exists a unique strongly self-adjoint operator A on H such that

U (t) = eitA =
∫ +∞

−∞

eitλ dEλ ,

where Eλ , λ ∈ ρs (A) , is the spectral family of A.

Proof. The uniqueness follows from Theorem 7.67. We prove the existence. Define

A≡−i lim
t→0

1
t

(U (t)− I) .

First we want to prove that A is self-adjoint. For any real number r > 0, x∈H, define

Trx =
∫

∞

0
e−rsU (s)xds, Srx =

∫
∞

0
e−rsU (−s)xds,

where ∫
∞

0
e−rsU (±s)xds≡ lim

M→∞

∫ M

0
e−rsU (±s)xds,

and the integration on [0,M] is understood as the limit of relevant partial Riemann
sums. All the limits clearly exist because ‖U (s)x‖ is bounded by ‖x‖. Tr and Sr
are linear operators defined on the whole space H and they are bounded by r−1.
Moreover, Tr and Sr are positively multiplicable. For instance,

(Tr)
n x =

∫
∞

0
...
∫

∞

0
e−r(s1+...+sn)U (s1 + ...+ sn)xds1...dsn.

Note that

1
t

∫
∞

0
e−rs (U (s+ t)−U (s))xds

=
1
t

∫
∞

t
e−r(s−t)U (s)xds− 1

t

∫
∞

0
e−rsU (s)xds

=
ert −1

t

∫
∞

t
e−rsU (s)xds− 1

t

∫ t

0
e−rsU (s)xds.

As t → 0, we have
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(ert −1)
t

→ r,
∫

∞

t
e−rsU (s)xds→ Trx,

1
t

∫ t

0
e−rsU (s)xds→ x.

So, we have ATrx =−irTrx+ ix. Similarly, ASrx = irSrx− ix. As a consequence we
have (A+ ir)Trx = ix and (A− ir)Srx =−ix. So, R(A± ir) = H.

Next, we prove that D(A) is dense. Since D(A) ⊃ {Trx : x ∈ H,r > 0}, we only
need to prove that Trrx→ x as r →∞ for every x ∈H. As {U (t) : t ∈ R} is strongly
continuous, for any ε > 0, there exists δ > 0 such that ‖(U (s)− I)x‖ < ε

2 when
|s|< δ . Note that

∫
∞

0 re−rsds = 1. So,

‖Trrx− x‖=
∥∥∥∥∫ ∞

0
re−rs (U (s)− I)xds

∥∥∥∥
≤ ε

2

∫
δ

0
re−rsds+2‖x‖

∫
∞

δ

re−rsds

≤ ε

2
+2‖x‖e−rδ .

Clearly, ‖Trrx− x‖ ≤ ε when r is sufficiently large. So Trrx→ x.
For x,y ∈ D(A),(

− i
t
(U (t)− I)x,y

)
=
(

x,− i
−t

(U (−t)− I)y
)

.

Let t → 0 we have (Ax,y) = (x,Ay). So A⊂ A∗. Put these together, we conclude that
A is self-adjoint.

To see that A is strongly self-adjoint, note that (A+ ir)−1 x = −iTrx. Therefore,
(A+ ir)−1 is positively multiplicable, since Tr is. Similarly, (A− ir)−1 is positively
multiplicable.

Finally, it remains to prove that U (t) = eitA. Let V (t) =
∫ +∞

−∞
eitλ dEλ , where Eλ

is the spectral family of A. Fix an x ∈ D(A) and let

f (t) = ‖U (t)x−V (t)x‖2 = 2‖x‖2−2Re(U (t)x,V (t)x) .

We want to prove that f ′ (t) = 0 for t ∈ R. We have

f (s)− f (t)
s− t

=−2Re
((

U (t)
U (s− t)− I

s− t
x,V (s)x

)
+
(

U (t)x,V (t)
V (s− t)− I

s− t
x
))

.

Let s→ t. By the definition of A, U(s−t)−I
s−t x→ iAx. Since U (t) is uniformly bounded

for t ∈ R, we see that U (t) U(s−t)−I
s−t x→ iU (t)Ax uniformly for t ∈ R. Similarly, by

Theorem 7.67, V (t) V (s−t)−I
s−t x→ iV (t)Ax uniformly for t ∈R. Then, because of the

continuity of inner product, we can see that
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f (s)− f (t)
s− t

→−2Re((iU (t)Ax,V (t)x)+(U (t)x, iV (t)Ax))

uniformly for t ∈ R. By the definition of A and Theorem 7.67, we can easily verify
that U (t)A = AU (t) and V (t)A = AV (t). Then, since A is self-adjoint,

(iU (t)Ax,V (t)x)+(U (t)x, iV (t)Ax) = 0.

So, we have f (s)− f (t)
s−t → 0 uniformly for t ∈ R. That is f ′ (t) = 0. Since f (0) = 0,

we must have f (t) = 0 for all t ∈ R. Therefore U (t) = V (t) = eitA on D(A). D(A)
is dense, so U (t) = V (t) = eitA . ut



Chapter 8
Semi-Riemannian Geometry

This chapter develops the basics of differentiable manifolds and semi-Riemannian
geometry for the applications in general relativity. It will introduce finitistic substi-
tutes for basic topological notions. We will see that after basic topological notions
are available, the basic notions of semi-Riemannian geometry, i.e., vector, tensor,
covariant derivative, parallel transportation, geodesic and Riemann curvature, are
all essentially finitistic already. Theorems on the existence of spacetime singular-
ities are good examples for analyzing the applicability of infinite and continuous
mathematical models to finite physical things. The last section of this chapter will
analyze one of Hawking’s singularity theorems, whose common classical proof is
non-constructive. The section will show that the proof can be transformed into valid
logical deductions on statements about real spacetime from literally true premises
about real spacetime, even if real spacetime is discrete at the microscopic scale.
Therefore, the conclusion of the theorem is physically reliable for real spacetime,
in spite of the fact that the common proof of the theorem appears to assume that
spacetime is literally isomorphic with a classical differentiable manifold (and hence
absolutely non-discrete).

We will follow the classical presentations in Wald [36], O’Neill [27], and Naber
[25] for developing semi-Riemannian geometry and for the proof of Hawking’s sin-
gularity theorem. We will focus on the mathematical aspect and ignore all physical
details.

8.1 Differentiable Manifolds

To define manifolds in strict finitism, we must replace non-finitistic notions in clas-
sical topology by finitistic notions. A rational open ball S (x,r)⊂Rn is an open ball
such that all coordinates of its center x are rational numbers and its radius r is also
a rational number. We call such x a rational point. We will include open balls of the
radius 0. A rational open ball in Rn is thus uniquely determined by an (n+1)-tuple
of rational numbers. A regular open subset of Rn is a sequence of rational open

F. Ye, Strict Finitism and the Logic of Mathematical Applications, Synthese Library 355, 217
DOI 10.1007/978-94-007-1347-5 8, c© Springer Science+Business Media B.V. 2011
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balls (S (xi,ri))i. Such a sequence corresponds to a subset O = ∪∞
i=0S (xi,ri) of Rn.

We also say that O is a regular open set, but remember that a sequence of rational
open balls is implied. We say that (S (xi,ri))i is a representation of O. Therefore, we
can quantify over all regular open subsets of Rn, by which we mean a quantification
over all sequences of (n+1)-tuples of rational numbers. Note that if all ri = 0, then
O =∪∞

i=0S (xi,ri) is an empty set. Therefore, we consider empty sets as regular open
sets.

Regular open sets are open sets in the sense defined in Chap. 4, but we cannot
represent an arbitrary open subset of Rn as the union of a sequence of rational open
balls. In this chapter we will consider only regular open subsets of Rn, instead of
general open subsets, because we want to approximate open subsets by balls in
some uniform manner and we want to quantify over open sets. It is easy to see that
common open subsets of Rn of ordinary regular shapes, for instance, all open balls
(not limited to the rational ones), ordinary open polyhedrons, ellipsoids, etc., are all
regular open sets. Any union of a sequence of regular open sets is also a regular
open set. Moreover, since we can also represent an open ball as a union of open
cubes with rational centers and sides (or open sets of some other regular shapes),
apparently we can also use open cubes (or open sets of some other regular shapes)
to define regular open sets. It will give us the same regular open sets. Using open
cubes to represent regular open sets sometimes makes a proof easier. For instance,
the intersection of any finite sequence of (rational) open cubes is obviously a regular
open set. Then, it easily follows that the intersection of finitely many regular open
sets is still a regular open set.

In classical mathematics, any open subset of Rn is the union of a sequence of
rational open balls, although the sequence can be non-recursive and hence quite be-
yond elementary recursive mathematics. In strict finitism, we deal with only open
subsets that can be represented as the unions of elementary recursive sequences of
rational open balls. Since general relativity is merely an approximation to space-
time structure above the Planck scale, regular open subsets should be sufficient for
representing physically meaningful open spacetime areas.

A ball S (x,r) (or Sc(x,r)) is well-contained in a set O, denoted as S (x,r) b O,
if S (x,r + ε)⊆ O for some ε > 0. Let O = ∪∞

i=0S (xi,ri) be a regular open subset of
Rn. Each S (xi,ri), ri > 0, can be represented again as a union

S (xi,ri) = ∪
{

S
(

xi,ri−
1
k

)
: k >

1
ri

}
.

Therefore, we can always construct a representation O =∪∞
i=0S (xi,ri) such that each

S (xi,ri) is well-contained in O.
Recall that a function f : O→Rm on an open set O is continuous if it is uniformly

continuous on any closed ball well-contained in O.

Lemma 8.1. If f : O→ Rm is a continuous function on a regular open set O⊆ Rn,
then for any regular open set O′ ⊂ Rm, O∩ f−1 (O′) is a regular open set in Rn.

Proof. It suffices to prove that, for any rational open ball S (x,r) ⊂ Rm, O ∩
f−1 (S (x,r)) is a regular open set. Let O = ∪∞

i=0S (xi,ri) be a representation of O



8.1 Differentiable Manifolds 219

such that each S (xi,ri) is well-contained in O. Then, f is uniformly continuous
on Sc(xi,ri). It again suffices to prove that each S (xi,ri)∩ f−1 (S (x,r)) is a reg-
ular open set. To represent this as the union of a sequence of rational open balls,
we first construct a sequence (y j) of rational points such that each y j ∈ S (xi,ri)
and the sequence is dense in S (xi,ri). For each j,k, we approximate

∣∣ f (y j)− x
∣∣

sufficiently to decide whether
∣∣ f (y j)− x

∣∣ < r− 1
k or

∣∣ f (y j)− x
∣∣ > r− 2

k . In the
former case, S

(
f (y j) , 1

k

)
⊆ S (x,r). Let ω be a modulus of continuity for f on

Sc(xi,ri), and let s j,k = min
(
ω (k) ,ri−

∣∣y j− xi
∣∣). Then, S

(
y j,s j,k

)
⊆ S (xi,ri) and

f
(
S
(
y j,s j,k

))
⊆ S (x,r). Therefore, S

(
y j,s j,k

)
⊆ S (xi,ri)∩ f−1 (S (x,r)). We collect

all such S
(
y j,s j,k

)
into a sequence and claim that its union is S (xi,ri)∩ f−1 (S (x,r)).

To see this, let y ∈ S (xi,ri) ∩ f−1 (S (x,r)). We must find S
(
y j,s j,k

)
such that

y ∈ S
(
y j,s j,k

)
. Choose k such that 3

k < r−| f (y)− x|. Therefore, | f (y)− x|< r− 3
k .

Since the sequence (y j) is dense in S (xi,ri), we can choose y j such that
∣∣y j− y

∣∣ <
min(ω (k) ,ri−|y− xi|) and

∣∣y j− xi
∣∣ < |y− xi| . Then,

∣∣ f (y j)− f (y)
∣∣ < 1

k . Hence,∣∣ f (y j)− x
∣∣ < r− 2

k . This means that in the construction above, we must have in-
cluded S

(
y j,s j,k

)
in the final sequence. Note that since

∣∣y j− xi
∣∣< |y− xi|, we have∣∣y j− y

∣∣< min
(
ω (k) ,ri−

∣∣y j− xi
∣∣)= s j,k. Therefore, y ∈ S

(
y j,s j,k

)
. ut

A function f : O→Rm is infinitely differentiable if it is infinitely differentiable in
the sense defined in Chap. 3 on any closed ball Sc(x,r) well-contained in O. We use
C∞ (O,Rm) to denote the set of all infinitely differentiable functions from O into Rm.
f ∈C∞ (O,Rm) implies that any order of partial derivative g of f is continuous on O,
and therefore, by the lemma above, for any regular open set O′ in Rm, g−1 (O′)∩O
is a regular open set in Rn.

Let O,O′ be two regular open subsets of Rn. A function f : O → O′ is a dif-
feomorphism between O and O′, if f is a one-one function from O onto O′, and
f ∈ C∞ (O,Rn) and f−1 ∈ C∞ (O′,Rn). We use DMor (O,O′) to denote the set of
diffeomorphisms between O and O′. Therefore, f ∈DMor (O,O′) implies that both
f and f−1 preserve regular open sets. In defining manifolds, diffeomorphisms are
treated as coordinate transformations. Most common coordinate transformations on
Rn (restricted to their well-defined regions) are diffeomorphisms.

Then, a C∞ manifold can be defined similarly as in the classical theory of mani-
folds.

Definition 8.2. An n-dimensional C∞ (differentiable) manifold M consists of a set
(also denoted by M) with an inequality relation 6=, a family {Ui}i∈I of subsets of
M indexed by a finite or countable set I, and a corresponding indexed family of
functions {µ i}i∈I , µ i : Ui → Rn, such that each Ui ⊆M, and

(1) {Ui}i∈I covers M, that is, ∪i∈IUi = M, and
(2) each µ i maps Ui 1-1 onto a regular open subset µ i (Ui) of Rn, and µ i respects

inequalities, that is, for p,q ∈Ui, p 6= q if and only if µ i (p) 6= µ i (q) in Rm,
and

(3) any two µ i and µ j are compatible in the following sense: µ i (Ui∩U j) and
µ j (Ui∩U j) are regular open subsets of Rn and

µ i ◦µ
−1
j ∈ DMor

(
µ j (Ui∩U j) ,µ i (Ui∩U j)

)
.
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M is called the base set for the manifold. 〈Ui,µ i〉 is called a chart or local coor-
dinate system for M, and 〈Ui,µ i〉i∈I is called an atlas for M. Note that µ i (Ui∩U j)
could be empty. We require I to be a finite or countably infinite set. This does not
compromise generality for physics applications. For a subset S ⊆ M, p /∈ S means
that for any q ∈ S, p 6= q.

Note that a classical definition of manifolds usually requires the atlas of a mani-
fold to include all possible charts that are compatible with the charts in the atlas. This
requires a quantification over all subsets of the base set of the manifold. We drop
this requirement in our definition here. Instead, we say that a function µ : U → Rn

from a subset U of M into Rn is an admissible chart for the manifold M, if µ maps
U 1-1 onto a regular open subset of Rn and µ is compatible with all the charts in
the given atlas of M. Suppose that

〈
U ′

j,µ ′j

〉
j∈J

is another indexed family of charts

such that each
〈

U ′
j,µ ′j

〉
in the family is admissible for M, and any two

〈
U ′

j,µ ′j

〉
,〈

U ′
k,µ ′k

〉
in the family are compatible, and

{
U ′

j

}
j∈J

also covers M. Then we say

that
〈

U ′
j,µ ′j

〉
j∈J

is an (admissible) alternative atlas for M.

Each µ i (Ui) has a representation µ i (Ui) = ∪∞
k=0S

(
xi,k,ri,k

)
as a regular open set

in Rn, where the sequence
(
xi,k,ri,k

)
k (of tuples of rational numbers) can be con-

structed from i. For each i,k, we can construct the sequence
(
S
(
xi,k,l ,ri,k,l

))
l of all

rational open balls such that S
(
xi,k,l ,ri,k,l

)
⊆ S

(
xi,k,ri,k

)
. We will call the sequence(

µ
−1
i

(
S
(
xi,k,l ,ri,k,l

)))
i,k,l the open basis of M. (Apparently, this is a topological ba-

sis for the topological space M in the classical theory.) Each µ
−1
i

(
S
(
xi,k,l ,ri,k,l

))
is

called a basic open subset of M. Then, a regular open subset of M is any union of
a sequence of basic open subsets of M. Therefore, we can quantify over all regular
open subsets of M, by which we mean a quantification over all sequences of basic
open subsets, that is, all sequences whose members are from

(
xi,k,l ,ri,k,l

)
i,k,l .

We can show that this definition of regular open subsets of M is invariant for all
alternative atlases for M.

Lemma 8.3. Suppose that M is an n-dimensional C∞ manifold, and µ : U → Rn is
an admissible chart for M. Then, for any regular open set O ⊆ µ (U), µ−1 (O) is a
regular open subset of M. In particular, U is a regular open subset of M.

Proof. Let 〈Ui,µ i〉i∈I be the atlas for M. For each i, since µ and µ i are compatible
charts, µ (U ∩Ui) is a regular open set in Rn. Therefore, µ (U ∩Ui)∩O is a regular
open set contained in µ (U ∩Ui). By compatibility again, µ i ◦ µ−1 is a diffeomor-
phism from µ (U ∩Ui) to µ i (U ∩Ui). Therefore, µ i ◦µ−1 (µ (U ∩Ui)∩O) must be
a regular open set. Since µ i,µ are one-one,

µ i ◦µ
−1 (µ (U ∩Ui)∩O) = µ i

(
(U ∩Ui)∩µ

−1 (O)
)

= µ i
(
Ui∩µ

−1 (O)
)
.

Therefore, by definition, Ui∩µ−1 (O) is a regular open subset of M. Then, µ−1 (O)=
∪i∈I

(
Ui∩µ−1 (O)

)
is a regular open subset of M. ut
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Corollary 8.4. If
〈

U ′
j,µ ′j

〉
j∈J

is an alternative atlas for M, then regular open sub-

sets of M defined by using the atlas
〈

U ′
j,µ ′j

〉
j∈J

are the same as those defined by

using the original atlas of M.

Corollary 8.5. If 〈U,µ〉 is an admissible chart for M, then a subset of U is a regular
open subset of M if and only if its image under µ is a regular open subset of Rn.

Proof. Let 〈Ui,µ i〉i∈I be the atlas for M and let U ′ ⊆ U . The ‘if’ part is ob-
vious by the lemma. Suppose that U ′ is a regular open subset of M. That is,
U ′ = ∪∞

j=0µ
−1
i( j) (S (x j,r j)), where S (x j,r j) ⊆ µ i( j)

(
Ui( j)

)
for each j. Each µ i( j) is

compatible with µ . Therefore, µ ◦ µ
−1
i( j) maps regular open sets in µ i( j)

(
Ui( j)∩U

)
to regular open sets in µ

(
Ui( j)∩U

)
. Since µ

−1
i( j) (S (x j,r j)) ⊆U ′ ⊆U , S (x j,r j) ⊆

µ i( j)
(
Ui( j)∩U

)
. Therefore, µ

(
µ
−1
i( j) (S (x j,r j))

)
is a regular open set. Then, µ (U ′)=

∪∞
j=0µ

(
µ
−1
i( j) (S (x j,r j))

)
is also a regular open set. ut

The lemma and the corollaries imply that after giving an atlas for a manifold, we
can actually quantify over all admissible charts for the manifold and all alternative
atlases for the manifold. A quantification over all admissible charts for M actually
quantifies over every regular open subset U of M and every function µ : U → Rn,
and a quantification over all alternative atlases of M actually quantifies over all
sequences of admissible charts.

Lemma 8.6. An intersection of finitely many regular open subsets of a manifold M
is still a regular open subset of M.

Proof. It suffices to prove that an intersection of finitely many basic open sets is a
regular open set. We first prove this for two basic open sets. So, let 〈U1,µ1〉 ,〈U2,µ2〉
be two admissible charts for M and let O1 ⊆ µ1 (U1) ,O2 ⊆ µ2 (U2) be two open balls
in Rm. We need to show that µ

−1
1 (O1)∩ µ

−1
2 (O2) is a regular open set. Since the

two charts are compatible, µ1 (U1∩U2) is a regular open set in Rm and µ2 ◦µ
−1
1 ∈

C∞ (µ1 (U1∩U2) ,µ2 (U1∩U2)). Therefore, O1∩µ1 (U1∩U2)⊆ µ1 (U1) is a regular
open set in Rm. Then,

µ2 ◦µ
−1
1 (O1∩µ1 (U1∩U2)) = µ2

(
µ
−1
1 (O1)

)
∩µ2 (U1∩U2)

is a regular open set in Rm. This implies that µ2
(
µ
−1
1 (O1)

)
∩ µ2 (U1∩U2)∩O2 is

a regular open set in Rm. Applying µ
−1
2 we see that

µ
−1
1 (O1)∩ (U1∩U2)∩µ

−1
2 (O2) = µ

−1
1 (O1)∩µ

−1
2 (O2)

is a regular open subset of M.
Then, consider a finite sequence 〈U1,µ1〉, ..., 〈Uk,µk〉 of admissible charts for

M and consider open balls O1 ⊆ µ1 (U1), ..., Ok ⊆ µk (Uk). For each i = 2, ...,k,
µ
−1
1 (O1)∩ µ

−1
i (Oi) is a regular open subset of M. Applying µ1 we see that O1 ∩

µ1 ◦ µ
−1
i (Oi) is a regular open set in Rm. Therefore, O1 ∩∩k

i=2µ1 ◦ µ
−1
i (Oi) is a
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regular open set in Rm. Applying µ
−1
1 we see that ∩k

i=1µ
−1
i (Oi) is a regular open

subset of M. ut
Given an admissible chart 〈U,µ〉 of M and a closed ball C ⊂ µ (U), we call

µ−1 (C) a basic compact subset of M. A regular compact subset of M is a union of
finitely many basic compact subsets of M.

Let M,M′ be m and n dimensional manifolds with the atlases 〈Ui,µ i〉i∈I and〈
U ′

j,µ ′j

〉
j∈J

respectively. We can define the product M×M′ as an (m+n) dimen-

sional manifold with the base set M×M′ and the atlas
〈

Ui×U ′
j,µ i×µ ′j

〉
(i, j)∈I×J

,

where µ i×µ ′j is defined naturally. Note that open cubes in Rm+n are the products of
open cubes in Rm and Rn respectively. Therefore, using open cubes in place of open
balls in the representations of regular open sets, we see that the products of regular
open sets in Rm and Rn are regular open sets in Rm+n, and on the other side, any
regular open set in Rm+n can be represented as a union of the products of open cubes
in Rm and Rn. Then, it is easy to verify that

〈
Ui×U ′

j,µ i×µ ′j

〉
(i, j)∈I×J

is an atlas,

that is, each
〈

Ui×U ′
j,µ i×µ ′j

〉
is a chart and the charts are mutually compatible.

Moreover, regular open sets of M×M′ are the unions of products of regular open
sets.

Let M,M′ be manifolds as above again and let U ⊆M be a regular open subset of
M. A function f : U → M′ is a C∞ function if for any charts 〈Ui,µ i〉 and

〈
U ′

j,µ ′j

〉
,

µ i

(
U ∩Ui∩ f−1

(
U ′

j

))
= O is a regular open set in Rm, and µ ′j ◦ f ◦ µ

−1
i ∈

C∞ (O,Rn). In particular, a function f : U → R is C∞ if for any chart 〈Ui,µ i〉,
f ◦ µ

−1
i ∈ C∞ (µ i (U ∩Ui) ,R). C∞ (U,M′) denotes the set of all C∞ function from

U to M′. When M = Rm and U is a regular open set O in Rm and M′ = Rn, this
definition coincides with the definition of C∞ (O,Rn) above. f : M →M′ is a diffeo-
morphism if f is one-one, onto, and f ∈C∞ (M,M′), and f−1 ∈C∞ (M′,M). When
both M and M′ are regular open sets in Rn, this similarly coincides with the defini-
tion of diffeomorphism between regular open sets in Rn above.

A curve (also called differentiable or smooth curve) on an open interval (a,b)
(where a,b can be ∓∞ respectively) in M is a function γ ∈C∞ ((a,b) ,M) that sat-
isfies a further condition: For any compact interval [c,d] ⊂ (a,b), we can divide
[c,d] into finitely many subintervals such that the image under γ of each subinterval
is contained in the base set U of a chart 〈U,µ〉 of M. In the classical theory, this
follows from the fact that the image of [c,d] must be compact in M. However, we
have to state this condition explicitly in the definition. This allows us to do con-
structions on a curve uniformly. We also consider a curve γ from a closed interval
[a,b]⊆ R to M, called a curve from γ (a) to γ (b), by which we mean that for some
ε > 0, γ is a curve on (a− ε,b+ ε) in M. Note that we always assume that a curve
is differentiable.

Let M,M′ be m and n dimensional manifolds and suppose that m≤ n. A function
f : M →M′ is an embedding of M into M′, if f is one-one, and there are alternative
atlases 〈Ui,µ i〉i∈I and

〈
U ′

j,µ j

〉
j∈J

for M and M′ respectively, such that for each
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〈Ui,µ i〉, there exists
〈

U ′
j,µ ′j

〉
, such that f (Ui)⊆U ′

j, and the function
(

µ ′j

)≤m
◦ f :

Ui → Rm,
(

µ ′j

)≤m
◦ f (x) =

((
µ ′j

)1
( f (x)) , ...,

(
µ ′j

)m
( f (x))

)
, is an admissible

chart for M, where
(

µ ′j

)k
is the kth component of the function µ ′j. It is easy to show

that
(

µ ′j

)≤m
◦ f : Ui →Rm is an admissible chart for M if and only if

(
µ ′j

)≤m
◦ f ◦

µ
−1
i ∈DMor

(
µ i (Ui) ,

(
µ ′j

)≤m
◦ f (Ui)

)
. Therefore, to embed M into M′, we must

construct alternative atlases for M and M′ respectively, such that each chart in the
former atlas is mapped by the embedding into an Rm slice of one of the chart in
the latter atlas. An m-dimensional submanifold of M′ is a manifold M′′, such that
there is an embedding f : M → M′ of an m-dimensional manifold M into M′, and
the base set of M′′ is the image f (M), and, using the notations above, the atlas of

M′′ is
〈

f (Ui) ,
(

µ ′j(i)

)≤m
〉

i∈I
.

A common way of defining manifolds in classical mathematics is to take subsets
of Rn with some regular shape and glue the edges or sides. For instance, in classi-
cal mathematics, to construct a Klein bottle, we take the square [0,1]× [0,1], and
identify the line segment [0,1]×{0} with the line segment [0,1]×{1}, and identify
the line segment {0}× [0,1] with the line segment {1}× [0,1] with the direction re-
versed. An atlas on the resulted set can be easily constructed. However, this does not
work directly for strict finitism (neither for constructive mathematics). The problem
is that gluing the edges of a square this way actually leaves gaps. We can illustrate
this by a simple example. Consider a closed interval [0,1]. In classical mathemat-
ics, we can identify the end points 0 and 1 and get the manifold S1. A chart of the
manifold can have a function f mapping [0,ε)∪ (1− ε,1] 1-1 onto to the open in-
terval (−ε,ε). For instance, we can let f (x) = x for x ∈ [0,ε), and f (x) = x− 1
for x ∈ (1− ε,1]. However, this function is not a surjection in constructive math-
ematics. There are real numbers r in (−ε,ε) for which we cannot decide whether
r ≥ 0 or r ≤ 0. If we could construct f−1 (r), we would be able to decide whether
f−1 (r) ∈ [0,ε) or f−1 (r) ∈ (1−ε,1], and then we would be able to decide whether
r≥ 0 or r≤ 0. Therefore, such an r is not in the range of f . Apparently, the problem
is that when we glue the end points 0 and 1 of the interval [0,1] in order to get S1,
we still leave a gap and do not really get S1. This is similar to the fact that we cannot
equate [−1,0]∪ [0,1] with [−1,1]. There is a gap around 0 in the former.

To overcome the problem, we have to fill the gap. We can first define a new
metric d (p,q) = min(|p−q| ,1−|p−q|) for rational numbers p,q in [0,1] (with
0 and 1 being identified). Then, we can define Cauchy sequences (pn) of rational
numbers in [0,1] using the metric d (p,q) and construct the completion of the metric
space of rational numbers in [0,1]. These will include Cauchy sequences for which
we cannot decide if they converge to a real number in [0,ε) or to a real number in
(1− ε,1], that is, Cauchy sequences that fill the gap when we glue the end points
of [0,1]. It is then easy to construct a 1-1 function from the open ball S (0,ε) in
this complete metric space to the open interval (−ε,ε): A Cauchy sequence (pn) of
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rational numbers in [0,1] with respect to the metric d (p,q) can be mapped to (p′n),
where p′n = pn if pn ≤ 1

2 , and p′n = pn−1 if pn > 1
2 . It is easy to verify that this is

a 1-1 correspondence between S (0,ε) and (−ε,ε) when ε < 1
2 . This gives a chart

around the glue point.
We can similarly construct a Klein bottle by gluing the edges of the square [0,1]×

[0,1] and filling the gaps.

8.2 Vectors, Dual Vectors and Tensors

As in the classical theory, tangent vectors at a point in a manifold can be defined
as directional derivative operators on the point. More specifically, suppose that M is
an m-dimensional manifold and p ∈ M. Let C∞

M (p) be the set of functions f such
that for some regular open subset U of M with p ∈ U , f ∈ C∞ (U,R). Note that
this definition quantifies over all regular open subsets of M and all such f have the
same signature (which is necessary for defining the set C∞

M (p)). Also note that every
f ∈C∞

M (p) comes with a regular open subset U of M as its witness. Let f ,g∈C∞
M (p)

with regular open subsets U1,U2 of M such that p ∈U1 ∩U2, f ∈ C∞ (U1,R), g ∈
C∞ (U2,R). We define f = g if and only if there exists a regular open subset U such
that p∈U ⊆U1∩U2 and f (x) = g(x) for all x∈U . Moreover, since the intersection
of any finite sequence of regular open subsets of M is still a regular open subset of
M, it is easy to show that if f ,g∈C∞

M (p) then f g∈C∞
M (p), and if f1, ..., fk ∈C∞

M (p),
a1, ...,ak ∈ R, then ∑

k
i=1 ai fi ∈ C∞

M (p). Furthermore, this definition is invariant for
all admissible atlases of M.

Then, we can define tangent vectors:

Definition 8.7. A tangent vector v of a manifold M at p ∈ M is a function v :
C∞

M (p)→ R such that

(1) v is linear: for any finite sequence f1, ..., fk of functions in C∞
M (p) and any

finite sequence a1, ...,ak of real numbers, v
(
∑

k
i=1 ai fi

)
= ∑

k
i=1 aiv( fi), and

(2) v satisfies the Leibnitz rule for derivation: for f ,g ∈ C∞
M (p), v( f g) =

v( f )g(p)+ f (p)v(g).

The set of all tangent vectors at p is denoted as Vp. VM = ∪
{

Vp : p ∈M
}

is
called the tangent bundle of M. The equality for members of Vp is the standard one.
That is, v = v′ if and only if v( f ) = v′ ( f ) for all f ∈C∞

M (p). We can define linear
combinations on Vp straightforwardly: for a1, ...,ak ∈ R, v1, ...,vk ∈Vp,(

k

∑
i=1

aivi

)
( f ) =

k

∑
i=1

aivi ( f ) .

Then it is easy to see that Vp becomes a linear space in the sense defined in Chap. 7.
Given any admissible chart 〈U,µ〉 for M such that p ∈U , we can construct coor-

dinate tangent vectors ∂µ,i = ∂µ,i (p), i = 1, ...,m, as follows: Let f ∈C∞
M (p). Then,

f ◦µ−1 ∈C∞ (µ (U) ,R). Let x = (x1, ...,xm). We define
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∂µ,i ( f ) = ∂i
(

f ◦µ
−1)(µ (p)) =

∂
(

f ◦µ−1
)
(x)

∂xi
|x=µ(p).

Therefore, ∂µ,i, which is also denoted as ∂

∂xi
, is the partial derivative operator for the

i-th argument with respect to the coordinate system 〈U,µ〉. Then, for any vector a =(
a1, ...,am

)
of real numbers, ∂µ,a = ∑

m
i=1 ai∂µ,i is the directional partial derivative at

the direction a with respect to the coordinate system 〈U,µ〉.
Note that if 〈U ′,µ ′〉 is another admissible chart for M such that p ∈ U ′, then

∂µ ′,i (p) is generally not equal to ∂µ,i (p). However, since µ ◦ µ ′−1 is infinitely
differentiable at µ ′ (p) ∈ µ ′ (U ′), we can express ∂µ ′,i as a linear combination of
∂µ,i, i = 1, ...,m. To see this, let us write the function µ ◦ µ ′−1 : µ ′ (U ′) → Rm as
x = µ ◦µ ′−1 (x′), where x = (x1, ...,xm), x′ = (x′1, ...,x

′
m). That is, the i-th component

of the function µ ◦µ ′−1 is
(
µ ◦µ ′−1

)
i = xi = xi (x′). Then, µ ◦µ ′−1 (µ ′ (p)) = µ (p),

and by the chain rule for partial derivatives,

∂µ ′,i ( f ) = ∂i
(

f ◦µ
′−1)(

µ
′ (p)

)
= ∂i

(
f ◦µ

−1 ◦µ ◦µ
′−1)(

µ
′ (p)

)
=

m

∑
j=1

∂ j
(

f ◦µ
−1)(µ (p))∂i

(
µ ◦µ

′−1)
j

(
µ
′ (p)

)
=

m

∑
j=1

∂x j

∂x′i
|x′=µ ′(p)∂µ, j ( f ) .

We will omit the subscript |x′=µ ′(p) in the following. Therefore,

∂µ ′,i =
m

∑
j=1

∂x j

∂x′i
∂µ, j, or

∂

∂x′i
=

m

∑
j=1

∂x j

∂x′i

∂

∂x j
.

Then, for a tangent vector v = ∑
m
i=1 ai∂µ ′,i, we have

v =
m

∑
i=1

ai
m

∑
j=1

∂x j

∂x′i
∂µ, j =

m

∑
j=1

(
m

∑
i=1

∂x j

∂x′i
ai

)
∂µ, j.

In other words, v = ∑
m
j=1 b j∂µ,i, with b j = ∑

m
i=1

∂x j
∂x′i

ai. This is called the vector trans-
formation law.

As in the classical theory, we can also prove that every tangent vector can be
expressed as a linear combination of partial derivative operators. Let 〈U,µ〉 be an
admissible chart for M such that p ∈U . For i = 1, ...,m, let x∗i be the ith-component
function in the coordinate system µ , that is, x∗i (q) = (µ (q))i for q ∈U . We need a
lemma:

Lemma 8.8. For any f ∈C∞
M (p), there exist g∗i ∈C∞

M (p), i = 1, ...,m, and a regular
open subset U ′, such that p ∈U ′, and
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f (q) = f (p)+
m

∑
i=1

(x∗i (q)− x∗i (p))g∗i (q)

for all q ∈U ′.

Proof. Since f ∈ C∞
M (p), for some regular open subset U1 ⊆U , p ∈U1, we have

f ◦µ−1 ∈C∞ (µ (U1) ,R). Therefore, f ◦µ−1 has its first order Taylor expansion at
µ (p) (see Sect. 3.5). That is, for some r > 0 such that O = Sc(µ (p) ,r)⊆ µ (U1),

f ◦µ
−1 (x) = f ◦µ

−1 (µ (p))+
m

∑
i=1

(xi− (µ (p))i)gi (x) ,

for any x ∈ O, where gi ∈C∞ (O,R). Then, for any q ∈U ′ = µ−1 (O), let x = µ (q)
in the above equation, we have

f (q) = f (p)+
m

∑
i=1

((µ (q))i− (µ (p))i)gi (µ (q))

= f (p)+
m

∑
i=1

(x∗i (q)− x∗i (p))g∗i (q) ,

where g∗i ∈C∞
M (p) is defined as g∗i (q) = gi (µ (q)) on U ′. ut

Now, given f ∈ C∞
M (p), by the lemma and the equality condition for the set

C∞
M (p),

f = f (p)+
m

∑
i=1

(x∗i − x∗i (p))g∗i .

Note that by the Leibnitz rule,

v(1) = v(1 ·1) = v(1)+ v(1) .

Therefore, for any v ∈ Vp, v(1) = 0, and hence v(c) = 0 for any constant function
c∈C∞

M (p), since v is linear. Applying the tangent vector ∂µ,i to the above expression

for f and noting that ∂µ,i (x∗i ) = 1 and ∂µ,i

(
x∗j
)

= 0 for j 6= i, we have

∂µ,i ( f ) = g∗i (p) .

Then, given any v ∈Vp, applying v to the above expression for f , we have

v( f ) =
m

∑
i=1

v(x∗i )g∗i (p) =
m

∑
i=1

v(x∗i )∂µ,i ( f ) .

Therefore, v = ∑
m
i=1 v(x∗i )∂µ,i. This means that ∂µ,1, ...,∂µ,m constitute a basis for

the linear space Vp. It is called a coordinate basis.
Suppose that M′ is a k-dimensional submanifold of M. For p ∈M′, we can iden-

tify a tangent vector v of M′ at p with a tangent vector of M at p. There exists a
coordinate system 〈U,µ〉 of M with p ∈U and a coordinate system 〈U ′,µ ′〉 of M′
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with p ∈U ′ such that µ ′ (U ′) is a k-dimensional slice of µ (U). Then, as a tangent
vector of M′, v has an expansion v = ∑

k
i=1 vi∂µ ′,i for some vi, i = 1, ...,k. Appar-

ently, v uniquely corresponds to the tangent vector ∑
k
i=1 vi∂µ,i of M. It is easy to see

that this definition is independent of the chosen coordinate systems (because of the
vector transformation law).

Recall that a differentiable curve γ in M with the parameter on an interval [a,b]
is a function γ ∈C∞ ((a− ε,b+ ε) ,M) for some ε > 0. The tangent vector of γ at a
point p = γ (t) is a vector v ∈Vp such that for any f ∈C∞

M (p), v( f ) = d
dt ( f ◦ γ)(t).

Write the function µ ◦ γ ∈C∞ ((a− ε,b+ ε) ,Rm) as
(
γµ,1, ...,γµ,m

)
, we have

d
dt

( f ◦ γ)(t) =
d
dt

((
f ◦µ

−1)◦ (µ ◦ γ)
)
(t) =

m

∑
i=1

dγµ,i

dt
∂µ,i f .

Therefore, the components of v in the coordinate basis of µ are exactly d
dt γµ,1, ...,

d
dt γµ,m. Sometimes we denote this vector as γ ′ (t), when no ambiguity will
arise.

A dual vector (or cotangent vector) at p is a linear function from Vp to R. V ∗
p de-

notes the set of dual vectors at p, and V ∗
M = ∪

{
V ∗

p : p ∈M
}

is the cotangent bundle
of M. Obviously, V ∗

p is a linear space with the naturally defined linear combina-
tion. Let e1, ...,em be a basis for Vp. Then, a dual vector ω is completely determined
by its values for the basis, ω (ei), i = 1, ...,m, that is, ω

(
∑

m
i=1 aiei

)
= ∑

m
i=1 aiω (ei).

Let e j ∈ V ∗
p be defined as e j (ei) = δ

j
i , where δ

j
i is the Kronecker symbol, that is,

δ
i
i = 1 and δ

j
i = 0 whenever i 6= j. Then, ω = ∑

m
j=1 ω (e j)e j. That is, e1, ...,em con-

stitute a basis for V ∗
p . This is called the dual basis corresponding to e1, ...,em. When

ei = ∂µ,i = ∂

∂xi
, i = 1, ...,m, are the partial derivative operators in the coordinate sys-

tem µ at p, the corresponding dual vectors are denoted as dx1, ..., dxm. Therefore,
dx j
(
∂µ,i
)

= δ
j
i .

A tensor of the type (k, l) at p is a multi-linear function

T : V ∗
p × ...×V ∗

p ×Vp× ...×Vp → R,

where there are k copies of V ∗
p and l copies of Vp. T is multi-linear in the sense

that T is linear for each of its k + l arguments. Let e1, ...,em be a basis for Vp and
let e1, ...,em be the corresponding dual basis for V ∗

p . A tensor T of the type (k, l) is
completely determined by the values

T i1...ik
j1... jl

= T
(
ei1 , ...,eik ,e j1 , ...,e jl

)
, i1, ..., jl = 1, ...,m.

These values are called the components of T in the basis e1, ...,em. We use T
(k,l)

p to
denote the set of tensors of the type (k, l) at p. T

(k,l)
p becomes a linear space with

the naturally defined linear combination.
Suppose that e′1, ...,e

′
m constitute another basis for Vp with the corresponding

dual basis e′1, ...,e′m for V ∗
p , and suppose that e′i = a j

i e j, e′i = bi
je

j. Here we use the
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common summation convention that an index letter appearing both at a superscript
position and a subscript position means that the index is summed over. That is, a j

i e j

is actually ∑
m
j=1 a j

i e j. Note that

e′ j
(
e′i
)

= b j
kek
(

al
iel

)
= b j

kal
ie

k (el) = b j
kal

iδ
k
l = ak

i b j
k.

Since we also have e′ j (e′i) = δ
i
j, we see that ak

i b j
k = δ

j
i . That is, the matrix

(
bi

j

)
is

the inverse of
(

a j
i

)
. Then, a straightforward computation shows that the components

of T in the basis e′1, ...,e
′
m are

T ′i1...ik
j1... jl

= T
(
e′i1 , ...,e′ik ,e′j1 , ...,e

′
jl

)
= bi1

h1
...bik

hk
an1

j1
...anl

jl
T h1...hk

n1...nl
.

This is the component transformation for a tensor. In particular, when ei = ∂µ,i,
e′i = ∂µ ′,i, i = 1, ...,m, are the partial derivative operators in the coordinate systems

µ and µ ′ respectively, we have a j
i = ∂x j

∂x′i
. By the chain rule, ∂xk

∂x′i

∂x′j
∂xk

=
∂x′j
∂x′i

= δ
j
i .

Therefore, bi
j = ∂x′i

∂x j
and the component transformation for a tensor becomes

T ′i1...ik
j1... jl

=
∂x′i1
∂xh1

...
∂x′ik
∂xhk

∂xn1

∂x′j1
...

∂xnl

∂x′jl
T h1...hk

n1...nl
.

This is the coordinate transformation law for tensor components.
We sometimes use the symbols T i1...ik

j1... jl
for tensor components in a particular

basis to denote a tensor T . When doing this we should be aware that the components
of the tensor in another basis may have a different format. Then, given any vectors
v j = an

jen, j = 1, ..., l and dual vectors ω i = bi
heh, i = 1, ...,k,

T
(

ω
1, ...,ωk,v1, ...,vl

)
= b1

h1
...bk

hk
an1

1 ...anl
l T
(

eh1 , ...,ehk ,en1 , ...,enl

)
= b1

h1
...bk

hk
an1

1 ...anl
l T h1...hk

n1...nl
.

A tensor T of the type (k, l) is symmetric in its p-th and q-th vector arguments,
if for any dual vectors and vectors ω1, ...,ωk,v1, ...,vl ,

T
(

ω
1, ...,ωk, ...,vp, ...,vq, ...

)
= T

(
ω

1, ...,ωk, ...,vq, ...,vp, ...
)

.

Symmetry in a pair of dual vector arguments can be defined similarly. T is symmet-
ric if it is symmetric in all pairs of its vector arguments and dual vector arguments.
It is easy to verify that if the components T i1...ik

j1... jl
for T in a basis are such that
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T i1...ik
j1... jp... jq... jl

= T i1...ik
j1... jq... jp... jl

for all possible indices, then T is symmetric in its p-th and q-th vector arguments.
For a tensor T with the components T i1...ik

j1... jl
in a basis, we define a new tensor

T(1...p) of the same type with the components

T i1...ik
( j1... jp)... jl

=
1
p! ∑

π( j1... jp)
T i1...ik

π( j1... jp)... jl

in the same basis, where the sum ranges over all p! permutations π ( j1... jp) of the
given sequence ( j1... jp) of numbers. Apparently, T i1...ik

( j1... jp)... jl
are the components

of the tensor T(1...p) such that

T(1...p) (...,v1...,vp, ...) =
1
p! ∑

( j1... jp)
T
(
...,v j1 ...,v jp , ...

)
,

where ( j1... jp) ranges over all p! permutations of (1...p). T(1...p) is called a sym-
metrization of T with respect to the vector arguments at (1...p). The definition is
invariant for all bases. That is, if the tensor T has components T ′i1...ik

j1... jl
in another

basis, then the tensor T(1...p) has the corresponding components T ′i1...ik
( j1... jp)... jl

in the

new basis. Therefore, we will use T i1...ik
( j1... jp)... jl

to denote the symmetrization. In

particular, we have

T( j1 j2) =
1
2

(Tj1 j2 +Tj2 j1) .

Other types of symmetrization can be defined similarly, for instance, T i
j1( j2 j3 j4) j5

,

T i1(i2i3)
j1 j2

etc. Similarly, we can define anti-symmetrization. For instance,

T i1...ik
[ j1... jp]... jl

=
1
p! ∑

π( j1... jp)
σπ T i1...ik

π( j1... jp)... jl
,

where σπ is the sign of the permutation π . That is, it is +1 when π is an even
permutation, and it is −1 when π is an odd permutation. In particular,

T[ j1 j2] =
1
2

(Tj1 j2 −Tj2 j1) .

Note that a tangent vector v induces a linear function from cotangent vectors ω

to real numbers: ω 7→ ω (v). Therefore, a tangent vector can be seen as a tensor of
the type (1,0). Similarly, a cotangent vector is a tensor of the type (0,1). Let v be
a vector. When we treat v as a type (1,0) tensor, its components in a basis e1, ...,em
are vi = ei (v). On the other hand, the expansion of v in the basis is exactly v = viei.
Similarly, for a dual vector ω , its components are ω i = ω (ei) and ω = ω iei.
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Let T,T ′ be tensors of the types (k, l) and (k′, l′) respectively. The outer product
T ⊗T ′ is a tensor of the type (k + k′, l + l′) defined as

T ⊗T ′
(

ω
1, ...,ωk,ω ′1, ...,ω ′k′ ,v1, ...,vl ,v′1, ...,v

′
l′

)
= T

(
ω

1, ...,ωk,v1, ...,vl

)
T ′
(

ω
′1, ...,ω ′k′ ,v′1, ...,v

′
l′

)
.

Therefore, given a basis e1, ...,em and the corresponding dual basis e1, ...,em,

ei1 ⊗ ...⊗ eik ⊗ e j1 ⊗ ...⊗ e jl

is a tensor of the type (k, l), and it is easy to see that these tensors form a basis for
the linear space T

(k,l)
p . That is, for any tensor T ∈T

(k,l)
p ,

T = T i1...ik
j1... jl

ei1 ⊗ ...⊗ eik ⊗ e j1 ⊗ ...⊗ e jl ,

where T i1...ik
j1... jl

are exactly the components of T at the basis e1, ...,em.

A contraction (or trace) of a tensor T i1...h...ik
j1...n... jl

of the type (k +1, l +1) at the
position h,n is a tensor of the type (k, l), whose components in the same basis are
T i1...h...ik

j1...h... jl
. Using the component transformation above, a straightforward compu-

tation can verify that if the original tensor T i1...h...ik
j1...n... jl

has components T ′i1...h...ik
j1...n... jl

in another basis, then the components of the contraction in the new basis are also
exactly T ′i1...h...ik

j1...h... jl
. That is, this definition of the contraction of a tensor, while

referring to a particular basis, is actually invariant for all bases.
A tangent vector filed is a function v : U → VM from a regular open subset U

of M to the tangent bundle of M, such that for each p ∈ U , vp = v(p) ∈ Vp. For
f ∈ C∞ (U,R), v( f ) is a function from U to R defined as v( f )(p) = vp ( f ) for
p ∈ U . We say that v is a C∞ (or smooth) vector field on U if v( f ) ∈ C∞ (U,R)
for any f ∈ C∞ (U,R). Let 〈U ′,µ〉 be any chart for M. For any p ∈U ∩U ′, there
exist a1 (p) , ...,am (p) such that vp = ai (p)∂µ,i (p), where ∂µ,i (p) is the partial
derivative operator at p in the coordinate system µ . Therefore, for each i = 1, ...,m,
ai : U ∩U ′ → R. Let xi ∈ C∞ (U,R) be the i-th coordinate function in the coordi-
nate system µ . Apparently, v

(
xi
)

= ai on U ∩U ′. Therefore, if v is a C∞ vector
field, then ai ∈ C∞ (U,R). On the other hand, let f ∈ C∞ (U,R). Then v( f )(p) =

ai (p)
∂( f◦µ−1)

∂xi
(µ (p)). Obviously, v( f ) ∈C∞ (U ∩U ′,R) if all ai ∈C∞ (U,R). That

is, v is a C∞ vector field, if and only if all its component functions in any coordinate
derivative basis are C∞ functions.

Cotangent vector fields and tensor fields of a given type can be defined similarly.
For a cotangent vector field ω on U and a tangent vector field v on U , ω (v) is
a function from U to R: ω (v)(p) = ω p (vp). ω is a C∞ cotangent vector field if
ω (v) ∈C∞ (U,R) for any C∞ vector field v on U . Similarly, a tensor field on U is
C∞ if it produces C∞ functions on U when applied to C∞ tangent vector fields and
cotangent vector fields. It similarly follows that a cotangent vector field or tensor
field on U is C∞ if its components in a coordinate derivative basis are C∞ functions.



8.3 Metric 231

8.3 Metric

The components of a tensor T of the type (0,2) in a basis e1, ...,em make up an
m×m matrix (Ti j). Suppose that another basis e′1, ...,e

′
m is given by e′i = a j

i e j. Then,
the components of T in the new basis are T ′i j = ak

i al
jTkl . Therefore,

(
T ′i j
)

=
(

ak
i

)
(Tkl)

(
al

j

)′
,

where
(

a j
i

)′
is the matrix transposition of

(
a j

i

)
and the right hand side is a matrix

product. We say that T is non-degenerated if its component matrix in a basis has a
non-zero determinant. Simple computations on real numbers can show that a matrix
is invertible if and only if it has a non-zero determinant. The basis transformation
matrix

(
a j

i

)
is invertible (for we can also express e1, ...,em as linear combinations

of e′1, ...,e
′
m). Therefore, its determinant

∣∣∣a j
i

∣∣∣ 6= 0. Then, the determinants of
(

T ′i j

)
and (Ti j) are related by

∣∣∣T ′i j

∣∣∣ = ∣∣∣a j
i

∣∣∣2 ∣∣Ti j
∣∣. That is,

∣∣∣T ′i j

∣∣∣ is non-zero if and only if∣∣Ti j
∣∣ is non-zero. The definition of non-degeneracy of T is thus independent of the

chosen basis. Note that this is sightly different from the common classical definition
of non-degeneracy.

Obviously, T is symmetric if and only if its components on any basis make up a
symmetric matrix. If T is non-degenerated and symmetric, then we can construct a
new basis e∗1, ...,e

∗
m such that the component matrix of T in the new basis is a diago-

nal matrix, which means that T
(

e∗i ,e
∗
j

)
= 0 for i 6= j. There is an obstacle when we

try to carry out the diagonalization process for a symmetric matrix in the classical
theory of matrix, because we cannot generally decide whether an entry in the matrix
is non-zero. However, we can overcome this difficulty when the symmetric matrix
(Ti j) has a non-zero determinant.

To diagonalize the matrix (Ti j) we must construct invertible matrices A1, ...,Ak
such that (

T ∗i j
)

= Ak...A1 (Ti j)A′1...A
′
k

becomes a diagonal matrix. Then, using A1, ...,Ak to transform the basis succes-
sively, we will finally get the new basis in which T has the component matrix

(
T ∗i j

)
.

First, from the assumption that
∣∣Ti j
∣∣ 6= 0, we can find a matrix entry Ti j 6= 0. This

means that T (ei,e j) 6= 0. Now,

T (ei + e j,ei + e j) = T (ei,ei)+2T (ei,e j)+T (e j,e j) .

By approximating these real numbers sufficiently, we see that either T (ei,ei) 6=
0, or T (e j,e j) 6= 0, or T (ei + e j,ei + e j) 6= 0. In the first or the second case, we
apply the basis transformation of switching e1 with ei or e j, respectively. In the
third case, we apply the basis transformation of replacing ei and e j by 1√

2
(ei + e j)
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and 1√
2
(ei− e j) and then switching e1 with 1√

2
(ei + e j). In the new basis e′1, ...,e

′
m,

we must have T (e′1,e
′
1) 6= 0. That is, the corresponding basis transformation A1 is

such that, in the new basis, the component matrix for T is
(

T ′i j

)
= A1 (Ti j)A′1 with

T ′11 6= 0. Then we can perform the diagonalization as in the classical case. That is,

for all i > 1, we multiply the first row of
(

T ′i j

)
by−T ′i1/T ′11 and add it to the i-th row

and multiply the first column of the resulted matrix by−T ′1i/T ′11 =−T ′i1/T ′11 and add

it to the i-th column. This is equivalent to transforming
(

T ′i j

)
into A2

(
T ′i j

)
A′2 for

some appropriate basis transformation matrix A2, and the resulted matrix
(

T ′′i j

)
is

such that T ′′11 6= 0 while T ′′1i = T ′′i1 = 0 for all i > 1. We can repeat the process for
the rest (m−1)× (m−1) submatrix. Note that this submatrix must have a non-zero
determinant as well. Moreover, note that the process involves only summation and
multiplication of real numbers. It is iteratable within strict finitism. Obviously, we
can normalize the final new basis e∗1, ...,e

∗
m so that T (e∗i ,e

∗
i ) =±1. That is, the final

diagonal component matrix for T has±1 as the diagonal entries. Therefore, we have

Lemma 8.9. For any non-degenerated, symmetric type (0,2) tensor T , there exists
a basis e1, ...,em such that T (ei,ei) = ±1 for all i = 1, ...,m and T (ei,e j) = 0 for
i 6= j.

The basis in the lemma is called an orthonormal basis for T . The number of ei
such that T (ei,ei) = −1 is called the index of T , and the sequence of ±1 at the
diagonal of the diagonal component matrix for T is called the signature of T in
the orthonormal basis. We can show that this definition of index is invariant for
all orthonormal bases for T . To see this, let e′1, ...,e

′
m be another basis such that

T (e′i,e
′
i) =±1 for all i. We may assume that for some k,k′, T (ei,ei) is +1 for i≤ k,

and it is −1 for i > k, and T (e′i,e
′
i) is +1 for i≤ k′, and it is −1 for i > k′. We need

to show that k = k′. Since k = k′ is decidable, we can assume that k > k′ and try to
deduce a contradiction. Each ei, i≤ k, can be expressed as ei = a j

i e′j. We decompose
this into

ei = vi + v∗i , where vi =
k′

∑
j=1

a j
i e′j, v∗i =

m

∑
j=k′+1

a j
i e′j.

We use explicit summation symbols here since they are not sums over all values
of the index j. Note that for any linear combination v of e′1, ...,e

′
k′ and any linear

combination v∗ of e′k′+1, ...,e
′
m, we have T (v,v)≥ 0, T (v∗,v∗)≤ 0, and T (v,v∗) = 0.

We want to find real numbers r1, ...,rk, such that max
(∣∣r1

∣∣ , ..., ∣∣rk
∣∣) ≥ 1, but for

v = ∑
k
i=1 rivi we have T (v,v) < 1. This will lead to a contradiction. Because, let

e = ∑
k
i=1 riei, v∗ = ∑

k
i=1 riv∗i . Then, e = v+v∗. v is a linear combination of e′1, ...,e

′
k′

and v∗ is a linear combination of e′k′+1, ...,e
′
m. Therefore,

T (e,e) = T (v,v)+2T (v,v∗)+T (v∗,v∗) = T (v,v)+T (v∗,v∗) .

But T (e,e) = ∑
k
i=1
(
ri
)2 ≥ 1 and T (v∗,v∗)≤ 0. This is a contradiction.

To find such real numbers r1, ...,rk, note that
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v =
k

∑
i=1

rivi =
k

∑
i=1

k′

∑
j=1

ria j
i e′j =

k′

∑
j=1

(
k

∑
i=1

ria j
i

)
e′j.

Therefore,

T (v,v) =
k′

∑
j=1

(
k

∑
i=1

ria j
i

)2

.

We need a lemma, which is an approximate version of the existential theorem on
the solutions of a system of homogeneous linear equations.

Lemma 8.10. Suppose that k > k′. Then, given any real numbers a j
i , i = 1, ...,k, j =

1, ...,k′, for any ε > 0, there exist real numbers x1, ...,xk, such that max
(∣∣x1

∣∣ , ..., ∣∣xk
∣∣)

≥ 1, and
∣∣∣∑k

i=1 a j
i xi
∣∣∣< ε , for j = 1, ...,k′.

Proof. In the classical theory of homogeneous linear equations, we can solve the
equations ∑

k
i=1 a j

i xi = 0, j = 1, ...,k′, with arbitrary large xis since k > k′. However,
we cannot do this in strict finitism, because we cannot decide whether a j

i = 0. We
can only get approximate solutions, as the lemma states. We can proceed as follows.
First, for each j decide whether

∣∣∣a j
1

∣∣∣ < ε or
∣∣∣a j

1

∣∣∣ > 0. In case
∣∣∣a j

1

∣∣∣ < ε for all j =

1, ...,k′, we let x1 = 1 and xi = 0 for i > 1. Otherwise, we can find a j such that
∣∣∣a j

1

∣∣∣>
0. We may assume that

∣∣a1
1

∣∣> 0. Then, we can reduce the inequalities
∣∣∣∑k

i=1 a j
i xi
∣∣∣< ε

to the following inequalities, by dividing the first inequality by
∣∣a1

1

∣∣, multiplying the
resulted first inequality by −a j

1 and adding to the j-th inequality, and adjusting the
right hand side of the inequalities appropriately:∣∣∣∣x1 +

a1
2

a1
1

x2 +
a1

3

a1
1

x3...

∣∣∣∣ <
ε

2
(
1+max

(∣∣a1
1

∣∣ , ..., ∣∣ak′
1

∣∣)) ,∣∣∣∣(a2
2−a2

1
a1

2

a1
1

)
x2 +

(
a2

3−a2
1

a1
3

a1
1

)
x3 + ...

∣∣∣∣ <
ε

2
(
1+max

(∣∣a1
1

∣∣ , ..., ∣∣ak′
1

∣∣)) ,
...

If x1, ...,xk satisfy these inequalities, then they will also satisfy the original inequal-
ities

∣∣∣∑k
i=1 a j

i xi
∣∣∣ < ε , j = 1, ...,k′. Then, we can repeat the process by ignoring the

first inequality and considering the new coefficients a′ j2 , j = 2, ...,k′, for the variable

x2 in the above inequalities. If all
∣∣∣a′ j2

∣∣∣ < ε ′ = ε

2
(

1+max
(
|a1

1|,...,
∣∣∣ak′

1

∣∣∣)) , then we can

again let x2 = 1, xi = 0 for i = 3, ...,k, and x1 = − a1
2

a1
1
x2. All the inequalities will be

satisfied. Otherwise, we will find a
∣∣∣a′ j2

∣∣∣ > 0 and proceed as before. In the end we
will get inequalities
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2x2 + ........................

∣∣ < δ ,∣∣x2 +b2
3x3 + .................

∣∣ < δ ,

...∣∣∣xk′ +bk′
k′+1xk′+1 + ...

∣∣∣ < δ .

Then, we can let xk′+1 = 1 and set values for other xi to satisfy the inequalities.
The construction involves only addition and multiplication of real numbers. It is
repeatable within strict finitism. ut

From the lemma it easily follows that we can find real numbers r1, ...,rk to make

each
(

∑
k
i=1 ria j

i

)2
arbitrarily small and thus make T (v,v) < 1. Therefore, all or-

thonormal bases for T have the same number of vectors e such that T (e,e) = −1.
That is, the definition of index of T is invariant for all orthonormal bases for T .

Note that non-degeneracy is a point-wise condition. It is defined for each point
p ∈ M. Similar to the case of continuity vs. uniform continuity, we need a uniform
notion. We say that T is uniformly non-degenerated, if for any basic regular compact
subset B of M and the corresponding chart that is a witness for B to be a basic regu-
lar compact subset, there exists a constant c > 0, such that

∥∥Ti j (p)
∥∥≥ c for p ∈ B,

where
∥∥Ti j (p)

∥∥ is the absolute value of the component matrix of T at the point p
in the chart. Suppose that in another chart T ′i j = ∂xk

∂x′i

∂xl
∂x′j

Tkl . In the matrix notation

we have
(

T ′i j

)
=
(

∂xk
∂x′i

)
(Tkl)

(
∂xl
∂x′j

)′
. Now, for a coordinate transformation, the in-

verse matrix
(

∂xk
∂x′i

)−1
=
(

∂x′l
∂xk

)
has uniformly continuous (actually C∞) functions

as entries. Therefore, the absolute value of its determinant,
∥∥∥∥( ∂xk

∂x′i

)−1
∥∥∥∥=

∥∥∥ ∂xk
∂x′i

∥∥∥−1
,

is bounded on B. Then,
∥∥∥ ∂xk

∂x′i

∥∥∥ ≥ c on B for some constant c > 0. This implies that∥∥∥T ′i j

∥∥∥ ≥ c on B for some constant c > 0. Therefore, the definition of uniform non-
degeneracy is independent of the chosen coordinate system. Note that in the classical
theory, uniform non-degeneracy follows from non-degeneracy.

Now we can define metrics.

Definition 8.11. A semi-Riemann metric g of the index k on an m-dimensional man-
ifold M is a C∞ uniformly non-degenerated tensor field on M of the type (0,2), such
that for every p ∈M, gp is symmetric and has the index k. When k = 0, g is called a
Riemann metric. When k = 1 or m−1, g is called a Lorentz metric. A semi-Riemann
(or Lorentz) manifold is a manifold with a semi-Riemann (or Lorentz) metric.

A Riemann metric g is positively definite. That is, g(v,v) ≥ 0, and g(v,v) = 0
implies that v = 0, for all v ∈VM . However, for a semi-Riemann metric g, there can
be non-zero vector v such that g(v,v) = 0. In the rest of the chapter we assume that
M is an m-dimensional semi-Riemann manifold with a semi-Riemann metric g.

Since g is non-degenerated (at every point of M), its component matrix (gi j) in a
basis has an inverse matrix, which we denote as

(
gi j
)
. That is, gi jg jk = δ

i
k. Recall
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that from matrix algebra, gi j can be computed from the determinants of (gi j) and its
submatrices. From there it is easy to see that since (gi j) is symmetric,

(
gi j
)

must also
be symmetric. We define g−1 as a tensor of the type (2,0) such that its components
in the same basis are gi j. Suppose that in another basis the components of g are
g′i j = ak

i ah
jgkh. Then, the components of g−1 are g′i j = bi

kb j
hgkh, where

(
b j

i

)
is the

inverse of
(

a j
i

)
. A straightforward computation shows that

(
g′i j
)

is the inverse of(
g′i j

)
. Therefore, the definition of g−1 is independent of the basis. We will simply

denote g−1 as gi j.
Using the tensors gi j and gi j, we can transform vectors to dual vectors and re-

versely. Given a vector v with the components vi, let vi = gi jv j. vi are the components
of a dual vector v∗ in the same basis. v∗ is actually the linear function g(·,v). There-
fore, this definition is actually independent of the chosen basis. We will simply write
the vector and the corresponding dual vector as vi and vi and say that vi is obtained
from vi by lowering the index i. Similarly, given a dual vector ω with the compo-
nents ω i, ω i = gi jω j becomes the components of a vector ω∗. It is obtained by
raising the index. Since

(
gi j
)

is the inverse matrix of (gi j), a straightforward com-
putation shows that raising and then lowering the same index again (or reversely)
will go back to the original dual vector (or vector). Note that v 7→ v∗ and ω 7→ ω∗
are linear functions. Raising and lowering index can be defined for tensors of other
types similarly. For instance, let T i j

k be (the components of) a tensor. We define T i k
j

to be g jhgklT ih
l . T i k

j are actually the components of the tensor that maps (ω1,v,ω2)
into T (ω1,v∗,(ω2)∗). Note that gikg jlgkl = gi j. That is, raising the indices of gi j
will get gi j.

8.4 Covariant Derivative

Given an admissible chart 〈U,µ〉 for M, for p ∈U , i, j,k = 1, ...,m, we define the
Christoffel symbols Γ i

jk;µ (p) at p with respect to µ as

Γ
i
jk;µ (p) =

1
2

gih (
∂µ, jgkh +∂µ,kg jh−∂µ,hg jk

)
,

where items at the right hand side all take their values at p, and gi j are the compo-
nents of g in the coordinate basis ∂µ,1, ...,∂µ,m for the chart. Moreover, recall that

∂µ, jgkh = ∂ j
(
gkh ◦µ−1

)
=

∂(gkh◦µ−1)(x)
∂x j

|x=µ(p). We will write Γ i
jk;µ (p) as Γ i

jk;µ or

Γ i
jk when no ambiguity will arise, and we do not consider Γ i

jk as components of any
tensor. Note that Γ i

jk is symmetric with respect to its indices j,k:

Γ
i
jk = Γ

i
k j.
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Suppose that 〈U ′,µ ′〉 is another admissible chart for M. Then, the components
of g and g−1 in the new coordinate basis ∂µ ′,1, ...,∂µ ′,m will be

g′i j =
∂xh

∂x′i

∂xl

∂x′j
ghl , g′i j =

∂x′i
∂xh

∂x′j
∂xl

ghl ,

where x′ = µ ′ ◦ µ−1 (x) on µ (U) are the coordinate transformation functions. The
Christoffel symbols with respect to the new chart are

Γ
i
jk;µ ′ =

1
2

g′ih
(
∂µ ′, jg

′
kh +∂µ ′,kg′jh−∂µ ′,hg′jk

)
.

By the chain rule, ∂µ ′, jg′kh = ∂xn
∂x′j

∂µ,ng′kh. Substitute these into the above expression,

we obtain, by some straightforward computations based on the chain rule, that

Γ
i
jk;µ ′ =

∂xh

∂x′j

∂xl

∂x′k

∂x′i
∂xn

Γ
n
hl;µ +

∂x′i
∂xn

∂ 2xn

∂x′j∂x′k
.

Note that ∂x′i
∂xn

∂xn
∂x′j

= δ
i
j. Therefore,

∂

∂x′k

(
∂x′i
∂xn

∂xn

∂x′j

)
=

∂x′i
∂xn

∂ 2xn

∂x′j∂x′k
+

∂ 2x′i
∂xn∂xl

∂xl

∂x′k

∂xn

∂x′j
= 0.

Then, the expression for Γ i
jk;µ ′ can also be written as

Γ
i
jk;µ ′ =

∂xh

∂x′j

∂xl

∂x′k

∂x′i
∂xn

Γ
n
hl;µ −

∂ 2x′i
∂xn∂xl

∂xn

∂x′j

∂xl

∂x′k
.

This means that Γ i
jk;µ ′ and Γ i

jk;µ are not related to each other as the components of
a tensor in different bases are.

Given any vector filed v on U with components vi in the coordinate basis of the
chart µ , for any i, j = 1, ...,m, we define

∇ j;µ vi = ∂µ, jvi +Γ
i
jk;µ vk.

In a new chart µ ′, we will have ∇ j;µ ′v′i = ∂µ ′, jv′i +Γ i
jk;µ ′v

′k, where v′i = ∂x′i
∂xh

vh are
the components of v in the new coordinate basis and Γ i

jk;µ ′ are given above. Some
straightforward computations will show that

∇ j;µ ′v
′i =

∂x′i
∂xh

∂xl

∂x′j
∇l;µ vh.

We will treat ∇ j;µ vi as the components (∇v) ji of a (1,1) tensor ∇v in the coordinate
basis of µ . Then, the components of the tensor in the new basis will be exactly
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∇ j;µ ′v′i. That is, the definition of the tensor ∇v is actually independent of the chosen
coordinate basis. ∇v is called the covariant derivative of v. We will simply denote
the components of the tensor ∇v as

∇ jvi = ∂ jvi +Γ
i
jkvk.

Note that (∇v) is a tensor field on U , and for p ∈U , (∇v)p depends on vq for q 6= p,
because the partial derivative ∂ jvi (p) depends on vi (q) for q 6= p. In other words, ∇

is not a function from Vp to T
(1,1)

p .
The covariant derivative ∇ω of a dual vector ω with the components ω i is a (0,2)

tensor with components (∇ω)i j defined as

∇iω j = ∂iω j−Γ
k
i jωk. (8.1)

It is easy to verify that this is also independent of the chosen coordinate basis. More
generally, the covariant derivative ∇T of a tensor T of the type (k, l) is a tensor of
the type (k, l +1) with the components

(∇T )i...
k j... = ∇kT i...

j... = ∂kT i...
j... +Γ

i
khT h...

j... + ...−Γ
l
k jT

i...
l...− .... (8.2)

It is also easy to verify that this is independent of the chosen coordinate basis. More-
over, for a C∞ scalar function f on M, the covariant derivative ∇ f of f is a dual
vector with the components

∇i f = ∂i f .

The covariant derivative operator ∇ satisfies the following conditions

(1) Linearity: for any n tensors Tk and real numbers rk, k = 1, ...,n,

∇

(
n

∑
k=1

rkTk

)
=

n

∑
k=1

rk∇Tk.

(2) Leibnitz rule: for any tensors T,T ′,

∇
(
T ⊗T ′

)
= (∇T )⊗T ′+T ⊗∇T ′.

(3) Commutativity with contraction: for any tensor T ...i...
... j...,

∇k
(
T ...i...

...i...
)

= ∇kT ...i...
...i....

(4) Being the partial derivative operator on scalar functions: given any coordi-
nate system, for a C∞ scalar function f on M, the components of ∇ f (as a
(0,1) tensor) are (∇ f )i = ∂i f .

(5) Torsion-free: for any C∞ scalar function f on M, ∇∇ f is a symmetric tensor
of the type (0,2).

(6) Metric compatibility: ∇g = 0.
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The conditions (1), (2) and (4) are trivial from the definition. To see (3), let T be
the tensor in (8.2). Then,

∇kT i...
i... = ∂kT i...

i... +Γ
i
khT h...

i... + ...−Γ
l
kiT

i...
l...− ....

Note that Γ i
khT h...

i... = Γ l
kiT

i...
l.... Then it is easy to see that ∇kT i...

i... = ∇k
(
T ...i...

...i...
)
. Since

∇i f = ∂i f , by (8.1),

(∇∇ f ) ji = ∇ j∇i f = ∂ j∂i f −Γ
k
ji∂k f .

Γ k
ji and ∂ j∂i are symmetric in the indices i, j. Therefore, ∇∇ f is symmetric. Finally,

the components of ∇g are

∇kgi j = ∂kgi j−Γ
h
kigh j−Γ

l
k jgil .

Substituting the expression for Γ h
ki and Γ l

k j into the right hand side, a straightforward
computation gives ∇kgi j = 0.

As in the classical theory, we can show that covariant derivative ∇ is the unique
operator that maps a type (k, l) tensor field into a type (k, l +1) tensor field and
satisfies the above conditions (1) to (6). To see this, let ∇̃ be another such operator.
We fix a coordinate system. Condition (4) implies that for any C∞ function f ,

∇̃ f = (∂i f )dxi.

For each dual vector field dxi, ∇̃
(
dxi
)

is a (0,2) tensor field. We denote its compo-
nents in the coordinate basis as −Ci

jk. That is,

∇̃
(
dxi)=−Ci

jkdx j⊗dxk.

Then, for any dual vector field ω = ω idxi, by the Leibnitz rule,

∇̃ω = ∇̃
(
ω idxi)= ∇̃(ω i)⊗dxi +ω i∇̃

(
dxi)

= (∂ jω i)dx j⊗dxi−ω iCi
jkdx j⊗dxk

= (∂ jωk)dx j⊗dxk−Ci
jkω idx j⊗dxk

=
(

∂ jωk−Ci
jkω i

)
dx j⊗dxk.

That is, the components of ∇̃ω are

∇̃ jωk = ∂ jωk−Ci
jkω i.

Note that when f is the i-th coordinate function x∗i , x∗i (p) = (µ (p))i, f is a C∞

function and ∇̃ f = dxi. Then, ∇̃∇̃ f =−Ci
jkdx j⊗dxk. By the torsion-free condition

(5), ∇̃∇̃ f is symmetric. Therefore, Ci
jk = Ci

k j.
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For each vector field ∂k, ∇̃∂k is a (1,1) tensor field. We denote its components as
Si

jk. That is,

∇̃∂k = Si
jk∂i⊗dx j.

Consider the tensor ∂k⊗ dxi. Its contraction Tr
(
∂k⊗dxi

)
= δ

i
k is a constant scalar

function. Therefore, by the condition (4), ∇̃Tr
(
∂k⊗dxi

)
= 0. On the other side,

by the condition (3), ∇̃ commutates with Tr. Therefore, we should have Tr∇̃(∂k⊗
dxi) = 0. Now, by the Leibnitz rule,

∇̃
(
∂k⊗dxi)

= ∇̃∂k⊗dxi +∂k⊗ ∇̃
(
dxi)

= Sh
lk∂h⊗dxl ⊗dxi−Ci

lh∂k⊗dxl ⊗dxh.

Note that we are using the tensor notation here, not the component notation. Each
term in the sum above is a tensor. Also note that the new argument generated by the
operator ∇̃ in the tensor above is the middle argument, that is, dxl , and contraction
is performed on the other two arguments. Therefore, we have

Tr
(

∇̃
(
∂k⊗dxi))= Si

lkdxl −Ci
lkdxl =

(
Si

lk−Ci
lk
)

dxl = 0.

Applying
(
Si

lk−Ci
lk

)
dxl to ∂ j, we have

(
Si

jk−Ci
jk

)
= 0, since dxl∂ j = δ

l
j. There-

fore, Si
jk = Ci

jk. That is, we have

∇̃∂k = Ci
jk∂i⊗dx j.

Then, for any vector field v = vi∂i, by the Leibnitz rule,

∇̃v = ∇̃
(
vi

∂i
)

= ∇̃vi⊗∂i + vk
∇̃∂k

= ∂ jvidx j⊗∂i + vkCi
jk∂i⊗dx j

=
(

∂ jvi + vkCi
jk

)
∂i⊗dx j.

That is, the components of ∇̃v are

∇̃ jvi = ∂ jvi +Ci
jkvk.

Using the expression for ∇̃∂i and ∇̃
(
dx j
)

we can similarly compute ∇̃T for any
tensor

T = T i...
j...∂i⊗ ...⊗dx j⊗ ...,

and we can see that the resulted tensor has the components as in (8.2) with Γ re-
placed by C, that is,
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∇̃T
)i...

k j...
= ∇̃kT i...

j... = ∂kT i...
j... +Ci

khT h...
j... + ...−Cl

k jT
i...
l...− .... (8.3)

Therefore, the rest is to show that Ci
jk must be equal to Γ i

jk.

By the condition (5), metric compatibility, ∇̃g = 0. Now, by (8.3),

∇̃kgi j = ∂kgi j−Ch
kigh j−Ch

k jgih = ∂kgi j−C jki−Cik j,

where we use the notation of lowering indices. Therefore,

Cik j +C jki = ∂kgi j. (8.4)

Rotating the indices, we also have

C jik +Cki j = ∂ig jk, (8.5)

Ck ji +Ci jk = ∂ jgki. (8.6)

Recall that Ci
jk is symmetric at the lower indices. Add (8.4) and (8.6) and then

subtract (8.5), we get

Ci jk =
1
2
(
∂kgi j +∂ jgki−∂ig jk

)
.

Raising the index i again, we have

Ci
jk = gihCh jk =

1
2

gih (
∂kg jh +∂ jgkh−∂hg jk

)
= Γ

i
jk.

This completes the proof that ∇ is the unique operator satisfying the conditions
(1)-(6) above.

8.5 Parallel Transportation, Geodesics and Curvature

Covariant derivative is used to define when a tensor field is parallelly transported
along a curve. For a tensor field T , intuitively, ∇T is supposed to encode the rates
of change of T in various directions. That is, for vector vk, vk∇kT i...

j... gives the rate
of change of T at the direction vk. Recall that the tangent vector of a differentiable
curve γ in the manifold M on an interval [a,b] is the vector dγk

dt , where γk is the k-th
component of the function µ ◦ γ from [a,b] to Rm. In case

dγk (t)
dt

∇kT i...
j... (γ (t)) = 0

for t ∈ [a,b], we say that the tensor filed T i...
j... is parallelly transported along the

curve γ , which means that the rates of change of T i...
j... at the direction of the curve
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are always 0. By (8.2), this is a system of first-order ordinary differential equations
for the tensor components T i...

j...:

d
dt

T i...
j... +

dγk (t)
dt

(
Γ

i
khT h...

j... + ...−Γ
l
k jT

i...
l...− ...

)
= 0.

Parallel transportation is in turn used to define geodesics. A geodesic is a curve
whose tangent vectors are parallelly transported along the curve. Since the tangent
vector of a curve γ is dγk

dt , applying the above equation for parallel transportation we
get

d2γ i (t)
dt2 +Γ

i
kh

dγk (t)
dt

dγh (t)
dt

= 0. (8.7)

This is a system of second-order differential equations. By the existential theorem
on the solution of the initial value problem for a system of n-th-order differential
equations, given any point p ∈ M and any vector v ∈ Vp, there exists a geodesic γ

passing through p and having the tangent vector v at p, that is, γ (t0) = p, γ ′ (t0) = v.
As in the classical theory, we can show that a geodesic is a curve with a stationary

length. First, we have to introduce the notion of length. For a C∞ curve γ in M on
the interval [a,b], recall that γ ′ (t) denotes the tangent vector of γ at the point γ (t),
t ∈ [a,b]. When the metric g on M is a Riemann metric, we define the length of γ as

lγ =
∫ b

a
g
(
γ
′ (t) ,γ ′ (t)

)1/2 dt.

When g is a Lorentz metric with the index 1 (that is, its component matrix in
diagonal form has a single −1 on the diagonal), we say that γ is timelike if
g(γ ′ (t) ,γ ′ (t)) < 0 for all t ∈ [a,b], and it is spacelike if g(γ ′ (t) ,γ ′ (t)) > 0 for
all t ∈ [a,b], and it is null if g(γ ′ (t) ,γ ′ (t)) = 0 for all t ∈ [a,b]. For a spacelike
curve, its length can be defined similarly as above. For a timelike curve, its length,
also called proper time, is defined as

τγ =
∫ b

a

(
−g
(
γ
′ (t) ,γ ′ (t)

))1/2 dt.

A curve γ (t), t ∈ [a,b], can be reparameterized. That is, let t = t (s) be a C∞ function
that maps [c,d] onto [a,b] such that t (c) = a, t (d) = b. Then, the curve γ∗ (s) =
γ (t (s)) on [c,d] is a reparameterization of γ . Note that d

ds γk
∗ (s) = d

dt γk dt
ds . Therefore,

γ ′∗ (s) = dt
ds γ ′ (t). Then, for spacelike curves or curves in Riemann space,

lγ∗ =
∫ b

a
g
(
γ
′
∗,γ

′
∗
)1/2 ds =

∫ b

a
g
(
γ
′,γ ′
)1/2 dt

ds
ds = lγ .

That is, reparameterization does not change the length of a curve. The same holds
for the length or proper time of a timelike curve. We can always reparameterize a
curve using the length or proper time as the parameter. For the case of proper time,
this means using
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τ = τ (t) =
∫ t

a

(
−g
(
γ
′ (t) ,γ ′ (t)

))1/2 dt

as the new parameter. Note that dτ

dt = (−g(γ ′ (t) ,γ ′ (t)))1/2 > 0 on [a,b]. Therefore,
its inverse function t = t (τ) exists and maps

[
0,τγ

]
onto [a,b]. After the reparame-

terization, we have g(γ ′∗ (τ) ,γ ′∗ (τ)) =−1 on
[
0,τγ

]
.

Now, suppose that γ (t), t ∈ [0, l], is a spacelike curve already parameterized with
the length parameter. We want to find the condition that γ has a stationary length.
For this we consider any C∞ function δ from [0, l]× [−a,a] to M, such that δ (t,0) =
γ (t) for t ∈ [0, l], δ (0,s) = γ (0) and δ (l,s) = γ (l) for all s∈ [−a,a]. This condition
implies that

∂δ

∂ s
(0,s) =

∂δ

∂ s
(l,s) = 0.

Let δ
k be the k-th coordinate component of δ , that is, the k-th component of the

function µ ◦δ from [0, l]× [−a,a] to Rm. The curve γs (t) = δ (t,s) is a variation of
γ = γ0. The length ls = lγs of the curve γs is

ls =
∫ l

0

(
gi j

d
dt

γ
i
s

d
dt

γ
j
s

)1/2

dt =
∫ l

0

(
gi j

∂δ
i (t,s)
∂ t

∂δ
j (t,s)
∂ t

)1/2

dt.

The stationary condition for the length ls at s = 0 is d
ds ls|s=0 = 0. Denote

f (t,s) = gi j
∂δ

i (t,s)
∂ t

∂δ
j (t,s)
∂ t

.

Since γ = γ0 is parameterized with the length parameter, f (t,0) = 1 for t ∈ [0, l].
Taking derivative under the integration, we see that at s = 0,

d
ds

ls|s=0 =
1
2

∫ l

0

1
f 1/2 (t,0)

d f
ds
|s=0dt

=
∫ l

0

(
1
2

∂gi j

∂xk
∂δ

k

∂ s
∂δ

i

∂ t
∂δ

j

∂ t
+gi j

∂δ
i

∂ t
∂ 2δ

j

∂ t∂ s

)
|s=0dt.

Note that ∂δ
i

∂ t |s=0 = dγ i

dt . We apply integration by parts to the second term,

∫ l

0
gi j

∂δ
i

∂ t
∂ 2δ

j

∂ t∂ s
|s=0dt

= gi j
∂δ

i

∂ t
∂δ

j

∂ s
|s=0,t=l
s=0,t=0−

∫ l

0

d
dt

(
gi j

dγ i

dt

)
∂δ

j

∂ s
|s=0dt

= −
∫ l

0

(
∂gi j

∂xk
dγk

dt
dγ i

dt
+gi j

d2γ i

dt2

)
∂δ

j

∂ s
|s=0dt.

Therefore,
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d
ds

ls|s=0 =
∫ l

0

(
1
2

∂gik

∂x j
dγk

dt
dγ i

dt
−

∂gi j

∂xk
dγk

dt
dγ i

dt
−gi j

d2γ i

dt2

)
∂δ

j

∂ s
|s=0dt

=
∫ l

0

(
1
2

(
∂gik

∂x j −
∂gi j

∂xk −
∂gk j

∂xi

)
dγk

dt
dγ i

dt
−gi j

d2γ i

dt2

)
∂δ

j

∂ s
|s=0dt.

Obviously, a sufficient condition for d
ds ls|s=0 = 0 is

1
2

(
∂gik

∂x j −
∂gi j

∂xk −
∂gk j

∂xi

)
dγk

dt
dγ i

dt
−gi j

d2γ i

dt2 = 0. (8.8)

Multiply gh j and contract the index j, we get

d2γh

dt2 +
1
2

gh j
(

∂gi j

∂xk +
∂gk j

∂xi −
∂gik

∂x j

)
dγk

dt
dγ i

dt
= 0.

This is exactly the geodesic equation (8.7).
Another application of covariant derivative is to define the Riemann curvature

tensor. For any dual vector field dxl , ∇∇dxl is a tensor of the type (0,3). Let T l
i jk be

its components in the coordinate basis, that is,

∇∇dxl = T l
i jk dxidx jdxk.

We define
R l

i jk = T l
i jk −T l

jik .

For any dual vector field ω = ω ldxl ,

∇∇ω = ∇

(
∇ω l ⊗dxl

)
+∇

(
ω l ⊗∇dxl

)
.

Apply this to the vectors ∂i,∂ j,∂k, we have

∇

(
∇ω l ⊗dxl

)
(∂i,∂ j,∂k)

=
(

∇∇ω l ⊗dxl +∇ω l ⊗∇dxl
)

(∂i,∂ j,∂k)

= ∇∇ω l (∂i,∂ j)dxl (∂k)+∇ω l (∂ j,∂k)∇dxl (∂i,∂k) .

Note that in the second term above, ∇ is applied to ∇ω l first and to dxl next. There-
fore, the argument ∂i, which is generated by the outer (i.e. the second application
of) ∇ goes with ∇dxl . Similarly,

∇

(
ω l ⊗∇dxl

)
(∂i,∂ j,∂k)

= ∇ω l (∂i,∂k)∇dxl (∂ j,∂k)+ω l∇∇dxl (∂i,∂ j,∂k) .

∇∇ω l (∂i,∂ j) is symmetric in i, j because ∇ is torsion-free. Then, we see that
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∇∇ω (∂i,∂ j,∂k)−∇∇ω (∂ j,∂i,∂k)

= ω l

(
∇∇dxl (∂i,∂ j,∂k)−∇∇dxl (∂ j,∂i,∂k)

)
= R l

i jk ω l .

The components of the (0,3) tensor ∇∇ω are denoted as ∇i∇ jωk = ∇∇ω (∂i,∂ j,∂k).
Therefore, R l

i jk are the numbers such that for any dual vector ω l ,

(∇i∇ j−∇ j∇i)ωk = R l
i jk ω l .

It is straightforward to verify that R l
i jk are the components of a type (1,3) tensor

field R. R is called the Riemann curvature tensor.
A direct calculation of ∇∇dxl gives

∇∇dxl

= ∇

(
−Γ

l
jkdx jdxk

)
= −∇

(
Γ

l
jk

)
dx jdxk−Γ

l
hk∇

(
dxh
)

dxk−Γ
l
jhdx j

∇

(
dxh
)

= −∂iΓ
l
jkdxidx jdxk +Γ

l
hkΓ

h
i jdxidx jdxk +Γ

l
jhΓ

h
ikdxidx jdxk.

Therefore,

R l
i jk = ∇∇dxl (∂i,∂ j,∂k)−∇∇dxl (∂ j,∂i,∂k) (8.9)

= ∂ jΓ
l
ik−∂iΓ

l
jk +Γ

l
jhΓ

h
ik−Γ

l
ihΓ

h
jk.

A similar direct calculation gives

∇∇∂l

= ∇

(
Γ

k
l jdx j

∂k

)
= ∂iΓ

k
l jdxidx j

∂k−Γ
k
lhΓ

h
i jdxidx j

∂k +Γ
h
l jΓ

k
ihdxidx j

∂k.

Therefore,

∇∇∂l (∂i,∂ j,∂k)−∇∇∂l (∂ j,∂i,∂k)

= ∂iΓ
k
l j−∂ jΓ

k
li +Γ

h
l jΓ

k
ih−Γ

h
liΓ

k
jh

= −R k
i jl .

Then, for a vector field vi, we can similarly conclude that

(∇i∇ j−∇ j∇i)vk =−R k
i jl vl . (8.10)

More generally, for any tensor T i...
j...,
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(∇i∇ j−∇ j∇i)T k...
h... =−R k

i jl T l...
h... +R n

i jh T k...
n...− .... (8.11)

We can show that the tensor R l
i jk captures information about curvature. Suppose

that Ai, B j, and vk are vectors at a point p. Suppose the we first parallelly transport
v along A for a short distance t (in the Euclidean distance of the coordinate system)
to get v′ and then parallelly transport v′ along B for a short distance s to get v′′.
Suppose that we do the same parallel transportations with the directions A and B
switched and get v∗ and v∗∗. We can show that R j

kih AkBivhst is an estimate of the
difference v′′k − v∗∗k, which signifies how parallel transportations depend upon the
paths and shows that the Riemann curvature tensor is a measure of how the space is
curved. We assume that v is actually a vector field and denote v = v(p), v′ = v(p′),
v′′ = v(p′′). We estimate the components v′ j and v′′ j up to the second order. First,
since v is parallelly transported along A, we have A j∇ jvi = 0. Therefore,

Ai
∂iv j = Ai

∇iv j−Ai
Γ

j
ikvk =−Ai

Γ
j

ikvk,

and similarly,
Bi

∂iv′ j =−Bi
Γ
′ j
ik v′k,

where Γ
′ j
ik = Γ

j
ik (p′). Expanding v′ j to the second order, we have

v′ j ≈ v j +Ai
∂iv jt +

1
2

AiAk
∂i∂kv jt2

= v j−Ai
Γ

j
ihvht +

1
2

AiAk
∂i∂kv jt2.

Then, we can expand v′′ j to the second order:

v′′ j ≈ v′ j +Bi
∂iv′ js+

1
2

BiBk
∂i∂kv′ js2

= v′ j−Bi
Γ
′ j

ih v′hs+
1
2

BiBk
∂i∂kv′ js2

≈ v j−Ai
Γ

j
ihvht +

1
2

AiAk
∂i∂kv jt2−Bi

(
Γ

j
ih +Ak

∂kΓ
j

iht
)(

vh−Ak
Γ

h
kl vlt

)
s

+
1
2

BiBk
∂i∂k

(
v j−Ai

Γ
j

ihvht
)

s2

≈ v j−Ai
Γ

j
ihvht +

1
2

AiAk
∂i∂kv jt2−Bi

Γ
j

ihvhs−AkBi
∂kΓ

j
ihvhts+AkBi

Γ
j

ihΓ
h

kl vlts

+
1
2

BiBk
∂i∂kv js2.

We have a similar expansion for v∗∗ j, by switching A and B and switching t and s.
In v′′ j− v∗∗ j, many terms cancel each other, and we have
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v′′ j− v∗∗ j

≈ −AkBi
∂kΓ

j
ihvhts+AkBi

Γ
j

ihΓ
h

kl vlts+BkAi
∂kΓ

j
ihvhts−BkAi

Γ
j

ihΓ
h

kl vlts

= AkBi
(
−∂kΓ

j
ih +Γ

j
il Γ

l
kh +∂iΓ

j
kh−Γ

j
klΓ

l
ih

)
vhts

= R j
kih AkBivhts.

Other symmetric properties of R can be easily proved. For instance, we have

R l
i jk = −R l

jik ,

Ri jkl = −Ri jlk.

The first follows from the expression (8.9) for R l
i jk directly. To see the second, note

that since ∇g = 0, by (8.11),

0 = (∇i∇ j−∇ j∇i)gkl = R n
i jk gnl +R n

i jl gkn = Ri jkl +Ri jlk.

The Ricci tensor Ric is the trace of R at the second and the forth positions. There-
fore, its components Rik are

Rik = R j
i jk .

The scalar curvature, also denoted as R, is defined as

R = R i
i .

Then, Einstein’s equation in general relativity is

Ri j−
1
2

Rgi j = 8πTi j,

where Ti j is the stress-energy tensor. (See Wald [36], p. 72.)

8.6 Case Study: Spacetime and Singularity

This section will analyze one of Hawking’s singularity theorems about spacetime.
The common textbook proofs of the theorem are highly non-constructive. They
typically use various non-constructive compactness arguments in topology. These
proofs appear to rely on continuity of the spacetime manifold in an essential man-
ner. However, on the one side, compactness in topology is actually a way to express
the finitude of a topological space in some aspect. While arguments resorting to
compactness are usually non-constructive, relying on compactness is not in itself
a sign that the relevant properties and arguments are essentially beyond finitism.
On the other side, we know that spacetime models in general relativity are merely
approximations to real spacetime at the macroscopic scale. If a proof of the exis-
tence of singularities in a spacetime model logically indispensably relies on some
infinity or continuity assumptions about the model, we will have reason to doubt
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the physical meaningfulness of the proof. This section will try to show, with the
help of strict finitism, that we can transform one of the classical proofs of Hawk-
ing’s singularity theorem into sound logical deductions (i.e., valid deductions with
literally true premises) on statements about real spacetime, even if real spacetime is
discrete at the microscopic scale. This explains, from the logical point of view, why
the conclusion of Hawking’s singularity theorem is reliable as an assertion about
real spacetime.

We start with our definition of spacetime manifolds in strict finitism. A spacetime
structure is a 4-dimensional semi-Riemann manifold with a Lorentz metric. We will
assume that the index of the metric is 1. That is, in an orthonormal basis of the
metric, the diagonal component matrix of the metric has a single−1 on the diagonal.
We will fix a spacetime structure M with the Lorentz metric g in this section. A
vector v is timelike if g(v,v) < 0, and it is null if g(v,v) = 0, and it is spacelike if
g(v,v) > 0. A spacetime M is time orientable if there exists a smooth vector field F
on M such that for every p ∈ M, Fp is timelike. In this section we will assume that
M is time orientable and we will fix such a timelike vector field F and say that Fp
points to the future direction. Then, at every point p∈M, it is meaningful to say that
an arbitrary timelike or null vector v at p points to the future direction, by which we
mean g(v,Fp) < 0.

A 3-dimensional submanifold S of M is called a hypersurface. Consider a hyper-
surface S. For p ∈ S, let V S

p denote the space of tangent vectors in S at p. Recall that
vectors in V S

p can be seen as vectors in Vp and V S
p then becomes a 3-dimensional

subspace of Vp. We say that S is a spacelike slice of M, if gp (v,v) > 0 for all p ∈ S,
v ∈ V S

p . Note that this is a point-wise condition. We also need a uniform condition
on spacelikeness. Consider any coordinate system 〈U,µ〉 of M such that S∩U cor-
responds to a 3-dimensional slice of µ (U) in R4. We assume that the coordinates
are labeled from 0 to 3 and assume that the slice is

{x = (x0, ...,x3) ∈ µ (U) : x0 = r}

for some constant r. In this case, we say that the chart 〈U,µ〉 is adapted to S. A
vector v∈Vp is a tangent vector of S just in case its components vi in this coordinate
systems are such that v0 = 0. Consider the component matrix (gp,i j) of the metric gp
at a point p ∈U ∩S in this coordinate system. For vectors v1,v2 ∈V S

p , gp (v1,v2) =

∑
3
i, j=1 gp,i jvi

1v j
2. That is, the component matrix of gp restricted to V S

p is the submatrix
of (gi j) obtained by deleting the first row and the first column. Denote this submatrix
as G00

p . We say that S is a uniformly spacelike slice of M, if it is spacelike and
for any such chart and any basic regular compact subset C ⊂ S∩U , there exists a
constant c > 0, such that for any p ∈ C, we have

∣∣G00
p
∣∣ ≥ c, where |·| means the

determinant of a matrix. Note that in the classical theory, the existence of c follows
from the compactness of C and the fact that G00

p is positively definite and its entries
are uniformly continuous on C.

This definition of uniform spacelikeness is independent of the chosen coordinate
system. To see this, suppose that x′i = x′i (x0, ...,x3) is another coordinate system
adapted to S, and suppose that S corresponds to the slice x′0 = r′. Then, ∂x0

∂x′i
= 0 on
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S for i = 1,2,3. Therefore, for i, j = 1,2,3,

g′i j =
∂xk

∂x′i

∂xl

∂x′j
gi j = ∑

k,l=1,2,3

∂xk

∂x′i

∂xl

∂x′j
gi j.

That is, G′00 is resulted from G00 by the coordinate transformation x′i = x′i (r,x1,x2,x3),
i = 1,2,3. Then, by a similar argument as the proof that uniform non-degeneracy of
g is coordinate independent, we can see that uniform spacelikeness is coordinate
independent.

In this section, we will say that a variable quantity q is bounded above if its ab-
solute value |q| is bounded above, and we say that it is bounded below, if there is
a constant c > 0 such that |q| > c. Therefore, the determinant of a uniformly non-
degenerated metric is bounded below on a regular compact subset, and the determi-
nant of the space components of a metric on a uniformly spacelike hypersurface is
positive and bounded below on a regular compact subset. Moreover, all metric com-
ponents in any coordinate system are bounded above on a regular compact subset,
since they are C∞.

The definition of uniform spacelikeness has a consequence, which will be used
later.

Corollary 8.12. Suppose that S is a uniformly spacelike hypersurface of M and
〈U,µ〉 is a chart adapted to S. For any basic regular compact subset C ⊂ S∩U,
there exists a constant c > 0, such that for any tangent vector vi of S at p ∈C,

gp (v,v) =
3

∑
i, j=1

gp,i jviv j ≥ c
3

∑
i=1

(
vi)2

.

Moreover, c is a lower bound of gp (v,v) for all p ∈C and all v ∈ V S
p such that its

Euclidean norm in the coordinate basis |v|2 = ∑
3
i=1
(
vi
)2 = 1.

Proof. Consider the diagonalization process for (gi j) in Section 8.3 above and apply
it to G = G00

p for p∈C. We obtain matrices A1, ...,Ak such that A′k...A
′
1GA1...Ak = G∗

becomes a diagonal matrix. Carefully examining these matrices we can see that each
Al has a determinant ±1. Therefore, |G| = |G∗|. Moreover, all matrix entries of G
are bounded above by a constant for all p ∈ C, and uniform spacelikeness means
that |G| > c for a constant c. Then, in constructing the matrices A1, ...,Ak, when
choosing a non-zero matrix entry of G in the process, we can make sure that the
entry is bounded below by some constant for all p ∈C. This means that all matrix
entries of A1, ...,Ak are also bounded above by a constant. Suppose that the diagonal
entries of G∗ are a1,a2,a3. Then, a1,a2,a3 are bounded above by a constant. Since
|G|= |G∗|= a1a2a3 > c, there is a constant c′ > 0 such that each ai > c′. Moreover,
there is a constant c′′ > 0 such that |Alv|2 ≤ c′′ |v|2 for any column vector v in R3.
That is,

∣∣A−1
l v
∣∣≥ |v|2 /c′′. Then, it is easy to see that, for any column vector v in R3,

v′Gv =
(
A−1

k ...A−1
1 v
)′

G∗ (A−1
k ...A−1

1 v
)
≥ c′

∣∣A−1
k ...A−1

1 v
∣∣2 ≥ c∗ |v|2
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for some constant c∗ > 0. This is exactly the conclusion of the corollary. ut
In the rest of this section, we assume that S is a uniformly spacelike hypersurface

of M. Let 〈U,µ〉 be a coordinate system adapted to S as above again. Consider the
coordinate vector fields ∂0,∂1,∂2,∂3 and consider any point p ∈ S∩U . The vectors
∂1,∂2,∂3 at p constitute a basis for V S

p , and ∂0 at p has to be timelike. We may
assume that ∂0 points to the future. We want to construct a unit vector field n that
is orthogonal to all ∂1,∂2,∂3 and hence orthogonal to V S

p at any point p ∈ S∩U .
Consider any basic regular compact subset C ⊂ S∩U . Recall that the component
matrix

(
gi j
)

of g−1 is the inverse of (gi j). Therefore, g00 =
∣∣G00

∣∣/ ∣∣gi j
∣∣. By uniform

non-degeneracy and uniform spacelikeness,
∥∥gi j

∥∥> c and
∣∣G00

∣∣> c on C for some
positive constant c. From the diagonalization process for (gi j) we can see that

∣∣gi j
∣∣

is negative. Moreover,
∥∥gi j

∥∥ is bounded above on C. Therefore, −g00 > c on C for
some positive constant c and it is also bounded above on C. Let

ni
p =

−g0i
p√

−g00
p

for p ∈ S∩U . Then n is a smooth vector field on S∩U . Moreover,

g(n,n) = gi jnin j =−
gi jg0ig0 j

g00 =−1.

That is, n is a unit vector. For k = 1,2,3, we have

g(n,∂k) =−
gi jg0i (∂k)

j√
−g00

p

=−
δ

0
jδ

j
k√

−g00
p

= 0.

Therefore, n is a unit vector orthogonal to ∂1,∂2,∂3. Note that g(n,∂0) < 0. There-
fore, n is future directed. n is called the normal vector of S. It is easy to see that n is
independent of the chosen coordinate system.

Consider a timelike geodesic through p with the tangent vector np at p. We can
parallelly transport np along that geodesic (as its tangent vectors). In this way, we
get a vector field n in a neighborhood of p in M. Consider the covariant derivative
∇n of this vector field in the neighborhood around p. Its trace at p divided by 3,

HS
p =

1
3

tr (∇n(p)) =
1
3

∇ini (p) ,

is called the mean curvature of S in M at p, where ∇ jni (p) are the components of
the (1,1) tensor ∇n(p) in some basis at p. Suppose that e0 = np,e1,e2,e3 constitute
an orthonormal basis of Vp with e1,e2,e3 constituting an orthonormal basis of V S

p .
We want to express Hp in this basis. First we have

tr (∇n) =
3

∑
i=0

(∇n)
(
ei,ei

)
=

3

∑
i=0

(
ei)

k (ei)
j
∇ jnk.
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Note that the vector field n is parallelly transported in the direction e0 = np. That is,
(e0)

j
∇ jnk = 0. Therefore, we have

HS
p =

1
3

3

∑
i=1

(
ei)

k (ei)
j
∇ jnk. (8.12)

A smooth curve γ is timelike, if the tangent vector γ ′ (t) of the curve at each
point γ (t) ∈ M is timelike. Null curves and spacelike curves are defined similarly.
A curve is causal if its tangent vectors γ ′ (t) are such that g(γ ′ (t) ,γ ′ (t)) ≤ 0. For
p ∈M, I+ (p) denotes the set of points q ∈M such that there exists a future directed
timelike curve from p to q. For a subset A ⊆ M, I+ (A) = ∪p∈AI+ (p). Similarly,
J+ (p) denotes the set of points q ∈M such that there exists a future directed causal
curve from p to q. I− (p), I− (A), J+ (A), J− (p) and J− (A) are defined similarly.
We say that a curve γ1 extends another curve γ2, if after some necessary reparam-
eterization, we have γ1 ∈ C∞ ((a,b) ,M) and γ2 ∈ C∞ ((a− c,b+d) ,M) for some
c,d ≥ 0, and γ1 (t) = γ2 (t) for t ∈ (a,b). If γ1 is a future (or past) directed timelike
curve and c = 0 (or d = 0), we say that this is a future (or past) extension.

A set A is achronal, if for any p∈A and any timelike curve γ from p to q, if p 6= q,
then q /∈ A. For an achronal spacelike hypersurface A of M, D+ (A) denotes the set
of points q ∈M such that every past directed causal curve starting from q has a past
extension into a causal curve that hits A. D− (A) is defined similarly, with ‘past’
replaced by ‘future’. D(A) is the set of points q ∈ M such that every causal curve
passing q has an extension into a causal curve that hits A. A Cauchy hypersurface is
an achronal uniformly spacelike hypersurface S such that D(S) = M. A spacetime
structure is globally hyperbolic if it has a Cauchy hypersurface. In the rest of this
section we assume that M is globally hyperbolic with a Cauchy hypersurface S.

In the simplest version of Hawking’s singularity theorem we make the following
additional assumptions:

1. The mean curvature HS of S is everywhere greater than a constant k > 0, which
means that the universe is everywhere expanding toward the future.

2. M satisfies Einstein’s equation together with a so-called strong energy condition,
which implies that the Ricci curvature tensor Ri j is such that Ri jviv j ≥ 0 for all
timelike vector v. (Wald [36], p. 219.)

We are then interested in a future directed timelike geodesic γ from a point p to
a point q ∈ S. The simplest version of Hawking’s singularity theorem claims that,
under the above assumptions, the length of γ (from p to q) is bounded by 1/k in-
dependent of p and q. Therefore, no past extension of any past directed timelike
geodesic from the points of S can be longer than 1/k. This is called geodesic in-
completeness and is by definition the existence of singularity. (Wald [36], p. 237,
Theorem 9.5.1, O’Neill [27], p. 431, Theorem 55A, and Naber [25], p. 132, The-
orem 3.8.1.) If q is the present event of a free-falling particle, this means that the
local time of the particle can never be greater than 1/k. That is, the particle has a
finite lifetime not longer than 1/k. Since no other restriction is put on the particle,
this means that the universe must have a finite lifetime not longer than 1/k.
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We will examine the classical proof of this theorem in Naber [25]. The underlying
idea of this classical proof is simple. Consider a 2-dimensional smooth surface Σ in
the Euclidean space R3 and consider a straight line segment pointing upward from
a point p to a point q = q(x1,x2) ∈ Σ . Let Lq = L(x1,x2) be the length of this line
segment. If Lq turns out to be the distance between p and Σ , that is, the minimum
length of all line segments from p to points on Σ , then the function Lq = L(x1,x2)
must satisfy

∂L
∂xi

|q = 0,
∂ 2L
∂x2

i
|q ≥ 0. (8.13)

∂L
∂xi
|q = 0 implies that the line segment from p to q has to be orthogonal to Σ . How-

ever, in case Σ is curved downward, toward p, ∂ 2L
∂x2

i
|q ≥ 0 can be true only if the

length Lq of the line segment does not exceed a bound depending on the curvature
of Σ at q (but not on p). For instance, suppose that Σ is the upper half of the unit
2-sphere with its center is at the origin, i.e.,

Σ =
{(

x1,x2,
√

1− x2
1− x2

2

)
∈ R3 : x2

1 + x2
2 < 1

}
,

and suppose that p = (0,0,a) and q = (0,0,1) ∈ Σ and therefore Lq = 1−a. Then,
∂ 2L
∂x2

i
|q ≥ 0 is true only if a ≥ 0 and hence Lq ≤ 1. For the case of spacetime, Σ

becomes our Cauchy hypersurface S, and the upward line segments become future
directed timelike geodesics from p to S, and the minimum length becomes the maxi-
mum length (i.e., proper time). Then, similarly, in case γ is a future directed timelike
geodesic from p to q ∈ S and its length turns out to be the maximum length of all
timelike geodesics from p to S, its length function must satisfy a condition similar
to (8.13) but with the inequality sign ≥ reversed (since now γ attains the maximum
length, not the minimum length). One can show that the condition also implies that
the length of γ cannot exceed a bound depending only on the mean curvature of S at
q (but not on p). Since γ is the longest geodesic from p to S, it means that the length
of any future directed timelike geodesic from any point to points in S is bounded
by a constant depending only on the mean curvature of S. This is the conclusion of
Hawking’s singularity theorem.

This classical proof of Hawking’s theorem in Naber [25] consists of two steps.
The first step proves that there exists a continuous (not necessarily differentiable)
timelike curve γ from p to S, such that the length of γ attains the maximum length
of all continuous timelike curves from p to S. Moreover, such a curve γ must be a
geodesic (and hence differentiable). This then implies a condition similar to (8.13)
with the inequality sign ≥ reversed. The second step of the proof derives a bound
for the length of γ from that condition. The first step of the proof is highly non-
constructive. It relies on compactness arguments to prove the existence of that con-
tinuous timelike curve γ with the maximum length. Recall that in strict finitism, for
a continuous function f on [a,b], we may not be able to find a point t ∈ [a,b] such
that f attains its maximum value at t. Similarly, even for a very regular compact
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smooth surface Γ in the Euclidean space R3 and a point p, we may not be able to
find a point q ∈ Γ such that the distance between p and q is the distance between
p and Γ . That is, we may not be able to construct a straight line segment from p
to Γ such that its length attains the minimum length of all straight line segments
from p to Γ . For instance, suppose that Γ is the entire unit 2-sphere, q1 = (0,0,1),
q2 = (0,0,−1), and p = (0,0,δ ), where we cannot decide whether δ > 0, or = 0,
or < 0. Then, we cannot decide which of line segments−→pq1 and−→pq2 gives the short-
est distance between p and Γ (although we can approximate that shortest distance
value, which is 1−|δ |). Therefore, for our Cauchy hypersurface S, we similarly do
not expect that we can construct a continuous timelike curve from p to S to attain
the maximum length of all continuous timelike curves from p to S.

However, we will see that, to derive a bound for the length of a timelike geodesic
from p to S, we do not need to find a longest timelike geodesic from p to S, and
we do not need an exact condition like (8.13). It suffices to find a timelike geodesic
γ from p to a point q ∈ S such that its length is sufficiently close to the maximum
length of all timelike geodesics from p to S and such that some conditions in roughly
the format ∣∣∣∣ ∂L

∂xi
|q
∣∣∣∣< ε,

∂ 2L
∂x2

i
|q < ε (8.14)

are satisfied for some sufficiently small ε > 0, where L is the length function of
some appropriate variations of γ . From these approximate conditions we can also
derive a bound for the length of γ . This is obvious for a surface Σ in the Euclidean
space R3. Let Σ be the upper half of the unit 2-sphere again and let p, q be as above
again. If we have ∂ 2L

∂x2
i
|q >−ε for some sufficiently small ε > 0, then a cannot be too

much less than 0. That is, p cannot be too far below the origin. Similarly, we will
show that an approximate condition like (8.14) is sufficient to derive a bound for the
maximum length of all timelike geodesics from p to S. Moreover, in the example Γ

above, while we cannot construct a line segment from p to Γ to attain the minimum
distance exactly, we can construct line segments from p to Γ to approximate that
minimum length arbitrarily and satisfy a condition like ∂ 2L

∂x2
i
|q > −ε for arbitrarily

small ε (just by approximating δ sufficiently). Therefore, we naturally expect that
we can do the same for our Cauchy hypersurface S.

We will need an extra assumption about our spacetime model in order to do this,
that is, to construct a timelike geodesic from p to S to approximate the maximum
length (of all timelike geodesics from p to S) sufficiently and satisfy a condition like
(8.14) for sufficiently small ε . The extra assumption is actually provable in the clas-
sical theory, but we have to make it an explicit assumption. We will argue that the
new assumption is physically reasonable. Moreover, we will rely on our inductive
belief on the consistency of classical mathematics to assure ourselves that a finitistic
procedure for constructing a geodesic and verifying a condition like (8.14) will ter-
minate with the result that the constructed geodesic does satisfy the condition. We
will argue that this is sufficient to show that the classical proof can be transformed
into sound logical deductions on statements about real spacetime, without assuming
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that real spacetime is literally continuous (or even that it is literally isomorphic with
a classical, infinitely differentiable semi-Riemannian manifold).

We start with calculating the first and second order derivatives of the length of
a future directed timelike geodesic with respect to some variations of the geodesic.
We mostly follow Naber [25] here. In the following, we assume that the Cauchy
hypersurface S has the mean curvature HS

p ≥ k for some constant k > 0 and for all
p ∈ S. We assume further that Ri jviv j ≥ 0 for any timelike vector v, where Ri j is the
Ricci curvature tensor of M.

Let p ∈ I− (S). Since S is a Cauchy hypersurface, every future directed time-
like curve starting from p hits S. Suppose that γ : [−a,0]→ M is a future directed
timelike geodesic parameterized by its length such that γ (−a) = p and γ (0) ∈ S.
Therefore, the length of γ is a. Suppose that σ : [−a,0]× [−b,b]→M is a C∞ func-
tion such that σ (t,0) = γ (t) for t ∈ [−a,0], and σ (−a,s) = p and σ (0,s) ∈ S for
all s ∈ [−b,b]. We call such a σ a variation of γ as a curve from p to S. The curves
σ s (t) = σ (t,s) are the variation curves of γ as a curve from p to S, and the curves
σ t (s) = σ (t,s) are the transverse curves of the variation. We assume that each σ s is
timelike for s ∈ [−b,b]. Let T = T (t,s) denote the tangent vector of the curve σ s at
σ s (t) and V = V (t,s) denote the tangent vector of the transverse curve σ t at σ t (s).
Therefore,

T i =
∂σ i (t,s)

∂ t
, V i =

∂σ i (t,s)
∂ s

.

Note that σ0 is a curve on S, V (0,s) is a tangent vector of S, and V (−a,s) is the
zero vector. Also note that

V k
∇kT i = V k

∂kT i +Γ
i
jkT jV k =

∂

∂ s
T i +Γ

i
jkT jV k =

∂σ i

∂ t∂ s
+Γ

i
jkT jV k.

A similar expression holds for T k∇kV i. Therefore,

V k
∇kT i = T k

∇kV i. (8.15)

Let L(s) be the length of the curve σ s:

L(s) =
∫ 0

−a

(
−TiT i)1/2

dt.

Note that σ s may not be a geodesic for s > 0 and it may not be parameterized by its
length. Denote f (t,s) =

(
−TiT i

)1/2. We have

∂ f
∂ s

=−1
2

f−1 ∂

∂ s

(
TiT i)=−1

2
f−1V k

∇k
(
TiT i) .

By the Leibnitz rule and the fact that ∇g = 0,

∇k
(
vivi)= ∇k

(
viv jgi j

)
= 2v jgi j∇kvi = 2vi∇kvi
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for any vector v. Therefore, by (8.15),

V k
∇k
(
TiT i)= 2TiV k

∇kT i = 2TiT k
∇kV i.

So we have
∂ f
∂ s

=− f−1TiT k
∇kV i. (8.16)

Now consider its value at s = 0. Since γ = σ0 is a geodesic parameterized by
its length, we have f = 1 and T k∇kT i = 0 at s = 0. Then, by the Leibnitz rule,
T k∇k

(
TiV i

)
= TiT k∇kV i. On the other side, T k∇k

(
TiV i

)
= ∂

∂ t

(
TiV i

)
. Therefore,

TiT k∇kV i = ∂

∂ t

(
TiV i

)
. Finally, recall that V = 0 at t =−a. Therefore,

L′ (0) =
∫ 0

−a

∂ f
∂ s
|s=0dt =−

∫ 0

−a

∂

∂ t

(
TiV i) |s=0dt =−TiV i|s=0,t=0. (8.17)

This means that in case |L′ (0)| is very small, T is almost orthogonal to V .
Now we calculate the second order derivative. We will consider a special varia-

tion of γ . Take a unit tangent vector W of S at the point q = γ (0) ∈ S and parallelly
transport W along the geodesic γ down to γ (t) for t ∈ [0,−a] and get W (t). Define

V (t,0) =
a+ t

a
W (t) .

Note that V (0,0) = W and V (−a,0) = 0. We can construct a variation σ of γ as a
curve from p to S such that V (t,0) are exactly the transverse vectors of σ at s = 0.
For this we have to use coordinate systems around the curve γ . Recall that by our
definition of a differentiable curve, we can divide [−a,0] into finitely many subinter-
vals [ti+1, ti], i = 0, ...,k, t0 = 0, and tk+1 =−a, such that the image of a subinterval
under γ lies within a single local coordinate system. In the following, we will work
as if the points in M were just their corresponding points in the coordinate systems.
Suppose that the first local coordinate system containing γ ([t1, t0]) is 〈U,µ〉. Then,
q = γ (0) ∈ S∩U . We can assume that 〈U,µ〉 is adapted to the hypersurface S and
assume that S∩U corresponds to a slice x0 = r of µ (U). Given a unit tangent vector
W of S at q, let σ0 (s) be the curve in S corresponding to the straight line

x0 = r, xi = qi +W is, i = 1,2,3,

where
(
r,q1,q2,q3

)
is the coordinate of q, and W i are the components of W in the

coordinate basis. This is the straight line with the tangent vector W at µ (q). Then,
within this coordinate system, we can let

σ (t,s) = γ (t)+
a+ t

a
W (t)s (8.18)

for t ∈ [t1, t0]. (Here we treat the point γ (t) as if it were µ (γ (t)) ∈ µ (U), which can
be seen as a vector in R4, and the addition on the right hand side is the vector ad-
dition in R4.) For s in some interval [−δ ,δ ], σ (t,s) ∈U . Apparently, σ (t,s) meets
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the requirements for a variation of γ for t ∈ [t1, t0] within this coordinate system.
When we move down to the next local coordinate system containing γ ([t2, t1]), we
already have the curve σ t1 (s) with σ t1 (0) = γ (t1) and dσ

t1
ds |s=0 = a+t1

a W (t1) in that
coordinate system. Then, let

σ (t,s) = γ (t)− γ (t1)+
(

a+ t
a

W (t)− a+ t1
a

W (t1)
)

s+σ
t1 (s) (8.19)

for t ∈ [t2, t1]. Similarly, for s in some interval [−δ ,δ ], σ (t,s) stays in the local
coordinate system and it also meets the requirements for a variation of γ . Repeat this
process we will get the required variation σ of γ . Note that we did not assume that
the curve γ is orthogonal to S, and therefore W (t) and V (t,0) may not be orthogonal
to T (t,0). On the other side,

∂σ

∂ t
= γ

′ (t)+
(

1
a

W (t)+
a+ t

a
W ′ (t)

)
s. (8.20)

Note that g(γ ′,γ ′) =−1. Therefore, for small s, the curves σ s are still timelike.
Then, using (8.16) and the Leibnitz rule, we have

∂ 2 f
∂ s2 = f−2 ∂ f

∂ s
TiT k

∇kV i− f−1V j
∇ j

(
TiT k

∇kV i
)

= − f−3
(

TiT k
∇kV i

)2
− f−1 (V j

∇ jTi
)(

T k
∇kV i

)
− f−1TiV j

∇ j

(
T k

∇kV i
)

.

By the Leibnitz rule and (8.15),

V j
∇ j

(
T k

∇kV i
)

=
(

V j
∇ jT k

)(
∇kV i)+V jT k

∇ j∇kV i,

T k
∇k
(
V j

∇ jV i) =
(

T k
∇kV j

)(
∇ jV i)+T kV j

∇k∇ jV i

=
(

V j
∇ jT k

)(
∇kV i)+T kV j

∇k∇ jV i.

Recall that
(∇ j∇k−∇k∇ j)V i =−R i

jkl V l .

We have
V j

∇ j

(
T k

∇kV i
)

= T k
∇k
(
V j

∇ jV i)−R i
jkl T kV jV l .

Moreover,

TiR i
jkl T kV jV l = T iR jkliT kV jV l = T iRk jilT kV jV l = R l

k ji T kV jT iVl .

Recall that TiT k∇kV i = ∂

∂ t

(
TiV i

)
. Similarly, we have

TiT k
∇k
(
V j

∇ jV i)=
∂

∂ t

(
TiV j

∇ jV i) .
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Similar to (8.15) we have V j∇ jTi = T j∇ jVi. Therefore,

∂ 2 f
∂ s2 = − f−3

(
∂

∂ t

(
TiV i))2

− f−1 (T j
∇ jVi

)(
T k

∇kV i
)
−

f−1 ∂

∂ t

(
TiV j

∇ jV i)+ f−1R l
k ji T kV jT iVl .

Now we evaluate this at s = 0. Recall that f = 1. Since W is parallelly transported
along γ , TiW i is a constant

c = Ti (t,0)W i (t) = Ti (0,0)V i (0,0) =−L′ (0)

along γ = σ0. Therefore, at s = 0, we have TiV i = a+t
a c, ∂

∂ t

(
TiV i

)
= c

a . Moreover,
since W i is parallelly transported along γ , T k∇kW i = 0. Then, since V i = a+t

a W i, by
the Leibnitz rule, T k∇kV i = 1

aW i. Similarly, T k∇kVi = 1
aWi. Note that W is a unit

spacelike vector, that is, WiW i = 1. We finally have

∂ 2 f
∂ s2 |s=0 =− c2

a2 −
1
a2 −

∂

∂ t

(
TiV j

∇ jV i)+R l
k ji T kV jT iVl .

Moreover, note that V (−a,s) = 0. Therefore, TiV j∇ jV i|s=0,t=−a = 0. To estimate
TiV j∇ jV i|s=0,t=0 we will use the unit normal vector n of the surface S. Let A =
T (0,s)−n on the transverse curve σ0 in S and extend this into a vector field of M
around q. Note that n is orthogonal to V on the transverse curve σ0. Therefore, at
t = 0,

V j
∇ j
(
niV i)=

∂

∂ s

(
niV i)= 0.

Applying the Leibnitz rule to the left hand side, we have

niV j
∇ jV i =−V iV j

∇ jni =−ViV j
∇ jni.

Then, at s = 0,

TiV j
∇ jV i =−ViV j

∇ jni +AiV j
∇ jV i =−WiW j

∇ jni +AiV j
∇ jV i.

Substitute these into the expression for ∂ 2 f
∂ s2 |s=0 and integrate, we finally have

L′′ (0) =
∫ 0

−a

∂ 2 f
∂ s2 |s=0dt (8.21)

= −L′ (0)2 +1
a

+
∫ 0

−a
R l

k ji T kV jT iVl |s=0dt +WiW j
∇ jni|q−AiV j

∇ jV i|q.

Now, we choose 3 unit tangent vectors W1,W2,W3 of S at q so that they form an
orthonormal basis of the tangent space of S at q. Let n be the unit normal vector field
of S. n,W1,W2,W3 constitute an orthonormal basis of the tangent space of M at q.
We say that this orthonormal basis is adapted to S. We repeat the construction above
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for W1,W2,W3 separately and get 3 parallel transportations W1 (t), W2 (t), W3 (t) of
W1,W2,W3, 3 variations of γ , and 3 transverse vector fields V1,V2,V3, and 3 first and
second order derivatives L′h (0), L′′h (0), h = 1,2,3, as in (8.17) and (8.21). We add
up L′′h (0), h = 1,2,3, and get

3

∑
h=0

L′′h (0) =−∑
3
h=1 L′h (0)2 +3

a
+

3

∑
h=1

∫ 0

−a
R l

k ji T k (Vh)
j T i (Vh)l dt +

3

∑
h=1

(Wh)i (Wh)
j
∇ jni|q−

3

∑
h=1

Ai (Vh)
j
∇ j (Vh)

i |q.

We estimate each term in this expression. First, by (8.12), at q,

3

∑
h=1

(Wh)i (Wh)
j
∇ jni = 3Hq.

We parallelly transport n along γ and get n(t). W0 = n,W1,W2,W3 constitute an
orthonormal basis for the tangent space of M at the points along γ . (But note that we
did not assume that T is orthogonal to W1,W2,W3). Let W 0 be the dual vector −ni
and let W h be the dual vector (Wh)i. Then, W h (Wk) = δ

h
k . That is, W h, h = 0, ...,3,

constitute the dual basis corresponding to Wh, h = 0, ...,3. Therefore,

RkiT kT i = Ric(T,T ) =
3

∑
h=0

R
(

T,Wh,T,W h
)

= −R l
k ji T kn jT inl +

3

∑
h=1

R l
k ji T k (Wh)

j T i (Wh)l .

Let A = A(t) = T (t,0)−n(t). Note that since R l
k ji =−R l

jki , we have

R l
k ji T kT jT iTl = R l

k ji T kT jT iAl = 0.

Moreover,

R l
k ji T kT jT iAl = Rk jilT kT jT iAl = Rilk jT kT jT iAl = Rk jilT iT lT kA j = R l

k ji T kA jT iTl .

Therefore,

R l
k ji T kn jT inl = R l

k ji T k (T −A) j T i (T −A)l

= −R l
k ji T kT jT iAl −R l

k ji T kA jT iTl +R l
k ji T kA jT iAl

= −2R l
k ji T kT jT iAl +R l

k ji T kA jT iAl

= R l
k ji T kA jT iAl .

It means that
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−a

3

∑
h=1

R l
k ji T k (Vh)

j T i
(

V h
)

l
dt

=
∫ 0

−a

(
a+ t

a

)2(
RkiT kT i +R l

k ji T kA jT iAl

)
dt

≥
∫ 0

−a

(
a+ t

a

)2

R l
k ji T kA jT iAldt.

To estimate the last term (Vh)
j
∇ j (Vh)

i at q, we use the coordinate system around
q above. First,

(Vh)
j
∇ j (Vh)

i = (Vh)
j
(

∂ j (Vh)
i +Γ

i
jk (Vh)

k
)

=
∂

∂ s
(Vh)

i +Γ
i
jk (Vh)

j (Vh)
k .

By (8.18),

(Vh)
i (t,s) =

∂

∂ s
σh (t,s) =

a+ t
a

(Wh)
i (t) .

Therefore, ∂

∂ s (Vh)
i = 0, and

(Vh)
j
∇ j (Vh)

i = Γ
i
jk (Wh)

j (Wh)
k .

Denote
Bi (Wh) = Γ

i
jk (Wh)

j (Wh)
k . (8.22)

Then, in this basis, we have

3

∑
h=1

Ai (Vh)
j
∇ j (Vh)

i =
3

∑
h=1

AiBi (Wh) .

Now we estimate Ai. Since Wh (t) are parallel transportations, by (8.17),

g(T (t,0) ,Wh (t)) = g(T (0,0) ,Wh) =−L′h (0) .

Therefore, we have an expansion

T (t,0) = an−
3

∑
h=1

L′h (0)Wh

in the orthonormal basis n,W1,W2,W3 at γ (t). Since T (t,0) is a timelike unit vector
and it points to the future direction as the normal vector n does, we have

a =

(
1+

3

∑
h=1

(
L′h (0)

)2

)1/2

.

Therefore, in this orthonormal basis,
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A0 =−A0 = 1−a, Ah = Ah =−L′h (0) .

When
∣∣L′h (0)

∣∣< 1, we have |Ai| ≤ ∑
3
h=1

∣∣L′h (0)
∣∣, for i = 0, ...,3.

Let

Bq =
3

∑
h=1

3

∑
i=0

∣∣Bi (Wh)
∣∣
q . (8.23)

Then we have the estimation,∣∣∣∣∣ 3

∑
h=1

Ai (Vh)
j
∇ j (Vh)

i

∣∣∣∣∣≤ Bq

3

∑
h=1

∣∣L′h (0)
∣∣ .

Moreover, let

Cγ =
∫ 0

−a

3

∑
j,l=0

∣∣∣R l
k ji T kT i

∣∣∣dt. (8.24)

Then we have

∫ 0

−a

(
a+ t

a

)2

R l
k ji T kA jT iAldt ≥−

(
3

∑
h=1

∣∣L′h (0)
∣∣)2

Cγ .

Finally, we have the estimate

3

∑
h=0

L′′h (0)≥−∑
3
h=1

∣∣L′h (0)
∣∣2 +3

a
+3Hq−

3

∑
h=1

∣∣L′h (0)
∣∣Bq−

(
3

∑
h=1

∣∣L′h (0)
∣∣)2

Cγ .

Then, in case each L′′h (0) < ε and
∣∣L′h (0)

∣∣< ε for some small ε > 0, we have

3ε >−3ε +3
a

+3Hq−3ε
(
Bq +Cγ

)
.

Finally, since we assume that the mean curvature Hq on S is bounded below by a
positive constant k, we have,

1
a

>
k− ε

(
Bq +Cγ +1

)
ε +1

. (8.25)

Note that Bq +Cγ depends on the chosen coordinate systems around γ . We have
to show that it is uniformly bounded by a constant. Then, if for arbitrarily small ε

we can find a timelike geodesic γ from p to S, such that the length of γ is an ε-
approximation to the maximum length of all timelike geodesics from p to S, and
such that γ satisfies the above inequality, we can conclude that 1/k is an upper
bound for the length of all timelike geodesics from p to S. For this, we need some
additional assumptions about the spacetime structure M.

First, choose a coordinate system around p such that the coordinate vector ∂0
is timelike pointing to the future and ∂1,∂2,∂3 are spacelike. By some coordinate
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transformation we may assume that ∂0, ..,∂3 constitute an orthonormal basis (in the
metric g) of Vp. (Note that ∂0, ..,∂3 may fail to be orthonormal basis at other points
near p.) Let

C+ =

{
v ∈ R3 :

3

∑
i=1

v2
i ≤

1
2

}
be the closed ball of R3 centered at the origin with the radius 1√

2
. Each v =

(v1,v2,v3)∈C+ corresponds to a vector v = ∑
3
i=0 vi∂i ∈Vp with v0 =

(
1−∑

3
i=1 v2

i
)1/2.

We denote the vector by v ambiguously. It is easy to verify that g(v,v)≤ 0. That is,
v is causal and future directed. Moreover, for any non-zero future directed causal
vector v = ∑

3
i=0 vi∂i ∈Vp,

v′ =

(
3

∑
i=0

v2
i

)− 1
2

v

corresponds to a point in C+ in the above manner. Therefore, every future directed
causal vector in Vp, after some rescaling, corresponds to a point in C+. Note that C+

is totally bounded in R3.
For each v ∈ C+, construct a future directed causal geodesic γv starting from

p with v as the tangent vector at p. Since S is a Cauchy hypersurface, γv can be
extended into a geodesic hitting S at some point q. We consider γv a geodesic from
p to q and assume that it is defined on the interval [0,1]. These cover all future
directed causal geodesics from p, ignoring any reparameterizations. Recall that by
our definition of smooth curves in M, [0,1] can be divided into a finite number of
subintervals [ai,ai+1], i = 0, ...,n, such that γv ([ai,ai+1]) is well-contained in the
base set Ui of a local coordinate system 〈Ui,µ i〉 of M. Fix these local coordinate
systems covering (the image of) γ from p to q. We can then treat γv as a smooth
function from [ai,ai+1] to R4. In the following, we will talk about points in µ i (Ui)
as if they were points in Ui. Then, there exists d > 0 such that

Σi =
{

x ∈ R4 : |x− γv (t)| ≤ d for some t ∈ [ai,ai+1]
}

is well-contained in Ui (actually, µ i (Ui)). It is easy to show that Σi is a compact
subset in R4 (in the sense defined in Chap. 4). Moreover, p∈ Σ0 (actually, µ

−1
0 (Σ0))

and q ∈ Σn. We say that Σ (γ,d) = 〈Σ0, ...,Σn〉 is the compact tube of the radius d
around γ and each Σi is a segment of the tube. Moreover, there exists r > 0 such that
if v′ ∈C+ and |v′− v| ≤ r then the image of γv′ is well-contained in Σ

(
γv,

d
2

)
, since

γv′ as the solution of some initial value problems for differential equations (in each
coordinate system) is uniformly continuous in its initial value v′. In general, d and r
depend on v. However, we make the assumption that d and r can be bounded below
by positive constants for all v ∈C+. More accurately, we assume the following.

Geodesic Stability Assumption. There exist d,r > 0 and an r approximation
v1, ...,vm to C+, such that if v′ ∈C+ and |v′− vi| ≤ r, then the image of γv′ is well-
contained in Σ

(
γvi

, d
2

)
, and each segment of the tube Σ

(
γvi

,d
)

is well-contained
in one of the local coordinate systems around γvi

.
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In the classical theory, this follows from the compactness of C+ and the fact that
geodesics as solutions of initial value problems are uniformly continuous in the vec-
tors in C+ as their initial values. It is also reasonable from the physics point of view.
Causal geodesics are the traces of free-falling particles in spacetime. This assump-
tion means that if the initial 4-velocity of a free-falling particle at p is changed by
a very small amount (represented by r), then its trace in spacetime shifts only by
a small amount as well. Recall that general relativity is merely a macro-scale ap-
proximation to spacetime structure, above the Planck scale for instance. If r is of the
Planck scale, our model of spacetime in general relativity should not be too sensi-
tive to any change in the scale of r. In other words, the trace of a free-falling particle
should actually be a small tube around a geodesic, not a single geodesic without
width, and such a small tube should behave similarly as a single geodesic does.

In the rest of this section, we fix such an approximation v1, ...,vm, as well as the
corresponding geodesics γv1

, ...,γvm
, their compact tubes, Σ

(
γvi

,d
)
, i = 1, ...,m, and

their corresponding local coordinate systems implied in the assumption. Note that
the estimations on various bounds below are performed in these chosen and fixed
finitely many local coordinate systems, which now cover all causal geodesics from
p to S. The final bound for the length of all timelike geodesics from p to S is of
course independent of any coordinate system.

For i = 1, ...,m, suppose that Σ
(
γvi

,d
)

= 〈Σ0, ...,Σn〉 and that γvi
hits S at qi.

The last compact tube segment Σn intersects S. We may assume that the coordinate
system that contains Σn is adapted to S. Then, Di = Σn∩S is a 3-dimensional closed
ball centered at qi with the radius d in S. Since S is uniformly spacelike, by Corollary
8.12, there exists a constant c > 0, such that

gq (v,v) =
3

∑
i, j=1

gq,i jviv j ≥ c
3

∑
i=1

(
vi)2

for any q ∈ Di and any tangent vector v of S at q. This means that if W is a unit
tangent vector of S at q (in the metric g), then ∑

3
i=1
(
W i
)2 ≤ 1/c and therefore∣∣W i

∣∣≤√1/c. Γ i
jk is uniformly continuous and therefore bounded in Di. Therefore,

by the expression (8.22), (8.23) for Bq we see that Bq is bounded above for all
q ∈ Di. Since the compact tubes Σ

(
γvi

,d
)
, i = 1, ...,m, cover all future directed

causal geodesics from p, Bq is bounded above by a constant KB for all future directed
timelike geodesics from p.

Similarly, consider any small δ > 0 and

C+
δ

=

{
v ∈ R3 :

3

∑
i=1

v2
i ≤

1
2
−δ

}
.

If v ∈ C+
δ

, then g(v,v) ≤ −2δ . Note that γv is not parameterized by its length.
To estimate L′′h as above, we must reparameterize γv by its length to get γ . We
should have T (−a,0) = γ ′ (−a) = (−g(v,v))−1/2 v in the coordinate system. Then
g(v,v)≤−2δ means that

∣∣T i (−a,0)
∣∣ are bounded above by a constant for all time-
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like geodesics γv, v ∈C+
δ

. The parallel transportation T (t,0) of T (−a,0) is again a
solution to the initial value problem of a differential equation with the initial value
T (−a,0) and it depends on the initial value uniformly continuously. Therefore,∣∣T i (t,0)

∣∣ are bounded by a constant for all geodesics in a compact tube above. Since
by the assumption, finitely many compact tubes cover all geodesics γv, v ∈C+

δ
, we

see that
∣∣T i (t,0)

∣∣ are bounded by a constant for all geodesics γv, v ∈C+
δ

. Then, by
the expression (8.24) for Cγ , Cγ is bounded by a constant KC,δ for all geodesics γv,
v ∈C+

δ
.

Now, Let Lv denote the length of γv. For each i, Lv is uniformly continuous on
S (vi,r) = {v ∈C+ : |v− vi| ≤ r}. Therefore, its maximum value in S (vi,r) exists.
Since S (vi,r), i = 1, ...,n, cover C+,

lmax = max
{

Lv : v ∈C+}
exists. Moreover, for any ε > 0, there exists v∈C+ such that Lv > lmax−ε . Note that
Lv = 0 for v ∈ ∂C+ the boundary of C+ in R3. Therefore, there exists δ 1 such that
whenever Lv > 1

2 lmax, we have v ∈C+
δ 1

. Since we are interested in geodesics γv such
that Lv sufficiently approximates lmax, we can focus on C+

δ 1
in our constructions.

Then, both Bq and Cγ are bounded by constants KB and KC,δ 1 . Let

K1 = KB +KC,δ 1 +1.

With these bounds, the inequality (8.25) becomes

1
a

>
k− εK1

ε +1
. (8.26)

We summarize the conclusion of the arguments so far in the following proposi-
tion.

Proposition 8.13. Suppose that M is globally hyperbolic with a Cauchy hypersur-
face S such that its mean curvature HS

q ≥ k for all q ∈ S, for some constant k > 0.
Suppose that M satisfies Einstein’s equation together with the strong energy con-
dition, that is, Ri jviv j ≥ 0 for all timelike vectors v. Suppose further that M sat-
isfies the Geodesic Stability Assumption above. Suppose that γ : [−a,0] → M is a
future directed timelike geodesic parameterized by its length such that γ (−a) = p
and γ (0) = q ∈ S. Suppose that n,W1,W2,W3 is an orthonormal basis of Vq with
W1,W2,W3 constituting an orthonormal basis of V S

q . Suppose that σh, h = 1,2,3,
is a variation of γ constructed as in (8.18), (8.19) above, whose transverse vectors
along γ are Vh (t,0) = a+t

a Wh (t), where Wh (t) are parallel transportations of Wh.
Suppose that a = lγ , the length of γ , is such that a > 1

2 lmax, where lmax is the max-
imum length of all future directed causal geodesics from p to S constructed above.
Finally, suppose that for some ε < k/K1, the length function Lh (s) of the variation
curve σh,s from p to S satisfies the condition

∣∣L′h (0)
∣∣< ε and L′′h (0) < ε , where K1

is the bound estimated above (in the chosen coordinate systems covering all timelike
geodesics from p to S). Then, we have the estimates
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a <
ε +1

k− εK1
,

lmax <
ε +1

k− εK1
+(lmax−a) .

Moreover, if we can find such γ for arbitrarily small ε and such that lγ = a can
approximate lmax arbitrarily, then we can conclude that lmax ≤ 1/k.

Next, we examine the procedure for constructing the geodesic γ and its varia-
tions and for verifying the conditions

∣∣L′h (0)
∣∣< ε and L′′h (0) < ε . First, we have to

find uniform upper bounds for |L′′v (s)| and |L′′′v (s)|, v ∈C+
δ 1

. Suppose that v ∈C+
δ 1

.
Now we assume that γv is already parameterized by its length. We have seen that
(γ ′v)

i have a uniform bound. Consider the variation we use in (8.19). First, recall
that we already have a uniform bound for W i. Since W (t) are parallel transporta-
tions along γv from W , they have a uniform bound as well. Note that being parallel
transportations along γv means that(

W ′) j (t)+Γ
j

ik

(
γ
′
v
)i W k (t) = 0.

That is, the derivative W ′ can be expressed in terms of W . Therefore, (W ′) j have a
uniform bound. Similarly, since γv is a geodesic, γ ′′v can be expressed in terms of γ ′v.
Then, from the expressions (8.18), (8.19) for the variation σ (t,s) we use, we see
that all partial derivatives of σ (t,s) have uniform bounds. Recall that

L(s) =
∫ 0

−a
f

1
2 dt, f (t,s) =−∂σ i

∂ t
∂σ j

∂ t
gi j (t,s) ,

where gi j (t,s) is the metric tensor at the point σ (t,s) ∈M. Denote

X (t) =
1
a

W (t)+
a+ t

a
W ′ (t) .

From the expression (8.20) for ∂σ

∂ t we see that

− f =
(
γ
′)i (

γ
′) j gi j (t,s)+2

(
γ
′)i X jgi j (t,s)s+X iX jgi j (t,s)s2.

γ ′ is an unit vector at σ (t,0). That is, (γ ′)i (γ ′) j gi j (t,0) = −1. g is uniformly con-
tinuous in the compact tubes and X i have uniform a bound. Therefore, there are
constants δ 2,ε1 > 0 such that | f |> ε1 whenever |s|< δ 2. This means that ∂

∂ s

(
f

1
2

)
,

∂ 2

∂ s2

(
f

1
2

)
, ∂ 3

∂ s3

(
f

1
2

)
etc. have uniform bounds whenever |s| < δ 2. Therefore, there

are uniform upper bounds K2, K3 for |L′′v (s)| and |L′′′v (s)|, v ∈C+
δ 1

, |s|< δ 2. We will
assume that K2,K3 > 1.

Then, let ε > 0 be a small number such that ε < min(k/K1,δ 2). We want to find
v∈C+ such that L = Lv can approximate lmax arbitrarily and can satisfy

∣∣L′h (0)
∣∣< ε

and L′′h (0) < ε for some variation vectors Wh, h = 1,2,3. Let
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ε1 = min
(

ε2

32K2
,2−11

ε
3/K2

3

)
.

We may assume that ε1 < 1
2 lmax. Choose any v such that Lv > lmax− ε1. Then we

must have v ∈C+
δ 1

. Arbitrarily choose three orthonormal vectors Wh, h = 1,2,3, and
approximate

∣∣L′h (0)
∣∣ to decide whether

∣∣L′h (0)
∣∣ < ε or

∣∣L′h (0)
∣∣ > ε/2. If we get∣∣L′h (0)

∣∣ < ε and L′′h (0) < ε for h = 1,2,3, then the lemma above gives an estimate
of lmax.

Otherwise, suppose that we get
∣∣L′h (0)

∣∣ > ε/2 and suppose that L′h (0) > ε/2.

Since
∣∣L′′h (s)

∣∣ < K2 for |s| < δ 2, we have L′h (s) > ε

4 for s ∈
[
0, ε

4K2

]
. Therefore, at

s1 = ε

4K2
, we should have

Lh (s1) > Lh (0)+
ε

4
s1 = Lv +

ε2

16K2
> lmax +

ε2

32K2
.

This means that the length of the variation curve σh,s1 exceeds lmax by ε1. The
case in which L′h (0) < −ε/2 is similar. Similarly, suppose that L′′h (0) > ε/2. Let
δ = 2−6ε2/K3. We can decide whether L′h (0) < δ or L′h (0) > −δ . Suppose that
L′h (0) < δ . Then, since

∣∣L′′′h (s)
∣∣< K3 for |s|< δ 2, we should have L′′h (s) > ε/4 for

s ∈
[
− ε

4K3
,0
]
. Therefore,

L′h
(
−2−4

ε/K3
)

< L′h (0)− ε

4
(
2−4

ε/K3
)

< δ −2−6
ε

2/K3 = 0,

and L′h (s) < δ for s ∈
[
−2−4ε/K3,0

]
. This means that

Lh
(
−2−4

ε/K3
)

> Lv−δ
(
2−4

ε/K3
)

= Lv−2−10
ε

3/K2
3 .

Moreover, since L′′h (s) > ε/4 for s ∈
[
− ε

4K3
,0
]
,

L′h
(
−2−3

ε/K3
)

< L′h (0)− ε

4
(
2−3

ε/K3
)

< δ −2−5
ε

2/K3 =−2−6
ε

2/K3,

and L′h (s) <−2−6ε2/K3 for s ∈
[
− ε

4K3
,−2−3ε/K3

]
. We have

Lh

(
− ε

4K3

)
> Lh

(
−2−3

ε/K3
)
+
(

2−6
ε

2/K3

)(
2−3

ε/K3
)

> Lh
(
−2−4

ε/K3
)
+2−9

ε
3/K2

3

> Lv +2−10
ε

3/K2
3

> lmax +2−11
ε

3/K2
3 .

That is, for s1 = − ε

4K3
, the length of the variation curve σh,s1 exceeds lmax by ε1.

The case in which L′h (0) >−δ is similar. We summarize these in the following.
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Proposition 8.14. For any ε > 0, we can construct a geodesic γv such that Lv >
lmax − ε1 with ε1 defined above, and such that for arbitrarily chosen variation
vectors Wh, h = 1,2,3, if the condition

∣∣L′h (0)
∣∣ < ε and L′′h (0) < ε is not satis-

fied in deciding whether
∣∣L′h (0)

∣∣ < ε or
∣∣L′h (0)

∣∣ > ε/2 and whether L′′h (0) < ε or
L′′h (0) > ε/2, then we will have a timelike curve σh,s from p to S whose length Lh (s)
exceeds lmax by at least ε1.

In the classical proof of Hawking’s singularity theorem, one can show by some
non-constructive compactness argument that there exists a timelike continuous
curve γ from p to S such that its length attains the maximum length of all timelike
continuous curves from p to S. This then implies that γ must be a geodesic. It means
that lmax must also be the maximum length of all timelike smooth curves from p to
S. Therefore, no Lh (s) can exceed lmax. This will ensure that the geodesic γ = γv
found above must satisfy the conditions

∣∣L′h (0)
∣∣ < ε and L′′h (0) < ε for any cho-

sen Wh. However, this classical proof is highly non-constructive. We were not able
to find a good finitistic substitute for this classical conclusion for arbitrary space-
time manifolds. The difficulty is perhaps due to the fact that the current definition
of spacetime manifolds is still too abstract and it embodies too little computational
content. In particular, while geodesics can be computed by solving the initial value
problems for differential equations and can thus be represented by C+ above, we
do not have any simple representation of all smooth (or even continuous) timelike
curves in the manifold. For instance, we do not have a general procedure for straight-
ening an arbitrary timelike curve from a point p to another point q into a geodesic
from p to q so that its length is not shrunk. If we were able to do this, we would
immediately derive a contradiction from the assumption that Lh (s) exceeds lmax.

However, while we are not able to derive a contradiction within strict finitism
from the assumption that Lh (s) exceeds lmax, we do have other reasons to believe
that, after constructing the geodesic γv in the proposition above, when deciding
whether

∣∣L′h (0)
∣∣ < ε or

∣∣L′h (0)
∣∣ > ε/2 and whether L′′h (0) < ε or L′′h (0) > ε/2 for

each h = 1,2,3, the strictly finitistic and elementary recursive decision procedure
will terminate with the result that

∣∣L′h (0)
∣∣ < ε and L′′h (0) < ε for all h. The rea-

son comes from our belief in the consistency (not truth) of classical mathematics.
Because, if we had found

∣∣L′h (0)
∣∣ > ε/2 or L′′h (0) > ε/2 for some h when the ele-

mentary recursive decision procedure terminates, we would have produced a contra-
diction in classical mathematics (by contradicting the classical proof of Hawking’s
theorem). In the introduction chapter we argue that the belief of the consistency of
classical mathematics is essentially an inductive belief. Therefore, we do have a nat-
uralistic justification for the belief that our finitistic procedure will terminate with
the wanted result.

This then implies that we can transform our proof of Hawking’s theorem into
sound logical deductions on statements about real spacetime, even if real spacetime
is discrete at the microscopic scale. We develop our spacetime manifold M within
strict finitism. This means that our statements about our spacetime manifold M can
be translated into true statements about real spacetime at the macroscopic scale,
even if at the microscopic scale real spacetime is discrete. Continuity and differ-
entiability conditions for our spacetime manifold M are translated into conditions
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about the smoothness of real spacetime at the macroscopic scale. They do not re-
quire that real spacetime is literally continuous, or even infinitely differentiable, in
the classical sense. This is similar to using continuous functions to model discrete
quantities such population growth. (See Sect. 3.7.) That is, our premises for deriving
the bound for lmax can be interpreted into literally true assertions about real space-
time even if real spacetime is discrete. We show that we can actually construct a
timelike geodesic from a point p ∈ I− (S) to S such that its length sufficiently ap-
proximates the maximum length of all timelike geodesics from p to S, and we can
construct the variation curves σh,s. We can approximate

∣∣L′h (0)
∣∣ and L′′h (0) to see if

they are less than ε or greater than ε/2. In case we get
∣∣L′h (0)

∣∣ < ε and L′′h (0) < ε

for all variations h, we can derive a bound for lmax (independent of p). All these
constructions and derivations are again within strict finitism, which means that they
can be translated into literally sound logical deductions about real spacetime. The
belief of the consistency of classical mathematics assures us that the strictly finitistic
procedure for constructing the geodesic and the variation curves and for verifying∣∣L′h (0)

∣∣ < ε and L′′h (0) < ε must terminate with a positive outcome. That is, the
function of the belief of consistency is to predict the outcome of a strictly finitis-
tic procedure and predict the result of a series of literally sound deductions about
real spacetime, where real spacetime can very well be discrete. In this sense, we
demonstrate that our proof of Hawking’s theorem is sound for real spacetime and
the conclusion of the theorem for real spacetime is reliable.

Note that being able to develop the spacetime manifold M within strict finitism
is essential here. It allows us to present the derivation of the bound for lmax as valid
logical deductions from literally true premises about real spacetime. In classical
mathematics, we can also express our conclusion (not including the premises) of
the singularity theorem as a finitistic claim. Then, the consistency of classical math-
ematics and the premises of the singularity theorem also implies the conclusion of
the theorem within finitism (in Hilbert’s sense). However, we have no explanation
why the conclusion is true of real spacetime, which could be discrete, since the
premises of the theorem are not literally true of real spacetime. The premises in-
clude assumptions about literal continuity and differentiability of spacetime. Devel-
oping the spacetime manifold M within strict finitism allows us to state our physics
premises as literally true assertions about real spacetime (even if it is discrete). Then,
when we use non-constructive arguments (to prove that our strictly finitistic proce-
dure will terminate with the wanted result), we actually embed our strictly finitistic
spacetime model into a richer (and fictional) classical model. The belief of the con-
sistency of that classical (and fictional) model then implies the conservativeness of
the embedding. That is, if ϕ is a strictly finitistic claim about our finitistic model
and ϕ follows from the assumptions about the classical model, then ϕ should also
follow from our strictly finitistic assumptions about the finitistic model alone. This
is similar to the strategy for explaining the applicability of classical mathematics
by nominalizing physics, which Field [13] first tried, but our method here is strictly
finitistic and it respects the fact that our current physical theories are not committed
to the existence of infinity in the physical universe.
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