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Chapter 1 Introduction

Three Traditions in Meteorology

Recording weather observations, explaining the action of the atmosphere, and pre-
dicting wind and rain are all ancient practices. The Babylonians did all three some
3000 years ago. The Greeks kept records of wind direction from the time of Meton
(ca. 430 B.C.), had a theoretical meteorology from the time of Aristotle (ca.
340 B.C.), and were advised by “weather signs” from time immemorial. In the
17th century new instruments, such as the thermometer and barometer, permitted
the measurement of elements of the weather; René Descartes, Edmond Halley, and
others speculated on the causes of winds; and aimanacs made weather prognosti-
cations widely available. Through to the 20th century these three activities have
been the principal ways people have manifested scientific interest in the weather:
an empirical activity of making records of observations and then trying to infer
something from these records, a theoretical activity of explaining atmospheric
phenomena on the basis of general principles, and a practical activity of predicting
the weather.

The activities of observer, natural philosopher, and forecaster were of course
related, and the term “meteorology” has always encompassed all three. However,
in the course of the 19th century, as the number of people doing meteorology
increased, the empirical, theoretical, and practical activities became more distinct.
Many of those working in the empirical tradition made the average weather their
principal interest as they cultivated a descriptive science—called “climatology”
from mid-century on—based on weather statistics. Many of those working in the
theoretical tradition made the laws of physics their starting point and established,
as a branch of the science, dynamical meteorology. Weather forecasting became a
profession with the initiation of daily forecasting by national meteorological ser-
vices in the 1870s and thereafter. Yet the work of the empiricists—some of whom
derided “theorizing” —involved little physics. The theorists, for their part, sel-
dom drew on the vast store of meteorological observations in composing their
treatises. And the forecasters based their predictions on only a small amount of
data and hardly any theory at all, hence their work was regarded by many empiri-
cists and theoreticians as unscientific.

The three traditions continued their separate developments until the middle of
the 20th century.! Then rather suddenly the connections between them became
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stronger and more numerous, and meteorologists talked frequently about a unifi-
cation of meteorology. This unification, although it depended on the new avail-
ability of electronic computers in the 1950s and 1960s, was the culmination of a
transformation of the science that began much earlier.

The Unification of Meteorology

In 1903 Vilhelm Bjerknes, a Norwegian physicist-turned-meteorologist began ad-
vocating a calculational approach to weather forecasting, believing it possible to
bring together the full range of observation and the full range of theory to predict
the weather. Bjerknes’s program, which if successful would have united the three
traditions, gained the attention and applause of meteorologists everywhere, but
progress was slow.

The first person to make a full trial of Bjerknes’s program was the English
scientist Lewis Fry Richardson. While working as a scientist in industry, Richard-
son discovered an arithmetical method of solving partial differential equations. It
seems that he turned to meteorology because he thought that he could there apply
his method with success. He devised, during and shortly after World War I, an
algorithmic scheme of weather prediction based on the method. This scheme re-
quired certain types of data and certain types of theories, and the inappropriate-
ness of much of what was then available motivated Richardson to develop new
observational techniques and new theories. He was motivated also to do a lot of
what is now known as numerical analysis. Richardson tested the scheme, taking
6 weeks to calculate a 6-hour advance in the weather. The results were egregious.
Richardson’s work, which was widely noticed, convinced meteorologists that a
computational approach to weather prediction was completely impractical.

In the interwar period meteorology became established throughout the Western
world as an academic discipline and as a full-fledged profession. Shortly after
World War I a group of meteorologists under Bjerknes’s direction in Bergen intro-
duced the concepts of cold and warm fronts, the polar front, and air masses, all of
which proved to be useful in forecasting. Although the Bergen techniques were
largely independent of dynamical meteorology, the latter did begin to be quite
useful to forecasters just before World War II, especially through the work of Carl-
Gustaf Rossby. Rossby derived an equation giving the speed of certain long-
wavelength waves in westerly wind currents, and he showed how the assumption
of constant vorticity of winds could be used to calculate air movement. Several
calculating aids were devised to make it easier for forecasters to use Rossby’s
results. Also, in the interwar period meteorologists began using punched-card ma-
chines and vigorously pursued the search for weather cycles, equipped with a
panoply of special-purpose calculating aids.

During World War II meteorology came to be perceived as having great military
value, and this fact had great effects on the science. Along with a great increase in
the number of meteorologists, there were important theoretical and instrumental
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advances, and after the war governmental support of meteorology remained far
above prewar levels. During the war, meteorologists became more interested in
objective methods of forecasting and, aided by punched-card technology, showed
the great practical value of climatology.

The first electronic computer, the ENIAC, was completed just as World War 11
ended, and at that time John von Neumann began making plans to build, at the
Institute for Advanced Study in Princeton, a much more powerful and versatile
machine devoted to the advancement of the mathematical sciences. An important
objective for von Neumann was to demonstrate, with a particular scientific prob-
lem, the revolutionary potential of the computer. He chose for this purpose
weather prediction and in 1946 established the Meteorology Project at the Insti-
tute. The Project had a slow start and the Institute computer took longer to build
than was expected, but by 1956, when the Project ended, von Neumann’s expec-
tations had been fulfilled: it had been shown that a physics-based algorithm could
be used to predict large-scale atmospheric motions as accurately as human fore-
casters could, and it had been shown that computer technology could carry out
such algorithms fast enough and reliably enough for the forecasts to be useful.

In the 1950s and 1960s the computer became a standard tool in meteorology,
and most other calculating aids were abandoned. By 1970 much data handling and
data analysis were done by computer, theorists used computer modeling and nu-
merical experimentation as principal modes of investigation, and in the industri-
alized countries most weather services used computers in making forecasts. Great
advances were made in the empirical, theoretical, and practical traditions through
the facilitation of computation. The importance of forecasting models gave direc-
tion to data gathering and to theorizing, as the observational meteorologists and
the theorists often had an eye to the use of their results in such models. Quite
generally, climatologists, dynamical meteorologists, and forecasters came to use
similar computer models. Indeed, computing power made possible so many new
connections between the traditions that they may be said to have merged. At the
same time, the use of the computer led to the discovery of so-called ‘“‘chaotic
systems”” and thence to the recognition that there may well be fundamental limits
to predicting the weather.

Transformations of Meteorology

Thus in the course of the 20th century meteorology became a unified, physics-
based, and highly computational science. Many meteorologists have remarked on
the great changes the science has undergone. Jule Charney, for example, spoke of
a “technological-scientific transformation” (1987, p. 168), and George P. Cress-
man wrote, “The development of the electronic computer changed everything”
(1972, p. 181).

This 20th-century transformation was comparable in import to two earlier
transformations. In the second half of the 17th century, meteorological observa-
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tion changed from description almost entirely qualitative to description largely
quantitative, as atmospheric pressure, humidity, precipitation, wind direction, and
wind force all came to be measured. Meteorology became less a branch of natural
philosophy and more an independent, empirical science, and, although most me-
teorological explanation remained nonquantitative, the 17th-century transforma-
tion did make descriptive meteorology a quantitative science.

A second transformation occurred in the second half of the 19th century with
the development of the weather map as the basic tool of meteorological descrip-
tion, analysis, and prognostication. The telegraph made possible the construction
of same-day weather maps, and the great increase in commerce made weather and
climate information more valuable. This transformation was largely organiza-
tional, involving the establishment of national weather services, of networks of
observers, and of international cooperation among meteorologists.

Technological advances were vital to both these transformations: the first was
based on new instrumentation, and the second owed much to improved means of
communication. The 20th-century transformation was even more indebted to new
technology. Radio led to great expansions of observational networks, with ship-
and buoy-to-shore communication and the transmission of meteorological data
from instruments carried aloft by balloons and the new technologies of airplanes,
rockets, and satellites. Radar opened a new window on the atmosphere. Most im-
portant, however, was calculating technology. The effective use of the vastly in-
creased capacity for observing the weather, the maturation of dynamical meteo-
rology, and the great improvement in forecasting technique were all dependent on
new calculating technology, principally the electronic computer. It was, moreover,
the computer that made possible many of the new links between the empirical,
theoretical, and practical traditions, as well as the links between meteorology and
other disciplines such as oceanography, hydrology, glaciology, and aeronautics.
So the 20th-century transformation may be described as having made meteo-
rology a computational science.

Any overview of meteorology is liable to slight the diversity of the science. The
account that follows focuses on certain lines of development and makes little or
no mention of other lines, such as studies of atmospheric chemistry, cloud for-
mation, or atmospheric tides, or of optical, electrical, magnetic, and acoustic prop-
erties of the atmosphere. Moreover, meteorology has, to some degree, developed
independently in every country, and here national differences are not emphasized.

Algorithms, Calculation, and Computation

Because computation is central to the history of modern meteorology, it may be
worthwhile to distinguish some related concepts. An algorithm is a fully specified,
step-by-step procedure. The specification usually consists of a list of the opera-
tions to be carried out sequentially, although a full specification would include a
description of the basic mathematical, logical, or physical operations that appear
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as steps in the procedure. Examples of algorithms are the set of instructions ac-
companying a video-cassette recorder, the procedure one learns in high-school
geometry for constructing the perpendicular bisector of a line segment, and any
computer program.

It is useful to distinguish between calculation and computation. Calculation, the
broader concept, may be defined as the carrying out of a quantitative algorithm,
that is, the manipulation of quantities according to a stated procedure. Computa-
tion, on the other hand, may be defined as the carrying out of an arithmetical
algorithm, where the steps of the algorithm involve, besides simple logical opera-
tions, only addition, subtraction, multiplication, and division. Computation is
what computers do. In a computation the quantities are handled as strings of
digits. In a calculation, by contrast, the quantities may be represented as alphabetic
symbols, lengths on a slide rule, areas on a graph, or voltages in an electric cir-
cuit. Whereas a computation involves only arithmetic, the steps of a calculation
may be any symbolic or physical operation, such as differentiation, manipulat-
ing a slide rule, or finding the area between two curves. The distinction I draw
here between computation and calculation is generally consistent with ordinary
usage: according to Webster’s Third New International Dictionary (1981, p. 315)
“. .. CALCULATE is usu[ally] preferred in ref[erence] to more complex, diffi-
cult, and lengthy mathematical processes . . . COMPUTE is often used for simpler
mathematical processes, esplecially] arithmetical ones . . .2

The distinction is important in this historical account. One of its themes is that,
in meteorology, computations came to replace other sorts of calculation and that
this process was given tremendous impetus by the availability of electronic digital
computers in the 1950s and 1960s. Concomitantly, the great variety of calculating
aids used by meteorologists—mathematical tables, nomograms and other graphi-
cal devices, special-purpose slide rules, computing forms, and analog comput-
ers—were replaced by a single general-purpose device. (There were several
general-purpose calculating aids before the electronic computer—tables of loga-
rithms, the standard slide rule, the differential analyzer, and punched-card ma-
chines—but these were much less powerful than the computer.) Another way of
expressing this is to say that a great variety of algorithms, many of which involved
the physical representation of quantities as lengths, areas, or voltages, came to be
replaced by computer programs.

Meteorologists still do a great deal of “calculating” in using the techniques of
mathematical analysis to deduce the consequences of certain laws or assumptions.
Here, however, ‘calculate’ has a different meaning: not the carrying out of an
algorithm, but the blazing of a logical trail. Even this sort of calculation, it turns
out, is being replaced by computer-implemented algorithms as meteorologists in-
creasingly investigate the consequences of a set of assumptions by numerical ex-
perimentation rather than by logical deduction, and the analytic skills of meteo-
rologists have apparently declined as a result. In 1987 Philip Thompson wrote,
“Mathematical analysis appears to be a dying or lost art, and I would argue for a
better balance between analytical and numerical methods” (p. 636).
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Forces Leading to an Increased Use of Algorithms

In 19th-century meteorology—empirical, theoretical, and practical—calculation
had only secondary roles. One type of calculating aid, numerical tables, was ex-
tensively used, especially for what was called data reduction, which involved con-
verting units of measure, making corrections to instrumental readings, and com-
puting quantities measured indirectly. In the early decades of the 20th century,
meteorologists and theorists as well as empiricists and forecasters came to use a
great many other calculating aids, such as nomograms, plotting forms, special-
purpose slide rules, and computing forms.

Theorists made use of calculating aids because as models of atmospheric phe-
nomena became more mathematical, calculating techniques became more impor-
tant in deducing the behavior of the models. Conversely, the existence of more
effective calculating techniques made the mathematical specification of a theory
more useful: there was more reason to specify, mathematically and fully, a hydro-
dynamic or thermodynamic model when it was possible to get numerical predic-
tions as a result. Related to the increasing importance of mathematical modeling
was the establishment of numerical experimentation as a principal methodology,
since with a fully specified model one can, provided the calculations do not take
too long, carry out controlled experiments.

There was in fact a steady movement toward the increased use of algorithms
and therefore toward the increased use of calculating aids. Meteorology is hardly
unique in this respect. In recent decades many activities in many branches of sci-
ence have become algorithmic: data are gathered and processed by computer,
theoretical models are implemented on computers and their behavior is investi-
gated by numerical experiments, and statistical algorithms are used to discover
correlations and other patterns in data and to measure degree of fit between data
and model. Indeed, the common attitude in many sciences is that an explanation
of a phenomenon is incomplete unless it is so fully specified that it allows the
simulation of the phenomenon on a computer. Thus, the work of scientists has
increasingly become the devising of algorithms. In meteorology many factors
contributed to the movement toward increased use of algorithms, but the main
driving forces were what I call “data push,” “theory pull,” and the attraction of
“science-not-art.”

It was mainly the climatologists and other empiricists who were impelled by
data push, the desire to make something of the large and ever-increasing store of
data. When there are few data, one can deal with them in many ways. But when
there are a great many, systematization and even automation may be necessary if
all the data are to be dealt with. For example, in the interwar period, as the flood
of meteorological data swelled, national weather services in many countries began
using punched-card machines simply to be able to process in the most basic
ways—mainly tabulating and averaging—the reports of observations coming in
from ships, airplanes, and land stations. Quite generally, efforts to find regularities
in the data, especially by the use of statistical techniques, frequently involved
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calculating aids. So algorithms became increasing important to the empirical
meteorologists.

It was mainly the practitioners of dynamical meteorology who felt theory pull,
the desire to connect theory to measurable phenomena. Usually such connections
involved extensive calculation, since the theoretically derived formulas that de-
scribed particular physical processes could seldom be immediately applied to the
welter of events going on in the atmosphere. Typically a great deal of work, both
with the theoretical formulas and with the data, had to be carried out before any
correspondence between theory and measurement was apparent. Since most of
this work was calculation, algorithms became increasingly important to the theo-
retical meteorologists.

The operative metaphor may bear some elaboration. Meteorological measure-
ments are piled on the ground, and meteorological theory is situated somewhere
above. There are two ways connections are established: either the data, through
the medium of meteorologists, push their way up to general statements or the
general statements pull on the medium of meteorologists to make connections
with relevant data. It is the meteorologists who are pushed and pulled, and what
they are prodded to do is to establish a calculational relation between measure-
ments and general statements. For example, a climatologist’s statement about av-
erage temperature may be connected to a set of temperature measurements by the
mathematical operation of averaging, and a theorist’s formula for adiabatic cool-
ing may be shown by a calculation to explain the observed drop in temperature of
a certain updraft.

It was the forecasters and some would-be forecasters who felt the attraction of
science-not-art, the desire to make predictions according to specified procedures.
From the mid 19th century on, there was great public demand for weather fore-
casts, yet meteorologists were not content with the fact that forecasting was, as
they often put it, “an art rather than a science,” and they made repeated attempts
to formulate a set of rules for weather forecasting and to base the predictions on
the laws of physics. Because forecasting was not perceived as scientific, many
meteorologists of the late 19th century abjured the practice, and the British Me-
teorological Office, for precisely this reason, even stopped issuing forecasts for
more than a decade. The efforts to use data in a systematic way and to draw on
physical laws for making forecasts often involved much calculation and the use of
calculating aids. So algorithms became increasingly important to forecasters too.

There were, of course, other forces leading to an increased use of algorithms—
anumber of them are discussed in the following chapters—but the strongest ones,
and the ones primarily responsible for the new unification of meteorology, were
data push, theory pull, and the attraction of science-not-art.
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Part 1 Meteorology in 1900

As we survey the progress in this department of knowledge, we can discern
three collateral aspects: first, the preservation of the memory of the events of
past weather and their sequence . . . ; second, speculations upon the relations
of those events and upon their proximate and ultimate causes . . . ; and,
thirdly, the endeavours to use existing knowledge for the anticipation of fu-
ture weather. . . . To-day we recognise the corresponding division of labour
in modified forms as between the observer . . ., the natural philosopher . . .,
and the practical meteorologist. . . .

WILLIAM NAPIER SHAW, 1926

At the turn of the century, meteorology encompassed a great variety of studies,
but there were three main channels of activity: the empirical tradition of clima-
tology, the theoretical tradition of physics of the atmosphere, and the practical
tradition of weather forecasting. As the flow swelled, these channels deepened and
diverged.
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Chapter 2 An Empirical Tradition

Climatology

Quantitative Description

The modern empirical tradition in meteorology might be traced back as far as
William Merle, a fellow of Merton College, who noted the weather at Oxford each
day from 1337 to 1344, or to the Danish astronomer Tycho Brahe, who kept daily
meteorological records from 1582 to 1598. But it was not until the late 17th cen-
tury, after the invention of the thermometer and the barometer, that systematic
observation became at all common. The Accademia del Cimento of Florence gath-
ered meteorological observations in the 1650s and 1660s. In Paris, soon after the
founding of the Académie des Sciences in 1666, regular observations were made
at the Academy’s observatory. In England John Locke, from 1666 to 1692, made
a daily record of temperatures, barometric pressures, and winds, and the Royal
Society showed interest in systematic observation. In the 18th century many
gentlemen of the Enlightenment kept weather journals, among them George
Washington and Thomas Jefferson,' and near the end of that century the first net-
work of observing stations, the Societas Meteorologica Palatina, was established
by the Elector Karl Theodor of Palatinate-Bavaria.

The increasing interest in meteorological observation was partly the result of a
radical change in its nature: from description almost completely qualitative in
1600 to description largely quantitative in 1700. In the ancient and medieval Oc-
cident, records of meteorological observations were entirely verbal; rainfall seems
not to have been measured, and even wind direction was described categorically
rather than numerically.? But in the 17th century temperature, atmospheric pres-
sure, humidity, amount of precipitation, wind direction, and wind force all came
to be measured. The first thermometer may have been built shortly before 1600
by Galileo, but Santorio Santorre was in 1612 the first to mention such a device
in print. Torricelli built the first barometer in 1643. Although hygrometers were
devised as early as the 15th century, hardly any were used before the 17th century,
and then a great variety of types were built and used. Devices for measuring rain-
fall, wind direction, and wind force also were constructed in that century. The new
instruments gradually brought about a transformation of the science, stimulating
a new and greatly expanded observational enterprise and raising new theoretical
questions.*

11
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Successful quantification of the elements of the weather required more than
devices to generate numbers: the numbers had to mean the same, or at least be
interconvertible, when generated at different times, at different places, and by dif-
ferent people. In about 1650 Ferdinand II, Grand Duke of Tuscany, made a ther-
mometer whose readings did not depend on atmospheric pressure; and three scien-
tists of the early 18th century—Gabriel Fahrenheit, Réné de Reaumur, and Anders
Celsius—showed how to standardize the readings of thermometers. The barome-
ter did not become a reliable scientific instrument until late in the 18th century;
Jean André Deluc’s calculation of temperature corrections was an important step
toward this achievement. Reliable hygrometers first became available in the mid
19th century, thanks in part to methodical studies of hygrometry carried out by
Johann Heinrich Lambert and Horace Benedict de Saussure in the preceding cen-
tury. Most work on the anemometer took place in the 19th century, notably by
T. R. Robinson and W. H. Dines; by 1900 both wind speed and direction could be
accurately measured.*

Reliable instruments were a necessary but hardly a sufficient condition for the
communality of data—the possibility for a meteorologist to use with confidence
the data gathered by any other meteorologist. This required international agree-
ment about which instruments to use, about calibration of instruments, about pro-
cedures for taking readings,’ and about the recording and communication of data.
By the end of the 19th century such agreements had been reached. This was an
important aspect of a second transformation of the science, an organizational
transformation that occurred mainly in the latter half of the 19th century with the
establishment of national weather services, professional societies, and interna-
tional cooperation among meteorologists. Most national weather services en-
forced uniformity in the taking and recording of observations, and the principal
objective of most 19th-century international meetings of meteorologists was to
work toward communality of data.

A look at the forms used for recording meteorological data reveals both the
standardization achieved in the late 19th century and the fact that in the past hun-
dred years there has been little change in the sort of observational information
gathered. In 1874 an international commission designed standard forms for the
recording of meteorological data—some for the actual readings taken and oth-
ers for presenting summaries—and they were soon in use worldwide. In 1932
R. G. K. Lempfert, president of the Royal Meteorological Society, reported “The
old international form of 1874 has stood the test of time well. Naturally, it has
undergone changes and development as the years have gone by, but these modifi-
cations have generally been of the nature of additions” (p. 95). A similar form,
Form 1009, was used in the United States with few changes from 1891, when the
Weather Bureau was established as a civilian agency, through 1948.7 Long-lasting
and international agreement about what to observe, along with agreement about
how to observe, has contributed greatly to the coherence of the meteorological
tradition.
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Calculational Demands

The communality of data necessitated, however, a frightful amount of computa-
tion. One problem was that in different countries different units of measure were
in use. Temperature was measured in degrees Fahrenheit, centigrade, and Reau-
mur. There were four common barometrical scales: English, Old French, Metric,
and Russian. Humidity, speed, weight, length, altitude, and surface area were each
measured in a variety of units. A second problem was that corrections often had
to be applied to the observed readings. Barometric readings, for example, were
regularly corrected for the effects of temperature and capillary action. A third
problem was that some quantities were measured indirectly, their values being
computed from the observed values of other quantities. Thus, humidity was regu-
larly computed from the observed dew point or from the readings of a wet-bulb
and a dry-bulb thermometer, and altitude was often determined by measuring
barometric pressures. A fourth problem was that actual values often needed to be
converted to corresponding values under standard conditions or at standard times,
as converting the actual barometric pressure to the corresponding pressure at 0°C
or the actual temperature to the corresponding temperature at sea level.

By 1900 these tasks were being dispatched expeditiously with the help of a
computing device—numerical tables—that made each calculation almost as easy
as recording the raw data. Although the use of tables as computing devices has a
long history in astronomy,® it did not become common in meteorology until the
second half of the 19th century.

In 1849 Joseph Henry, Secretary of the Smithsonian Institution, persuaded the
telegraph companies to transmit weather reports free of charge and began building
a network of weather stations. Within a year 150 stations were reporting, and
within 10 years 500 stations were reporting. Henry asked Arnold Guyot, Professor
of Geology and Physical Geography at the College of New Jersey (renamed
Princeton University in 1896), to prepare a collection of tables to be used by the
weather observers. In 1852 the first edition of Tables, Meteorological and Physi-
cal appeared, and subsequent editions appeared in 1857, 1859, and 1884.° Guyot
wrote in the preface to the first edition:

The reduction of the observations and the extensive comparisons, without which
Meteorology can do but little, require an amount of mechanical labor which renders
it impossible for most observers to deduce for themselves the results of their own
observations. This difficulty is still further increased by the diversity of the thermo-
metrical and barometrical scales which Meteorologists . . . choose to retain. . . . To
relieve the Meteorologist of a great portion of this labor, by means of tables suffi-
ciently extensive to render calculations and even interpolations unnecessary, is to
save his time and his forces in favor of science itself, and thus materially contribute
to its advancement.

Meteorologists had long used tables to present data. Guyot’s tables, on the other
hand, are computing aids. The fourth edition, which Guyot had very nearly com-
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Figure 1 This is part of one page of a 33-page table in the fourth edition of Guyot’s Tables, Mete-
orological and Physical. The bottom row tells that the following correspond: (1) dry-bulb temperature
62°F, wet-bulb temperature 47°F, (2) dew point 36.5°F, (3) vapor pressure 0.234 inches of mercury,
(4) water-vapor mass 2.61 g per cubic foot, (5) 3.64 g of water vapor required per cubic foot for
saturation, (6) relative humidity 0.418, (7) total mass of one cubic foot of air, including the water
vapor, 493.2 g for barometric pressure of 28.0 inches, etc.

pleted when he died in 1884, contains about 700 pages of tables (Guyot, 1884).
Roughly half of them are for converting units of measure. Of the others, some are
for making corrections to the instrumental readings, some for computing quanti-
ties measured indirectly, and some for converting the actual values to the corre-
sponding values under standard conditions. Figure 1 shows part of a table for
relating various measures of the amount of water vapor in the air; by means of it
one could measure humidity indirectly (from wet- and dry-bulb readings or from
the dew-point reading) and determine the total mass of a volume of air (knowing
the humidity and the barometric pressure).

In 1890 there appeared the very important International Meteorological Tables
Published in Conformity with a Resolution of the Congress of Rome, 1879. The
tables were prepared mainly at the Bureau Central Météorologique in Paris, and
English, French, and German editions of the collection were published simulta-
neously (Air Ministry, England, Meterological Office, 1921, p. 3).

The historian Theodore Feldman has shown that an important motivation in the
late 18th century for the calculation and publication of tables for computing ele-
vation on the basis of barometric and thermometric measurements was to allow
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people without scientific training, primarily the nonmathematical mountaineers,
to carry out the calculation (Feldman, 1984, pp. 176—177). Certainly in the latter
half of the 19th century the breaking down of procedures into simple steps, such
as arithmetical operations and the use of tables, often came from an appreciation
of the horror mathematicae of the audience. This careful specification of an al-
gorithm is seen in collections of tables such as Guyot’s, in observer’s handbooks,
in training manuals, and in practically oriented textbooks.'? It is significant that
this specification of an algorithm, besides making it easy to use meteorologically
untrained people as calculators, drew attention to the individual steps of a calcu-
lation for which tables, graphical aids, or other calculating aids might be used, and
thus led to greater use of calculating aids.

Trying to Find Regularities by Tabulating

In the course of the 19th century, meteorological data came to be collected by
more and more people, with interests as diverse as preventing disease, improving
agriculture, benefiting maritime commerce, and contributing to scientific under-
standing. As a result, the amount of reliable data increased at an accelerating pace,
and a few people began to be bothered by the fact that not much use was being
made of these data. As early as 1839 the German meteorologist Heinrich Dove
wrote, “Lack of material is not so much an obstacle to progress as the inadequate
utilization of the data already at hand” (in Landsberg, 1964, p. 137). In 1865
Joseph Henry wrote, “There is, perhaps, no branch of science relative to which so
many observations have been made and so many records accumulated, and yet
from which so few general principles have been deduced” (in Fleming, 1990,
p. 148). Later in the century the astronomer George Airy opined that “the observ-
ing is out of all proportion to the thinking in meteorology,” and the physicist Arthur
Schuster suggested at a meeting of the British Association for the Advancement
of Science that meteorologists stop observing for 5 years and work instead to
make out what the observations meant (Brunt, 1944, p. 8; Ashford, 1985, p. 47).
The piling up of data around them stimulated the meteorologists to devise ways to
discover or impose order, which is to say that “data push,” the desire to make
something out of all the numbers, gave rise to new data-handling procedures.

The most straightforward way was to tabulate the observations—both of the
weather and of other phenomena one suspected to be correlated with the
weather''—and look for a pattern. This was the method advocated by Robert
Hooke in 1667 (1667/1958, pp. 172—-179). Figure 2 shows a tabular form that he
proposed. The rightmost column is headed “General Deductions to be made after
the side is fitted with Observations.” Hooke thought that merely by looking at the
tabulated observations one would see regularities, such as that barometric pressure
fell as wind force increased.

It proved difficult, however, to find any regularities. The most determined at-
tempt to make discoveries in this Baconian manner was that of the Palatine Me-
teorological Society, which hoped to find relationships between celestial motions
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Figure 2 This is the tabular form Hooke proposed for the recording of weather observations and
deductions.

and the weather. From 1780 to 1795 this group of observers from 37 stations in
many different countries sent data, taken by standard instruments and recorded on
standard forms, to Mannheim in southern Germany where they were tabulated and
published in extenso. Almost no astronomical correlations of any sort were
found.'?

We may conclude, then, that besides being a satisfactory way to store informa-
tion, the tabulation of data was forceful in diminishing belief in virtually all simple
correlations involving meteorological phenomena. This was, however, an entirely
negative role for empirical meteorology. In the 19th century a positive role was
found in the establishment of a new, essentially descriptive enterprise that came
to be known as climatology. The emergence of that science depended, however,
on the development of new ways of treating large amounts of data.

Finding Regularities by Mapping

A quite different approach was to treat the data pictorially: to put the numbers into
pictures and then seek visual rather than numerical regularities. The most fruitful
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form of this strategy was placing data on maps. The first meteorological map was
one published by Edmond Halley in 1686. Halley drew a map showing the pre-
vailing maritime winds in and near the tropics, “whereby ‘tis possible the thing
may be better understood, than by any verbal description whatsoever” (1686,
p. 163). This map (Figure 3) clearly reveals some regularities in the prevailing
winds.

Although the map was widely noticed and praised, 150 years passed before the
drawing of meteorological maps became at all common. There was, for example,
not a single map in the 12 volumes of data published by the Palatine Meteorologi-
cal Society (Cassidy, 1985, p. 22). The dearth of institutional support for meteo-
rology and the quite limited geographic spread of the available data were principal
causes of this delay.

In 1817 Alexander von Humboldt introduced a way of picturing the distribution
of heat over the earth’s surface: on a map of part of the northern hemisphere he
drew lines, which he called isotherms, that joined places having the same average
temperature. This was the first example in meteorology of a mapping technique
that became of great importance to the science. The technique came from the
study of terrestrial magnetism and originated from another of Halley’s maps, a
magnetic chart published in 1701, on which Halley had drawn isogonic lines, that
is, lines joining places having the same magnetic declination (the angle between
geographic north and magnetic north). In 1721 William Whiston constructed a
map with lines of equal magnetic inclination (the angular deviation from horizon-
tal), and in 1804 Humboldt constructed a map with lines of equal magnetic inten-
sity (Hellman, 1895). It was thus from the study of terrestrial magnetism that
Humboldt imported the technique into meteorology.

Humboldt’s essay presenting the isothermal map was read to the Académie des
Sciences in May and June 1817, and within 2 years extracts appeared in four
journals in three languages. It had a great impact on meteorology, as the isoline
method came to be applied to many different phenomena (Robinson and Wallis,
1967, p. 122; Landsberg, 1964, p. 131). Heinrich Dove constructed maps with
monthly isotherms (the lines joining places having the same mean temperature for
a given month), introduced the concept of isothermal surfaces, and constructed
maps with other types of isolines. By 1870 other meteorologists, notably H. W.
Brandes and L. F. Kaemtz, were drawing isolines for barometric pressure, devia-
tion of pressure from normal, annual precipitation, and frequency of thunder-
storms, as well as for temperature and deviation of temperature from normal.

Maps of barometric pressure proved especially useful. Kaemtz, for example, by
charting barometric variability showed clearly that the north Atlantic is character-
ized by barometric instability, equatorial regions by constancy (Landsberg, 1964,
p. 132). Of paramount significance was the discovery that in the north temperate
zone low-pressure regions, which are often regions of precipitation, move fairly
regularly from west to east. In fact this predictability of the motion of storms,
together with the means, provided by the telegraph, to construct same-day weather
maps, was the most important factor in the establishment of national weather ser-
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Figure 3 Halley’s map (1686) of the prevailing maritime winds.
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vices in the 1860s and 1870s. The history of such weather maps is discussed more
fully in Chapter 4.

Another type of map also had extraordinary practical utility. In the 1840s the
American naval officer Matthew Fontaine Maury collected data from ships’ logs
and began publishing charts of winds and currents. The use of Maury’s charts in
navigation markedly shortened sailing times. The average passage from New York
to San Francisco was reportedly reduced from 1873 days to 1443 days by the use
of Maury’s charts, and comparable reductions were claimed for routes worldwide
(Williams, 1963, p. 192). Maury soon became an international celebrity. His work
attracted the attention of national leaders wanting to promote maritime commerce
and abetted government involvement in meteorology. For example, Maury gained
the official support of 10 or so countries in arranging for the first international
conference of meteorologists, which took place in Brussels in 1853.

At about the same time James Coffin, availing himself of observations gathered
by the Smithsonian Institution as well as Maury’s data, constructed a series of
wind charts that were published in 1853 (in “On the winds of the Northern Hemi-
sphere”) and in 1875 (in “The winds of the globe: or the laws of atmospheric
circulation over the surface of the earth”). Coffin’s charts formed the empirical
basis for some of the important work of the theoretician William Ferrel, which is
considered in Chapter 3 (Fleming, 1990, p. 136).

Because maps proved to be an effective way to present large amounts of data in
a concise form, climatologists, moved by ‘“data push,” made them their princi-
pal means of interpreting meteorological information. Climatological atlases be-
came common; one of the first was Heinrich Berghaus’s Physikalischer Atlas pub-
lished in 1845. Maps came to be extensively used in textbooks of climatology;
W. G. Kendrew’s widely used The Climates of the Continents (1922) includes
about a hundred maps. In 1944 David Brunt said, “The distribution of surface
observations of temperature, pressure and wind over the globe has been investi-
gated largely by means of charts [that is, maps] of monthly mean values of these
factors . . .” (p. 5).

Finding Regularities by Graphing

Another way of dealing with *“data push” was provided by graphs. It is remark-
able that a method of data interpretation as prominent as graphing today is was
hardly used a hundred years ago. Of course the correspondence between algebraic
equations and curves goes back at least to Descartes, and data were occasionally
plotted on coordinate systems as early as the second half of the 18th century (Fri-
singer, 1977, p. 83; Cassidy, 1985, p. 21)."* Adolphe Quetelet published graphs of
meteorological data in 1827, as did Francis Galton in 1863. But the method did
not become common until near the end of the century.

Neither the noun “graph,” in the sense of a mathematical curve, nor the verb
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“to graph,” in the sense of producing such a curve, was used before the 1880s.'*
Amid all the tables and maps there are virtually no graphs in the Monthly Weather
Review, which began publication in 1873, until the mid 1880s, when graphs begin
to appear in considerable numbers. Julius Hann’s 1883 Handbuch der Klimatolo-
gie contains only a few graphs, and even these are part map in that one coordinate
axis represents latitude.'> As graphing became common among scientists in the
1890s, new types of graphs appeared; for example, it was soon a standard tech-
nique to plot data on logarithmic graph paper, that is, graph paper with logarith-
mically spaced rulings in one or both directions, and such paper became commer-
cially available (Boys, 1895, p. 272). Pantographs were manufactured for the
copying of graphs, and more complicated mechanical devices were built for trans-
forming graphs (Shaw, 1934, p. 104). Like numerical tables, graphs served as
records of observations, as aids in interpreting the data, and as calculating aids.

One of the most common graphs in the meteorological literature early in this
century was a graph of temperature as a function of elevation. In 1817 Humboldt
presented, along with his map of isotherms, a diagram showing the decrease of
temperature with height, and this diagram was used to calculate the sea-level tem-
perature corresponding to the temperature of a station not at sea level. Thus Hum-
boldt’s essay is historically important for presenting one of the very first meteoro-
logical maps and one of the very first graphical procedures for meteorological
calculation.'® In the first years of the 20th century, graphs of temperature as a
function of elevation made clear the existence of a different temperature regime—
later named the stratosphere—above a height of about 10 km (see, e.g., the graph
on p. 264 of Shaw, 1926).

Climatologists were quite inventive of other sorts of visual presentation of data.
Because in many parts of the world there is a high correlation between wind di-
rection and weather type, the graphing of the frequencies of wind in different
directions was often useful. So-called wind roses, besides showing the directional
distribution of winds, showed weather elements, such as humidity or cloudiness,
associated with each wind direction. A more sophisticated example, taken from
Willis Moore’s Descriptive Meteorology (1914), is shown in Figure 4. It indicates
the prevailing wind direction at Chicago for each hour of the day and for each
month of the year. Superimposed on this grid are isolines of the departure of tem-
perature from the daily mean; the thick lines show the time of day when the actual
temperature equals the daily mean (once in the late morning and once in the eve-
ning). The dotted lines show the time of sunrise and sunset.

Quite a few climatic features of Chicago can be read from this figure. For ex-
ample, the arrows show that in the summer the morning southwest wind is fol-
lowed by an afternoon northeast wind, which is a sea breeze off Lake Michigan,
while in the late fall and the winter the prevailing westerlies are little affected by
the presence of the lake. The isolines show that it is coolest just before dawn and
warmest a few hours before sunset, and that the temperature changes most rapidly
in the hours before noon.
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Figured4 The horizontal axis represents hour of the day, the vertical axis month of the year. Arrows
show prevailing wind direction, solid lines are isolines of departure of temperature from the daily
mean, and dotted lines indicate times of sunrise and sunset (Moore, 1914, p. 183.)

Finding Regularities by Statistical Analysis

In the early 19th century many people became interested in the systematic gath-
ering of information about a country and its inhabitants. This interest lies behind
the etymology of “statistics,” which meant originally the political studies dealing
with numerical facts about a state. One type of information sought was meteoro-
logical data. In Prussia the first meteorological institute was established as a
branch of the state statistical office; in England in the 1840s the statistical office
of the Registrar General asked James Glaisher at the Greenwich Royal Observa-
tory to submit meteorological data for its study of the relation between the weather
and the death rate and other social indicators; and the Italian statistical bureau
gathered meteorological data (Khrgian, 1959, p. 111; Sheynin, 1984, p. 76). Prac-
tical interests, such as in commerce, agriculture, forestry, and public health, and
scientific interests, such as in astronomy, magnetism, and botany, motivated the
gathering of the meteorological data. The institutions carrying it out were numer-
ous and included state statistical offices, state agricultural offices, military agen-
cies, astronomical observatories, and various scientific organizations. As state me-
teorological services became established and grew—almost every European
country had a meteorological service by 1875—they assumed more and more of



22 Chapter 2 An Empirical Tradition

the task of data collection, and indeed in the latter part of the 19th century the
main activity of many weather bureaus was simply the compilation of data.

This data gathering gave a continuing push to the new science of climatology,
and climatology became in large measure a statistical science. Indeed, the very
concept of climate came to be defined in statistical terms. Julius Hann wrote, “By
climate we understand the totality of meteorological phenomena which character-
ize the average state of the atmosphere at some place on the earth’s surface”
(p. 1)."7 As this quotation suggests, a main concern of climatologists was simply
the calculation of daily, monthly, and yearly averages of the elements of the
weather.

Climate came, however, to be understood in a broader sense as including the
extremes of weather and the variability of the weather, on various times scales.
Consider Julius Hann’s presentation in 1883 of the climate of Vienna (Figure 5).
First, the information is entirely quantitative. According to Hann,'?

A scientific climatology must strive to express all climatic elements in numerical
values, because it is only through actual measurements that we can achieve directly
comparable expressions and exact conceptions of meteorological circumstances and
states. (p. 4)

Second, almost all the numbers are mean values; indeed, the only exceptions are
the extreme temperatures listed near the right in the first table. Third, although
most of the numbers express the (monthly or yearly) average weather, some ex-
press the variability. The third column of the first table, for example, gives the
mean deviation from the mean temperature.

The broadened conception of climate was expressed in 1911 by A. Hettner as
follows:

But with all its changeability the weather at each place on the earth’s surface has a
definite general character, which expresses itself not only in average and extreme
values, but also in the nature of the change, in the entire periodical and non-
periodical course of the weather. This totality of weather phenomena of a place we
call its climate (in Schneider-Carius, 1955, p. 334)."°

As this quotation suggests, it became common to look for and find periodicities—
diurnal, annual, and of many other lengths—and to separate periodical from non-
periodical change. The search for weather cycles reached its greatest intensity in
the first two decades of the 20th century, and then, in the 1920s and 1930s, almost
came to an end. The story of this tradition, and of the graphical, numerical, and
mechanical techniques of calculation that were therein employed, is deferred until
Chapter 8.

With climate so conceived, it is not then surprising that climatologists made use
of statistical techniques. For the most part, however, they confined themselves to
the computation of averages. Some of them did discuss the distribution of a set of
data—as being, for example, normally distributed with known mean and standard
deviation—and some of them did develop new statistical techniques—in 1888
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Figure S Two tables, published in the English translation of Julius Hann’s Handbuch der Klima-
tologie (1883), that present climatic data for Vienna.

Wladimir Képpen introduced a measure of the asymmetry of a frequency distri-
bution (Schneider-Carius, 1955, p. 328). Indeed several of the people who figure
prominently in the history of statistics, such as Adolphe Quetelet, Francis Galton,
and Arthur Schuster, did much work with meteorological data.

Of the new techniques, the method of correlation was perhaps most important.
Introduced in about 1890 by the English gentleman-of-science Francis Galton,?



24 Chapter 2 An Empirical Tradition

the method allows one to compute a number that indicates how much of the varia-
tion in one quantity can be accounted for by the variation in another quantity.
Although the method, which came to be used by many meteorologists, was en-
tirely arithmetical, Galton and others often drew diagrams, where pairs of num-
bers were plotted on a Cartesian coordinate system, that made clear the import of
the correlation coefficients and undoubtedly increased the appeal of the method.
Galton devised other graphical procedures, and some of them are to be found in
his Meteorographica, or Methods of Mapping the Weather (1863).

There was, or course, considerable computational labor involved in processing
climatological data. Both the British Rainfall Society, an organization of mainly
amateur weather-watchers, and the Meteorological Office had a computing staff
for producing the statistical summaries. An indication of the amount of routine
computation is provided by Ernest Gold’s comment about the adoption in 1929 of
the millibar as the sole barometric unit in international data exchange: “The eco-
nomic advantage through the elimination of the conversion of thousands of values
in hundreds of meteorological offices daily is substantial” (Gold, 1945, p. 214). It
is interesting that Gold added, “The elimination of the consequent source of mis-
takes is even more important . . .”’; we will see in later chapters that an important
motivation for automating data processing was the desire to eliminate human
error.

Historical records occasionally include an estimate of the time spent in com-
putation. James H. Coffin, a professor at Lafayette College in Easton, Pennsylva-
nia, contracted in 1855 to prepare daily, monthly, and yearly averages of measure-
ments taken in a special program, jointly administered by the U.S. Patent Office
and the Smithsonian Institution, intended to promote agriculture. In the year 1856
Coffin processed some half-million observations. To do this he employed 12 to 15
people on a part-time basis—the equivalent of 3 or 4 people full-time—to reduce
the observations to sea level and to 32°F and to compute the averages. Joseph
Henry, Secretary of the Smithsonian Institution, estimated that, on average, one
minute of calculation was required to process each observation (Fleming, 1988,
pp- 289-290).

Although the statistical approach became characteristic of the empirical tradi-
tion in meteorology, theoreticians and forecasters also made use of statistical tech-
niques; some of these are described in the following two chapters.

The Establishment of Climatology

In the second half of the 19th century climatology became established as a
science.?' There appeared comprehensive surveys of national climate, such as
Adolphe Quetelet’s Climatology of Belgium (1845-1853), Lorin Blodget’s Cli-
matology of the United States (1857), and K. S. Veselovskii’s On the Climate of
Russia (1857). There appeared detailed studies of climate worldwide, such as Ju-
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lius Hann’s Handbook of Climatology (1883), and A. 1. Voeikov’s Climates of the
World (1884). Climatology began to be taught in colleges and universities; thus,
in 1903 Robert De Courcy Ward published his translation of Volume 1 of Hann’s
Handbook of Climatology to be used as a textbook for a course taught at Harvard
University entitled “General Climatology.” And, as we have seen, the study of the
meteorological data, when mapped, graphed, or averaged appropriately, revealed
regularities in the weather.

As the science was cultivated, even higher levels of generalization proved pos-
sible. For example, in Hann’s book there are statements such as “The diurnal range
of temperature increases with increasing distance from the ocean, as does the an-
nual range” and “In winter, there is everywhere a tendency to the formation of a
barometric minimum over the enclosed portions of the oceans, and the occurrence
of southerly and westerly winds on the eastern sides, and of northerly off-shore
winds on the western sides of large bodies of water.” 22 Hann also presented a
number of empirically derived formulas giving, for example, mean temperature
or temperature difference between warmest and coldest months as a function of
latitude (see 1883, pp. 93, 134).

In a 1924 book entitled Climatic Laws, Stephen Visher, an American professor
of geography, presented 25 meteorological laws and 90 climatological laws. Many
of the meteorological laws came from physics,?® but most of the climatological
laws came directly from a study of the data. Virtually all elements of the weather
were found to exhibit regularities. For example, the annual range in temperature
was found to increase with latitude up to the region of persistent snow; and the
frequency of precipitation was found to increase directly with the annual amount
but inversely with the monthly range in precipitation. Other of Visher’s laws are
the following: “Wind velocities average greater in winter than in summer in mid-
latitudes,” *“Precipitation increases with altitude to moderate heights and then de-
creases steadily until at the height of 2 or 3 miles (3—-5 km.) it is slight,” and
“Many mountain valleys and leeward slopes have a peculiar climate because of
local hot winds. . . .”

Finally, the new science led to classifications of climate. The climatic classifi-
cation that was most used was that of Wladimir Képpen, first presented in 1884.
Until 1931 Koppen continually revised his scheme of classification. In his 1918
version he defined the climatic types quantitatively; for example, the border be-
tween a steppe climate and a neighboring moist climate was defined to be the locus
of points for which r = 0.44 ¢+ — 8.5, where r is the rainfall in inches and 7 is
the temperature in degrees Fahrenheit (Khrgian, 1959, p. 329; Petterssen, 1958,
p. 291).

All such empirically discovered regularities became standing challenges to the
ingenuity of theorists; in Chapter 3 we will see some examples of successful theo-
rizing of this sort. More importantly, however, such regularities soon became valu-
able explanatory resources for scientists—botanists, zoologists, geologists, soci-
ologists, and others—and proved of practical value, especially for agriculture and
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commerce.?* Thus despite the disappointment of finding very few numerical re-
gularities, by the time of World War I the accumulation and processing of mete-
orological data had become established as an important activity. Already strong
in itself, this empirical tradition was further strengthened by its connections with
theoretical meteorology and weather forecasting, which are the subjects of the
following two chapters.
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Physics of the Atmosphere

Aristotle’s Meteorologica, written about 340 B.C., established a theoretical tradi-
tion in meteorology and ensured that, throughout the Western world, meteorology
would be studied as a part of natural philosophy. This treatise remained the basis
of Western theoretical treatments of meteorology until the early 17th century (Fri-
singer, 1977, p. 22). In that century, however, theoretical meteorology underwent
great changes: Descartes stimulated new thinking about atmospheric phenomena,
especially by the publication of Les météores, appended to his Discours de la
méthode (1637); new observations, many of them resulting from the invention of
the barometer and thermometer, called for new explanations; and the development
of the science of mechanics prompted new theories of atmospheric phenomena,
such as Edmond Halley’s 1686 theory of the trade winds.

The Beginnings of Dynamical Meteorology

Despite the data provided by thermometer and barometer, and despite the exis-
tence of relevant mathematical theory in Newton’s Principia, until the mid 19th
century meteorological theories remained almost entirely qualitative. There were,
it is true, a few topics that were treated mathematically, such as the relationship
between elevation and barometric pressure or the nature of atmospheric tides.
There was a branch of climatology that studied what Hann called “solar or mathe-
matical climate” (1883, pp. 57-79) producing such mathematical results as a for-
mula expressing insolation as a function of geographic latitude. There were also
laboratory studies that revealed quantitative relationships between measured vari-
ables, such as James Espy’s investigations of water vapor in the years around
1850. Most important of the laboratory studies were those aimed at understanding
meteorological instruments, as Jean André Deluc’s investigations of thermometers
in the 1760s, Horace Benedict de Saussure’s 1783 Essais sur I'hygrométrie, and
William Henry Dines’s studies in anemometry in the 1880s. On the whole, how-
ever, meteorological theory remained nonmathematical until the second half of
the 19th century.

In 1851 the French physicistJ. B. L. Foucault used an extremely long pendulum
to demonstrate the deflecting effect of the earth’s rotation. News of Foucault’s
work stimulated William Ferrel, an American schoolteacher, to analyze the effect

27
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of the earth’s rotation on atmospheric motions (Kutzbach, 1979, p. 37), and in
1860 Ferrel published in New York and London a small collection of his papers
that had appeared separately in the late 1850s. In these papers Ferrel presented a
general mathematical theory of fluid motion on a rotating earth and applied this
theory to understanding winds and currents (Burstyn, 1971, p. 591). For example,
he gave a theoretical explanation of the observation by the Dutch meteorologist
C. H. D. Buys Ballot that wind direction is generally parallel to the local isobars
and wind speed is roughly proportional to the barometric gradient (that is, propor-
tional to the rate of change of barometric pressure in the direction of fastest
change) (Burstyn, 1984, p. 341).! Ferrel’s work, which was widely noticed, may
be said to have initiated what became known as dynamical meteorology, the theo-
retical treatment of atmospheric motions on the basis of the laws of physics.

In the half century following Ferrel’s 1860 publication, dynamical meteorology
was cultivated by, among others, Max Margules and Felix Exner in Austria; Her-
mann Helmholtz, A. Oberbeck, Wilhelm von Bezold, and Adolf Sprung in Ger-
many; Henrik Mohn and C.M. Guldberg in Norway; William and James Thomson
in England; and William Ferrel and Cleveland Abbe in the United States. A year
or two before World War I Felix Exner set himself the task of summarizing and
systematizing the work of these theoreticians, and in 1917 he published Dyna-
mische Meteorologie, which may be taken as marking the general acceptance of
dynamical meteorology as a discipline.?

The attitude of most of the above-named people was that meteorology ought to
be applied physics and that observational data ought to be explained deductively.
They saw themselves as doing a new kind of meteorology, on a different tack from
the empiricists such as Hugo Hildebrandsson in Sweden, Heinrich Dove in Prus-
sia, C. H. D. Buys Ballot in The Netherlands, James Glaisher in England, and
Elias Loomis in the United States, who held that meteorology was an independent
science whose laws were to be derived inductively from the data. In 1890 Cleve-
land Abbe complained, “Hitherto, the professional meteorologist has too fre-
quently been only an observer, a statistician, an empiricist—rather than a mecha-
nician, mathematician and physicist,” * and in the same year Wilhelm von Bezold
wrote that meteorology was being transformed into “physics of the atmosphere”
(Kutzbach, 1979, p. 46).

The two attitudes, however, did not result in separate research communities.
The applied physicists were not opposed to discovering regularities inductively,
nor did the empiricists object to applying physical laws to the atmosphere. For
many meteorologists it was simply a question of expediency: is it more fruitful to
work from physics or from the data? One might, of course, do both, and many did.
Julius Hann, although a vocal proponent of the empirical approach, was one of the
first to use thermodynamics in an explanation of atmospheric phenomena. Adolf
Sprung, most of whose work proceeds deductively from mathematical physics to
the data, also worked in the other direction, inductively. But there were meteoro-
logists who doubted the adequacy of physics, and for them it was not simply a
question of expediency. It may be, they thought, that there are meteorological laws
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not deducible from physics, or not, at any rate, from the known laws of physics.
An influential exponent of this view was Napier Shaw.

William Napier Shaw

Shaw, who was born in 1854, studied mathematics, physics, and chemistry for
4 years at Emmanuel College, Cambridge. He then worked for a short period
under Clerk Maxwell at the Cavendish Laboratory and under Helmholtz in Berlin.
In the 1880s and 1890s he was active in teaching and administration at Emmanuel
College and did theoretical and experimental work on hygrometry, theory of ven-
tilation, and other topics. From 1900 to 1920 Shaw directed the Meteorological
Office,* where he worked hard to bring scientifically trained men and women into
the Office for the purpose of conducting research and making forecasting more
scientific. David Brunt wrote that Shaw instilled enthusiasm into the Office, lifting
it from *‘the Slough of Despond” it found itself in at the end of the 19th century.
Brunt (1951) wrote also, “It is no great exaggeration to say that Shaw found me-
teorology an exercise in arithmetic, and left it a branch of physics, the contribu-
tions which he and his early scientific colleagues in the Office made to the subject
being of prime importance™ (p. 119).°

Shaw was indeed well trained and talented in mathematical physics. He often
worked in a purely deductive way, deriving equations of meteorological import
from physical laws or investigating the properties of a mathematical model while
setting aside the question of the model’s fidelity to the physical world.® He devised
two important forecasting tools—the tephigram and isentropic analysis (both dis-
cussed in later chapters)—entirely on the basis of physical principles.

Nevertheless, on many occasions he argued emphatically for taking more ob-
servations and for working inductively from the data. He wrote that throughout its
history “meteorological theory has been invariably hampered by want of facts”
and that this was still true in 1926 even though “the volumes containing the facts
about the atmosphere are so numerous as to be quite overwhelming” (Shaw, 1926,
p. 316). He thought that it was premature to attempt to calculate the motion of the
atmosphere on the basis of the known laws of physics, and that the proper course
was first to discover a representation of the actual motions of the atmosphere and
then from this infer the underlying laws (Shaw, 1903b, pp. 418-419). Thus he
thought that meteorology needed, above all, a Kepler, someone to discern a pattern
in the data: “The first great step in the development of any physical science is to
substitute for the indescribably complex reality of nature an ideal system that is
an effective equivalent for the purpose of theoretical computation” (Shaw, 1903b,
p. 418). And he was outspoken in his belief that meteorologists should not assume
that the laws of physics suffice:

It seems more than possible that the true theory of meteorology will never be
evolved by the iteration of marginal notes until they fill the page, and that the true
course of progress is to accept Maxwell’s hint to develop the representation of the
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motion to such a degree of perfection that the forces will be deduced from it, instead
of supposing that we can specify the forces and that nothing but the method of flux-
ions is necessary to deduce the motion. (Shaw, 1926, p. 322)

As this was the final paragraph of his history of meteorology, we may be sure that
Shaw felt strongly about the view stated.’

The Theorists and the Empiricists

Shaw’s attitude toward the data was shared by quite a few meteorologists. J. M.
Pernter of the Austrian weather service wrote in 1903 that it was only by know!-
edge of the actual weather conditions “‘for every place and for every type of pres-
sure distribution . . . that we can hope at some time to discover the fundamental
laws of the changes in the weather” (p. 160). Shared too was Shaw’s expectation
of the Messiah’s coming in the character of a Kepler. Willis Moore, Chief of the
U.S. Weather Bureau, wrote in 1898

When our extensive system of daily observation has been continued for another
generation a Kepler or a Newton may discover such fundamental principles under-
lying weather changes as will make it possible to foretell the character of coming
seasons. If this discovery be ever made it will doubtless be accomplished as the
result of a comprehensive study of meteorological data of long periods covering
some great area like the United States. At any rate we are certainly now laying
the foundation of a great system which will adorn the civilization of future cen-
turies. (p. 14)

While for the applied physicists the data served mainly to guide and check theo-
retical deduction, for the empiricists, as this quotation suggests, the data com-
prised the substance of meteorology.? And while the former thought the data too
complex to reward an inductive approach, the latter expected the data to yield a
true science just as Tycho Brahe’s astronomical data had done.

For most of the 19th century the empiricists held the field. Although quantita-
tive regularity was hard to find in the data, there was enough qualitative regularity
to support theorizing. The theories of storms by Heinrich Dove, Robert Fitzroy,
William Redfield, James Espy, and many others belong in this tradition. Around
the turn of the century, however, the mathematical theories of the dynamical me-
teorologists became the dominant style. One reason is apparent: one gets an im-
pressively rigorous and quantitative theory if one starts with mathematical phys-
ics. More important is that they succeeded in connecting such theories to the data.

Without this connection between theory and data, dynamical meteorology
would have been a branch of physics of little interest to the empirical meteorolo-
gists. This was never the case, mainly because the dynamical meteorologists saw
to it that their work applied to the actual atmosphere. They stressed “‘contact with
reality” and sometimes limited their theorizing to the explanation of observed
phenomena.® Moreover, some of the practitioners of dynamical meteorology, like
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Hann and Loomis and Shaw, were wholeheartedly empiricist by conviction, so
did not rest until theory was tested by observation.

One common practice was to start with a physical theory and make it apply to
the conditions prevalent in the earth’s atmosphere. This was the usual manner of
presentation in textbooks of dynamical meteorology. This was the way in which
Helmholtz, C. T. R. Wilson, and others used theories of the behavior of air satu-
rated with water vapor to explain the formation of clouds. Often, however, as was
the case with these theories of cloud formation, the unavailability of the relevant
observational data made the work seem more an exercise in deductive reasoning
than an explanation of the actual atmosphere.

Another common practice was to start with an observed phenomenon and then
show how the laws of physics might account for it. Thus George Hadley in 1735
used the principle of the conservation of angular momentum to explain the general
direction of the trade winds, and Julius Hann in 1866 used thermodynamics to
explain the Fohn, a warm dry wind that blows down from the Alps, and Helmholtz
in 1888 used fluid dynamics to account for the form of altocumulus clouds. How-
ever, the multiplicity of atmospheric processes often made it difficult to be sure
that a plausible mechanism for an effect was in fact the main cause.

What gave meteorologists confidence that theory and observation were actually
connected—whether the meteorologists started with theory and made it apply to
atmospheric conditions, or started with an observed regularity and explained it
on the basis of physics—was quantitative agreement, and quantitative agreement
came about only through calculation.

Calculation in Theoretical Meteorology

This reaching down to the data to connect theory and measurement—what I have
called “theory pull” —made therefore calculation important. There was consid-
erable variety in the way calculation was employed by the theorists, and we will
here briefly survey this range. In doing so, we should bear in mind the equivocality
of the word “calculation,” already noted in Chapter 1. Sometimes it means simply
the carrying out of a preestablished algorithm and sometimes it means devising
an algorithm as well as carrying it out. (When an engineer “calculates” the wind
resistance of a particular structure, it is the latter he is doing.) Since the devising
of the algorithm may be more or less predetermined or straightforward, the two
meanings grade into each other. The important point here is that when the algo-
rithm is not given in advance, then the devising must be constrained by an ac-
cepted theory; we would otherwise speak of an estimate or a judgment rather than
a calculation. Indeed, the devising of an algorithm often proceeds by formal de-
duction, as in a mathematical proof, eked out by explicit ad hoc assumptions, such
as “the process is effectively adiabatic.”

The principal role of calculation has been to provide support for a theory.
For example, in 1865 William Thomson explained, by means of a calculation
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based on thermodynamics, observed values of the decrease of air temperature
with height (Kutzbach, 1979, p. 47). Often, as with the “Zahlenbeispiele” (nu-
merical examples) of Margules and Exner, a calculation was carried out only
to show the reasonableness of the theory, order-of-magnitude agreement being
taken as satisfactory. From the 1870s on, calculations of energy transformations
have been common in dynamical meteorology; a theory of storms, for example,
was expected to account for the amount of kinetic energy involved (Kutzbach,
1979, p. 90).

Calculations have been more decisive, however, in refuting theories. Jean
d’ Alembert proposed that the gravitational effects of the sun and the moon caused
the trade winds; Laplace showed by a calculation that the effects were too small
to be the cause (Gillespie, 1978, p. 301). In 1901 Margules used calculation to
refute the theory that the kinetic energy of storms comes from the potential energy
of the pressure field.'"®

In these cases a theoretical model, which was well understood, was tested
against observational data by means of a calculation. Sometimes, though, the im-
plications of a set of assumptions were unclear and the purpose of calculation was
to investigate rather than to test the model. In recent decades this type of calcula-
tion has come to be called numerical experimentation, but the practice has a long
history.

The essence of laboratory experimentation is that a physical system is placed in
a known state and then observed as it changes state. In numerical experimentation
a mathematical system is specified at the outset, and the implications of this speci-
fication are then worked out. One looks to the physical world only at the outset,
as a guide to the specification of the mathematical system, and at the end, to see if
the action of the system resembles the action of the physical world.

This is exactly what Napier Shaw did in a 1903 article on the paths of air in a
traveling storm. The assumptions are stated at the outset:

The special case I propose to deal with is that in which the speed of the air is uniform
over the area of the storm, although the direction varies from point to point. I shall
also suppose the isobars to be true circles and the wind directions tangential to the
isobars. Lastly the center will be regarded as describing a straight path with the same
speed as the wind at any point.

Shaw then proceeds as a mathematician, remarking that “Whether this ideal state
of things represents a possible reality is a matter for subsequent consideration.”
After working out some of the implications of the model, Shaw does compare it
with the physical world: “The trajectories constructed from the recorded direc-
tions and velocities of the wind bear such a relation to the path of the center that
the applicability of the kinematical reasoning here employed is quite unmistake-
able.” (1903a, pp. 318, 319)

Numerical experimentation, as exemplified in the work of Shaw and others, is
akin both to the testing of a theory and to its theoretical investigation. But in
testing, the point of interest is usually how close a particular calculated value is to
the observed value, whereas in numerical experimentation it is usually the overall
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quantitative behavior of the model that is being assessed. And numerical experi-
mentation differs from the customary theoretical investigation in educing the
quantitative rather than the verbal or symbolic implications of a set of assump-
tions. It is shown in the chapters that follow that as meteorological theories have
come to be more often expressed in mathematical terms and as more powerful
calculating aids have become available, numerical experimentation has become
an increasingly important methodology.

In some cases calculations had the effect neither of supporting nor of weakening
prevailing theories, but of showing that something unexpected was going on and
that a new theory was called for. In a paper of 1870 William Thomson showed
that existing tables for the vapor pressure of water were significantly in error when
applied to raindrops. These tables, of vapor pressure as a function of temperature,
had been calculated on the assumption of a planar surface of water. At a convex
surface, as that of a raindrop, evaporation occurs up to a higher partial pressure of
water; the greater the curvature, the greater this elevation of requisite pressure.
Thomson’s calculations were, however, difficult to reconcile with observations in-
dicating that cloud formation often takes place when the relative humidity is only
80 or 90%; the water droplets of the cloud, having a highly curved surface, should
readily evaporate even for a relative humidity of 100%. It was not until 1921 that
H. Koehler solved this puzzle by showing that the droplets contained salts that had
the effect of lowering the vapor pressure of the water (Neis, 1956, pp. 28-29).

A second example of a calculation leading to the discovery of a phenomenon is
provided in a paper published by Helmholtz in 1888. He calculated that in the
absence of viscosity a ring of air, whose axis coincides with the earth’s, moving
north or south from the equator would acquire considerable east—west velocity as
a result of coming closer to the earth’s axis of rotation: motion through 10° of
latitude would result in an east—west speed of 14.18 m/s, through 20° a speed of
57.63 m/s and through 30° a speed of 133.65 m/s. Since these speeds are much
beyond usual wind speeds, he carried out calculations to see whether viscosity or
thermal conductivity might account for the reduction. He found that when air
moves in smooth layers, neither effect can cause a significant slowing. Helmholtz
then concluded that “the mixing of differently moving strata of air by means of
whirls” must be the cause: "

In the interior of such whirls the strata of air originally separate are wound in con-
tinually more numerous, and therefore also thinner layers spirally about each other,
and therefore by means of the enormously extended surfaces of contact there thus
become possible a more rapid interchange of temperature and equalization of their
movement by friction. (p. 93)

Helmbholtz here provides a vivid picture of a type of turbulence. We will see in
Chapter 6 that Lewis Fry Richardson too had his attention drawn to turbulence as
a result of trying to deal quantitatively with atmospheric motion.

Calculation sometimes functioned in yet another way to connect theory to mea-
surable phenomena: calculated data sometimes substituted for observational data
in testing a theory. In 1903 Frank H. Bigelow tested his model of cyclones and
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anticyclones against the pattern of pressures and temperatures at three levels: the
sea-level plane, the 3500-ft plane, and the 10,000-ft plane. Relatively few mea-
surements of pressures, temperatures, and winds at the higher levels were avail-
able, so Bigelow relied on calculated values for all of these. There was, however,
no standard way to calculate higher-level winds on the basis of surface data, so
Bigelow devised such a procedure. Bigelow claimed that observational data cor-
roborated his procedure, which he regarded a significant contribution to the
science:

That is to say, we may have daily stream lines on the upper planes by computation
from surface data, which are as reliable as those which would be obtained from a
long series of cloud observations reduced to annual or monthly means. This is a
practical conclusion of much value in meteorology. (p. 78)

Another type of calculated data is smoothed or averaged data. Because so many
different atmospheric processes affect the measurements, a particular process may
not be discernible in the data. The relationship of variables g, b, and ¢ may be
obscured in individual cases by the effects of unknown variables d, e, f, . . . . But
the average values of a, b, and ¢ for a great many cases may reveal the relationship
because the effects of d, e, f, . . . are averaged out. This is the strategy Elias
Loomis adopted to test a formula derived by Ferrel that relates the spatial rate-of-
change of barometric pressure to wind speed, wind direction, temperature, and
other factors.'? Loomis wrote, “We cannot expect that the formula will be exactly
verified in the case of any storm. If however we determine the average values of
the elements of a large number of violent storms, the formula ought to represent
these average values.” Loomis used the data from 81 storms to calculate average
values. He concluded that the results “appear to demonstrate that the principles
of Ferrel’s formula are correct, except that the effect of friction is considerably
greater than he has supposed.”

Still another way calculation served to test theories was in providing a measure
of the fit between theory and data. A striking example of this is Laplace’s attempt
in 1823 to detect the atmospheric tide caused by the moon, an attempt that also
made use of data averaging. Laplace wrote

It is especially here {with atmospheric tides] that the necessity is felt of employing
a very large number of observations, of combining them in the most advantageous
manner, and of having a method to determine the probability that the error of the
results obtained is confined within narrow limits, a method without which one is
liable to present as laws of nature the effects of irregular causes, which has often
happened in meteorology (in Sheynin, 1984, p. 58).'3

Using a record of barometric measurements taken three times daily over an 8-year
period, Laplace calculated the probability that the observations indicate a lunar
tide. He found this probability not high enough to justify the conclusion that there
is a lunar effect. He further calculated that if the actual effect were of the size
indicated by the data he used, then nine times as many measurements would be
needed to confirm its existence (Stigler, 1986, p. 151).
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These, then, are ways calculations have served to connect theory and observa-
tions. Since the physics-based theories of the atmosphere have been mathemati-
cally complex, the calculations have been complex. Indeed, in many cases the
relevant calculation was possible only by employing approximations or some cal-
culating device. Thus in calculating the kinetic energy produced by the vertical
motion of a parcel of air, H. Peslin employed a graphical method of calculation
and Theodor Reye used an approximation (the first two terms of a binomial ex-
pansion) (Kutzbach, 1979, pp. 57, 94). Julius Hann (1883, p. 66) recommended
the use of a planimeter for obtaining the total yearly insolation. Bigelow, in the
study cited above as in most of his other quantitative studies of the atmosphere, of
which there were many, made much use of tables to carry out the calculations.
Also in the study by Loomis described above, tables were used in several steps of
the calculation.

Since a calculation is an expression of the underlying theory, the number pro-
duced by a calculation serves as a test of the theory, when the actual value is
known, or as a prediction, when it is not. When the devising of an algorithm is
separate from the carrying out of the algorithm, then the latter task can be turned
over to people ignorant of the theory or to machines. And when the carrying out
of algorithms is thereby expedited, both a theory’s vulnerability to disconfirmation
and its power to predict are increased.
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Weather Forecasting

Weather signs, such as a small halo surrounding the sun as a portent of rain, have
been a part of most cultures from the beginning of history,' but astrologers may
have been the first professional forecasters. Astro-meteorology in the West goes
back at least to Ptolemy’s Tetrabiblos {(ca. 160 A.D.), which was the main author-
ity for this practice through the Middle Ages. The invention of printing in the
15th century gave a great boost to astrological weather prediction, principally
because of the inclusion of such predictions in almanacs (Shaw, 1926, p. 106).
Books on astro-meteorology were published in large numbers until the end of the
18th century; one of the most popular was Giuseppe Toaldo’s Della vera influenza
degli astri sulle stagioni e mutazioni di tempo [On the true influence of the stars
on the seasons and changes of weather], published in 1770 (Middleton, 1965,
p. 17). In the 19th century that practice almost disappeared, yet by the end of the
century weather forecasting was more popular than ever. Willis Moore, Chief of
the U.S. Weather Bureau, remarked in 1898, “There is hardly a daily paper that
does not publish weather forecasts in a prominent place, and there is scarcely a
reader who fails to note the predictions” (p. 12). It was a new technique of fore-
casting that generated this popularity.

The Weather Map

The new technique was called the synoptic method. Its premise was that knowl-
edge of the present weather over a broad area can yield foreknowledge of the
weather at points within that area. Its practice required the construction of same-
day weather maps. The synoptic method displaced earlier local methods almost as
soon as a means of rapid communication made it technically feasible, and until
recently it provided the foundation for virtually all forecasting.

It was the telegraph that made synoptic meteorology feasible. Indeed, in the late
19th century, synoptic meteorology was sometimes known as meteorological te-
legraphy (Khrgian, 1959, p. 139). The practicality of the telegraph for long-
distance communication was first demonstrated by Samuel Morse’s Baltimore-to-
Washington line in 1844, and in the 1850s the telegraph was used, by James
Glaisher in England and Joseph Henry in the United States, to construct same-day
weather maps (Fleming, 1990, pp. 141-142). In 1863 the French national weather
service began issuing daily weather maps. Next to do so was the U.S. weather
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service in 1871, followed within 6 years by the British, the Russian, the Danish,
the Swedish, the Belgian, the German, the Algerian, the Australian, and the Aus-
trian (Shaw, 1926, p. 287). Although climatic maps—such as maps of prevailing
winds or average temperatures—were, as we saw in Chapter 2, fairly common by
mid century, it was not until these national weather services began issuing daily
maps that maps of weather conditions at a particular time became common.?

Weather maps revealed regularities that were not apparent in climatic maps.
Buys-Ballot’s law was thus discovered. It was found that there is generally a
counterclockwise flow of air about the center of a region of low pressure, that
wind speeds tend to be greater in the southern part of a low-pressure area, and that
temperatures tend to be lower in the western and northern parts. Especially cold
weather, it was found, usually occurs in regions of high pressure and most rain, in
regions of low pressure. The usual courses of storms were charted. And weather
maps made clear the general tendency, in the north temperate zone, for atmo-
spheric conditions to move from west to east.

These, and many other, regularities contributed to meteorologists’ ability to
forecast the weather. The last-mentioned regularity, however, was of paramount
importance. David Brunt has written

The forecasts of the first 50 years of the [British} Meteorological Office were largely
based on the assumption that weather travels in a general west—east direction, and
that any depression will continue to move along the path it has followed during the
past 6 or 12 hours. (1951, p. 120)

And according to a 1918 report of the National Research Council prepared by the
U.S. Weather Bureau, “The art of weather forecasting rests almost entirely upon
the fundamental proposition that weather travels™ (p. 122).

At the turn of the century, forecasts were generated in the following manner.
Each day forecasters constructed several types of synoptic chart using telegraphic
reports from a hundred or more locations.’ The most important was a map show-
ing the reported barometric pressures, on which isobars were drawn. In addition,
barometric-change maps were usually drawn that showed 12- or 24-h changes.
Other maps, showing temperature, temperature change, precipitation, humidity,
wind, or cloud cover, were also drawn. Figure 1 gives an example of a weather
map used in forecasting.

It was above all the pattern of isobars to which forecasters paid attention, since
certain arrangements of isobars were thought to be associated with particular types
of weather. The main task was to form a mental or physical picture of the pressure
distribution for the coming day. The forecasters often simply assumed that a low-
pressure area would continue its observed motion, in both direction and speed;
they sometimes made use of maps showing the usual tracks of lows and the aver-
age speed of a low along each track.* The speed was used to estimate the amount
of precipitation, on the assumption that the slower the motion the more precipita-
tion. In addition, Buys-Ballot’s law, which yielded wind direction and speed from
knowledge of the pressure distribution, was regularly used. Such information and
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Figure 1 A map of meteorological conditions in the United States at 8 a.m. on 14 February 1899
(Monthly Weather Review, Vol. 27, plates following p. 88).

considerations led to a forecast, which was a verbal description of the coming
weather, usually no more precise than “rainy and windy” or “clear and cold.”

The synoptic method, with its exclusive reliance on mapped information, was
by the end of the 19th century in use throughout Europe and in the United States.
J. M. Pernter of the Austrian weather service wrote in 1903, “The knowledge of
the weather conditions for every place and for every type of pressure distribution
offers the only entirely satisfactory empirical basis for weather predictions . . .”
(p. 160), and a 1916 publication of the U.S. Weather Bureau reported, “After an
experience of many years, the forecasters of the Weather Bureau continue to make
all forecasts of every character as to future weather conditions solely on the basis
of synoptic weather maps” (p. 69).

Thus the weather map gave forecasters a method for making predictions that
did not depend on a theoretical understanding of the atmosphere. Pernter wrote,

Since we have to do only with theorems founded entirely upon experience, the per-
sons best qualified to make the predictions are those who through long years of
practice have collected the most theorems as to the variations in the forms of pres-
sure distribution, and have also learned by practice the many modifications to which
these theorems are subject. (1903, p. 161)

The considerable achievements of theoretical meteorologists, described in Chap-
ter 3, played almost no part in forecasting. Indeed, Napier Shaw claimed that
“the introduction of the weather-map led to a curious alienation of the experimen-
tal and theoretical physicists from the study of weather” (1926, p. 154). He ex-
plained that
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. . . the compilers of observations and maps were profoundly conscious that the
experiments and theories of the physical laboratories offered no real explanation
even of the broadest features of the distribution of pressure and temperature, and that
to plunge into the study of minute details, mathematical and physical, when the
outlines were an unsolved riddle was equally a waste of time and energy. So there
came about a sharp division, physicists on the one side, regarding the efforts of the
observers and map-makers as quite unscientific and sometimes suggesting that com-
petent mathematicians should be invited to take the matter up; and meteorologists
on the other side, equally firmly convinced that to invite the mathematicians to solve
a problem which they could not specify was the same sort of mistake as inviting
Newton to solve the problem of the solar system without the previous assistance of
Kepler’s laws.

The method did, of course, depend on data gathering, but for the most part only
on the data used in drawing the latest maps; the vast accumulation of earlier ob-
servations, which was the basis of climatology, was seldom used in any explicit
way. Thus the general picture is of climatologist, theorist, and forecaster engaged
in quite separate activities.

Skepticism about Weather Forecasting

Side by side with the tradition of weather prognostication has always moved a
restraining, skeptical tradition. Early in the 19th century the astronomer Frangois
Arago declared that no one who had scientific character to lose would prophesy
weather (Scott, 1873, p. 378), and when state-sponsored forecasting became com-
mon later in the century, the skeptics became more vocal. Robert Fitzroy, remem-
bered today as commander of the Beagle during the famous expedition for which
Charles Darwin was naturalist, became the first director of the British Meteoro-
logical Office in 1855 and began issuing weather forecasts in 1861.> The harsh
criticism his forecasting excited, especially from scientists, was very likely a con-
tributing cause of his suicide in 1865 (Hughes, 1988, p. 201). In the following
year a committee of the Royal Society recommended that daily forecasting be
stopped for the reason that it was not based on scientific knowledge, and not until
1879 did the Meteorological Office resume the practice.® The Danish weather ser-
vice, established in 1872, was for many years extremely cautious in this respect,
restricting itself to three forecasts, “fine weather,” “unstable weather,” and “bad
weather,” and the Swedish weather service, established just a year later, refrained
altogether from making forecasts until 1905 (Khrgian, 1959, p. 156). According
to David Brunt, “The use of weather maps for such purposes [that is, forecasting]
was regarded in scientific circles with suspicion, and was described as ‘empirical,’
a word which, in the mouths of scientific men, is a heavy missile” (1951, p. 117).
In the second half of the 19th century the scientific critics were perhaps most
numerous in England but included Julius Hann in Austria, Gustav Hellman in
Germany, and J. G. Galle and Georges Rayet in France.

Both proponents and opponents of forecasting tried to prove their case by mea-
suring the accuracy of forecasts. The vagueness of the official forecasts, which
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with a few exceptions were entirely nonquantitative in the period up to World
War I, aided the proponents. Typical is an evaluation, made in 1883 by the director
R. H. Scott, of the forecasts of the British Meteorological Office. He found that
35% were “quite correct” and an additional 41% were “more than half correct,”
which for him bespoke a success rate of 76% (Scott, 1883, p. 72). In 1903 the
Austrian weather service claimed a success rate of just above 80% (Pernter, 1903,
p. 162). As representative of the opponents we may take A. Mallock, who, writing
in Nature in 1914, compared the daily weather forecasts for London for all of
1913 with the actual weather. He concluded that someone following the rule “To-
morrow will be like to-day” would have been right almost as often as the Mete-
orological Office was.’

On the whole, however, the proponents of forecasting had the better of it even
in scientific circles, and they certainly had the overwhelming support of the gen-
eral public. In 1883 R. H. Scott wrote that daily forecasting “has really been
forced upon meteorologists by the demand of the public to see in the newspapers
some statement as to probable weather” (p. 69). In the 20th century the skeptics
have become fewer and quieter, yet as late as 1959 a leading meteorologist, Tor
Bergeron, wrote that public weather forecasting had started a hundred years too
soon, in 1860 instead of 1960 (p. 442).

“Science, Not Art”’

The modest success of the forecasts partly explains the skepticism many scientists
felt toward them. More important though was the common perception of forecast-
ing as an unsystematic, judgmental process that was not based on scientific knowl-
edge. This perception was fairly accurate. The meteorologist Richard Reed wrote
that “physical principles and theoretical concepts played little, if any, role in prac-
tical weather prediction up to the time of the First World War” (1977, p. 391).
Willis Moore wrote in 1898

No exact rule in regard to them [low-pressure areas] can be laid down. Empirical
reasoning, and intimate association with the charts, day after day and year after year,
in the main equip the successful forecaster for his important functions. (p. 13)

In the 1918 report of the National Research Council cited above, we read, “Prac-
tically all of the rules known and used in the art [of forecasting] have been es-
tablished empirically; some of them have been formulated, but in a considerable
proportion of cases the rules which govern the forecaster are exercised subcon-
sciously” (p. 122). Here, and elsewhere, the necessity of long experience in fore-
casting and the impossibility of reducing the practice to rules were asserted. Here,
and elsewhere, forecasting was classified as an art rather than a science.

Not many people, however, were comfortable with this state of affairs. The un-
ease might have been ameliorated by clear improvement in forecasting technique
or in accuracy, but this was not forthcoming. In fact from 1870 to 1920 there was
neither much change in the way forecasting was done (Bergeron, 1959, p. 449;
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Table 1

Weather Indications along the Scale of an English
Barometer Made in about 1700

Summer Winter
Very Dry Hard Frost
Settld Fair Settld Frost
Fair Frost
Changeable Uncertain
Rain Snow
Much Rain Much Snow
Stormy Tempest

2Goodson (1977, p. 51).

Brunt, 1951, p. 120; U.S. Weather Bureau, 1916, p. 69; Whitnah, 1961, p. 63) nor
any discernible increase in accuracy (Douglas, 1952, p. 16; Reed, 1977, p. 395).
This stasis in forecasting contrasted with the striking progress in the late 19th and
the early 20th century in climatology and in dynamical meteorology.

The unease contributed to the attraction of “science, not art,” that is, the attrac-
tion of fully specified methods in forecasting. This attraction manifested itself in
different ways. Some meteorologists wanted to use theories of physics in making
predictions. Some sought an independent theory. Some, especially the statistically
inclined, thought that a careful study of the observational data could yield fore-
casting rules.

A few of the earlier forecasting techniques had in fact been fully algorithmic,
such as the use of the barometer as a “weather glass” (as illustrated in Table I)
and—a much more complex algorithm—the astro-meteorological method pre-
sented in Leonard and Thomas Digges’s Prognostication everlastinge (1576).

But these techniques had long since been discredited, and from the beginning
of state weather-forecasting until the 1950s almost all forecasts were arrived at by
subjective processes that involved little calculation. In the late 19th and early 20th
century there were numerous attempts to systematize weather forecasting.

One of the most successful, at least in point of winning adherents, was that of
the Scottish meteorologist Ralph Abercromby. Abercromby’s method, explained
to a lay audience in Weather (1887, pp. 25, 54), was based on a classification of
the forms that isobars assume on a weather map. He held that there were exactly
seven well-defined configurations, shown in Figure 2 (top diagram): cyclone, sec-
ondary cyclone, V-shaped depression, anticyclone, wedge, col, and straight iso-
bars. The weather associated with each of these configurations was described ver-
bally and in separate diagrams, one of which is shown in Figure 2 (bottom diagram).

It was common in the late 19th and early 20th centuries for meteorologists to
provide lists of rules for arriving at a forecast. Examples are the formal listing of
rules for tornado prediction given in 1884 by the U.S. meteorologist John Finley
and the rules contained in the 1904 article **Attempts at methodical forecasting of
the weather” by the French meteorologist Louis Besson (Galway, 1985, p. 1506).
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Figure 2 The top diagram shows the seven configurations of isobars according to Abercromby’s
Weather (1887, pp. 25, 54). The bottom diagram shows the weather associated with a wedge.

In 1905 another French meteorologist, Gabriel Guilbert, won first prize in an in-
ternational competition of forecasting methods (Fassig, 1907, p. 210). Guilbert,
who presented his method as a series of rules, wrote that weather forecasting was
“empirical up to the present time, without strict rules, and based upon an incom-
municable personal experience. . ..” (1907, p. 212). These methods— Abercrom-
by’s, Finley’s, Besson’s, and Guilbert’s—like almost all others, were not fully al-
gorithmic even though they could be expressed as a set of rules, since there was
much judgment involved in the application of individual rules and in the choice
of which rules to apply.
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Calculation in Weather Forecasting

It must be remembered that all of these systems of forecasting began with the
drawing of the current weather map, and although subsequent steps seldom in-
volved calculation the first step required a great deal of calculation. The tasks
mentioned earlier—converting units, applying corrections, calculating the values
measured indirectly, and reducing to standard conditions—had to be done by the
forecasters as well as by the climatologists.® There was, however, this great differ-
ence: the forecasters needed the processed data within a few hours of the
observations.

The use of numerical tables indeed speeded computation immensely, and the
climatologists and the theoreticians seem to have been satisfied with the method,
at least in those situations where the relevant tables had already been computed.
But for the forecasters the turning of pages and the looking down columns and
across rows could take too long. Thus it was especially the forecasters who fa-
vored a single international system of units to eliminate all the conversion of units
(Gold, 1934, p. 124). And it was especially the forecasters who were interested in
graphical procedures of calculation and the use of slide rules, which were some-
what faster than the use of tables.

Another graphical technique, nomography, began to be used. A nomogram is a
figure presenting a quantitative law in such a way that the implication of the law,
in any particular case, is readily determinable, usually by seeing where a straight-
edge, placed so that it connects points on two scales, cuts a third scale (Figure 1
of Chapter 8 is an example). For example, in 1906 John Ball published, in the
Quarterly Journal of the Royal Meteorological Society, a nomogram for calculat-
ing dew point and vapor pressure from wet- and dry-bulb thermometer readings;
thus a single diagram might serve in place of the 33-page table, part of one page
of which was shown in Figure 1 of Chapter 2. Most of the development of special-
purpose slide rules and of graphical techniques took place after World War I and
is therefore treated more fully in Chapter 8.

The fact that weather conditions at any particular time could be satisfactorily
described by a weather map suggested a procedure of forecasting that seemed to
bypass theory altogether: find a past weather map that closely resembles the pres-
ent map and assume that the weather will now change as it did on that earlier
occasion.’ This is, in the words of the meteorologist Lewis Fry Richardson, to use
the history of the atmosphere “as a full-scale working model of its present self”
(1922, p. xi). This method has been tried repeatedly in the last hundred years, the
increasing archive of past weather maps and new schemes for identifying similar
maps always serving to renew optimism. In the years around 1900 the U.S.
Weather Bureau did a good deal of work on such methods,'® and in World War [
Ernest Gold compiled an Index of Weather Maps. Chapter 9 describes a large-
scale effort to forecast in this way that was made during World War II. Despite its
perennial appeal and the many attempts, this method has never achieved clear
success or become widely used.

Frequently meteorologists sought to find a statistical regularity that would be of
use in forecasting. Thus in 1876 Clement Leh found that on average the path of a
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low-pressure area is at right angles to the direction of greatest pressure change,
and in 1879 P. I. Brounov found that the path makes an angle of 28° with the
isotherms (Khrgian, 1959, p. 177). Many statistical studies of the angle between
wind direction and barometric gradient were carried out. The studies of storm
tracks yielded maps showing the most common tracks, and such maps were
widely used in forecasting (Khrgian, 1959, p. 148; National Research Council,
1918, p. 124; Whitnah, 1961, p. 227). There were many attempts to identify, by
statistical analysis, weather types associated with the different tracks and with
different times of the year (Khrgian, 1959, pp. 175—180; National Research Coun-
cil, 1918, p. 123; Scott, 1873, p. 384).
Some meteorologists formulated probabilistic rules, such as

If we take the area from Valencia to Helder, and from Nairn to Rochefort, we find
that whenever the difference of barometrical readings between any two stations is
0.6 in. on any morning, the chance is 7 : 3 that there will be a storm before next
morning . . . somewhere within the area covered by our network of stations. (Scott,
1869, p. 340)

Probabilities were computed for wind speeds, temperatures, precipitation, fog, and
cloudiness in different parts of a cyclone.

In 1870 Wladimir Koppen published “On the sequence of the non-periodic
variations of weather, investigated according to the laws of probability.” His main
conclusion was that each weather type tends to persist. He found, for example,
that if it has rained in Brussels for 10 days, then on the 11th day there will be rain
in four cases out of five (in Scott, 1873, p. 379). Képpen found also that the longer
a weather type has lasted, the greater the probability it will persist another day. So
the probability of cold weather on the day following 2 months of cold weather is
greater than on the day following just 5 days of cold weather. Koppen’s result—
that one can expect the present weather to continue, the more surely the longer it
has lasted—hardly made weather records any more valuable to forecasters. This
was, indeed, the result in almost all the statistical studies: they provided general
guidance to forecasters but no specific predictions that could be relied upon. Yet
studies of this sort were an important and continuing link between the empirical
and the practical traditions.

By the turn of the century meteorology was established as a discipline. Its sta-
tus as an empirical science resulted mainly from the work of climatologists. Its
status as a theoretical science was achieved almost entirely by applying physics
to atmospheric phenomena. An institutional base was furnished by governments
largely because of meteorologists’ ability to forecast the weather. So all three tra-
ditions provided vital elements to the new discipline, yet the traditions remained
fairly independent of one another. Within each of them calculation had important
but not leading roles. In the first decade of the 20th century a program was enun-
ciated to unite them through intense calculation.



Part 11 Meteorology in the First Half
of the 20th Century

... a mighty problem looms before us and we can no longer disregard it. We
must apply the equations of theoretical physics not to ideal cases only, but to
the actual existing atmospheric conditions as they are revealed by modern
observation. These equations contain the laws according to which subsequent
atmospheric conditions develop from those that precede them. It is for us to
discover a method of practically utilizing the knowledge contained in the

equations.
VILHELM BIERKNES, 1914

The world’s population increased from 14 billion in 1900 to 23 billion in 1950. In
the same period the number of scientists grew at a faster rate, and the number of
meteorologists at a faster rate still. The new positions resulted from the establish-
ment of meteorology as an academic discipline, together with a vast increase in
the size and number of universities; the expansion of state weather services, both
civilian and military; and a new demand for meteorological expertise by airlines,
shippers, and other businesses. The great increase in the number of meteorologists
was accompanied by great changes in meteorological observation, theory, and
practice, many of them resulting from a determination to use the laws of physics
to unify the meteorological traditions.
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Chapter 5 Vilhelm Bjerknes’s Program
to Unify Meteorology

In the years around 1900, Otto Lilienthal, Ferdinand von Zeppelin, Samuel Lang-
ley, Wilbur and Orville Wright, Louis Blériot, and others were working to make
air transportation practical. At the same time another scattered group of enthusi-
asts—A. L. Rotch in the United States, H. H. Hildebrandsson in Sweden, Léon
Teisserenc de Bort in France, Richard Assmann in Germany, W. H. Dines in En-
gland, and others—were also intent on reaching up into the atmosphere. These
men were meteorologists whose successful efforts led to the recognition of a new
branch of the science.

Aerology

For many purposes, it is not unreasonable to treat the atmosphere as two-dimen-
sional. Meteorologists do so in using most weather maps. The principal justifica-
tion is that the volume of air meteorologists typically analyze is as thin, relatively,
as a playing card: most clouds and storms occur entirely in the lowest 10 km of
the atmosphere, while they may move halfway across a continent in a day. Until
the last decade of the 19th century, there was the additional justification that al-
most all meteorological measurements were of atmospheric conditions at the
earth’s surface.

There had long been attempts to gather upper-air data. Some information, of
course, could be obtained by placing instruments high up on mountains, and be-
ginning in the 1870s meteorologists maintained a number of mountain observa-
tories. For carrying instruments above the earth’s surface there were balloons and
kites. Indeed, some of the earliest balloon ascents were made with meteorological
instruments, and in the 1860s James Glaisher in England made 28 ascents to mea-
sure the dependence on height of temperature, humidity, and electrical potential
(McAdie, 1917, pp. 7-19). But until the 1890s there were only isolated efforts of
this sort. Moreover, most of the measurements attained with balioons and kites
were unreliable because of the *radiation error” (the heating of the thermometer
by direct or scattered sunlight), inaccurate height determinations, or other prob-
lems (Khrgian, 1959, pp. 269-275).

In the last decade of the century, systematic measurement of the free atmo-
sphere began with kites, captive balloons, sounding balloons, cloud observations,
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and pilot balloons. In 1894 A. L. Rotch initiated regular kite observations at the
Blue Hill Observatory near Boston, and in the years that followed many European
meteorologists—notably Léon Teisserenc de Bort at his own observatory near
Paris—made kite observations. The meteorological use of unmanned balloons,
which, like the kites, carried light-weight recording instruments aloft, began about
the same time. Captive balloons were often used as substitutes for kites at times
of low winds. Sounding balloons, which reached much greater heights, were more
important to meteorologists. International agreement to launch sounding balloons
on specified days (“international balloon days”) began in 1896 and lasted until
the first world war. Also beginning in 1896 was an international program, led by
H. H. Hildebrandsson, to measure the heights and motions of clouds. And in the
years around 1900 several meteorologists used theodolites to track small bal-
loons—called “pilot balloons” from the aeronaut’s practice of releasing such a
balloon, prior to his own ascent, to see how the winds would carry him—in order
to measure air movements.

The new data proved interesting and useful. Most surprising and most signifi-
cant was the discovery of the stratosphere. In 1902 Teisserenc de Bort reported,
on the basis of 236 ascents of sounding balloons, that there was an atmospheric
zone, whose variable lower boundary was at a height of 8 to 12 km, where tem-
perature was fairly constant as a function of height. In the same year Richard
Assmann in Berlin published results that corroborated this finding, and in 1908
Teisserenc de Bort suggested the names “troposphere” and “stratosphere” for
the zone adjacent to the earth’s surface and the isothermal zone, respectively
(Schneider-Carius, 1955, pp. 308-310).

At a meeting of the International Commission for Scientific Aeronautics in
1906 Wladimir Koppen proposed the name “aerology” for the study of the upper
atmosphere. Kdppen, who regarded aerology, like climatology, as a branch of me-
teorology, described it as a threefold science: the science of measurement in the
free atmosphere, the collection of data, and the relating of data to physical law
(Neis, 1956, p. 19). This extension of meteorology, besides providing new data
and raising new questions, was a stimulus to meteorological research generally
(Kutzbach, 1979, p. 186).

In the opening address to the International Meteorological Congress in 1900,
E. Mascart said,

... we see how important must be the study of the upper regions of the atmosphere,
of its temperatures and its winds, and of the distribution and transformation of the
clouds. . . . We are on the way to realize the complete scientific conquest of the at-
mosphere. We shall perhaps soon see aerial stations furnishing daily reports adapted
to improve the present imperfect service of weather predictions. (1901, p. 265)

As this quotation suggests, the new success in studying the free atmosphere, which
added the vertical dimension to meteorological measurement and analysis, made
meteorologists optimistic about their science. In 1901 Frank H. Bigelow said

It is not too much to say that meteorology is turning over a new leaf in these days.
Speculative theories are being discarded, and we must build anew upon the motions
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of the air as disclosed by cloud observations, and upon the gradients of pressure,
temperature, and vapor tension as measured in kite and balloon ascensions or by
cloud computations. (1902, p. 22)

In 1905 Julius Hann characterized the years around 1900 as a transition period for
meteorology, citing as evidence new programs to obtain upper-air measurements
(1906, pp. v—vi). Perhaps the most optimistic of all was the Norwegian physicist-
turned-meteorologist, Vilhelm Bjerknes.

From Physics to Meteorology

At the turn of the century there were a number of people who thought that the
time had come to use the laws of physics to forecast the weather. This was the
view of Cleveland Abbe in the United States; in 1890 his Preparatory Studies for
Deductive Methods in Storm and Weather Prediction had been published by the
Signal Office. This was the view of Napier Shaw; it was his aim, according to
Ernest Gold, to replace empirical forecasting with “methods depending on the
direct application of physical principles” (1945, p. 216). For a time this was the
view of the Austrian Felix Exner, who in the years 1906 to 1910 tried to develop
predictive methods based on physics (Platzman, 1967, p. 539).! But by far the
most influential in this respect was the Norwegian scientist Vilhelm Bjerknes.

In 1903 Bjerknes began proselytizing on behalf of the new creed: that weather
forecasting should become an exact science and that the only way of achieving
this was by building up from the laws of physics. Bjerknes, unlike Abbe, Shaw,
and Exner, believed so strongly in the realizability of physics-based forecasting
that he directed all his efforts toward it. Moreover, Bjerknes convinced others to
do the same, and by 1920 Bjerknes’s creed was shared by many.

Bjerknes had been trained as a physicist, mainly at the University of Kristiania
(now the University of Oslo), receiving an M.S. in 1888 and a Ph.D. in 1892. He
had studied also in Paris, where he attended Henri Poincaré’s lectures, and in
Bonn, where he worked for 2 years with Heinrich Hertz. Bjerknes held various
university positions in mathematical physics in Sweden and Norway until 1913,
when he became director of a newly established institute of geophysics in Leipzig.
In 1917 he returned to Norway to start a geophysical institute in Bergen. There he
attracted talented collaborators and established what is known as the Bergen
School of Meteorology.

Bjerknes’s early work was in electrodynamics and hydrodynamics. In the 1890s
he succeeded in proving two important theorems, so-called “circulation theo-
rems,” that were generalizations of theorems on fluid motion proved by William
Thomson and Hermann von Helmholtz. This was a time when many physicists,
including Carl Anton Bjerknes, Vilhelm’s father, were studying vortex motion
mathematically. Bjerknes greatly extended the range of applicability of such
theorems by dispensing with the assumption that the density of the fluid is a func-
tion of pressure only. Soon thereafter he became interested in meteorology and
hydrography, apparently because he saw them as areas where his theorems might
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Table 1
The Seven Variables That for Bjerknes Characterized the Atmosphere?

p = pressure
vy = eastward component of the velocity of air
6 = temperature
vy = northward component of the velocity of air
p = mass density
vy = upward component of the velocity of air
M = water content
per unit volume

9Each of these may be regarded as a function of four independent variables—
three variables specifying position and one variable specifying time.

be fruitfully applied (Friedman, 1982, p. 345; Bergeron, 1959, p. 452; Pihl, 1970,
p. 168).

What was most striking about Bjerknes was his optimistic view of what meteo-
rology had achieved and would achieve. Bjerknes thought that observational me-
teorology had already reached its main goal: the ability to give a complete char-
acterization of the atmosphere at one place and at one time. Meteorologists could
do this because they could measure, even high in the atmosphere, the seven
quantities that are listed in Table I. Thus in 1913 he asserted that “observational
meteorology has practically completed and perfected her task, no matter what
future advances may yet be made in instruments and in organization” (Bjerknes,
1914, p. 13).

Bjerknes seems to have thought that any property of the atmosphere either
could be defined in terms of these seven variables, as the force exerted by the
wind or the vapor pressure of water could be, or was not significant to meteo-
rology, as the smell of the air and the aurora borealis were not. Thus Bjerknes was,
in a sense, providing a definition of the science. For the meteorologists who ac-
cepted his view, as most seem to have done, atmospheric phenomena not describ-
able in terms of these seven variables were not part of the science. Indeed, optical
effects in the atmosphere, photochemical reactions in the atmosphere, and the
electromagnetic phenomena of the ionosphere are matters that have been investi-
gated more by physicists and chemists than by meteorologists.

The Program to Calculate the Weather

Bjerknes claimed much more. Not only had observational meteorology reached
its main goal, theoretical meteorology had too. The important laws governing the
atmosphere were already known: the principles of hydrodynamics and thermody-
namics sufficed to determine completely the values of the seven variables. As
Bjerknes et al. put it

Inasmuch as we know the laws of hydrodynamics and thermodynamics, we know
the intrinsic laws according to which the subsequent states develop out of the pre-
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ceding ones. We are therefore entitled to consider the ultimate problem of meteoro-
logical and hydrographic science, that of the precalculation of future states, as one
of which we already possess the implicit solution, and we have full reason to believe
that we shall succeed in making this solution an explicit one according as we succeed
in finding the methods of making full practical use of the laws of hydrodynamics
and thermodynamics. (1911, p. 4, emphases in the original)

The relevant principles could be expressed as a set of seven equations, equa-
tions that had been discovered in the preceding two centuries. Newtonian mechan-
ics, as presented in the Principia (1687), applied only to bodies, such as homo-
geneous spheres, that could be treated as point masses. A. C. Clairaut made
hydrostatics a Newtonian science; Leonhard Euler did the same for hydrodynam-
ics. This gave four equations: force equals mass times acceleration in each of three
directions, and the mass-conservation equation. These equations were enriched by
L. M. H. Navier in about 1820 by adding terms to account for internal friction,
and made to apply to motion in a rotating reference frame by G. G. Coriolis in
1835. The work of Robert Boyle, J. L. Gay-Lussac, and William Thomson led to
the gas equation, which states that the product of pressure and volume is propor-
tional to the absolute temperature. The sixth equation, the hydrostatic equation,
first appeared in the work of Laplace around 1800. Thermodynamics, developed
especially by Hermann Helmholtz, Thomson, and S. S. Clausius, led to the final
equation: the energy-conservation equation. The seven resulting equations form a
mathematically complete set.?

Bjerknes was not original in regarding the problem of the weather as having
been solved in principle by physics. In 1830s William Whewell omitted meteo-
rology from his list of inductive sciences because he believed it to be essentially
the application of the laws of physics to the atmosphere (Shaw, 1926, p. 117). In
1851 the Russian meteorologist M. F. Spasskii wrote that “the basis of meteoro-
logical theory . . . is as definite as the basis of astronomical theory™ and that the
problem of weather forecasting can be posed as a mathematical problem (a pre-
requisite to the solution being, however, knowledge of the previous state of the
weather throughout the world) (Khrgian, 1959, p. 233). And Cleveland Abbe had
in 1901 even set down the same system of equations as Bjerknes did (Saltzman,
1967, p. 590). To Bjerknes, however, belongs credit for undertaking a vigorous
program to achieve physics-based forecasting and for inspiring others to work
along similar lines.

Bjerknes’s creed, though optimistic about what had been done— “we have all
the means in our hands to solve these problems™ (Bjerknes, 1906, p. 154)—gave
no comfort to a meteorologist inclined to relax. Observational meteorology knew
how to do its task, but to carry out that task would require a much greater com-
mitment of resources and a higher degree of international cooperation. Theoretical
meteorology had a secure foundation, but little had as yet been built upon it, and
to build high enough to explain atmospheric phenomena required the utmost ex-
ertion. And still there remained the great task of meteorology: to bring together
the full range of observation and the full range of theory in order to predict to-
morrow’s weather. Bjerknes wrote, “What is it that I really seek? Whither am I
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steering? I could not free myself from the thought that ‘There is after all but one
problem worth attacking, viz, the precalculation of future conditions.”” (1914,
p. 14). But a concentration on calculating future states of the atmosphere would
not, Bjerknes thought, narrow the range of meteorological activity since this prob-
lem “encompasses all the others” (in Khrgian, 1959, p. 232).

The Graphical Calculus

Bjerknes never believed that the equations describing the atmosphere could be
solved analytically: “Obviously the usual mathematical methods will not be
adapted to a problem of this sort. There can be no thought of an analytical presen-
tation of the observational results with a subsequent analytical integration of the
equations” (Bjerknes, 1914, p. 14). And it may be that until he learned in the early
1920s of Lewis Fry Richardson’s work (which is the subject of the next chapter)
he did not seriously consider the possibility of doing the calculation numerically.?
The method Bjerknes proposed was a graphical one: “As the observations are
presented by means of charts, therefore all mathematical computations must be
recast into graphical operations by means of maps™ (1914, p. 14).

This method, which became known as the graphical calculus, was advocated by
Bjerknes almost from the beginning of his interest in meteorology. In a course of
lectures he gave in 1905 he said

Suppose that we have two systems of maps, one representing the field of motion at
a given time, and the corresponding one representing the field of force upon which
the change of motion depends. Evidently, it will then be possible to construct maps
representing the field of motion at some later time. . . . (Bjerknes, 1906, p. 153)

Hertz, with whom Bjerknes had studied, had introduced in 1884 a graphical pro-
cedure for studying adiabatic processes in the atmosphere. Graphical addition and
subtraction were described in Adolf Sprung’s widely used Lehrbuch der Meteo-
rologie of 1888, and at about the same time Wladimir Képpen and Max Moller
used graphical procedures to construct upper-air weather charts (Kutzbach, 1979,
pp- 152, 237).

In the first decade of the new century, Bjerknes and his collaborators pursued
the development of the graphical calculus, and in 1910 and 1911 they published
the first two volumes of Dynamical Meteorology and Hydrography (Bjerknes and
Sandstrom, 1910; Bjerknes et al., 1911). These volumes present a great many
graphical techniques, such as for multiplying scalar fields, for taking the gradient
of a scalar field, and for taking the divergence or the curl of a vector field. An
example of the graphical calculus applied to meteorology is shown in Figures 1,
2, and 3, taken from Bjerknes, Hesselberg, and Devik’s Kinematics (1911).

Bjerknes starts with a map (Figure 1) of India on which wind directions at
ground level are indicated by arrows and wind speeds by numbers placed beside
the arrows. Using the arrows as guides, he draws a set of lines, the streamlines, to
represent the horizontal flow of air (Figure 2). And on the same map, using the
numbers indicating wind speed, he draws a set of isolines for wind speed (so that
wind speed is constant at all points on a single line).
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Figure 1 This map of India presents the observational information: the arrows indicate wind direc-
tion, and the numbers indicate wind speed in meters per second. (The inclusion of contour lines on the
map allows one to see the effect of topography on winds. For example, as Bjerknes points out, the
high mountains near the west coast of the southern peninsula deflect the winds southward. This effect
is more easily seen in Figure 2.)

Finally he constructs a map (Figure 3) showing the vertical motion of the air at
ground level. It is clear that if a thin region just above the ground has a greater
horizontal inflow than horizontal outflow, there will be a forced upward motion of
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Figure 2 The information on the preceding map was used to construct this map. The thick lines
(streamlines) show the direction of the flow of air, the thin lines show the speed of the flow.

air in that region. Bjerknes used graphical differentiation and graphical algebra to
calculate the forced vertical motion at each point, and the result is shown in Fig-
ure 3, where areas of ascending air are shaded, areas of descending air unshaded.
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Figure 3 Graphical differentiation and graphical algebra were used to construct this map from the
preceding one, on the assumption that the forced vertical velocity is the observed horizontal velocity
multiplied by the contour gradient. Forced vertical motion at the ground is shown by isolines; for
easier interpretation of the map, areas of ascending air are shaded, and areas of descending air are left
unshaded.
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These charts illustrate the essence of the new mathematics: to “derive one map
from another, just as one usually derives one equation from another” (Bjerknes,
1914, p. 14). As presented in Kinematics (Bjerknes et al., 1911), the graphical
calculus consisted of a great variety of procedures, many of them involving spe-
cially prepared graph paper, overlays, auxiliary charts, numerical tables, and even
mechanical devices, such as the “integration machines” of J. W. Sandstrom.

Since it was a straightforward matter to represent the values of the seven vari-
ables on maps and thus to prepare a complete graphical description of the atmo-
sphere at one point in time, and since Bjerknes had shown, as in the preceding
illustration, that one could use the maps to find change in time, the graphical
calculus gave some promise of being a suitable tool for the great task of calculat-
ing the weather. Bjerknes, it must be said, never underestimated the magnitude of
that task. In 1913 he said

Our problem is, of course, essentially that of predicting future weather. “But,”
says our critic, “‘How can this be of any use? The calculations must require a pre-
posterously long time. Under the most favorable conditions it will take the learned
gentlemen perhaps three months to calculate the weather that nature will bring about
in three hours. What satisfaction is there in being able to calculate to-morrow’s
weather if it takes us a year to do it?”

To this I can only reply: I hardly hope to advance even so far as this. I shall be
more than happy if I can carry on the work so far that I am able to predict the weather
from day to day after many years of calculation. If only the calculation shall agree
with the facts, the scientific victory will be won. Meteorology would then have be-
come an exact science, a true physics of the atmosphere. When that point is reached,
then the practical results will soon develop. (Bjerknes, 1914, p. 14)

Bjerknes and others, most of them in Norway, continued through five decades to
develop the graphical calculus, which they saw as potentially comparable to New-
ton’s and Leibniz’s algebraic calculus, both in power and in range of applicability.
For example, the Danish meteorologist V. H. Ryd, in a book published in 1923,
showed how the graphical calculus together with numerical techniques could be
used to calculate air movements (Whipple, 1924a). The culmination of this devel-
opment within meteorology came in the 1950s, when the graphical calculus was
successfully used in forecasting (as described in Chapter 11). But it appears that
Bjerknes himself never attempted the great task.

A Turn toward Practical Forecasting

Wartime conditions in Leipzig and the possibility of founding a geophysical insti-
tute in his native country prompted Bjerknes’s move to Bergen in 1917. At that
time he was still committed to trying to deduce the consequences of the physical
laws. Having acknowledged that making forecasts in this way was a distant goal,
he had undertaken “a whole series of preparatory individual problems” (Bjerknes,
1914, p. 14).
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Bjerknes soon, however, changed the direction of his efforts. A particularly bad
harvest in Norway in 1917 was rendered more serious by the wartime interruption
of commerce. This made the Norwegian government eager to support any means
of increasing agricultural production, and one way was by improving weather
forecasts. Bjerknes, seeing an opportunity to provide an important service and to
gain government funding for his new institute, turned from theoretical meteo-
rology to practical forecasting. In a letter dated 4 June 1918 he wrote, “Life is
fateful. Now I have suddenly become a ‘practical’ meteorologist. We shall try
to do all we can in order to provide weather forecasts for farming” (in Jewell,
1981, p. 828).

In the following 3 years Bjerknes and his collaborators—mainly Jacob Bjer-
knes (his son), Tor Bergeron, and Halvor Solberg—contributed the following
concepts to meteorological theory: cold front, warm front, occluded front, polar
front, lines of convergence, and air mass. These collaborators, who were known
as the Bergen School, and these concepts, which were referred to collectively as
air-mass analysis, are an important part of the story of the expansion of meteo-
rology that took place in the period between the world wars and which is the
subject of Chapter 7. What these concepts provided was a higher-level language
of the atmosphere that was not built up from physics. It is ironic that the man who
became known as the advocate of calculating the weather, and as the advocate of
meteorology based on the laws of physics, was also the man who initiated the
development of a set of effective techniques that were neither algorithmic nor
based on the laws of physics.

Bjerknes’s advance on this new tack is one reason he did not attempt the great
task of calculating the weather. A second reason is that he learned of Lewis Fry
Richardson’s attempt. In 1922 Richardson published Weather Prediction by Nu-
merical Process, which described both a scheme for computing the weather and a
trial forecast made using the scheme. The fact that Richardson had taken 6 weeks
to compute a 6-h advance of the weather and that the resulting forecast was hor-
ribly in error convinced Bjerknes that the final goal of calculating the weather was
extremely distant. But the influence was first in the other direction: Richardson,
who used the same variables and essentially the same equations as Bjerknes, was
convinced by Bjerknes’s writings that one could predict the weather on the basis
of these equations.
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The First Person to Compute the Weather

In the early 20th century only a few sciences, notably astronomy, geodesy, and
meteorology, involved much computation, and even with these sciences not many
people thought scientific advance depended on improvement in computation. One
of the first scientists to regard computation as centrally important and to envision
large-scale computation was Lewis Fry Richardson. A picture he drew in 1922 of
thousands of human computers working together to produce a weather forecast
has become classic:

After so much hard reasoning, may one play with a fantasy? Imagine a large hall
like a theatre, except that the circles and galleries go right round through the space
usually occupied by the stage. The walls of this chamber are painted to form a map
of the globe. The ceiling represents the north polar regions, England is in the gallery,
the tropics in the upper circle, Australia on the dress circle and the antarctic in the
pit. A myriad computers are at work upon the weather of the part of the map where
each sits, but each computer attends only to one equation or part of an equation. The
work of each region is coordinated by an official of higher rank. Numerous little
“night signs” display the instantaneous values so that neighbouring computers can
read them. Each number is thus displayed in three adjacent zones so as to maintain
communication to the North and South on the map. From the floor of the pit a tall
pillar rises to half the height of the hall. It carries a large pulpit on its top. In this sits
the man in charge of the whole theatre; he is surrounded by several assistants and
messengers. One of his duties is to maintain a uniform speed of progress in all parts
of the globe. In this respect he is like the conductor of an orchestra in which the
instruments are slide-rules and calculating machines. But instead of waving a baton
he turns a beam of rosy light upon any region that is running ahead of the rest, and
a beam of blue light upon those who are behindhand. (Richardson, 1922, p. 219)

Richardson’s research and vision had important effects on the development of me-
teorology, yet this science was his main concern for only about a dozen years.

Into and out of Meteorology

Lewis Fry Richardson was born 11 October 1881 at Newcastle upon Tyne. His
father, David Richardson, was a tanner; his mother, born Catherine Fry, came from
a family of grain merchants. Lewis attended Bootham School at York, where, he
reported, the meteorologist J. Edmund Clark “gave us glimpses of the marvels of

58



Into and out of Meteorology 59

science” (in Gold, 1954, p. 218). After leaving Bootham in 1898, Richardson
studied 2 years at Durham College of Science in Newcastle and then entered
King’s College, Cambridge. He did not specialize in any one science, but studied
physics (under J. J. Thomson and G. F. C. Searle), chemistry, zoology, botany, and
geology. He left King’s in 1903 with a “First” in the Natural Science Tripos Part 1.

In the next 10 years Richardson had various employments (almost all of which
are named in Figure 1). Twice, each time for 1 year, he worked as a physics in-
structor; although conscientious, he was apparently not gifted as a teacher. He
worked briefly as a mathematics assistant to Karl Pearson; it may have been from
Pearson that Richardson learned statistical techniques. Twice he was an assistant
at the National Physical Laboratory, first in the metallurgy division, then in the

Year Employmant i ogy Y and Instrumentation Other
Peace Research

1902 assistant in metalturgy at the NPL \
physics instructor at \
1905 University College, Aberystwyth L
L
chemist at National Peat Industries \ A A
mathematical assistant to K. Pearson. \ 2A
assistant in meteorology at the NPL \
1810 researcher at Sunbeam Lamp Company A
A
physics instructor at Municipal \
School of Technology, Manchester A L L
A 20
1915 Superintendent of L A
Eskdalemuir Observatory
\
member of the Friends Ambulance v L
Unit with the French Army A L. 2A B A L
1920 L 2L, 3A
meteorologist at Benson Observatory L A
\ L,2a8
A LA L
A} 24, 4L
1925 A 3A
lecturer in physics and mathemalics 4A L A
at Westminster Training College \ A 2A
\ A 2A A
A A 2A
1930 2A L. 3A
\ L LA L
\
Principal of Paisley Technical College A 2L L, 2A
1935
2L A
\
A L 3A
\ LA
1940 2L, A
in retirement at Paisley L
\ 2L
\ L
\ L
1945 LA
A L
\ L AB
in retirement at Kilmun \ L 2A
\ L L
1950 2A 3A.B L
L L
LA 2A A
1953 2A

Figure 1  This is a listing of Richardson’s publications and employment as a function of time. Each
of Richardson’s publications was classified as concerned primarily with mathematics, with meteo-
rology, with instrumentation, or with psychology or peace research. B denotes book, A article, and L
letter.' Knowing the delay associated with publication, we expect a stronger correlation between em-
ployment and publications if the latter are shifted a year or so back. The small slanted lines to the right
of the column of employments suggest this shift.
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metrology division. And twice he worked as a researcher in industry, 2 years with
National Peat Industries and 3 years with Sunbeam Lamp Company. It was in
these two positions that Richardson discovered several ways to obtain approxi-
mate solutions to differential equations.

In 1909 Richardson married Dorothy Garnett, daughter of William Garnett,
who had been Clerk Maxwell’s demonstrator at the Cavendish Laboratory. The
Richardsons had no children of their own, but adopted two boys and a girl. Doro-
thy became for Richardson an important support, the more needed because of his
impractical nature and the fact that he often worked in intellectual isolation. In
many of his works, Richardson thanks his wife for doing calculations.?

In 1913 Richardson became Superintendent of the Eskdalemuir Observatory,
which had been built to make geomagnetic measurements but which had become
a meteorological station as well.> Richardson, who seems to have been attracted
to meteorology because he thought that one of his mathematical techniques could
there be applied with great success, became fascinated with meteorology in all its
aspects and came to make important contributions to meteorological theory, ob-
servation, and instrumentation.

Richardson was a Quaker and, in World War I, a conscientious objector. With
some difficulty he obtained his release from the Meteorological Office and served
from 1916 to 1919 as a driver with the Friends’ Ambulance Unit attached to the
French army. It was in the period 1913 to 1919 that Richardson worked out a
scheme for computing the weather. In 1922 the scheme and a trial computation
were made public in the book Weather Prediction by Numerical Process. It was
also during the war years that Richardson first worked out a mathematical theory
of human conflict, which he wrote up at book length. Richardson’s account is as
follows: “There was no learned society to which I dared to offer so unconven-
tional a work (Mathematical Psychology of War). Therefore 1 had 300 copies
made by multigraph, at a cost of about £ 35, and gave them nearly all away. It was
little noticed” (in Gold, 1954, p. 231).

After the war Richardson worked for a short time with the Meteorological Of-
fice, but felt compelled to resign, because of his pacifistic convictions, when, in
1920, the Meteorological Office was transferred to the Air Ministry. He accepted
a teaching position, which he held for 9 years, at Westminster Training College in
London. There, although he worked a great deal directing students in doing ex-
perimental work and exercised his ingenuity in designing demonstrations for his
physics classes, he had time to carry out his own research. Richardson was active
in the Royal Meteorological Society, attending and frequently contributing to the
monthly scientific meeting, serving on several committees and as honorary sec-
retary, and refereeing papers and reviewing books. He was a member also of the
Physical Society and of the Institute of Physics. In 1926 he was elected to the
Royal Society.

In 1926 Richardson made a deliberate, but not quite complete, break with me-
teorology, and psychology became his main interest. He studied as an external
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student at University College, London, and in 1919 received a B.Sc. in psychol-
ogy. He devised ways to quantify the intensity of mental imagery and the percep-
tion of color, loudness, touch, and pain. In 1929 Richardson became Principal of
Paisley Technical College in southwest Scotland. He remained in this position
until his retirement in 1940. In these years he had a heavy teaching load as well as
being head administrator.

In the mid 1930s Richardson returned to the study of how wars occur.* Here he
employed two quite different methodologies. One approach was to write differ-
ential equations to describe such things as hostility between peoples and ex-
penditures on armaments and then to investigate what the equations predicted.’
Richardson’s other approach was to amass data on what he called *“deadly quar-
rels,” that is, all human conflicts, from murders to world wars, that result in death.
He then looked for correlations between quarrels and things such as the existence
of a common language or religion, the length of a common border, and the amount
of money spent preparing for quarrels.

In 1940, at age 58, Richardson retired as Principal of Paisley Technical College
in order to give all his time to peace research. Before his death in 1953 he com-
pleted two books, Arms and Insecurity and Statistics of Deadly Quarrels, but they
were not published until 1960. The former presents mathematical theories of arms
races; the latter contains an immense amount of data on human conflicts that Rich-
ardson laboriously collected over more than a decade. These books attracted no-
tice, and in the 1960s a number of researchers took up Richardson’s theoretical
and statistical approaches to the study of wars.

Figure 1 provides an overview of Richardson’s publications and employment.
It shows how productive of published research he was in different periods of his
life, suggests the range of his interests, and indicates a relation between employ-
ment and publications. Moreover, it allows one to judge the following summary
of Richardson’s career: first a mathematician, then a meteorologist, and finally a
peace-researcher—and an improver of instruments as long as he was employed
where there were laboratory instruments. However, an important part of his career,
his work as educator, is underrepresented in the figure because it seldom resulted
in publications.

It is interesting that Richardson, who in his daily life seemed not a practical
man but a man of principles and of vision, regularly showed a concern for the
practical application of his scholarly work. For Richardson the sine qua non of his
scheme of weather prediction was that it actually work. He wanted his work on
human conflict to be of immediate practical value, and he thought it did. In 1939
he sent a paper on arms races to a journal and told the editors that its rapid publi-
cation might help to avert the impending war; the editors rejected the paper (Platz-
man, 1967, p. 543).

Richardson approached the questions raised by his work in industry, the ques-
tions of meteorology, and the question of why nations go to war in the same way:
he sought to express observations and ideas in a mathematical language and then
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use that language to draw some conclusions. In 1919 he had this to say about his
approach:

To have to translate one’s verbal statement into mathematical formulae compels one
to scrutinize the ideas therein expressed. Next the possession of formulae makes it
much easier to deduce the consequences. In this way absurd implications, which
might have passed unnoticed in a verbal statement, are brought clearly into view and
stimulate one to amend the formula. Mathematical expressions have, however, their
special tendencies to pervert thought: the definiteness may be spurious, existing in
the equations but not in the phenomena to be described; and the brevity may be due
to the omission of the more important things, simply because they cannot be math-
ematized. Against these faults we must constantly be on our guard (in Ashford,
1985, p. 61).

Discovery of a Numerical Method

Richardson, while employed as a scientist by industry, felt acutely the need for
ways to solve differential equations. He used various analytic procedures, that is,
procedures that use the techniques of mathematical analysis and yield exact alge-
braic solutions. However, such procedures very often could not be applied, and
Richardson wrote

There is obviously a demand for a method of solving that group of partial differential
equations—of which we may regard Laplace’s as the simplest type—which shall, if
necessary, sacrifice accuracy above 1 per cent., to rapidity, freedom from the danger
of large blunders, and applicability to more various forms of boundary surface.
(1908a, p. 238)

Richardson invented a graphical procedure, yielding an approximate solution,
which he described in two papers published in 1908.

Richardson’s job at National Peat Industries involved deciding what drainage
channels should be cut in peat beds. To aid in making this decision he devised “a
simple method for determining the relation between the distance apart of ditches
and the height to which the saturating water will rise with a given rainfall” (Rich-
ardson, 1908b, p. 295). Richardson performed experiments to measure the po-
rosity of the peat and to justify the assumption that the water velocity is propor-
tional to the pressure gradient. Then he used the principles of hydrodynamics to
get a set of partial differential equations describing the flow of water. The analytic
solution of the equations was attempted and “‘given up as hopeless.” Richardson
then devised a freehand graphical method, which is illustrated in Figure 2.

The draftsman, using a pencil, draws lines starting and ending at specified
points on the boundary. By making several starts and by repeated amending of
each, he arrives at a drawing having the following two properties: the corners of
the curvilinear figures are at right angles, and the ratio of height to width is the
same for all the figures. Richardson claims that one can even estimate the error
involved: “The difference, then, between the selected graph and the second best
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Figure 2 This drawing (from Richardson, 1908b, p. 306) illustrates a graphical method of solving
a partial differential equation.

graphs is a measure of the errors of the latter and an outside limit to the errors of
the former” (1908a, p. 269).

Three years later Richardson (1911) published a description of a different
graphical method for solving differential equations, one requiring less skill on the
part of the draftsman. In the meantime, however, he had made a discovery that
would cause him to all but forget graphical procedures: in 1910 he found an arith-
metical procedure that yields an approximate solution. It was this computational
procedure for solving differential equations that turned Richardson toward meteo-
rology and that became the engine for his scheme of weather prediction.

Beginning in the 1890s several mathematicians, including Carl Runge and Wil-
helm Kutta, investigated the solution of ordinary differential equations by replac-
ing derivatives with ratios of finite differences (dx/dr with Ax/At, for example).
The advantage of converting differential equations to difference equations is that
they can then be solved by arithmetical procedures; the disadvantage is that the
solution is only approximate. What Richardson did was to develop a similar pro-
cedure for partial differential equations. He first described the arithmetical proce-
dure in a 1910 paper entitled “The approximate arithmetical solution by finite
differences of physical problems involving differential equations, with an appli-
cation to the stresses in a masonry dam.” Figure 3 shows some of the results
presented in this paper.
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Figure 3 This figure represents a cross section of a masonry dam (from Richardson, 1910, p. 343).

The water is to the right; the surface of the earth to the left of the dam is indicated by the row of zeroes.
The numbers at each position are predictions of the stresses there.

Notice Richardson’s method: partition space into rectilinear cells, assume the
variables are constant within a cell, and solve the differential equations by replac-
ing derivatives by ratios of finite differences. Several years later Richardson ap-
plied exactly this method to predicting the weather.

It is clear in these early papers that Richardson is addressing scientists in indus-
try. For example, he writes, *“So far I have paid piece rates for the operation 92 +
a2 of about n/18 pence per co-ordinate point, n being the number of digits. The
chief trouble to the computers has been the intermixture of plus and minus signs.¢
As to the rate of working, one of the quickest boys averaged 2,000 operations
32 + 92 per week, for numbers of three digits, those done wrong being dis-
counted” (Richardson, 1910, p. 325).

It is interesting to compare the arguments Richardson had earlier made for
the graphical method with those he made for the arithmetical method. About the
graphical method he wrote

Further than this, the method of solution must be easier to become skilled in than
are the usual methods with harmonic functions. Few have time to spend in learning
their mysteries. And the results must be easy to verify—much easier than is the case
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with a complicated piece of algebra. Moreover, the time required to arrive at the
desired result by analytical methods cannot be foreseen with any certainty. It may
come out in a morning, it may be unfinished at the end of a month. (1908a, p. 238)

The arithmetical method shares these advantages over the analytic, and has, Rich-
ardson wrote, additional advantages: whereas the graphical method requires some
skill in draftsmanship, the arithmetical method can be carried out by people un-
skilled in draftsmanship as well as algebra; with the arithmetical method there is
no lower bound on the error, whereas with the graphical the error can hardly be
brought under one percent.

A Scheme to Compute the Weather

Richardson had a broad training in the sciences and had already worked profes-
sionally in a variety of areas. In 1911 he began to think about meteorology as an
area in which his method of solution might be fruitful. In the preface to Weather
Prediction by Numerical Process, he says as much: “This investigation grew out
of a study of finite differences. . . .” It seems that Richardson, having made a tool,
looked for something to do with it.

Meteorology has long been an important breeding ground for mathematical and
physical ideas; statistical methods, numerical methods, and ideas about turbulence
have come out of meteorology. At the same time meteorology has long exercised
a great attraction on scientists with new mathematical and physical ideas. We saw
in Chapter 5 that Bjerknes was attracted to meteorology because he believed his
circulation theorems could there be applied fruitfully. Seventy years earlier James
Espy, after studying the effect of heat on the expansion of air, turned to meteo-
rology because he believed he had found the “lever with which meteorology was
to move the world” (in Kutzbach, 1979, p. 22). In the 1860s three scientists, Wil-
liam Thomson, Theodore Reye, and H. Peslin, each of whom was investigating
the implications of the first law of thermodynamics, turned to meteorology with
the conviction “that here an avenue had opened which would lead to significant
advancement of meteorology” (Kutzbach, 1979, p. 46). And just as Richardson
was attracted to meteorology as an area in which to apply his numerical meth-
ods, so 30 years later John von Neumann was similarly moved, as we will see in
Chapter 10, because of his desire to demonstrate the usefulness of the electronic
computer.

Richardson’s decision to turn to meteorology was influenced by Vilhelm Bjer-
knes. Although most meteorological observations were, from the late 17th century
on, measurements, meteorological theory became quantitative only gradually,
mainly as a result of applying mathematical physics to atmospheric phenomena.
This process hardly began before 1850, yet, as we saw in Chapter 5, by the early
20th century Bjerknes was arguing vociferously that the weather could be calcu-
lated using the physical laws. Bjerknes thought that observational meteorology
had reached its goal: it was able to give a complete characterization of the atmo-
sphere at a given place and time. This it could do by measuring seven quantities:
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the three components of the velocity of air vg, vy, and vy, the pressure p, the
temperature 6, the mass density p, and the water content per unit volume u.

Richardson demurred, although only briefly. A complete account, he argued,
requires an eighth variable: the amount of dust in the air (Richardson, 1922, p. 59).
Whether clouds form or rain falls is partially dependent on the concentration of
dust in suspension, and the effect of dust on meteorological phenomena was al-
ready an established subject of research. In the last decades of the 19th century
the English scientist John Aitken did a great deal of research in this area. But the
difficulty of measuring this variable and the difficulty of relating it quantitatively
to cloud formation and rainfall led Richardson to leave it out of his scheme for
predicting the weather.

Richardson, following Bjerknes, set out to formulate seven equations that
would completely determine the behavior of the atmosphere given its initial state.
The seven equations involve the seven dependent variables, the four independent
variables (three variables specifying position and one variable specifying time),
and known constants. Figure 4 gives Richardson’s set of equations.

) ) dm, ap 3 a P
eastward dynamical equation T = 3 + r)T;(m,.vv,.v) + E(m,,v\v) + g(m,vv") - 20 sind My + 20 cosO My +
Impvy 2mypvy tang
a - a
al oot dmy o, 2 3 i v
northward dynamical equation "ot = -8P * o5t ac(m,vh) + aT(m\Vv) + 5§(mxvu) + 2osind Mg +
Imyvy 1ang (myvy - Myvy)
weosomy + — - T
a a
dmy 3 3 3 2
upward dynamical equation T = gp + 51,:‘ + 5elmuve) 4+ Fo(myve) + S{myvy) - 20 cosd My, +
2myvy - Mpve - Myvy - Myvy tang
a
) dp amy, amy my tang  omy 2my
conservation-of-mass equation - a = o Y 30 0 T a tan Y i
) du aw ) 3 Wy tang 3 2wy
conveyance-of-water equation Pt = G0t 3e(WVer + Fulwvy) - T 4 Se(wvy) 4 T
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conveyance-of-heat equation d_? = b o tp aﬂ/p)

characteristic gas equation p = (c + k) po

Figure 4 These are the main equations in Richardson’s scheme of weather prediction. e, n, h, and t
(representing, respectively, eastward distance, northward distance, height, and time) are the indepen-
dent variables. By definition, mg = pvg, my = pvy, my = pvy, and w = pp. ¢ is the latitude, and a,
b, ¢, and k are known constants. dg/dt is specified as a sum of terms, each one involving only the other
variables and known constants. Hence the formulation is mathematically complete, there being seven
equations in the seven unknowns Vg, vy, Vu, p, D, 6, and u.
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The first three equations are essentially Newton’s “force equals mass times ac-
celeration.” The fourth equation says that if the mass-density decreases at a place,
then matter must have moved away; the fifth says the same for the water content.
The sixth says that an addition of heat must either raise the temperature or do work
or both. The seventh is a combination of Boyle’s law (that pressure is inversely
proportional to volume) and Charles’ law (that volume is directly proportional to
absolute temperature), with an allowance made for the presence of water vapor.

Richardson acknowledged his debt to Bjerknes, ‘“The extensive researches of
V. Bjerknes and his School are pervaded by the idea of using the differential equa-
tions for all that they are worth. I read his volumes on Statics and Kinematics*
soon after beginning the present study, and they have exercised a considerable
influence throughout it. . . .” (Richardson, 1922, p. xii).” Recall that Bjerknes, who
believed that an analytic solution of the equations was out of the question, thought
graphical procedures would eventually suffice. We will see below what lessons
Bjerknes drew from Richardson’s work.

It is noteworthy that the belief, which came to be held by many meteorologists,
that this system of equations fully characterizes the action of the atmosphere did
not engender a sort of Scholasticism, a turning of one’s back on observational
evidence. Part of the reason for this was the mathematical intractability of the
equations. Bjerknes, Richardson, and others had to make repeated simplifications
to get answers from the equations, and the acceptability of each simplification was
Jjudged by reference to observational evidence.

The Data Requirements

Even if the equations are valid and complete, they cannot be used to predict the
weather without an accurate and complete description of the atmosphere at a par-
ticular moment. Richardson found that the available data were much too sparse
for his purposes. One may wonder at this, knowing that scientists interested in the
weather had long had access to exceptionally large amounts of observational data
and that many meteorologists had given much of their time, often in an exception-
ally faithful and painstaking fashion, to the gathering of more. Nevertheless it
seems that whenever anyone had a plan for making use of the existing data, he
found he needed still more. This was especially true of Richardson.

Richardson wanted more data, not to build an archive of past weather nor
to discover empirically some regularity, but simply because his computational
scheme required it. On a map of Europe he drew a checkerboard pattern, which
he regarded as partitioning the atmosphere horizontally. He further divided the
atmosphere vertically into five layers, so that each square was divided into five
blocks. He regarded the atmosphere in each block as represented by a single value
of pressure, a single value of temperature, and so on. This “smoothing” of the
data meant that atmospheric phenomena—such as thunderstorms—of extent less
than the extent of a block could not be represented.

In Richardson’s scheme the derivatives in the differential equations are replaced
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by ratios of finite differences. For the spatial coordinates the finite differences are
given by the division into blocks; for the time coordinate Richardson took Az to
be 6 h. The scheme requires values of certain of the seven variables in each of the
blocks at time . It gives the values of the same variables at time ¢ + Ar. Here was
a grave problem: there were no weather stations in many of the squares, and there
were few data for the four layers above the surface layer. Richardson called atten-
tion to the contrast between the two maps in Figure 5.

Richardson gave much attention to reducing the error caused by replacing de-
rivatives with finite differences. He regularly used a method of “centered differ-
ences” that required that different variables be evaluated at different points. For
this reason he specifies that three of the seven dependent variables (the compo-
nents of the velocity of the air) are to be measured at the center of each white
square (or, for Figure 5B, each square marked “M”), and the remaining four at
the center of each shaded square (or each square marked “P”).

In order to test his scheme Richardson needed two complete sets of data, sepa-
rated in time by 6 h. The completeness of the data was essential: “For a purpose
such as numerical prediction by finite differences, meteorological observations are
useless if they are not very complete” (Richardson, 1923, p. 345). Richardson was
fortunate in having unusually complete data for 20 May 1910, since this had been
an “international balloon day” when a number of European meteorological sta-
tions gathered upper-air data at specified times. Even so, he had to do a good deal
of interpolating and extrapolating to fill out the table of initial values shown in
Figure 6.2

Richardson did much work to improve observational techniques, and it is clear
that much of this was motivated by the needs of his computational scheme. For
example, he invented an instrument, which he called a contrast photometer, to
measure optically the water content of clouds. The article reporting the new tech-
nique begins as follows: “Since the initial data on which a weather prediction is
to be based must, to be adequate, include the water-content of the clouds; and
since observations of this are scanty, it will be well to survey what can be done in
this respect” (Richardson, 1919).

Another example is provided by a technique Richardson invented for measur-
ing wind speeds high in the atmosphere. Again, it is clear he undertook this work
because his scheme required the data (see Richardson, 1923, p. 345).° The actual
observations are fairly easy: spherical bullets of different diameters are shot up-
ward, and the gun is tilted until the bullets fall back to the gun.'® Using the mea-
sured angles-of-tilt for bullets of different sizes and for different amounts of gun-

Figure 5 (A) Richardson’s proposed arrangement of meteorological stations; if suitability to his
scheme were the only criterion for placement of observing stations, then there would be one sta-
tion in each square, that station at the square’s center. (B) The actual arrangement of meteorologi-
cal stations at the time of Richardson’s work. (These maps are from Richardson, 1922, frontispiece
and p. 184.)
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Figure 6 This table (from Richardson, 1922, p. 185) shows the initial values that Richardson used
to test his scheme. The squares correspond to the squares of the map in Figure 5B. 6 is the temperature,
h is the height above mean sea level, and W is water substance per area of stratum. For each of the
five strata, values are given of the pressure, denoted p, and the eastward and northward components
of momentum per unit volume, denoted respectively Mg and My.

powder, Richardson was able to deduce the velocity of the wind at different
heights. But to do so he needed to take into account other variables, such as tem-
perature and moisture, and to distinguish their effects from the effect of the wind."

Another effect of the computational scheme was that Richardson’s attention was
drawn to the accuracy of the data. As a result, on several occasions Richardson
called for improvements in observational techniques that had been considered sat-
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isfactory. On page 128 of Richardson (1922), for example, he calculates some
horizontal temperature gradients and laments that the probable errors in tempera-
tures obtained by sounding balloons are so large that his calculations cannot be
tested.

The Theoretical Basis

New ways of gathering data were important. But for some variables that could not
be measured directly there was no theory at hand to allow indirect measurement;
the vertical speed of the air was a notable example. And for some important at-
mospheric phenomena there were no quantitative theories that would allow the
phenomena to be taken into account in a computation; turbulence was a notable
example.

One of the variables in Richardson’s scheme is vy, the vertical component of
the air’s velocity. Some attempts had been made to measure the vertical speed:
J. S. Dines used a pair of theodolites to measure the speed of ascent of a balloon,
firstin free air, then in a closed shed; he subtracted the latter speed from the former
to get vy. But such measurements were seldom made, and Richardson needed to
know vy at many geographic locations and at five different heights at each. He
concluded, “If progress is to be possible it can only be by eliminating the vertical
velocity” (Richardson, 1922, p. 115).

Richardson regarded the few existing theories of the vertical speed as
inappropriate:

There are various theories which arrive at the vertical velocity by treating the air
as if it were not shearing, or which either neglect, or else fail to eliminate, some of
the time changes at fixed points. For such reasons the otherwise interesting discus-
sions by W. H. Dines and by M. Berek will not serve for numerical prediction.
(1922, p. 115)

An entire chapter of Weather Prediction by Numerical Process is given to the
derivation of an equation for vy. With such an equation, one can compute v from
the observed values of the other variables, or—what amounts to the same thing as
far as the predictions are concerned and the course Richardson adopted—one can
use the new equation to eliminate vy from the set of equations. The derivation of
this equation for the vertical speed was seen by some meteorologists as the great-
est contribution of this book to theoretical meteorology. It is clear that Richardson
undertook this work because his scheme required it.

In this case Richardson devised a theory to measure indirectly a quantity that
could not be measured directly. In other cases Richardson devised a theory to
provide a quantitative treatment—the only kind of treatment that could be worked
into his scheme—for a phenomenon that had not previously been treated quanti-
tatively and that had to be taken into account. His theory of turbulence is an
example.



Table I
History of Richardson’s Verse

Swifte DeMorgan® Richardson/Ashford®
1733 1863(7) 1922/1985

The Vermin only teaze and pinch Great fleas have little fleas Big whirls have little whirls that
Their foes superior by an Inch. upon their backs to bite ’em feed on their velocity,
So, Nat’ralists observe, a Flea And little fleas have lesser And little whirls have lesser whirls
Hath smaller Fleas that on him prey fleas, and so ad infinitum and so on to viscosity —
And those have smaller Fleas to bite 'em in the molecular sense.
And so proceed ad infinitum. And the great fleas themselves,
Thus every Poet in his kind in turn, have greater fleas to go on; And the big whirls of bigger ones
Is bit by him that comes behind; While these have greater still, partake in the rotation,
Who, tho’ too little to be seen, and greater still, and so on. Until at last we reach the
Can teaze, and gall, and give the Spleen. gen’ral circulation —

in the global sense.

2 Johnathan Swift’s lines were published in his On Poetry a Rhapsody.

® Augustus DeMorgan’s verse first appeared in a review of a book published in 1863.

<Richardson’s lines (the first stanza) are from Weather Prediction by Numerical Process, and Ashford’s are from
Prophet or Professor?
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A fluid may move in a regular fashion, such as the laminar flow of water in a
narrow tube, or in an irregular fashion. The latter, which is called turbulence, is
difficult to treat mathematically because the irregular movements are not restricted
to a scale small enough to permit a statistical treatment, nor are they so few that
they can be treated individually.

Richardson had to take turbulence into account: the momentum of wind is dis-
sipated by turbulence, a great deal of heat is transferred by turbulence, and so on.
One of the most striking features—once someone has pointed it out—of turbu-
lence is its scale invariance: it looks pretty much the same at various magnifica-
tions. When one looks closely at an eddy, one sees smaller eddies. As Richardson
put it: “Big whirls have little whirls that feed on their velocity, and little whirls
have lesser whirls and so on to viscosity—in the molecular sense.” '? Since this
verse is the best-known sentence from Weather Prediction by Numerical Process,
and since it expresses a crucial insight into turbulence, perhaps we may take a
moment to look at the history of the verse (see Table I).

Jonathan Swift noticed a psychological scale-invariance—every poet is criti-
cized by slightly inferior poets—and he compared it to a biological scale-
invariance. Augustus DeMorgan, who was making an analogy to a theory of the
constitution of the universe, expressed the biological scale-invariance twice: fleas
have smaller fleas and so on, and fleas have larger fleas and so on. Richardson and
Ashford expressed a meteorological scale-invariance, and—what is new—they
identified the end points of the scale. It is interesting that the flow of energy is
up the scale in DeMorgan’s verse, down the scale in Richardson’s.!® Indeed, this
strange property of scale-invariance that Richardson noted has recently been used
by scientists to put a handle on turbulence, as is discussed in Chapter 13.

Turbulence had been studied under certain conditions by the physicist Osborne
Reynolds. He found a dimensionless quantity,'* now called Reynolds’ number,
that provides a test for whether flow will be laminar or turbulent. Reynolds’s work,
however, had little immediate relevance to meteorology.

Richardson was not the first meteorologist to try to quantify turbulence in the
atmosphere. G. I. Taylor, largely on the basis of empirical studies, devised an
equation for the rates at which heat and moisture are transferred from one atmo-
spheric layer to another by turbulence. But because the atmospheric layers in
Richardson’s scheme were so thick, Taylor’s assumption of constant density within
a layer was unacceptable. Thus his equation could not be used. Richardson worked
long to devise an appropriate theory. One of his results was that there is a “Reyn-
olds’ number” (that is, a dimensionless quantity that provides a test for turbu-
lence) for the atmosphere; this number is now called Richardson’s number. '

Thus a scheme like Richardson’s, which encompasses many phenomena, directs
one’s attention to the areas of least understanding. Other effects of such a scheme
are that one is forced to simplify (when not doing so blocks the computation), to
make explicit one’s assumptions, and to change them when they lead one astray.'¢
Richardson (1922) did frequently have to simplify. The principle Richardson
states on page 156:
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In writing the chapter on the fundamental equations the ideal was to obtain a descrip-
tion of atmospheric phenomena which should be in the first place correct, and which,
secondly, might be used in prediction. Here in Chapter 8 the order of emphasis is
reversed. The ideal is now to make a scheme first workable and secondly as exact as
circumstances permit,

But before Chapter 8—indeed, throughout the book-—Richardson (1922) has an
eye to the practical solvability of the equations. On page 118, for example, he
writes: “As [Equation] (12) is inconveniently complicated, let us simplify it by
making the following two approximations which will probably not affect the ac-
curacy by one per cent.”

A Test of the Scheme

Even with the necessary data and the necessary theory, Richardson had no easy
task: to describe a computation, that is, a sequence of arithmetical operations, that
would transform the data, in accordance with the theory, into a prediction. This
task Richardson finally achieved: he found a procedure for computing a complete
description of the atmosphere at time ¢ + Az given a complete description at time ¢.
Since the procedure could be applied repeatedly (and for At positive or negative),
meteorology could then achieve what astronomy had achieved: the ability to com-
pute a complete description for any point in time without the need to make new
observations.

Roughly speaking, Richardson’s scheme works as follows. Using the data de-
scribing the atmosphere at time ¢ and the equations of Figure 4, one computes the
rate of change dx/dr of variable x.'” One then assumes that dx/dt is constant over
the time interval At, so takes the new value of x to be x + (dx/dt)At.

It is, of course, not so simple. In the first place, the equations in Figure 4 are
only the basic equations. Richardson added a great many terms to these equations
in order to include secondary effects, some of which are mentioned below. Some-
times the secondary effects could not easily be expressed in a formula, so Rich-
ardson specified that a table be used in doing the computation.'® In the second
place, one sometimes needs to know, in computing the rate of change of a variable,
not only the values of the other variables, but also some of their rates of change,
as in the fifth and sixth equations in Figure 4. In the third place, and even more
troublesome, there are difficulties associated with the method of centered differ-
ences that Richardson used to reduce error.

Dealing with all such difficulties—and they had to be dealt with as a whole
since changes in one part of the scheme affected other parts—and finally getting
an algorithm took Richardson 3 or 4 years. The magnitude of this labor—making
the scheme work—prompted Napier Shaw to say that “when contemplating
Richardson’s efforts he had been reminded of the lines from Juvenal ‘it is pleasant
to stand on the heights and watch a ship toiling in the waves’ ” (in Ashford, 1985,
p. 109)."
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It is not then surprising that Richardson, when he got his scheme to work, com-
pared it to a Heath Robinson device (quoted in Platzman, 1967, p. 546).° He

described the process as follows:

Imagine that you receive the parts of a machine. There are wheels, levers, casings
and a hundred and one pieces that you do not recognise. Many of them are beauti-
fully made and finished. A few are rough castings. You believe that they fit together
into a machine, but you do not know what shape the machine is and the parts are not
labelled. These parts symbolize the existing pieces of meteorological theory, as
found in the literature. . . . you begin trying what will fit onto what and so you build
up a machine. Then comes the question of fuel to drive it—the observations. Then
you try to get it to go round—and that reminds me of starting a motor car at -15° C.
You turn and turn the handle until your back aches and nothing happens. Then on
a renewed effort the engine makes a noise like “houi” and turns once around.
“Continuez” says the Frenchman, “elle a dit oui.” That is the stage we have got to,
the wheels have gone once round, and that prompts us to continue. (Platzman,
1967, p. 546)

All the reasoning and all the data in the first 180 pages of Weather Prediction

by Numerical Process result in a set of 23 “computing forms.” Each of these
specifies a sequence of arithmetical operations, and all the forms fit together to
form the algorithm for predicting the weather. As Richardson put it, “The com-
puting forms which are used for this purpose may be regarded as embodying the
process and thereby summarizing the whole book.” (1922, p. 181). Figure 7 is an
example of a computing form.

The numbers in italics are those that are written in during a computation. The
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Figure 7 This is the first of Richardson’s 23 computing forms.
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third column of numbers comes from the initial data [printed on page 185 in
Richardson’s book (1992), reproduced as Figure 6 above]. The numbers in the next
two columns come from tables. The numbers in the fifth column result from di-
viding each entry in the fourth column by the corresponding entry in the second
column. And so it goes. Some of the numbers computed here are entered onto
other computing forms.

Richardson took 6 weeks to compute the change in the atmospheric variables,
at only two of the squares, from 4 a.m. 20 May 1910 to 10 a.m. that same day. The
results were disappointing. One predicted value, that for the change in pressure at
the surface, was drastically in error: Richardson’s computation led to a predicted
change of 145 millibars while the actual pressure change was less than 1 millibar
and the greatest range of observed pressures is just over 100 millibars. As Napier
Shaw put it, “the wildest guess, therefore, at the change in this particular element
would not have been wider of the mark than the laborious calculation of six
weeks” (1922, p. 764). It is ironic that this forecast, which is probably the forecast
that consumed the greatest amount of labor by a single person, is no doubt one of
the least accurate forecasts ever.

The Necessity of Numerical Analysis

Work on Weather Prediction by Numerical Process included a great deal of what
is now called numerical analysis. Richardson, whose entire approach depended
upon his numerical method of solving partial differential equations, felt the need
to argue for the respectability of this new sort of mathematics. In 1925 in The
Mathematical Gazette he wrote

It is said that in a certain grassy part of the world a man will walk a mile to catch a
horse, whereon to ride a quarter of a mile to pay an afternoon call. Similarly, it is
not quite respectable to arrive at a mathematical destination, under the gaze of a
learned society, at the mere footpace of arithmetic. Even at the expense of consid-
erable time and effort, one should be mounted on the swift steed of symbolic analy-
sis. (p. 415)

Mathematicians had several reasons for disdaining Richardson’s approach.
First, they felt that their job was to discover the truth, not approximations. Second,
the main business of academic mathematicians was to prove theorems, and when
differential equations are attacked analytically, there is much theorem-proving to
do. Mathematicians can, of course, prove theorems about methods of approxima-
tions, but this is a different style of mathematics, one that did not become common
until about 1950. Third, many mathematicians must have been proud of their ar-
mamentarium of theorems that allowed them to solve many differential equations,
while an arithmetical procedure that can be applied to differential equations of all
sorts makes most of their weapons unnecessary—as Richardson puts it, “the bulk
of the work can be done by clerks who need not understand algebra or calculus”
(1910, p. 325).
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In the decades since World War II the new style of mathematics has become a
recognized branch of mathematics. Its main concern is finding ways to solve prob-
lems numerically. The development of methods of interpolation, the analysis of
error, the study of stability of algorithms, and the comparison of algorithms are
parts of numerical analysis. A study of the relation between this branch of mathe-
matics and the technics of computing needs to be done.?’

Several of Richardson’s earliest published papers are essentially studies of
graphical or numerical algorithms. Richardson’s comparison of graphical methods
and arithmetical methods was discussed above. Richardson made a practice of
testing an algorithm by applying it to an equation having an analytic solution and
comparing the exact solution with the solution given by the algorithm. He also
worked to find ways of estimating the errors when the actual errors could not be
found (because an exact solution could not be obtained).

At times Richardson, acting like a mathematician, proved theorems about an
algorithm—concerning, for example, a bound on the error or under what condi-
tions the algorithm can be applied. There are several examples in his 1910 paper
on stresses in a masonry dam. More often Richardson behaved like an engineer:
if a few tests of an algorithm came out well, he put it to immediate use and moved
on to other matters.

For example, in Weather Prediction by Numerical Process (1922, p. 53), he
writes that “to estimate the errors due to finite differences, the calculation was
repeated in exactly the same manner, but taking 6 layers of equal mass instead of
3, and dividing the hemisphere into 6 parts. . . .” And on pages 151 through 153
Richardson considers six methods of commencing the computation. To decide
which to use he tries each method on a simple differential equation that has an
exact solution. In the table, reproduced here as Figure 8, the values produced by
each method are placed alongside the exact values. He concludes, “If we consider
not merely accuracy but also ease of performance, the most satisfactory process
in this case must be judged to be the one which begins with a very small uncen-
tered step and doubles the length of the step-over several times, in the manner
described in (i1) above.”

For some of his equations Richardson places a small number below each term.
These numbers indicate the order of magnitude of each term, so that one can
decide what terms need to be kept as the equation is manipulated and fitted into
the overall algorithm. It is interesting that Richardson (1922) sometimes suggests
a change in an algorithm but does not test the change, presumably because of the
computational labor involved.”

This is one of the most striking aspects of Richardson’s meteorological work:
the amount of time numerical analysis has center stage. There are larger roles, of
course, for observational data (that, at least, of the appropriate sort) and for theo-
ries (again, those of the appropriate sort). But the large- and medium-scale phe-
nomena of the atmosphere—prevailing winds, cyclones, cloud formations, and
storms—are walk-ons, if they are cast at all. This new major player, however, all
but disappeared from the stage of meteorology for some 30 years, because the one
kind of production he could play in did not find backers again until then.
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Figure 8 In this table Richardson compares six different ways of commencing the computation by
finding the errors at various time-steps for each of the methods. The methods are applied to the equa-
tion d@/dt = -6, which has an exact solution 8 = exp(-1).

The Inclusiveness of the Scheme

Perhaps the most remarkable aspect of Richardson’s scheme is the way in which
it relates dozens of phenomena to one another: the relationships are explicit, they
are quantitative, and they all function simultaneously. Richardson commented,
“The scheme is complicated because the atmosphere is complicated. But it has
been reduced to a set of computing forms” (1922, p. xi).2

This aspect of Richardson’s scheme was much commented on by contempo-
raries. The English climatologist F. J. W. Whipple, in his review of the book,
wrote: “Its merit is that it insists on the study of all the various ways in which
the meteorological elements act and re-act on each other. This co-ordination of
knowledge has been the stimulus to many special researches valuable in them-
selves but appearing now, for the first time, in their proper relations” (Platzman,
1967, p. 521). The meteorologist Sydney Chapman wrote: “. . . in discussing the
changes of heat energy in the atmosphere it is necessary to consider changes of
volume by convergence of winds, the amount of heat reaching any particular layer
by radiation . . . by transfer of water, and by eddy conduction from neighboring
air or from the ground; many of these subjects have further ramifications, and give
rise to extremely interesting resumes of recent research in various branches of
meteorology. . ..” (1922, p. 283). Napier Shaw admitted that *“we cannot offer it
to the reader as Richardson’s “Ready Reckoner™ for forecasts,” but continued,
“. . . the effort to bring the processes of weather under numerical computation is
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by no means wasted. In the course of mapping out the computation, as in no other
way, the dynamics and physics of many of the processes of weather are made
clear, and a very large amount of information about the atmosphere, difficult to
acquire, is contained in the book” (Platzman, 1967, p. 542).

Richardson succeeded in fitting together a great many quantitative theories of
atmospheric phenomena. The range of theories he incorporated into his scheme is
vast. Some examples are the theory of gases, pressure and water content as a
function of height, Egnell’s law, Laplace’s theory of tides adapted to the atmo-
sphere, theory of the absorption of radiation, theory of the scattering of radiation,
theory of changes in soil, theory of the effect of leaves on the interchange of heat
and moisture between air and soil, Shaw’s theory of winds, theory of radiation in
the stratosphere, and theory of temperatures in the stratosphere.?*

By means of such theories he succeeded in bringing a great deal of experimen-
tal and observational data to bear on weather predictions, and the variety of mea-
surements that therefore enter into Richardson’s computation is also striking.
These include measurements of the following: the saturation pressure of water
vapor in equilibrium with water or ice as a function of temperature, the horizontal
component of the acceleration of gravity, entropy-per-mass as a function of tem-
perature, specific heats, the ratio of air to water in a cloud, eddy viscosity, shearing
stress on the earth’s surface, vertical variation of pressure, radiation emission in
the stratosphere, and temperature gradients in the stratosphere.?

It is likely that Richardson’s scheme was unprecedented in all of science in the
variety of phenomena represented in a single computation.?® If any one of the
component theories is changed, then one or more of Richardson’s equations
changes its form. If different values are found for any of the quantities measured,
then one or more constants in Richardson’s equations changes its value. Of course,
if the initial values are changed, the predictions are changed. The theories and the
data comprising the scheme are subject to separate testing?’ and to being replaced
when something better becomes available.

Richardson’s scheme, then, includes a great many phenomena. It also excludes
a great many. The scheme both coheres and repels: either a phenomenon is tied
quantitatively to everything else in the scheme, or it is left out altogether. Richard-
son decides, for example, to exclude the atmosphere more than some 50 km up.
He says, “By this convention we free ourselves from the necessity for entering
into difficult questions concerning that outer atmosphere which is ionized, which
may be escaping, and in which the variation of gravity, and the term 2mg/a in the
equation of continuity of mass, would cause mathematical difficulties. By this
convention also we assume that whatever the rare gas above h, may do, it has no
influence on the surface weather” (Richardson, 1922, p. 125).

For providing guidance for observers and theorists, Richardson’s scheme had
the important property that the carrying out of a computation allows one to judge
the relative importance of different effects. For example, one need only look at
the computing form that sums the various terms contributing to change in the
water-content to see what terms are most important. Shaw remarked that the
scheme “will not only provide an acid test of meteorological theory but also be a
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valuable guide to the organisation of new meteorological observations” (Shaw,
1922, p. 765).

In most of the book Weather Prediction by Numerical Process it is the weather
that Richardson (1922) treats computationally. In Section 3 of Chapter 3 he takes
a step back, as it were, and treats computationally his entire scheme of weather
prediction. The atmosphere, we recall, is represented by the values of seven vari-
ables (three components of velocity, temperature, pressure, density, and moisture)
at the points of a four-dimensional grid (three spatial dimensions and the time
dimension). Suppose we increase by a factor of # the density of grid points in each
dimension. (For n = 2, each square is half as high and half as wide, and observa-
tions are made at twice as many heights and twice as often.)

Richardson reasons as follows. Since the number of grid points increases by a
factor of n*, the monetary cost of doing the computation increases by that factor.
The number of squares, hence the number of observing stations, increases by a
factor of n2. The cost at each station would be little affected by increasing the
number of observations to be made there (though some additional observers
would probably be required), so it is reasonable to assume that the cost at each
station increases by a factor of n (rather than a factor of nZ2, by which the number
of observations made there increases). The administrative cost for the entire
scheme is assumed to be the constant amount c. Then the total cost C is given by

C=an*+ bn®+c

where the first term on the right is the cost of computing and the second term is
the cost of gathering the data (a and & are constants of proportionality). Notice
that as n increases the cost of computation comes to dominate total cost regardless
of the values of the constants.?®

Richardson does not give a quantitative expression for the benefits of his
scheme,?® but he does relate the cost of the scheme to improvements in accuracy.
He refers to his 1910 paper in which he showed that for small finite-differences,
the errors are proportional to 1/n2. “Thus as n varied, the errors would be in-
versely as the square root of the cost of computing alone” (Richardson, 1922,
p. 18). Hence, halving the error requires quadrupling the amount paid for
computation.

It is interesting to see how readily a computational model of the atmosphere
itself serves as the object of computational analysis. This is not true, in general,
of qualitative models of the atmosphere, nor of mathematical models that are not
computational. Such analysis had, however, little or nothing to do with the fate of
Richardson’s scheme. What the main determinants were is discussed below.

The Influence of Richardson’s Work

Richardson’s work encouraged a few meteorologists to take a computational ap-
proach to particular phenomena, because he showed how partial differential equa-
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tions that arise in meteorology can be solved arithmetically. An important paper
published by William H. Dines in 1920, “Atmospheric and terrestrial radiation,”
is based on Richardson’s method of calculation (Platzman, 1967, p. 540). As we
will see in Chapter 8, computing forms similar to Richardson’s were used by a
number of meteorologists. Vilhelm Bjerknes and the rest of the Bergen meteorol-
ogists continued their efforts to derive meteorological results from the laws of
physics, but they held to graphical methods to solve equations.

The Cambridge University Press published separately the set of computing
forms that embody Richardson’s scheme. It appears that no one—not even Rich-
ardson’*—ever used these to make another test of the scheme. Moreover, it ap-
pears that no one-—other than, to a small extent, Richardson—ever tried to
modify the scheme to make it either more practical or more accurate. Richardson
wrote wistfully, “Perhaps some day in the dim future it will be possible to advance
the computations faster than the weather advances and at a cost less than the sav-
ing to mankind due to the information gained. But that is a dream” (1922, p. xi).

But Weather Prediction by Numerical Process was not ignored. It was imme-
diately reviewed in major journals, including Quarterly Journal of the Royal
Meteorological Society, Meteorologische Zeitschrift, Philosophical Magazine,
Geographical Review, Nature, Meteorological Magazine, and Monthly Weather
Review, by leading scientists, including Felix Exner, Napier Shaw, and Harold
Jeffreys. Shaw even wrote a new chapter devoted to Richardson’s method for the
second edition, published in 1923, of Forecasting Weather. Most of the reviewers
praised the book, although only a few were enthusiastic about Richardson’s ap-
proach. A number of laudatory remarks concerning the range of phenomena Rich-
ardson dealt with were quoted earlier.

It is possible that the carefulness and completeness with which Richardson con-
structed his scheme and the ingenuity of his computational procedures suggested
to most meteorologists that they could hardly have done better themselves. This,
combined with the bad prediction, must have convinced all meteorologists that a
computational approach to weather prediction was completely impractical. Shaw
wrote, “. .. forecasting by numerical process seems so arduous and so disappoint-
ing in the first attempts that the result is a sense of warning rather than attraction”
(1922, p. 764). In 1959 Tor Bergeron wrote, “Unfortunately, Richardson’s unsuc-
cessful trial has till now withheld theoreticians within Meteorology from making
a renewed attack on our main problem along the lines of this forecasting
method . . . ,” and Rossby commented, ““After Richardson’s experiment in 1922
little thought was given to the idea of integrating the general atmospheric equa-
tions of motion through numerical hand computations” (Bergeron, 1959, p. 454;
Rossby, 1957, p. 31).

In his inaugural lecture in 1913 at the new institute of geophysics in Leipzig,
Bjerknes said the following: “What is it that I really seek? Whither am I steering?
I could not free myself from the thought that ‘There is after all but one problem
worth attacking, viz, the precalculation of future conditions’ ” (1914, p. 14). Many
years later Jacob Bjerknes said: ““I think I can say for certain that my father did
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consider Richardson’s work as the real first step toward the fulfillment of the ‘1904
program.’”” But he also saw it as a demonstration of the next to insurmountable
difficulties looming ahead for numerical forecasting” (in Platzman, 1967, p. 549).
Thus, Richardson’s work convinced even Bjerknes that the final goal was so dis-
tant that the proper course was a “series of preparatory individual problems”
(Bjerknes’s phrase) rather than an attempt to compute the weather. Shaw’s way of
putting it was that Weather Prediction by Numerical Process “opens the way to
useful exercises less stupendous than calculating the weather. . . .” (1922, p. 765).

In 1966 the meteorologist N. A. Phillips wrote: “Although the book made con-
siderable impression when first published, it then appears to have been almost
completely ignored until the late 1940’s, when J. Charney and J. von Neumann
began the modern era of numerical weather prediction at Princeton” (Phillips,
1966, p. 633). Such statements, although accurate, have led to a misperception of
Richardson. Most people today who know of his work see it as an important piece
of science out of its place in time and see Richardson as an ignored genius. Neither
view is correct.?' Far from being out of its place in time, Richardson’s work was a
full trial of the leading research program of his time. Far from being ignored,
Richardson’s work was widely noticed and highly regarded, and as a result it had
a highly important effect—it directed meteorologists elsewhere. In short, Bjer-
knes pointed out a new road, Richardson traveled a little way down it, and his
example dissuaded anyone else from going in that direction until they had elec-
tronic computers to accompany them.
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Meteorology in World War 1

In the final weeks of 1916 the Great War seemed to be at stalemate. The advances
made some months earlier by General Aleksei Bruselov against the Austrians had
been so costly that the Russian armies had withdrawn to their former positions.
On the Western Front, the French launched the last of the major offensives in the
year-long battle of Verdun; true to pattern, the gains were small, the losses im-
mense. Not far from Verdun, Lewis Fry Richardson was using his time off from
ambulance driving to work out a forecasting algorithm. At the Geophysical Insti-
tution in Leipzig, Bjerknes, frustrated by the loss of many of his assistants and
doctoral students to military service, was contemplating a return to Norway. In
London, Napier Shaw was directing the work of the Meteorological Office. And
in Vienna, the Director of the Central Institute for Meteorology and Geodynamics,
Felix Exner, found enough time off from war work to write the preface to Dyna-
mische Meteorologie, the body of which had been completed two years earlier.

Meteorologists were busier than ever. Regard for the weather had, of course,
long been considered important in the conduct of war,' but it was not until this
century that a meteorological staff became a standard element in military organi-
zation.> According to the English meteorologist Ernest Gold,

The army [at the start of World War I] had little use for meteorology: the attitude of
the General Staff to a deputation of representatives of science urging its importance
was briefly that ‘the British Army fights its battles with guns and bayonets and not
with meteorology.” Mud, gas and aviation rapidly effected a change. (1945, p. 220)

Gold here points to some of the factors that made meteorological information
more valuable in World War I than it had been in earlier wars: mechanized trans-
port made armies more mobile than ever, but only when roads and weather per-
mitted; the use of poison gas was tied to weather conditions; and the military use
of aircraft called for a new range of meteorological services.> There were other
factors. Robert A. Millikan, who during the war commanded the Meteorological
and Aerological Service of the Signal Corps, wrote

When it is remembered that the biggest element in the effectiveness of a modern
army is its artillery and that the effectiveness of the artillery is dependent entirely
upon these wind corrections it will be seen how incalculably valuable the work of
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the trained physicists and mathematicians [working for the Signal Corps] proved to
be to the practical problems of the great war. (1920, p. 312)

In fact, temperature, humidity, and winds at various heights could all be taken into
account through the use of ballistic tables and other calculating aids. Such infor-
mation was used also in determining the location of enemy guns by sound ranging.
Even climatological information was valuable to the combatants, on account of
the geographic and temporal extent of the conflict. Most significant, though, were
the improvements, since the last major European conflict (the Franco-Prussian
War in 1870-1871), in forecasting ability and in communications (the speed and
range of which are important both in getting information to the forecaster and in
getting the forecasts to potential users).

All these factors combined to establish military meteorology. According to
Robert Millikan, “Prior to 1914 a meteorological section was not considered a
necessary part of the military service” (1919, p. 133). By the end of World War I
all the major participants had meteorological services within the military,* and
the amount and frequency of reported meteorological information was unprece-
dented. The artillery and air service of the U.S. Army, for example, was provided,
every 2 h, with measurements of temperature, density, and wind speed and direc-
tion, at the surface and at various altitudes up to 5000 m (Millikan, 1919, p. 133).

There is no doubt that the Great War stimulated the growth of meteorology, as
a quarter century later the next global conflict was to do in even greater measure.
But between these wars the science experienced a remarkable growth. At the time
of World War I, meteorology had standing as an academic discipline only in Scan-
dinavia, Germany, and Austria, and, although it was recognized as a vocation in
many countries, the number of meteorologists was small, formal training was
scant, and there were few professional organizations. At the time of World War II,
meteorology was a recognized academic discipline and a full-fledged profession
throughout the Western world. In the interim, observational meteorology—aided
by radio, teletype, punched-card machines, and greater governmental support—
made great advances. So too did dynamical meteorology, the physics-based ex-
planation of atmospheric motions; indeed, by the end of the period, especially
through the work of Carl-Gustaf Rossby, it had become quite useful to forecasters.
Weather forecasting changed even more as a new style of synoptic meteorology
was developed in Bergen, halfway up the coast of Norway, by a group of young
meteorologists under the direction of Vilhelm Bjerknes.

The Bergen School

As we have seen, weather forecasting in the 19th century and early 20th century
was seldom based on explicit rules. A forecaster put the latest data onto maps and
used his experience with maps of past weather to predict the next day’s weather.
Meteorologists were, however, not content with forecasting being “an art rather
than a science,” and they continually sought to specify a procedure for making a
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forecast. The strategy advocated by Vilhelm Bjerknes—use the known laws of
hydrodynamics and thermodynamics to calculate the weather—struck most me-
teorologists as utterly impractical, and the work of Lewis Fry Richardson deep-
ened the impression. A second strategy was to devise useful “higher-level” rules,
rules specific to meteorology and not connected to physics.® By 1918 a good many
had been advanced, but few of them were reliable or of much use in forecasting.
It is ironic that it was the meteorologists at Bergen—headed by Bjerknes, the
champion of the first strategy—who had the greatest success with the second
strategy.

We saw in Chapter 5 that after Bjerknes’s return to Norway in 1917 the exigen-
cies of wartime led to his establishment in the following year of a forecasting
service. Partly because the war had put a stop to weather telegrams from England,
Bjerknes worked hard to expand the network of weather stations within Norway;
by the summer of 1918 he had set up 60 new stations, and they were equipped to
obtain accurate wind measurements (Friedman, 1989, p. 121). The meteorologists
at Bergen—Bjerknes, his son Jacob, Tor Bergeron, Halvor Solberg, and a few
others—thus had an extraordinarily rich observational basis for forecasts. In the
course of the next several years, these meteorologists introduced a series of new
concepts.

Among the new concepts were air mass, cold front, warm front, and occluded
front.® The Bergen meteorologists saw the atmosphere of the northern hemi-
sphere as polar air separated from tropical air by a so-called polar front. In their
view, the cyclones of the northern temperate zone, the low-pressure areas of
counterclockwise-circulating air, developed from waves in this boundary surface
between tropical and polar air, and the Bergen meteorologists went on to propose
a complete model of cyclone development and dissipation.

These concepts, which arose in the practice of providing forecasts, were the
basis of forecasting techniques developed in Bergen. The techniques, which came
to be known as air-mass analysis, received a great deal of attention and were soon
adopted by individual forecasters in countries worldwide. The American meteo-
rologist Jerome Namias wrote, “The concepts made order out of the apparent
chaos of weather. They provided a practical method that the forecaster could use
in his daily work™ (Basu, 1984, p. 193).

But the stodginess of many national weather services delayed by a decade or so
their general adoption. For example, fronts were not drawn on the weather maps
published in the English Daily Weather Report until 1933 (Douglas, 1952, p. 9).7
The U.S. Weather Bureau did not begin making use of air-mass analysis until
1934, and it was not until 1936 that fronts were drawn on many of the maps
prepared by the Weather Bureau (Whitnah, 1961, p. 161).% These were, however,
among the last holdouts. In 1933 David Brunt reported that, “The Norwegian
school of thought has attained almost complete acceptance by the whole world of
meteorology . . .” {p. 96), and by the end of the decade it was generally accepted
that the Bergen methods improved forecasting substantially, particularly the fore-
casting of precipitation.
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The Growth of Dynamical Meteorology

The success of air-mass analysis did not, however, stop the development of
physics-based meteorology. Bjerknes too contributed, as he worked to connect
the empirical theory and physics. The persistence of the view that meteorological
theory must be based on physics is seen in a statement made by the English me-
teorologist C. K. M. Douglas:

The Norwegian work was often referred to as the ‘Bjerknes theory’ but the word
‘theory’ is unsuitable for anything in synoptic meteorology. It is really a technique
based on simplified models of atmospheric structure and movement, and its suc-
cesses have been based on its empirical rather than its theoretical aspects. (1952,
p-6)

Douglas (1952, p. 9) argued that the Bergen techniques were even more subjective
than earlier techniques, in the sense that there was greater variability, from fore-
caster to forecaster, in the analysis of weather maps. So alongside the largely non-
mathematical air-mass analysis of the Bergen School, dynamical meteorology
continued its growth. Both this growth and resistance to it are suggested in the
following sentences from the preface to the second edition, published in 1939, of
David Brunt’s Physical and Dynamical Meteorology:

A few reviewers of the first edition [published in 1934] complained of the number
of equations it contained. I make no apology for having perhaps added to the num-
ber of equations, as I take the view that meteorology should aim at being a metric
science wherever possible, and that no physical theory can be regarded as wholly
satisfactory which cannot be expressed in mathematical form.?

The growth of dynamical meteorology owed much to the gradual establishment
of meteorology as an academic discipline. At the turn of the century there were
professorships in meteorology in Germany, Austria, and Scandinavia, but it was
not until 1920 that the first professorship in meteorology in the British Common-
wealth was established, when Shaw was given a chair at Imperial College, Lon-
don.'” In 1901 the Monthly Weather Review reported on the situation in the United
States!!:

In general, meteorology continues to labor under the disadvantage of failing to se-
cure distinct and independent recognition in our colleges and universities. Some
treat it as a small branch of geography, others as belonging to geology; many class
it with the mathematical and experimental physics; in a few cases it keeps its ancient
association with chemistry and natural philosophy. (Vol. 29, p. 264)

And in 1906 Cleveland Abbe complained, “Meteorology is not yet properly rec-
ognized in our colleges, nor as a postgraduate course in our universities” (1907,
p. 309). Finally in 1928 the Massachusetts Institute of Technology established the
first professional-training program in meteorology in the United States.'? In 1940
meteorology became a separate department at MIT, and by the end of that year
there were departments of meteorology in four other universities in the United
States.
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Meteorology as a Profession

It was also in the interwar period that meteorology firmly established itself as a
profession. The main impetus came from the interest in aviation—military avia-
tion during the war and commercial aviation afterward. The meteorological re-
quirements of aviation were a major issue at the Paris Peace Conference, and in-
ternational standards for meteorological observations and forecasts were there
adopted. Most of the increased expenditure for the U.S. Weather Bureau in the
1920s went to the provision of meteorological service for aviation (Whitnah,
1961, p. 181).1

Alhough aviation was most important, other factors contributed to the expan-
sion of meteorology. The experience of World War I had made the military ser-
vices more interested in meteorology. Automobile travel and a marked increase in
ocean travel made people more interested in weather forecasts. There was a new
belief that hurricanes and tornadoes could be predicted. Abundant upper-air data
became available for the first time because of airplane observations, beginning
during World War I, and radiosondes,'* beginning in the late 1920s. Radio, from
1920 on, and the teletype, from 1928 on, facilitated the transmission of weather
information enormously. And, partly as a result of the successful forecasting of
the Bergen meteorologists, there was a new optimism about forecasting in general.

As a result of all these things many governments sharply increased the funding
of weather services. In 1926 the British government spent eight times as much
on meteorology annually as it did before the war, and annual appropriations for
the U.S. Weather Bureau climbed from less than $2 million just after the war to
$4.5 million in 1932 (Shaw, 1926, p. 2; Whitnah, 1961, p. 21). The airline com-
panies hired quite a few meteorologists (Basu, 1984, p. 94), and there began to be
a wider demand for meteorological consultants. One of the most successful was
the American meteorologist John P. Finley, who in the 1920s gave advice to in-
surance companies concerning the risk of damage from tornadoes, windstorms,
and hail for different areas of the country (Galway, 1985, p. 1509).

In the late 19th century two organizations for meteorologists in the United
States, one started by Cleveland Abbe and the other by Robert De Courcy Ward,
proved short-lived (Brooks, 1950). A sign of the emergence of a profession of
meteorology in this period is the vitality of the American Meteorological Society.
It was founded in 1919, and by 1940 its membership had doubled.'> Also signifi-
cant is the fact that the International Meteorological Organization, after operat-
ing informally for 50 years, established a permanent office (in Holland) in 1931.
In 1929 this organization began a worldwide standardization of meteorological
codes, units, and symbols. Six years later Willis Gregg wrote, “It can be said,
without fear of contradiction, that the accomplishments of this organization in
bringing about uniformity of practice have no parallel, either in scientific endeavor
or in the fields of international politics and commerce” (1935, p. 339).

Something of the status of meteorology is apparent from a listing of the most-
printed meteorological books. From the middle of the 19th century onward there
were a great many published compilations of data and a considerable number of
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manuals and handbooks for observers. Yet until 1917 there were very few compre-
hensive presentations of meteorological theory. Between 1917 and 1939 dozens
of such books were published. Among the most important were Exner’s Dyna-
mische Meteorologie (1917), Humphreys’s Physics of the Air (1920), Richardson’s
Weather Prediction by Numerical Process (1922), the four volumes of Shaw’s
Manual of Meteorology (1926, 1928, 1930, 1931), Vilhelm Bjerknes et al.’s Phy-
sikalische Hydrodynamik (1933), and Brunt’s Physical and Dynamical Meteo-
rology (1934). Other important books were those by McAdie (1917), Lempfert
(1920), Baldit (1921), Geddes (1921), Clayton (1923), and Byers (1937). A sign
of the establishment of meteorology as a profession is the publication of books
having such titles as Meteorology as a Career.'®

Carl-Gustaf Rossby

In 1933 Antonio Giao wrote, “It is indeed certain that for meteorologists there is
aradical separation between theory and forecasting” (1935, p. 77)." In 1946 H. G.
Houghton wrote that “Our physical understanding of atmospheric processes is so
limited that it is of little utility in weather forecasting” (in Douglas, 1952, p. 16).
These are overstatements: Shaw’s tephigram, Bell’s gradient-velocity nomogram
(shown in Chapter 8), and Petterssen’s (1939) fog-prediction diagram are ex-
amples of forecasting tools based on theory. But there is no doubt that in the
interwar period most forecasters did not see dynamical meteorology as having
much relevance to their work. The man who did most to change this perception,
Carl-Gustaf Rossby, explained its accuracy in 1934:

One of the greatest obstacles to progress in meteorology is undoubtedly to be found
in the wide gulf between the mathematical theory on the one hand and the applied
science on the other. . . . meteorological theory in many cases has degenerated
into pretty pieces of mathematical exhibition, where the postulates lack all resem-
blance to the conditions actually found in the air and where the results can not be
checked. . . . This . . . has caused such a deep distrust, particularly in the United
States, of theoretical investigations that synoptic meteorologists have restricted them-
selves to an accumulation of weather-map experience which is seldom or never in-
terpreted except in the most superficial sense. (pp. 265-266)

Born in Stockholm in 1898, Carl-Gustaf Rossby specialized in mathematical
physics at the University of Stockholm (Stockholms Hégskola), from which he
graduated in 1918. He worked for 2 years at Bjerknes’ institute in Bergen and then
returned to the University of Stockholm to learn more mathematical physics, re-
ceiving a licentiate in 1925. He was then granted a fellowship to study at the U.S.
Weather Bureau in Washington. Rossby stayed in the United States for some 25
years.

Horace Byers has written: “Rossby was really two men. On the one hand he
was the organizer, director, and promoter and on the other the scholarly research
scientist” (1960, p. 249; see also Byers, 1959). Rossby’s career as researcher had
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already begun, with an article written in 1923. His career as organizer began in
1928 when he was chosen to set up a weather service for a trial airway service
between Los Angeles and San Francisco. Rossby’s became the model for the
weather services of commercial airlines.

To convey the magnitude of Rossby’s work as organizer a bare listing must here
suffice. He was largely responsible for the establishment of meteorology programs
at MIT (begun in 1928) and at the University of Chicago (begun in 1940) and for
the reorganization of the meteorological institute at the University of Stockholm
(in about 1950). He played a major role in the reorganization of the U.S. Weather
Bureau in the late 1930s, making research a more important function of the
Weather Bureau, and in the postwar reorganization of the American Meteorologi-
cal Society. During World War II he was the leading figure in the meteorological
training program of the Army Air Forces, which produced some 7000 meteoro-
logical officers (Byers, 1970, p. 215). He was partly responsible for the founding
of two research journals (Journal of Meteorology and Tellus), for the establish-
ment of a meteorology program at UCLA (begun in 1940), and for the initiation
of regular computer forecasting in Sweden (in about 1955).

In several ways Rossby was like Richardson. He shared with Richardson a
determination to get numerical answers out of theory: in the late 1920s Rossby
(1929) devised both numerical and graphical techniques for calculating the work
done on a parcel of air being displaced upward by buoyancy forces. Like Rich-
ardson, Rossby accepted one of the 20th-century’s great challenges: to devise a
mathematical theory of turbulence. In a 1932 paper he introduced into meteo-
rology important concepts from aerodynamics (mixing length, roughness parame-
ter, and von Karman’s constant). Byers said that in a 1935 paper of Rossby’s “the
physical (as contrasted with the later statistical) approach to turbulence was car-
ried toward perfection, although it remained a subject which could be treated only
imperfectly” (Byers, 1960, p. 256).

In the late 1930s Rossby set to work to calculate, on the basis of physics, the
large-scale motion of the atmosphere. Like Richardson he succeeded in getting a
machine whose wheels would turn. But he was more ruthless than Richardson in
simplifying—choosing to ignore friction, radiation, and the water-vapor cycle of
the atmosphere—and got a more useful machine.

Rossby’s two most famous papers appeared in 1939 and 1940. In the first pa-
per he discussed certain long-wavelength waves in westerly currents (now called
Rossby waves). The propagation speed of these waves he gave in an equation
which, according to the historian Gisela Kutzbach, is “perhaps the most cele-
brated analytic solution of a dynamic equation in meteorological literature” (1975,
p. 558). In the second paper he advanced the concept of constant-vorticity trajec-
tories of winds and showed how to use it to calculate air movement. On the basis
of these results Rossby and his collaborators in 1940 made numerical predictions
for a one-layer atmosphere.

Rossby’s work was significant because the equations both fit the observations
well and could be solved. The calculation of the propagation speed of Rossby
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waves could be done with an ordinary slide rule. The calculations of constant-
vorticity trajectories, however, were difficult enough that meteorologists soon de-
vised calculating aids for this purpose: in 1943 a slide-rule system (part of which
is pictured in Chapter 8) by J. C. Bellamy; in 1945 a set of tables by S. Hess and
S. Fomenko; and in 1951 a mechanical differential analyzer by H. Wobus (Godske
etal., 1957, pp. 715-719).

In 1922 Richardson showed how a forecast might be based on meteorological
theory. According to G. P. Cressman: “The next significant move in the field of
dynamic prediction came in 1939, seventeen years after the publication of Rich-
ardson’s book, when Rossby (1939) published his well known exposition on the
movement of long waves in a westerly current” (Cressman, 1972, p. 182). This
too is an overstatement, but Rossby was no doubt the key figure in the rapproche-
ment of forecasting practice and physics-based theory. Rossby’s work, according
to Jule Charney, “injected new vitality into dynamic meteorology. For the first
time, a dynamic theory was presented in which the characteristic ‘planetary’ prop-
erties of the atmosphere were taken into account” (Charney, 1950, p. 234). Ross-
by’s great achievement was to devise a theory that was based on physics, that
described atmospheric phenomena that were of importance to forecasters, and
whose predictions could be calculated. We will see in Chapter 9 how the wartime
increase in the gathering of upper-air data made Rossby’s theory even more use-
ful, and in Chapter 10 how it served as the starting point for von Neumann’s Me-
teorology Project, which finally fulfilled Bjerknes’s program of calculating the
weather.



Chapter 8 Meteorological Calculation in the
Interwar Period

During the 1920s and 1930s calculation assumed a much larger role in meteo-
rology. The amount of data processing increased sharply, although less because of
more sophisticated processing than because of the intensification of data gather-
ing. More people than ever before were studying dynamical meteorology, and they
continually sought to connect theory and data, hence were continually doing cal-
culations. Weather forecasting remained, on the whole, nonquantitative and non-
calculational, but a number of types of predictions could, for the first time, be
arrived at by calculation. Because of the calculations involved in data processing,
in dynamical meteorology, and in forecasting, there was during the interwar pe-
riod a remarkable proliferation of calculating aids. We look first at a class of de-
vices whose adoption by meteorologists was clearly the result of data push.

The First Use of Punched-Card Machines

In respect of quantitative observational data, meteorologists always were over-
whelmed with what they had and, at the same time, worked incessantly to acquire
more. In the 1920s and 1930s the disproportion between the accumulation of data
and what had been done with the data became somewhat of an embarrassment. In
1932 the President of the Royal Meteorological Society R. G. K. Lempfert wrote

When a meteorologist surveys his library he can hardly fail to experience a sense of
uneasiness at its ever-increasing bulk. . . . Text books and treatises form only a small
proportion of the books on the shelves. The great majority of them contain nothing
but meteorological data. (p. 91)

More countries were making reliable observations, and the international ex-
change of data increased. The countries that had long collected data increased the
number of weather stations they maintained. There were new ways of gathering
data, notably by airplane and radiosonde. New ways of communicating led to
more data being reported; most important was the use of radios on ships, which
gave forecasters an abundance of observations from a region never before contrib-
uting timely data. There were new reasons for collecting data: for aviation, for

91
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forest-fire control, for automobile travel, for drought amelioration, and for navi-
gation in northern waters (Hughes, 1970, pp. 44, 48, 69, 107).

In the late 1880s the U.S. Census Bureau faced a crisis of a similar sort. The
tabulating and analyzing of the data from the 1880 census was dragging on, to
be finally completed in 1889. It was obvious that the U.S. population was grow-
ing rapidly, and there was demand both for more data from each household and
for more analysis of the data. The need for new methods being urgent, the Cen-
sus Bureau conducted a trial of three new systems. The clear winner was the sys-
tem of card-punching, card-sorting, and card-tabulating machines designed by
Herman Hollerith, and the Census Bureau immediately acquired 56 sorters and
tabulators.

Hollerith’s machines performed well with the 1890 census. The total population
(62,979,766) was announced just 6 weeks after the count began. Although the
complete analysis took almost 7 years and cost almost twice as much as the analy-
sis of the 1880 census, much more was done with the data than ever before. In
1891 Robert P. Porter of the Census Bureau said, ‘‘Because the electrical tabulat-
ing system of Mr. Hollerith permitted easy counting, certain questions were asked
for the first time” (Goldstine, 1972, p. 69). Hollerith’s machines were soon in use
for census purposes all over the Western world, but, with one exception, they were
not used for meteorological data until the 1920s.

The exception was the U.S. Navy Hydrographic Office. In 1838 it had been
directed by the Secretary of the Navy to collect a continuous series of meteoro-
logical observations taken every 3 h day and night. In 1893, when a new director,
C. D. Sigsbee, was appointed, there were more than 3000 observers sending data
to the Hydrographic Office, and the flow of data could no longer be properly pro-
cessed. Sigsbee wrote in the annual report in 1895:

Investigation was made of the system for electrical counting and averaging invented
by Mr. Herman Hollerith for use in the last census of the United States. It was ascer-
tained that this rapid, accurate and economical system could be utilized for the work
of the office. Much study has been given to the question in order to cover possibili-
ties of personal error in filing, handling, and recording, and in order that steps once
taken need not be retraced. Considerable progress has been made, and it is hoped
that the system will soon be in complete operation. (in Bates, 1956, p. 521)

This use of punched cards and tabulating equipment was apparently short-lived:
in 1904 President Theodore Roosevelt signed an order abolishing the Division of
Marine Meteorology of the Hydrographic Office and transferring its records to the
Weather Bureau (Bates, 1956, pp. 519-522).

In about 1920 the Meteorological Office of the British Admiralty began using
punched-card methods to compute summary statistics. In 1922 the Dutch Meteoro-
logical Institute, having borrowed some British card-files, began using punched-
card machines. So did Norway, France, and Germany soon thereafter. In the mid
1920s the Czechoslovakian meteorologist L. W. Pollak designed an inexpensive
punch machine and had one placed in every Czechoslovakian weather station, and
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by 1927 Pollak had used the tabulating machines to produce frequency tables of
barometric pressure. In the late 1930s the weather service of every major Euro-
pean country was analyzing data by means of punched cards (U.S. Department of
the Air Force, Air Weather Service, 1949, p. 1; Conrad and Pollak, 1950, p. 351).

A laggard in this movement was the weather service of the United States, where
the Hollerith method had originated. The U.S. Weather Bureau had considered
acquiring some of Hollerith’s punching and tabulating machines in about 1885
and in 1895 (Austrian, 1982, p. 112; Whitnah, 1961, p. 66), but it was not until
the mid 1930s that the Weather Bureau actually did so. In 1934 a Science Ad-
visory Board recommended a card-punching unit for the central office of the
Weather Bureau, and funds were provided for card-punching by two of President
Franklin Roosevelt’s programs to ameliorate the Depression—by the Civil Works
Administration in 1934 and by the 