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Carbon stored in soils represents the largest terrestrial carbon pool
and factors affecting this will be vital in the understanding of future
atmospheric CO2 concentrations. Through the understanding of
the dynamics of this pool and its component fluxes, accurate model
predictions of future climate changes will be possible. This book
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data consistency and inter-site comparability and thus underpins
a regional and global understanding of soil carbon dynamics. This
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tists interested in many aspects of soil ecology, and biogeochemical
cycles, but also for policy makers, carbon traders and others con-
cerned with the global carbon cycle.
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Preface

Soil has played a major role in human history. The liter-
ature of ancient Middle Eastern, Mediterranean, Chi-
nese and Indian civilizations highlight the importance
given to soil management and soil fertility. John Stein-
beck’s famous novel, Grapes of Wrath (1939), is one
of numerous literary examples describing the depen-
dency of human welfare on soil fertility. Set during
the Great Depression Steinbeck focuses on a poor fam-
ily of tenant farmers driven from their home by the
Dust Bowl, droughts, economic turmoil and changes
in agriculture practices. Despite this historical and lit-
erary context, our scientific understanding of soil and
soil-associated processes, particularly the more biotic
components, has remained limited. It is only in the
last few decades that we have started to understand, in
detail, the complex nature of soil biological communi-
ties and their environment, and soil biota’s functional
significance for ecosystem processes. We are now also
considerably more aware of the role of soils, and soil
biota, in regulating and determining the response of
ecosystems to global environmental change.

Excluding carbonate rocks, soils represent the
largest terrestrial stock of carbon, holding approxi-
mately 1,500 Pg (1015 g) C in the top metre. This is
approximately twice the amount held in the atmosphere
and thrice the amount held in terrestrial vegetation.
Soils, and soil organic carbon in particular, currently
receive much attention in terms of the role they can
play in mitigating the effects of elevated atmospheric
carbon dioxide (CO2) and associated global warming.
Protecting soil carbon stocks and the process of soil car-
bon sequestration, or flux of carbon into the soil, have
become integral parts of managing the global carbon
balance. This has been mainly because many of the fac-
tors affecting the flow of carbon into and out of the soil
are affected directly by land-management practices.

In his book, Communities and Ecosystems. Linking
the Aboveground and Belowground Components, Wardle
(2002) comments on how the majority of environmental

theory appears to be based on synthesizing what above-
ground and aquatic biologists have found, with soil biol-
ogy seemingly having a negligible effect on the devel-
opment of this theory. This could be extended from the
more biotic components highlighted by Wardle to car-
bon balance studies that have, for various reasons, been
focused on studies based around the above-ground parts
of ecosystems. It is not hard to see why! Whereas the
carbon stocks and fluxes of the above-ground compo-
nents can be quantified with relative ease, those of the
below-ground parts cannot. That is not to say, however,
that little is known quantitatively about the processes
taking place within the soil. There is a significant body
of work published by soil scientists over the past sev-
eral decades precisely on this topic. Unfortunately, as so
frequently has happened in biology, this work has been
very much seen as the remit of the more ‘traditional’
soil scientists and little has been done to integrate the
findings within the broader realms of ecosystem and
general carbon balance studies.

Understanding the global circulation of carbon in
the context of climate change is at the vanguard of
European Science Foundation (ESF)’s Strategic Plan
for 2006–2010. In identifying such an aim it was also
recognized that there existed an urgent need to develop
methods of studying and describing soil carbon balance
that are not only empirically robust, but are recognized
as being so. As highlighted in the 2007 Intergovern-
mental Panel for Climate Change (IPCC) report, achiev-
ing an international consensus on carbon balances and
how to include soil carbon in carbon accounting proce-
dures demands that methods of determining, reporting
and verifying changes in soil carbon stocks are scien-
tifically valid. To do this, soil carbon research must
become more coherent, and develop greater linkages
between pure and applied scientists, between mathe-
matical modellers and experimentalists, and between
scientists, economists and policy makers. It was for this
reason that the Standing Committee for Life, Earth and

ix



x Preface

Environmental Sciences (LESC) of ESF established the
Role of Soil in the Terrestrial Carbon Balance (RSTCB)
Programme, and from whose activities and delibera-
tions this book has arisen. The RSTCB Programme was
specifically set up to increase confidence in soil carbon
flux and stock change estimates with the aim to gen-
erate reliable and consistent datasets; to develop a new
generation of models describing soil carbon dynamics;
and, finally, to investigate the effects of perturbation on
soil carbon balance and the potential for mitigation of
carbon emissions.

The increased importance of the issue has led to
an increased number of Ph.D. studies in that area. The
idea to write this book arose while the editors and most
of the authors taught in a Summer School organized
within the RSTCB Programme framework in Septem-
ber 2004, where 28 students, over a period of two weeks,
were trained both theoretically and practically in soil
carbon flux measurements. All students agreed that the
course provided an extremely valuable overview and
stressed the need of an integrated book on methodol-
ogy. Since this need was felt across the whole scientific
community, encouraging North American colleagues to
contribute proved an easy task! Edited by the RSTCB
Programme’s Steering Committee Chair and two col-
leagues very much involved with the Programme, many
of the volume’s authors are internationally recognized
in their respective fields of research. Indeed, many have
been involved in one or more of the recent European and
American networks established on the carbon relations
of terrestrial ecosystems (e.g. Fluxnet, CarboEurope,
Ameriflux, Carbomont).

Soils vary, spanning the range from the carbon
storehouses of the polar and boreal regions to the

arid and semi-arid, desertification-prone soils of the
Mediterranean and tropical zones and from the rich,
intensively farmed soils of the low-countries to the thin,
erosion-prone soil cover of more mountainous regions.
The RSTCB Programme managed to bring together
soil carbon researchers from all these regions to create
a global perspective on the role of soils in the terrestrial
carbon balance; the book highlights the value of such
collaboration providing, for the first time, the essen-
tial standardized protocol for the assessment of soil
CO2 fluxes. Signatories to the Kyoto Protocol, many
of which are economically developing nations, will be
requested to submit national carbon budgets and/or
review their Clean Development Mechanism (CDM)
Sink Projects. Many of the authors whose work is pre-
sented in this volume have direct experience of working
in these countries. It is very much hoped that the vol-
ume and its contents will contribute directly to capacity
building in this field.

Hefin Jones, Member of the Standing Commit-
tee for Life, Earth and Environmental Sciences of the
European Science Foundation
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Maria Francesca Cotrufo (Boulder)
Eric A. Davidson (Falmouth)
Changming Fang (Shanghai)
Annette Freibauer (Braunschweig)
Paul Hanson (Oak Ridge)
Rob Harrison (Seattle)
Phil Ineson (York)
Ivan Janssens (Antwerp)
Dave Johnson (Aberdeen)
Miko U.F. Kirschbaum (Palmerston)
Guy Kirk (Silsoe)
Jens Leifeld (Zürich)
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1 � Soil carbon relations: an overview
Werner L. Kutsch, Michael Bahn and Andreas Heinemeyer

1.1 INTRODUCTION

Soils are localized between base rock, atmosphere and
vegetation, and represent a home for numerous organ-
isms and the place of countless biogeochemical trans-
formation and transfer processes. In addition, soils store
many substances that are essential to maintain human
life and ecosystem processes. Therefore, soils have been
a research focus for more than a century and soil science
has deep connections to ecology, agriculture and nature
conservation.

The most important practical applications of soil
science are diagnostics and maintenance of soil fertil-
ity and, more recently, definition of the role of soils in
the terrestrial carbon balance in the context of increas-
ing atmospheric CO2 concentration and the resulting
greenhouse effect. Carbon stored in soils represents the
largest carbon pool in nearly all terrestrial biomes (Bolin
et al., 2001) and thus it has a huge potential for either
sequestering or releasing carbon into the atmosphere.
Consequently, knowledge of the dynamics of soil carbon
is essential for a better understanding of the terrestrial
carbon balance. However, inter-annual changes in soil
carbon stocks are small compared to the total carbon
stored in soils, and thus determining any changes in soil
carbon stocks by repeated inventories is difficult. On
the other hand, flux measurements also bear inaccura-
cies and uncertainties, confounding attempts to directly
measure and model the CO2 flux from the soil and link-
ing this flux to the underlying processes. There are
considerable challenges in monitoring soil fluxes with-
out disturbing the plant–soil carbon flow. Furthermore,
we must also deal with considerable spatial and temporal
variability inherent to nearly all ecosystems.

The above challenges imply some conceptual and
technical consequences in the methodology of soil

carbon studies. It is the intention of this book to summa-
rize the actual state-of-the-art methods on soil carbon
stock and flux measurements and modelling approaches.
However, the authors intend to provide more than a
‘manual’ for several methods. The goal is a critical
review on the potentials and limitations of different
concepts and underlying methodological approaches as
well as giving guidance on their informational value and
their possible integration. The main aim is, firstly, to
provide a more integrated methodology on soil carbon
stock and flux measurements at different scales and, sec-
ondly, to discuss the relevance of such measurements
within the terrestrial carbon cycle and climate system.

1.2 SOIL CARBON RELATIONS:
A BASIC CONCEPT

In terrestrial ecosystems the source of soil organic car-
bon input is from photosynthesis or net primary pro-
ductivity. Assimilates can be transferred directly to the
roots via the phloem or can be converted to biomass that
might be transferred to the soil via litter (Fig. 1.1). The
‘assimilate-fed’ and the ‘litter-fed’ pathways have also
been named ‘autotrophic’ and ‘heterotrophic’ compo-
nents of soil respiration in many studies. For many con-
cepts and methods related to soil carbon dynamics it is
a prerequisite to distinguish between these components
of soil respiration because they depend on very different
mechanisms determining their response to environmen-
tal conditions.

The autotrophic component can be further sepa-
rated into respiration of the roots sensu stricto and their
mycorrhizal symbionts and the microbiota of the rhizo-
sphere, which depend directly or indirectly on carbo-
hydrate sources from roots or mycorrhiza.

Soil Carbon Dynamics: An Integrated Methodology, eds Werner L. Kutsch, Michael Bahn and Andreas Heinemeyer.
Published by Cambridge University Press. © Cambridge University Press 2009.
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Figure 1.1 Basic concept model of soil carbon dynamics.

In many conceptual (i.e. modelling) approaches
three pools of organic matter are distinguished. The
easily decomposable active soil organic matter and the
more stable slow and passive humic substances, also
often called the recalcitrant pool. These pools receive
fresh organic matter via litter input but also from micro-
bial turnover and other events such as fire. Litter and
the resulting humic substances are decomposed, mainly
by the bulk soil micro-organisms that comprise bacte-
ria, fungi and the soil meso- and macro-fauna, result-
ing in respiration and subsequent soil CO2 efflux and
changes in the chemical composition of soil organic mat-
ter (SOM). This biological activity is the driving force
for the conversion of litter into stable humus and is also
related to bioturbation (e.g. earthworm activity), which
causes both aeration and SOM incorporation into clay
minerals or deeper soil layers. Importantly, this bio-
logical activity, although crucial in determining SOM
turnover and soil carbon storage capacity, is not yet
adequately included in most modelling frameworks.

The above conceptual framework has at least three
weak points: (1) rhizosphere micro-organisms as well as
mycorrhizas do not solely depend on root exudates as
they also break down soil organic matter, even though
most of the energy required for this process is received
via fresh root-derived carbon; (2) the fine-root and myc-
orrhizal compartments are not only respiratory compo-
nents but also feed into the litter pool themselves; and
(3) soil organic matter is a complex mixture of thou-
sands of chemical compounds, each with its own rate

of decomposition depending on the soil microbial and
faunal community, their activity and their potential to
access compounds adhered to or occluded by mineral
surfaces.

Nevertheless, it will be shown later that – despite
these limitations – the two-pathway conceptual model is
a useful tool for many methods and for their integration.

1.3 RESEARCH LINES

Four different lines of research concerning soil carbon
relations have been distinguished in the past: a chemi-
cal, physical, physiological and an ecological line. This
fragmentation had some fatal consequences: in 1961
Domsch remarked that the research on soil respira-
tion had a ‘borderland character’ being located between
soil science, hygiene, meteorology, microbiology, agri-
cultural chemistry, ecology, horticulture, forestry, bio-
chemistry and phytopathology. He concluded that this
led (and still leads) to the consequence that new infor-
mation was often isolated in one scientific community
and did not spread through the whole facet of disci-
plines. The result was a number of ‘quaint rediscover-
ies’ throughout the years that can still be found even in
very recent publications.

1.3.1 Soil chemistry

The chemical line concentrates on the chemical char-
acterization of soil organic matter and the result-
ing decomposition rates. Chemical properties and the
amount of soil organic matter determine the basic struc-
ture and function of an ecosystem.

The chemical properties, often called the ‘quality’
of SOM, play an important role in the regulation of
microbial activity. In addition to basic chemical proper-
ties such as pH values, element concentrations as well as
element ratios (e.g. C:N), ratios of substrate groups (e.g.
cellulose to lignin), or between substrate groups and
elements (e.g. lignin to N) are usually used to deter-
mine organic matter quality (e.g. Vance and Chapin,
2001). Ågren and Bosatta (1996) called the litter quality
‘the bridge between plant and soil’. Numerous tech-
niques that have been developed during the past decades
promise deeper insights into the chemistry and dynam-
ics of soil organic matter (Kögel-Knabner et al., 2008).

However, determining changes in the amount of
soil organic matter over time is challenging because
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it means detecting a small change in a large num-
ber. Therefore, most of the studies using this method
have been, and indeed should be, conducted at long-
term experimental sites (Jenkinson and Johnston, 1977;
Körschgens, 1996; Huggins et al., 1998) that are merged
in regional or global networks (Smith et al., 1996;
Powlson et al., 1998; www.rothamsted.bbsrc.ac.uk/
aen/somnet).

The potential for directly detecting short-term
changes through repeated soil sampling was recently
examined in several studies (Conant et al., 2003; Conen
et al., 2003; Smith, 2004). The minimum time reso-
lution of this approach depends on the spatial hetero-
geneity of a system in relation to the number of samples
and the magnitude of change. Most of the studies con-
clude that changes in the amount of soil organic matter
expected as a result of climate or land-use change cannot
be detected statistically significantly within less than a
decade.

1.3.2 Physical mechanisms

The second line centres on the physical mechanisms that
drive the mass flow of CO2 from the soil to its boundary
layer with the atmosphere. It is affected by an old dis-
pute about the driving force of this mass flow. From the
first systematic measurements, Romell (1922) drew the
conclusion that the diffusion along a CO2 gradient was
the main driving force of soil CO2 efflux. Nevertheless,
other authors suggested additional meteorological and
hydrological factors that were summarized by Albertsen
(1977):

� temperature-induced differences in density and dif-
fusivity between ground air and atmosphere

� barometric pressure changes
� displacement of ground air by the percolation of water

(rain, irrigation)
� changes in the groundwater table
� solution and transport of gases in the sewage water
� pressure changes induced by vertical wind.

Although these factors can play a distinct role in certain
situations, most authors rate diffusion as the most rel-
evant factor (van Bavel, 1951, 1952). Therefore, many
studies have focused on the physical parameters that
influence the diffusivity of CO2 through soils, such as
porosity, texture and water content.

Nevertheless, the additional factors and their con-
tribution to driving soil CO2 efflux have been re-
analyzed several times since new and more accurate
measuring instruments for pressure and wind speed
became available. From several studies it became evi-
dent that turbulent transport can indeed play an impor-
tant role (Kimball and Lemon, 1971; Kutsch, 1996;
Fang and Moncrieff, 1999; Moncrieff and Fang, 1999;
Kutsch et al., 2001a; Takle et al., 2004; Flechard et al.,
2007). However, a systematic study about the influence
of wind-induced turbulence on soil CO2 efflux is still
missing.

1.3.3 The physiological research line

Beyond flux component analysis as depicted in Fig. 1.1
and discussed above, the basic goal of the physiologi-
cal research line is to understand the eco-physiological
performance of soil biota. Since most of the soil CO2

originates from respiratory processes by plant roots and
soil organisms, the physiological research line analyzes
how these processes are influenced by climate, structure
and activity of the microbial biomass, roots and myc-
orrhiza, as well as trophic interactions in the soil food
web and the physico-chemical properties of the soil.
This research comprises soil microbiology, zoology, the
physiology of roots and mycorrhizas, and rhizosphere
processes.

The physiological work on bulk soil micro-
organisms is usually done with soil samples in the
laboratory. This enables researchers to isolate single
processes or factors, e.g. by keeping all other factors
constant. The basic information about the reaction of
soil biota to short-term changes in temperature and
moisture as well as the influence of pH, oxygen and
nutrients were obtained as early as the second half of
the nineteenth century (Wollny, 1880; van Suchtelen,
1910; Stoklasa and Ernest, 1922). In later studies the
properties of the micro-biota in soils were also used
as a measure of soil quality or soil integrity when
environmental problems had to be evaluated, such as
acidification (Bewley and Stotzky, 1983; Lohm et al.,
1984; Mai and Fiedler, 1988), pesticides (Chopra and
Magu, 1985), heavy metals (Wilke, 1988) or dioxins and
polychlorinated biphenyls (PCBs) (Arthur and Frea,
1988).

Another branch of the physiological line specifi-
cally analyzes the regulation of ‘autotrophic respiration’,
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going back at least to the third decade of the twenti-
eth century (Eidmann, 1943). Estimates of autotrophic
respiration have been reported to comprise between
5% and 90% of total soil respiration, most studies
give values between 40% and 70% (Hanson et al.,
2000; Bond-Lamberty et al., 2004; Subke et al., 2006),
although collar insertion might have affected these pro-
portions (Heinemeyer et al., 2011a). Two groups of
approaches have been used to determine the propor-
tion of autotrophic respiration. The first group consists
of approaches that work with exclusion or down-
regulation of root respiration and comparing soil res-
piration in areas with and without root activity. In agri-
cultural ecosystems this can be done easily by keeping
parts of a crop field bare. In forest ecosystems roots can
be excluded by ‘trenching’ small soil areas (Epron et al.,
1999) or root activity can be ceased by ‘girdling’ groups
of trees (Högberg et al., 2001). Grasslands may be the
most difficult systems to apply trenching methods to as
the disturbance induced by the use of chamber tech-
niques in the dense canopy is high and the required
clipping can considerably change the soil environment.

The other (far less intrusive) group of approaches
uses isotopes of the element carbon – either in the
form of the radioactive 14C or the stable 13C. Isotopic
approaches rely on artificial enrichment or natural bio-
chemical fractionation that occurs in the pathway from
air to plant and soil, and can apply mixing models for
separating source components.

Like all respiration processes autotrophic respira-
tion is influenced by temperature and moisture. How-
ever, because it utilizes plant assimilates as substrate, it
also depends on net primary productivity and carbon
partitioning in the plants and as such might be less tem-
perature dependent than soil microbial respiration (e.g.
Heinemeyer et al., 2007). In addition, root respiration
sensu stricto is affected by root nitrogen concentration
(Burton et al., 1998; Bahn et al., 2006). Also species,
root diameter and seasonal dynamics play a distinct
role. Lambers et al. (1991) related root respiration to
the three basic functions: growth, maintenance and ion
uptake. The latter can account for up to one quarter of
root respiration.

More recently, new approaches have drawn atten-
tion to the regulation of mycorrhizal respiration
(Heinemeyer et al., 2006, 2007, 2011b; Moyano et al.,
2007), since more than one third of the respiratory
energy requirement of roots can be due to mycorrhizas
(Lambers et al., 1998). These studies, using mesh bags

that enable the mycelium to grow into a soil column
but exclude roots, showed that mycorrhizal respiration
depends more on the supply of photosynthates than
on temperature. However, more data and improved
techniques are needed, avoiding artefacts such as soil
moisture changes and the need to assess the potential
of any changes in heterotrophic respiration due to the
exclusion of roots and mycorrhizas (e.g. ‘Gadgil effect’,
Gadgil and Gadgil, 1971), litter input, and the decom-
position of cut root fragments.

In the ecological research line the soil carbon rela-
tions are understood as a part of the ecosystem matter
cycling. Soil organic matter plays an important role in
determining the structure and function of ecosystems,
e.g. by storage as well as the interaction of carbon and
nutrient cycles (Odum, 1969).

1.3.4 The ecological research line

In this context a flux-based approach has become widely
adopted, focusing on field measurements of soil CO2

efflux. The definition of the term ‘soil respiration’ as
CO2 evolution from the soil surface, and the beginning
of field studies, dates back more than 80 years. It was
the Swedish scientist Henrik Lundegårdh (1924, 1927)
who started first measurements with a method that we
would call ‘static closed chamber’ today. It is remark-
able that Lundegårdh’s work on soil respiration was
part of his more integrative studies on carbon cycling
in agricultural ecosystems that he summarized 1924 in
a book called Der Kreislauf der Kohlensäure in der Natur
(the cycling of carbonic acid in nature). This tells us
that field measurements of soil respiration were part
of an ecosystem approach right from their early begin-
nings, about a decade before the term ‘ecosystem’ itself
was defined by Tansley in 1935. A lot of later stud-
ies combined basic and applied aspects: focusing on
either the analysis of the major factors driving soil res-
piration and the accumulation or loss of soil organic
matter, or on defining indicators of soil fertility, health,
integrity or sustainability (Haber, 1958; Walterscheidt,
1960; Edwards and Sollins, 1973; Singh and Gupta,
1977; Trumbore, 2006).

More recently soil carbon relations became a cen-
tral part of the research on climate change. Since the
1970s it became more and more evident that anthro-
pogenic emissions of CO2 result in an increase of the
natural greenhouse effect of atmospheric trace gases and
hence to an increase of the earth’s surface temperature
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(IPCC, 2001). In view of the large size of global terres-
trial soil carbon stocks and a general temperature sensi-
tivity of biological and biochemical processes, there has
been increasing recognition of the potential role of soils
for the terrestrial carbon cycle in a globally changing
environment. In this context, a number of important
questions have recently become issues of debate.

� How do temperature and precipitation changes affect
the mineralization of soil organic matter? Will soil
respiration increase significantly with rising temper-
atures or will acclimation processes occur?

� How much atmospheric CO2 can be sequestered for
how long in soil organic matter and in which ecosys-
tems? Conversely, which ecosystems might poten-
tially release large amounts of soil carbon?

� Will increased net primary production, due to anthro-
pogenic CO2 and nitrogen fertilization effects, lead to
increased litter production and hence increased soil
carbon storage?

The answers to these questions require a deep knowl-
edge on the regulation of soil carbon fluxes and its
underlying processes. Soil temperature and soil mois-
ture were often defined as primary factors driving the
mineralization of soil organic matter. In most cases they
explain a high proportion of (short-term) temporal vari-
ations in soil respiration at one distinct site. However,
the individual components of the measured soil CO2

efflux (e.g. root-derived respiration) might respond dif-
ferently to environmental change (Staddon et al., 2002).

1.4 CURRENT CHALLENGES

As simple as measuring soil CO2 efflux or determining
the soil carbon stocks of a site might appear, this basic
research on soil carbon dynamics provides many chal-
lenges. In contrast to above-ground carbon relations,
the world of soil carbon turnover and decomposition is
covered within the ‘hidden half’ of terrestrial ecosys-
tems. It involves literally thousands of species of soil
organisms, ranging from the metre or centimetre to less
than micrometre scale.

It is surprising how little we know globally about
those biological components that drive turnover rates
of litter and organic matter. Many of the decomposer
bacteria, for example, are still unknown, but their role
is important in aerobic, and even more so in anaerobic,
decomposition. We are not yet able to name most of
them at species level or to group them into functional

types as is commonly done when modelling plant carbon
dynamics at the larger scales. About another important
group, the soil fungi, we do not yet fully understand
their life cycles, environmental responses or specific
role in the carbon cycle. Only recently, the advance
of molecular techniques enabled us to realize the level
of complexity of processes involved in the decompo-
sition of organic matter, and the combination of these
novel molecular techniques with stable isotope probing
will hopefully improve our understanding in the near
future.

In addition, the activity of below-ground decom-
poser organisms is influenced by many factors such
as soil nutrient levels (e.g. N status), the amount and
chemical quality of litter and soil organic matter, soil
texture and porosity, pH value, input via litterfall and
root turnover, root biomass and root activity. Also past
and recent disturbances, such as fire or erosion as well
as ploughing, agro chemicals or acid deposition, can
affect the soil carbon turnover substantially. Therefore,
site inter-comparisons even for the same soil type are
difficult to interpret.

Moreover, our basic ability to adequately sepa-
rate autotrophic and heterotrophic flux components (see
Fig. 1.1) and their respective responses to environmen-
tal changes is still limited. However, the proper link
between above- and below-ground carbon flow in the
plant–soil carbon flux continuum needs to be estab-
lished, as can be seen in the continued debate on the
existence and role of ‘soil priming’, a process which
may alter turnover of older organic put soil priming
into matter as a result of fresh plant-derived soil car-
bon input. Finally, all these novel aspects need to be
considered by the modelling community, for which the
incorporation of basic soil biology still seems a major
obstacle.

In the following description of the main book sec-
tions we will try to highlight the most important issues
regarding soil carbon fluxes. The book chapters aim
not only to outline the most important approaches but
also to highlight cutting-edge methodologies and future
directions of research.

1.4.1 Experimental design of flux measurements
and stock taking: limitations at the plot scale

Soil respiration measurements in the field are one of
the most difficult among the ecosystem flux measure-
ments. So far, no single method has been established as



6 W. L. KUTSCH et al.

standard but comparisons, which give important indica-
tions on their accuracy, have been performed (Janssens
et al., 2000; Pumpanen et al., 2004; Butnor et al., 2005).
Notably, all methods can affect the object being mea-
sured by disturbing the biochemical processes involved
in CO2 production, the physical properties influencing
CO2 movement towards the soil surface or by chang-
ing the environmental conditions in the soil. In addition,
although collar insertion assures a good chamber-to-soil
seal, at the same time it cuts through parts of the surface
rooting zone, causing in effect a miniature trenching
effect (Heinemeyer et al., 2011a).

Furthermore, it is important to unravel the sources
of variability observed in soil CO2 efflux and to distin-
guish spatial and temporal variations for both biotic
and abiotic factors (e.g. ‘hot spots’ of decomposi-
tion). Whereas biotic variations can occur at microme-
tre scales, abiotic variability is predominantly at much
larger scales (e.g. throughfall patters). In this context,
the relation of high frequency (i.e. capturing diurnal
response times and correlations) versus infrequent mea-
surements (capturing spatial resolution) might specifi-
cally need to be addressed.

Chapters 2 (Pumpanen et al.) and 3 (Subke et al.) of
this book summarize the challenges in chamber design,
experimental setup and scaling up from sparse and
infrequent measurements to the level of, for example,
catchment, region, or even continental or global scales
bearing a considerable degree of uncertainty. The two
chapters conclude with a step-wise guide to experimen-
tal planning and hypotheses testing with a particular
emphasis on including consideration of pre-treatment
periods and how to adequately address spatial variabil-
ity and to up-scale point results within a geographical
information systems (GIS) framework. Chapter 3 also
includes a specific introduction to addressing sampling
strategies and spatial autocorrelation with the use of
a simple semivariogram as part of an initial site sur-
vey with consideration of budget and manpower con-
straints. This chapter aims to offer the basis for sound
statistical design leading to meaningful data and their
adequate interpretation.

International environmental policy programmes
(e.g. the United Nations Framework Convention on
Climate Change; http://unfccc.int/kyoto_protocol/
items/2830.php) are increasingly requiring assessment
of the soil carbon sink or source potential, and more
accurate net soil carbon balance measurements. As such,
a full carbon balance often also needs to consider many

rather difficult components such as dissolved organic
carbon (DOC) fluxes or effects of fire.

Chapter 4 (Rodeghiero et al.) focuses on organic
soil carbon stocks and the associated measurement tech-
niques and starts with an overview of global datasets
on soil carbon stocks across biomes and a schematic
soil carbon cycle also considering hypothetical rela-
tionships between soil carbon stocks and environmen-
tal change (i.e. temperature, elevated CO2 and nitro-
gen). Like flux measurements, the repeated inventory
approach to determine soil carbon changes over time has
considerable simplifications and uncertainties. Notably,
it requires a consistent sampling design and analytical
approach between inventories to allow meaningful com-
parison and detect changes in soil carbon stocks with
sufficient precision. In particular, soil sampling proce-
dure, measurements of soil bulk density and conversion
factors of soil organic matter (SOM) to soil organic
carbon (SOC) are highlighted as a source of significant
error in SOC stocks and their estimated changes, in par-
ticular in organic soils. Issues of a strict protocol, soil
sampling by horizon or depth increments, excavation
pits, required sample number and sampling time inter-
val in relation to the minimum detectable difference
are all discussed in Chapter 4. The chapter considers
and compares all of the major methods of analyzing
soil for organic carbon and points out their individual
advantages and shortfalls (e.g. SOM conversion fac-
tors). Importantly, this chapter also offers a simple flow
chart for soil analysis for selecting an appropriate soil
carbon analysis.

1.4.2 Litter and soil organic matter: a
meaningful separation and characterization
of carbon pools

The second section (Chapters 5, Cotrufo et al., and 6,
Denef et al.) discusses a large number of techniques
that have been developed for the characterization of lit-
ter and SOM, the non-living organic material within
the soil matrix, and cautiously addresses how to inter-
pret the results in a meaningful way, also using sta-
ble isotope techniques. This work is intended to gain
insight in the stabilization and destabilization mecha-
nisms that underlie SOM dynamics in the short and long
term.

Chapter 6 (Denef et al.) shows that a suite of tech-
niques combining physical or chemical fractionation,
analytical pyrolysis or nuclear magnetic resonance
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(NMR) for biochemical characterization, and isotopic
analysis techniques for an assessment of dynamics, is
necessary for an exhaustive examination of the nature
and dynamics of SOM. These developing techniques
will hopefully deliver some of the data needed for an
increased process understanding of long-term soil car-
bon storage and the evaluation of the commonly used
model parameters of SOM decomposition. However,
there are some clear limitations in most studies in under-
standing long-term carbon storage as the nature of sam-
pling destroys, to some degree, the structures to be
investigated.

Soil organic matter fractionation approaches gen-
erally provide useful measures of SOM stability (e.g.
age and turnover times) and microbial functioning,
yet methodologies and protocols need to be devel-
oped further. For example, in contrast to the common
assumption that clay content is the most important
determinant of SOC storage, in many soils, the type
of organo-mineral complex appears to be even more
important (Koch et al., 1988; Bardgett and Saggar,
1994; Torn et al., 2002). There is a clear mandate
for studying the composition and stability of phys-
ical SOM fractions in different soil types and envi-
ronments following recently standardized fractionation
procedures.

Litter decomposition is a crucial step in determin-
ing SOC accumulation and changes over time. Overall
litter chemistry and nutrient levels, climate and soil biol-
ogy control the processes involved in litter incorporation
into SOM and eventually its turnover into CO2, H2O or
CH4 and other fermentation products (Kögel-Knabner
et al., 2008). However, despite a large number of stud-
ies, general conclusions are still difficult to draw and, as
recently underlined by Prescott et al. (2004), ‘many of
the well-known facts about litter decomposition need
to be revised’. Chapter 5 (Cotrufo et al.) outlines the
current state of knowledge on litter decomposition pro-
cesses and identifies avenues of future research. Future
research is needed where theoretical and experimen-
tal work are designed and executed in coordination, to
measure ‘true’ processes and to model measurable pools
and fluxes.

Litter quality cannot be described by a universally
accepted index and is mainly based on defining known
recalcitrant litter fractions (e.g. lignin, tannins, phe-
nolic compounds etc.). There are novel and promis-
ing non-destructive techniques (such as mid-infrared
(MIR), near-infrared (NIR) and diffuse reflectance

infrared Fourier-transform (DRIFT) spectroscopy),
which could make important contributions to rapidly
assess litter or SOM quantity and quality and directly
relate quality to dynamics and microbial functioning.
Although microbes are able to degrade virtually all
biological compounds, differences exist between fun-
gal and bacterial communities and their decomposi-
tion potential, mostly relating to litter type and soil
chemistry.

A good understanding of the feedback and inter-
actions between the characteristics of litter and SOM
and the biological activity is still limited. Therefore, the
next two sections focus on biotic soil activities, starting
with two chapters on methods for partitioning
autotrophic versus heterotrophic respiration and two
further chapters focusing in more detail on microbial
communities and soil food webs, respectively.

1.4.3 Measuring autotrophic versus
heterotrophic fluxes: available methods
and their meaning

It has been widely acknowledged that we need an
increased understanding of how autotrophic and het-
erotrophic flux components vary over time and with cli-
mate. In particular, as root-derived carbon fluxes might
lead to additional SOM turnover or ‘soil priming’. The
research focus has recently shifted to the role of mycor-
rhizal fungi in plant–soil carbon supply and implications
for SOM turnover.

Chapters 7 (Moyano et al.) and 8 (Epron) provide
an in-depth overview of the current understanding and
the available techniques for partitioning autotrophic and
heterotrophic respiration. Chapter 7 describes in detail
physiological approaches to assessing the respiration
of roots and the mycorrhizosphere, whereas Chapter
8 focuses on gap, trenching, girdling and clipping tech-
niques in order to assess root-derived respiration.

Integrating the results of these different approaches
is difficult. One reason is that mycorrhizal fungi are usu-
ally included in the autotrophic flux component. Conse-
quently, root respiration sensu stricto has been overesti-
mated when derived from girdling or trenching without
further partitioning (Pendall et al., 2004). When using
lab-based respiration rates of excised (mycorrhizal-
deprived) roots, the ignored extra-radical mycelium
(ERM) respiration component might explain why
scaled-up respiration measurements show low estimates
of autotrophic respiration when compared to girdling
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(Högberg et al., 2001) or trenching experiments, which
include the ERM component (Simard et al., 1997;
Högberg et al., 2002). In addition, it is important to
note that trenching and girdling changes the presence
and activity of biota in soils (Schulze et al., 2005) not
least because of changed carbon and litter inputs.

A major demand for the field ecologist is to enable
continuous and high-frequency measurements of soil
or soil-component respiration in order to capture the
highly variable contribution of the autotrophic car-
bon flux components. A combination of mesh collars
with isotope tracer studies within the footprint of an
eddy covariance system will deliver simultaneous data
of canopy photosynthesis and plant carbon allocation
to the rhizosphere, and seems a most promising way
forward to increase our understanding of the soil CO2

flux components, the contribution changes over time,
their environmental responses and impacts on SOM
decomposition.

1.4.4 Soil microbes, soil fauna and trophic
interactions: describing communities, their
functions and activity

In general, the knowledge about microbial activity
in soils under field conditions and its adjustment to
changing environmental constraints is small (Vance and
Chapin, 2001; Kögel-Knabner et al., 2008). This has
methodological reasons, because many microbiological
analyses cannot be conducted in situ and field mea-
surements of soil respiration are very seldom directly
connected with microbiological analyses in the labora-
tory. In addition, it has been impossible until recently
to analyze the species spectra of soil microbial com-
munities, their micro-habitats and their position in
the soil carbon cycle (Ekschmitt et al., 2008). Micro-
bial eco-physiology preferred to work with functional
groups or with the characterization of whole soil micro-
bial biomass by applying metabolic quotients (Paul and
Clark, 1989; Anderson and Domsch, 1990; Ritz et al.,
1994; Alef and Nannipieri, 1995). Measurements such
as microbial biomass, basal respiration or the metabolic
quotient (qCO2) can reveal valuable information about
the capacity of a microbial community to mineralize
soil organic matter, but they can never be used directly
for estimating carbon fluxes in the field because this
capacity is mediated by the variations of environmen-
tal factors, such as soil temperature or moisture and

changes in soil chemical properties, but also by tem-
poral changes in root-derived carbon supply, in effect
‘fuelling’ decomposition.

An exciting new branch of microbiological research
has developed very rapidly during the past years.
New molecular technologies reveal deeper insights into
microbial community dynamics and the way they inter-
act with element cycles for the first time (Nannipieri
et al., 2003). It will be interesting to see how these
novel approaches can be integrated into quantitative soil
carbon studies. In particular, evolving stable-isotope
probing (SIP) techniques (Manefield et al., 2002) will
enable fast insights in this area. Chapter 9 (Kutsch
et al.) introduces traditional and novel approaches in soil
microbiology.

Trophic interactions and the principal ways by
which they influence soil carbon fluxes are a frequently
overlooked issue. Above- and below-ground herbivory
has various impacts on soil carbon dynamics while soil
fauna plays a key role in organic matter decomposition,
either directly via the consumption of litter, or indi-
rectly via feeding on saprotrophs or the movement of
organic matter. Numerous experiments have shown that
the presence of a range of different soil fauna, includ-
ing collembolas, mites, enchytraeids, isopods and earth-
worms, typically increase rates of mass loss and carbon
mineralization. However, as often as the mediation of
decomposition by animals has been shown qualitatively,
it is extremely difficult to determine its relative impor-
tance because many mechanisms typically occur simul-
taneously. Notably, Chapter 10 (Ayres et al.) gives an
introduction to the main trophic interactions in soils
and emphasizes important relationships between biodi-
versity and ecosystem function, particularly in relation
to soil carbon cycling.

1.4.5 Temperature sensitivity and acclimation:
application and shortfalls of different concepts

The influence of soil temperature on soil respiration or
decomposition is a cross-section topic that is related to
almost every chapter in this book. It is an actual chal-
lenge because our understanding of temperature effects
on soil carbon turnover has a huge impact on the predic-
tion of the global carbon cycle under future climate (Cox
et al., 2000). Early studies predicted a feedback cycle
where increasing CO2 concentration in the atmosphere
caused increasing temperature, which itself led to higher
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soil respiration rates and, consequently, an accelerated
increase in atmospheric CO2. Later studies doubted the
realism of such a positive ‘runaway’ feedback cycle for
three reasons: (1) physiological acclimation and commu-
nity adjustment decrease carbon mineralization rates;
(2) in the long run the mineralization of soil organic
matter is driven by substrate input and should develop
a relatively temperature-independent equilibrium; (3)
parts of the new input via the litter pathway are stable
and, thus, are transferred to the ‘protected’, more sta-
ble, soil carbon pools (Liski and Westman, 1997; Liski
et al., 1999; Thornley and Cannell, 2001). The third
reason could even result in an increase of soil organic
matter, when litter production is increased due to higher
atmospheric CO2 (see Chapter 4 Rhodeghiero et al).

One crucial question in the current debate in this
field is: how does the older and chemically more resis-
tant SOM pool (or recalcitrant SOM) behave under the
conditions of climate change? The answer is important
to interpret recent findings from soil-warming exper-
iments, which often show a transient response of soil
respiration to a temperature increase (McHale et al.,
1998; Luo et al., 2001; Melillo et al., 2002; Eliasson
et al., 2005). Using another approach, Christensen et al.
(1996) found that the response of soil respiration to
temperature decreases with increasing soil depth. All
these findings lead to the hypothesis that the recalci-
trant SOM mineralization either adjusts to the tem-
perature or is generally less temperature sensitive. In
contrast, an alternative interpretation suggests that the
observed, apparent adjustment is in fact the result of a
depletion of the labile carbon pools following a transient
stimulation of mineralization rates by increasing tem-
perature (Kirschbaum, 2004; Eliasson et al., 2005). This
was confirmed by recent laboratory incubations of soil
samples indicating that the decomposition of the recal-
citrant SOM pool may be as sensitive to temperature as
that of the labile one (Fang et al., 2005b). From a model
study Knorr et al. (2005a) concluded that it is even
more temperature sensitive, a conclusion that caused an
intense debate (Fang et al., 2005a; Knorr et al., 2005b;
Reichstein et al., 2005). Davidson and Janssens (2006)
and Davidson et al. (2006) have shown theoretically that
substrate quality and temporal and spatial differences in
substrate availability contribute to the large variability
in temperature sensitivity (i.e. Q10) observed in nature.
Q10 is the factor by which respiration is multiplied when
temperature increases by 10 ◦C (van ’t Hoff, 1898).

Davidson et al. (2006) suggest including substrate
turnover via Michaelis–Menten kinetics into the mathe-
matical description of decomposition and heterotrophic
soil respiration. A more recent concept is the Q10-q

in which Contant et al. (2008) derived a novel
approach that accounts for changes in soil organic
matter quality during decomposition as more resis-
tant soil carbon seem to have a higher Q10 than labile
compounds.

As interesting and straightforward this debate has
been, it is characterized by a complete lack of a biolog-
ical component. Kutsch and Kappen (1997) and Luo
et al. (2001) already proposed that the seasonal differ-
ences in short-term temperature sensitivity reflect an
adjustment of the soil microflora to temperature and
moisture history. This can be the result of both: changes
in the physiology of particular species and of changes
of species composition. Temperature adjustment of the
biotic components is discussed in Chapters 7 (Moyano
et al.) and 9 (Kutsch et al.).

The current debate around temperature sensitivity
of soil respiration shows that the drivers of soil carbon
fluxes are still not completely unravelled. Since there
is evidence that soil temperature and moisture as pri-
mary factors cannot explain most differences between
sites (Raich and Schlesinger, 1992; Giardina and Ryan,
2000; Janssens et al., 2001), it remains a challenge to
integrate soil chemical and biological methods because
the linkage between the bio-physico-chemical quality of
SOM and the temperature response of SOM turnover
remains poorly understood, or even elusive, especially as
fractionation methods have seldom been directly linked
to microbial functioning and resulting SOM dynam-
ics. The combination of stable-isotope probing (SIP) of
nucleic acids (DNA and rRNA) with promising non-
destructive techniques (such as MIR, NIR and DRIFT
spectroscopy) could make important contributions to
rapidly assess SOM quantity and quality, and directly
relate SOM quality to SOM dynamics and microbial
functioning.

1.4.6 Modelling soil carbon dynamics: current
and future model validation and structures

Chapters 11 (Reichstein and Janssens) and 12 (Fal-
loon and Smith) give an overview over the current
state of modelling soil carbon cycling. Whereas Chapter
11 focuses on carbon fluxes, Chapter 12 considers the
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long-term SOM turnover. Ultimately the two are inter-
linked but each deserves its own consideration.

Modelling soil respiration in contrast to above-
ground processes has certain key challenges:

� what is the functional unit?
� what are the biochemical processes involved?
� what do we know about the key contributing species?

The answers to all of those are clearly ‘very much
unknown at present’, mainly as soil is very heteroge-
neous without a single functional unit. Instead a largely
unknown number of organisms and enzymes are decom-
posing a large variety of chemical substances. Con-
sequently, modelling approaches are mostly substrate
orientated (Wallman et al., 2004).

A major drawback of most soil respiration models
is that they see the soil as a homogeneous structure,
whereas in fact the soil is a horizontally and vertically
very heterogeneous system. For example, animal activ-
ity concentrates in the most suitable areas and as such
the average soil environment might not reflect the over-
all activity. Also ‘memory effects’ are commonly over-
looked as site history might explain soil respiration rates
over many decades or even centuries. Chapter 11 out-
lines several dominant temporal scales of factors and
processes influencing soil respiration, and points out
several issues with comparing laboratory versus field
studies (e.g. disturbance effect and limited root-derived
carbon supply). Another major issue is the influence
of net primary productivity (NPP) on soil respiration
(Nadelhoffer and Raich, 1992; Raich and Tufekciogul,
2000; Janssens et al., 2001). To include NPP into algo-
rithms modelling soil respiration will be a key future
challenge and, as shown by Reichstein et al. (2003)
and as evident from field studies (Heinemeyer et al.,
2011b), it is possible and necessary to separate climatic
and biological effects on soil respiration. However, other
factors, such as soil acidity, oxygen and nutrient avail-
ability, have also received inadequate attention although
they seem to be crucial in determining long-term carbon
accumulation, particularly in peatlands.

Mechanistic models tend to also include specific
decomposition rates of assumed SOM fractions, which
are then modified based on environmental factors such
as temperature and moisture leading to humification and
formation of recalcitrant SOM according to Akselsson
et al. (2005). However, a major shortfall of these mod-
els is that crucial biological processes (e.g. priming or

microbial growth dynamics) are not explicitly consid-
ered, and no direct link (other than litter fall) from
assimilation to below-ground processes is provided. As
such the models reflect the state-of-the-art in science
as discussed in the former section. Consequently the
parameterization is very uncertain and the ‘right num-
ber’ might be a result for ‘the wrong reasons’. The
chapter finishes with an overview of how to address
the problem of different scales and emphasizes that any
direct comparisons should only be performed at corre-
sponding levels.

Modelling frameworks of decomposition have sim-
ilar aims to the above, they are used to better under-
stand processes, extrapolate or interpolate experimen-
tal results in time, space and to different environmental
conditions or to investigate scenarios that are beyond
the realm of experimental work; this resulted in many
different SOM modelling approaches. SOMNET con-
tains over 30 current operational multi-compartment,
process-based SOM models (http://www.rothamsted.
bbsrc.ac.uk/aen/somnet/). Chapter 12 focuses on two
of the most widely used SOM models, RothC and
CENTURY, and provides detailed case studies of
model formulation, development and application. How-
ever, in so far as these models only model SOM
turnover, it does not include root-derived respiration
and as such makes comparison to, or model validation
with, field flux data impossible (Luckai and Larocque,
2002).

So far, the differences between the central SOM
decomposition modules in compartmental SOM mod-
els are generally small and may give similar results when
driven with equivalent input data (Smith et al., 1997;
Falloon and Smith, 2002). Another challenge is that in
nature soils grow as cohorts (see McGill, 1996; i.e. new
leaf litter fall). This characterizes peatlands, containing
the largest global soil carbon stocks, and a major ques-
tion remains how non-cohort-based models can actually
be used to model peatland SOM dynamics Heinemeyer
et al. 2010. This also includes model descriptions of the
soil water balance, which mostly does not allow for water
table movement up to the surface but rather allocating
surplus water to runoff. However, these still in many
ways limited SOM models are increasingly being used
by policy makers at the national, regional or global scale,
for example in the post-Kyoto Protocol. Consequently,
the chapter also provides an overview of related model
weaknesses, including root distribution, soil layering,
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bioturbation by meso-fauna and macroorganisms (i.e.
earthworms), dissolved organic carbon and deep soil
processes. Overall, there is also a clear need to pay more
attention to chemical effects (e.g. pH effects on soil car-
bon turnover in CENTURY) and to further develop
biologically focused, food web-based models of soil res-
piration (Hunt, 1977; Hunt et al., 1977).

1.4.7 The role of soils in a changing climate:
towards a better understanding of the role of
soils in the greenhouse gas budget

Chapter 13 (Smith et al.) places the role of soil car-
bon research and modelling in the broader context of
the Kyoto framework. The Kyoto Protocol allows car-
bon emissions to be offset by demonstrable removal of
carbon from the atmosphere. Thus, land-use or land-
management change including improved management
of agricultural soils and forestry activities that are shown
to reduce atmospheric CO2 levels can be included in the
Kyoto emission reduction targets. For soil carbon sinks,
the best options are to increase carbon stocks in soils that
have been depleted in carbon in the past, i.e. agricultural
soils and degraded soils.

1.5 SUMMARY

The book is concluded by a synthesis (Chapter 14, Bahn
et al.) and a common protocol (Chapter 15, Bahn et al.)
that aims to reduce the uncertainty within and across
sites by measuring in a comparable way, avoiding mea-
surement bias or artefacts and covering the annual range
of environmental conditions prevailing at a site. The
protocol lists the minimum requirements of supple-
mental parameters to be measured, which are necessary
to ensure a proper inter-comparison of sites and an up-
scaling of the data.

Soil carbon relations have become an issue of
increasing importance for the interpretation of mon-
itored ecosystem fluxes and the prediction of future
developments, and no integrated publication on the
state of the art of this rapidly developing field is cur-
rently available. In this context, the editors and the
authors hope to provide a useful book to their readership
that compiles both actual concepts and state-of-the-art
method descriptions.

The increased importance of the issue, which has
led to an increased number of Ph.D. studies in the

area, and the fact that some of us have worked and
taught in developing countries motivated us to write
this book. Many of the countries that have signed the
Kyoto Protocol and have to submit national carbon bud-
gets or to review clean development mechanism (CDM)
sink projects in future do not have the local capacity to
conduct in-depth studies on soil carbon dynamics. We
believe that our book can contribute to capacity building
in this field, which we feel will be an ongoing process
over many decades to come.
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Menge und die Bedeutung des Kohlendioxyds im
Boden. Zentralblatt fuer Bakteriologie, Mikrobiologie und
Parasitenkunde Abt II, 14, 732–6.

Subke, J. A., Inglima, I. and Cotrufo, M. F. (2006) Trends
and methodological impacts in soil CO2 efflux
partitioning: a meta-analytical review. Global Change
Biology, 12, 921–43.

Takle, E. S., Massman, W. J., Brandle, J. R. et al. (2004)
Influence of high-frequency ambient pressure pumping
on carbon dioxide efflux from soil. Agricultural and
Forest Meteorology, 124, 193–206.

Tansley, A. G. (1935) The use and abuse of vegetational
concepts and terms. Ecology, 16, 284–307.

Thornley, J. H. M. and Cannell, M. G. R. (2001) Soil carbon
storage response to temperature: an hypothesis. Annals
of Botany, 87, 591–8.

Torn, M. S., Lapenis, A. G., Timofeev, A. et al. (2002)
Organic carbon and carbon isotopes in modern and
100-year-old-soil archives of the Russian steppe. Global
Change Biology, 8, 941–53.

Trumbore, S. (2006) Carbon respired by terrestrial
ecosystems: recent progress and challenges. Global
Change Biology, 12, 141–53.

van ’t Hoff, J. H. (1898) Lectures on Theoretical and Physical
Chemistry. Part 1. Chemical Dynamics. London: Edward
Arnold.

van Bavel, C. H. M. (1951) A soil aeration theory based on
diffusion. Soil Science, 72, 33–46.

van Bavel, C. H. M. (1952) Gaseous diffusion and porosity in
porous media. Soil Science, 73, 91–104.

van Suchtelen, F. H. H. (1910) Über die Messung der
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2 � Field measurements of soil respiration:
principles and constraints, potentials and
limitations of different methods
Jukka Pumpanen, Bernard Longdoz and Werner L. Kutsch

2.1 INTRODUCTION

Soil respiration is a major component in the carbon bal-
ance of terrestrial ecosystems and has been measured in
the field for more than eight decades. In this chapter, we
will describe the measurement of soil CO2 efflux at the
soil surface that can be considered as equivalent to soil
CO2 production when integrated over long time peri-
ods (week, month or season). At shorter time scales the
transport of CO2 may uncouple the soil CO2 efflux from
its production inside the soil. Different methods have
been developed to measure this efflux. These methods
can affect the object being measured by disturbing the
biochemical processes involved in CO2 production, the
physical properties influencing CO2 movement towards
the soil surface, or by changing the environmental con-
ditions in the soil. Therefore, soil respiration measure-
ments in the field are one of the most difficult among the
ecosystem flux measurements. So far, no single method
has been established as the standard but comparisons,
which give important indications on their accuracy,
have been performed. The choice of the measurement
methodology is not limited to that of a measurement
system. The experimenter has to elaborate a protocol
depending on the temporal and spatial scales studied.
In this chapter, we will describe the most commonly
used methodologies for measuring soil CO2 efflux and
present their history, principles and constraints (Sec-
tion 2.2). In addition, we will present a number of major
error sources associated with the different methods and
the ways to avoid them (Section 2.3), describe a com-
parison between different systems (Section 2.4) and
give recommendations for the measurement protocol
(Section 2.5).

2.2 MEASUREMENT PRINCIPLES AND
HISTORY OF TECHNICAL
DEVELOPMENTS

Soil respiration chambers can be grouped in three cat-
egories based on their working principle. A schematic
presentation of the working principle and flux calcu-
lation of different chamber types is presented in Fig.
2.1. In closed chambers, the CO2 flux is determined
from the concentration increase within the chamber’s
headspace during a known period of time (Fig. 2.1,
upper part). Closed chambers can further be divided
into two major categories: closed dynamic chambers (also
known as non-steady-state flow-through chambers) and
closed static chambers also known as non-steady-state
non-flow-through chambers). In open chambers (also
known as steady-state flow-through chambers) the CO2

efflux is determined from the difference between CO2

concentration at the inlet and outlet of the chamber
(Fig. 2.1, lower panel).

The Swedish scientist Henrik Lundegårdh (1922;
1924; 1927) was the first to start with measurements of
soil respiration in the field. Lundegårdh used a cham-
ber (‘respiration bell’, Fig. 2.2) with a collar that was
driven into the soil. Since there was no exchange with
the surrounding air the system was coined a ‘closed
static’ in the later systematic of the methods. The CO2

concentration inside the respiration bell increased pro-
portionally to the soil respiration. After 10 to 20 minutes
Lundegårdh took small samples of air from the cham-
ber, which were analyzed in a self-constructed ‘appa-
ratus for accurate analysis of the CO2 concentration in
the air’. This apparatus was based on the absorption
of CO2 by a mixture of KOH and Ba(OH)2 and the
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Figure 2.1 (Upper panel) In a closed chamber (dynamic or static) the CO2 efflux rate can be calculated from the slope of the CO2

concentration increase within the chamber (Ci). Similarly, possible air flows between the soil air space and the chamber (Q3 and Q4) as
well as between the ambient air and the chamber (Q5 and Q6) can generate additional mass flow of CO2 in and out of the chamber.
When designing both chamber types, air flows of type Q3, Q5 or Q6 should be avoided. The CO2 efflux from soil (F) can be
determined using Eq. (2.1).

(Lower panel) The CO2 concentration in an open chamber depends on CO2 concentrations (C0 and Ci) and flow rates of the incoming
and outgoing air flows (Q1 and Q2, which should be equal to avoid pressure differences). In addition, possible air flows (Q3 and Q4)
between the soil air space and the chamber as well as between the ambient air and the chamber (Q5 and Q6) can generate additional
mass flow of CO2 in and out of the chamber and should also be avoided. When a steady-state concentration in the chamber has been
reached, the CO2 efflux from soil (F) can be determined from the mass balance shown in Eq. (2.2).
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Figure 2.2 Lundegårdh’s respiration bell.

measurement of the induced volume change. Between
1921 and 1925 Lundegårdh made a large number of
soil respiration measurements combined with measure-
ments of soil temperature, moisture, soil properties,
manure and even CO2 profiles in the soil as well as in

the lowest parts of the atmosphere. Thus, he was able to
make a first analysis of the regulation of soil respiration
by climatic and edaphic factors.

The introduction of the first ‘open dynamic cham-
ber’ by Porkka (1931) was motivated by the observa-
tion that the increasing CO2 concentration in the closed
chamber could reduce the gradient that is driving the
diffusive transport. He used a round chamber with an
inlet at its top and analyzed the air sucked through
this chamber by absorbing the CO2 in Ba(OH)2 and
titration thereafter. In parallel, he analyzed the air at
5 cm above the soil surface and calculated the soil
respiration from the difference in the measured CO2

concentration.
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With Porkka’s publication the never ending com-
petition between open and closed systems was opened,
and it is interesting to read that most of the important
arguments were exchanged even during this early stage
of the discussion and eternally repeated thereafter.

Closed chambers seal a certain area of the soil sur-
face completely from the ambient air. They can be fur-
ther distinguished after the way the CO2 efflux is deter-
mined. In closed static accumulation chambers, the CO2

coming from the soil accumulates inside. The CO2 con-
centration increase is determined from air sampled with
a syringe and analyzed separately with a CO2 analyzer
(in former times, as Lundegårdh (1927) did, by titration,
or as nowadays with either an infrared gas analyzer or a
gas chromatograph). Then, the soil efflux (F) in μmol
m−2 per unit of time (t) can be calculated from the
increase of the CO2 concentration within the chamber
�Ci
�t , the chamber volume (Vc), the molar volume (Vmol)

and the covered soil area (A):

F = �Ci

�t
· Vc

Vmol · A
Eq. (2.1)

The Vmol corresponds to the molar volume m3 mol−1

(approx 22.4 ·10−3 m3 mol−1 for ideal gas) and is thus
equal to 8.314 J K−1 mol−1 · Tair/Patm.

Another application of the closed static system is
the closed static absorption method that was introduced
by Lundegårdh (1922). The CO2 coming from the soil
is usually trapped with chemicals such as NaOH or
soda lime placed within the chamber. They can be used
either as solutions, which are titrated thereafter, or as
grains that are dried and weighed. Thus, the CO2 con-
centration within the chamber remains relatively stable.
The CO2 efflux can be calculated from the amount of
CO2 bound in the trapping chemical. When soda lime
is used for the trapping, the soil efflux measured has
also to be corrected to account for the water release
during the chemical reaction between CO2 and soda
lime (Edwards, 1982; Grogan, 1998; Janssens et al.,
2000). The advantage of the adsorption method over
the accumulation method is that it can integrate over
periods up to 24 hours and can easily be applied simul-
taneously at tens or hundreds of soil chambers (Haber,
1958; Janssens and Ceulemans, 1998). The last kind of
closed system is the dynamic one, where the air circu-
lates between the CO2 analyzer and the chamber. At
each passage through the chamber the soil efflux adds
some CO2 to the air and the CO2 concentration increases

regularly. The soil efflux is then calculated using
Eq. (2.1).

In open systems, ambient air is continuously sucked
through the chamber. The CO2 concentration within
the chamber (Fig. 2.1) reaches steady-state (equilib-
rium) after a period of time. Then, the CO2 flux from
the soil into the chamber is balanced by the transport
of CO2 by the air stream through the chamber, and the
soil respiration rate (F) is determined from the differ-
ence between the CO2 concentration at the inlet and
the outlet of the chamber (�CO2 = Ci − C0 in Fig. 2.1,
lower panel), the through-flow rate (�, Q1 = Q2 in Fig.
2.1, lower panel) and the soil covered area (A):

F = �CO2 · �

A
Eq. (2.2)

However, open systems were not used very often,
because they required a higher amount of samples to
analyze and a facility to pump the air through the
chamber (Porkka used a 12.6 L bottle of water that he
slowly emptied). Therefore, the time of open systems
did not dawn until about 20 years later when infrared
gas analyzers (IRGA) and electrical membrane pumps
became available. The first soil respiration system using
an IRGA was an open system developed by H. Koepf
(1953a). This first open dynamic system gave promis-
ing results (Koepf, 1953b, 1954), but was only use-
ful for stationary measurements close to the laboratory,
because the IRGA alone was 115 cm high and weighed
about 50 kg. In addition, the system needed grid
power.

Consequently, the closed ‘Lundegårdh bell’
remained the standard method for another 20 years,
either in the original way with the extraction of an air
sample after 10 to 20 minutes or with an amount of
absorbent placed inside the chamber.

With the further development of electronics
smaller IRGAs became available and more open sys-
tems were developed for field measurements (Witkamp,
1969; Witkamp and Frank, 1969; Edwards and
Sollins, 1973; Edwards, 1974; Kanemasu et al., 1974;
Schwartzkopf, 1978). They enabled much more accu-
rate and continuous measurements as close as possible to
the natural conditions. A large variety of systems devel-
oped at different research institutions are based on the
open chamber technique (Fang and Moncrieff, 1996;
Kutsch, 1996; Iritz et al., 1997; Kutsch and Kappen,
1997; Rayment and Jarvis, 1997; Fang and Moncrieff,
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Figure 2.3 Open dynamic chamber systems from different manufacturers. PP-Systems CFX-1 at the back and ADC SRS-1000 in the
small figure. Automatic closed dynamic system Li-Cor Li-8100 chamber at the front is based on closed dynamic technique.

1998; Longdoz et al., 2000; Rayment, 2000; Kutsch
et al., 2001; Pumpanen et al., 2001, 2004) Recently,
commercial open systems have also become available
(Fig. 2.3).

Closed systems were also further developed with
the technical development in electronics that provided
smaller and much better portable IRGAs. Modern
‘closed dynamic’ systems recycle the air from the cham-
ber to the analyzer and back, and can monitor the
increase in concentration continuously (Fig. 2.1, upper
panel, right). In addition, they may scrub the increased
CO2 at the end of a measurement cycle by means of a
soda lime column to start a new measurement automat-
ically. Portability and short measuring times in closed
dynamic chambers allow the measurement of a high
number of frames or collars within a big area, and
therefore the estimation of the heterogeneity of soil
respiration. Most of the commercial systems are based
on the closed dynamic chamber technique (LiCor, PP-
systems, ADC, Figs. 2.3, 2.4 and 2.5) but also a lot
of researchers went this way (Rochette et al., 1992;

Goulden and Crill, 1997; Rochette et al., 1997; David-
son et al., 2002; Savage and Davidson, 2003).

Two more techniques are commonly used to deter-
mine soil respiration in the field: ground level eddy
covariance (Norman et al., 1992) and concentration gra-
dients (Albertsen, 1979). The eddy covariance (EC) sys-
tem is composed of a sonic anemometer and an infrared
gas analyzer measuring respectively at the same point
the three components of the wind speed and the CO2

concentration at high frequency (10 Hz or more). With
these measurements, it is possible to deduce the CO2

vertical turbulent flux equal to the mean product of the
fluctuations of the vertical wind speed and the CO2 con-
centration. It can be demonstrated with fluid mechanic
equations (Aubinet et al., 2000) that, according to few
assumptions, this vertical turbulent flux at any point
above an ecosystem can be equal to the net quantity
of CO2 produced or absorbed by this ecosystem. The
principal assumptions are the horizontal homogeneity
of the ecosystem and a relatively high level of turbu-
lence (high enough to neglect the transport of CO2 by
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Figure 2.4 Closed chamber systems from different manufacturers (a) PP-Systems SRC-1 closed dynamic chamber, (b) Vaisala
GMP-343 CO2 probe connected to a closed chamber made by Tunkua Oy, Finland. In the figure, a transparent chamber is being used
for measuring photosynthesis of ground vegetation.

advection and the CO2 storage between the measure-
ment point and the soil). Eddy covariance systems are
now frequently installed on towers above forests, grass-
lands and crops (Law et al., 1999) to measure their net
ecosystem exchange.

In several studies EC systems were mounted within
the trunk space of forests to quantify the soil CO2 efflux
(Norman et al., 1997; Kelliher et al., 1999; Janssens
et al., 2001; Shibistova et al., 2002). This is problem-
atic because the presence of tree crowns prevents eddy
penetration below the canopy to the measurement level.
Thus, the turbulence characteristics close to the forest
floor may lead to a bias in the measurements or can
induce large time periods with turbulence being too
low for a good functioning of the EC system. However,
using data coming from forests with a relatively open
canopy and, more particularly, selecting measurements
performed during a windy period (data quality control
routines exist), it might be possible to obtain interesting
quantitative information on forest soil CO2 efflux. The
other difficulties introduced by the EC method are the
determination of the footprint area and the impossibil-
ity to separate vegetation and soil signals, which implies
that EC is not really applicable for soil CO2 efflux mea-
surements on vegetated surfaces. The most important

problem in forests with relatively open canopies, in crop
lands and in grasslands is the presence of understorey
and ground vegetation. An EC system installed at one or
few metres height is then unable to separate the soil and
ground vegetation contribution to the net flux. These
restrictions reduce the possibilities of using ground level
EC systems to measure soil CO2 efflux, even if it mini-
mizes disturbance at the soil surface and covers a larger
area than chambers do.

Soil CO2 effluxes can also be derived from CO2

concentration gradients between soil and the atmo-
sphere, and between different soil layers. Carbon diox-
ide concentration in the soil air space between soil par-
ticles is often an order of magnitude higher than in
the atmosphere (Fernandez and Kosian, 1987; Suarez
and Šimunek, 1993), resulting in a large concentration
gradient between the soil and the atmosphere. The pri-
mary mechanism for transporting CO2 from the soil
to the atmosphere is molecular diffusion (Freijer and
Leffelaar, 1996). According to Fick’s first law, the gas
flux is dependent on the concentration gradient and
the diffusivity of the soil. Thus the CO2 flux in the
soil is usually upwards, resulting in a CO2 efflux out
of the soil (Fig. 2.6). The diffusion of CO2 depends
essentially on the total porosity of soil layers, soil water
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Figure 2.5 An example of the air circulation in a closed dynamic chamber (Li-Cor 6400–09). The air is pumped from the chamber to
the IRGA and returned back to the chamber through a perforated manifold. The pressure equilibrium tube is located on top of the
chamber (extract from Li-Cor 6400−09 Soil CO2 flux chamber instruction manual, with the kind permission of Li-Cor Inc.,
Nebraska USA). In the PP-Systems chamber, the air is mixed by a fan installed in the upper part of the chamber.

content, layer thickness and the concentration gradi-
ent between the layers. Gradients of CO2 concentration
are difficult to convert into fluxes because the diffusiv-
ity of the soil is heterogeneous and also changes with
soil moisture. Despite these difficulties, some studies
have been conducted with this technique during recent
years (Tang et al., 2003; Pumpanen et al., 2003a, 2003b;
Jassal et al., 2004; Tang et al., 2005; Pihlatie et al.,
2007, Mykeebust et al., 2008).

The next sections will provide more detailed infor-
mation on the possible disturbances involved in the
measurement systems and the ways to avoid them.

2.3 DISTURBANCES INTRODUCED BY
THE MEASUREMENT SYSTEM

Systematic errors can be introduced into the flux mea-
surement by disturbing the physical processes involved
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Figure 2.6 Schematic presentation of the soil profile and processes underlying soil CO2 efflux.

in CO2 movement within the soil or by modifying the
biochemical processes involved in soil CO2 production.
This last disturbance can be induced directly or indi-
rectly by changes in the soil environmental conditions.
This section presents these disturbances and the ways
to overcome them.

A chamber measurement system does not deter-
mine directly the soil CO2 production but the soil
CO2 efflux. For long-term integration (month or sea-
son) these two fluxes can be considered as equivalent.
The CO2 is transported through the soil surface mainly
by molecular diffusion but can also be driven by wind
(advection or turbulence). Fang and Moncrieff (1999) as
well as Lund et al. (1999) provide theoretical derivations
and model formulations for these two ways of transport.

2.3.1 Vertical pressure gradient

In open and closed dynamic chamber systems the arti-
ficial air circulation generated by the pump can modify
the air pressure just above the soil and thus perturb
the vertical pressure gradient. Even a small pressure
difference between the inside of the chamber and the
atmosphere (PDC), as low as 1 Pa, has been shown
to cause significant errors to the measured CO2 efflux
(Kanemasu et al., 1974; De Jong et al., 1979; Fang and
Moncrieff, 1996; Kutsch, 1996; Fang and Moncrieff,
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Figure 2.7 Effect of a constant pressure difference between the
inside and the outside of the chamber (PDC) on soil CO2 efflux
in the forest of Vielsalm (Belgium). The flux is normalized by its
value at PDC = 0 and negative PDC corresponds to a pressure in
the chamber being lower than the atmospheric pressure.

1998; Lund et al., 1999; Longdoz et al., 2000; Kutsch
et al., 2001). Figure 2.7 shows an example of the depen-
dence of soil CO2 efflux on the PDC for the forest soil
of Vielsalm in Belgium.

In a closed dynamic chamber, the reproduction
of the natural vertical pressure gradient near the soil
surface is the main problem (Kanemasu et al., 1974;
De Jong et al., 1979; Fang and Moncrieff, 1998). In
these systems, pumps may create an overpressure or
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underpressure at its two faces. The air circulates from
the overpressure face to the underpressure face along a
pressure gradient. The pressure at any point is constant
and depends only on its position in the circuit. Thus,
the pressure in the chamber can be lower or higher
than in the atmosphere. Underpressure generates an
artificial mass flow of CO2 from the soil into the chamber
and leads to an overestimation of the efflux, whereas
overpressure can block the natural CO2 efflux from the
soil leading to an underestimation (Norman et al., 1992;
Striegl et al., 1992).

The CO2 efflux is more sensitive to the suction of
air than to a slight overpressure especially in a porous
soil (Longdoz et al., 2000; Pumpanen et al., 2001). The
mass flow of CO2 from soil pores also increases with
increasing pore space CO2 concentration. Thus the
impact of the PDC increases with the permeability and
CO2 productivity of the soil. To reduce the PDC, some
chambers have a small hole with a tube connecting the
inside and outside of the chamber and maintaining the
pressure equilibrium. Unfortunately, this tube is not
always sufficient to transmit the high-frequency atmo-
spheric pressure fluctuations into the chamber, which
can have a significant impact on the soil efflux mea-
surement (Longdoz et al., 2000; Pumpanen et al., 2001;
Takle et al., 2004). Furthermore, any pressure differ-
ence could be equilibrated by the soil pore (high CO2

air) space, altering fluxes without being detectable as a
pressure change.

Another possible origin of PDC in closed dynamic
chambers is the effect of the air mixing inside the cham-
ber. In closed chambers, the determination of CO2

efflux is based on the assumption that the concentra-
tion is homogeneous within the chamber’s headspace
(Fig. 2.1). In some commercial systems (e.g. Li-Cor),
the air mixing is assured by extracting the sample air
from the upper part of the chamber and by pushing
air from the analyzer back into the chamber through a
perforated manifold circulating around the chamber. In
PP-systems SRC-1 chamber, the air is mixed by a fan
installed on top of the chamber and inducing a verti-
cal air flow in the chamber’s headspace. Inevitably, the
air mixing changes the natural turbulent conditions in
the chamber. The perturbation provoked can be sig-
nificantly reduced when small airflow is used or when
the turbulence generated by the fan is reduced by plac-
ing a metal mesh between the fan and the soil surface.
This latter option is used in the latest version of the
PP-systems soil respiration chamber. For all the closed

chambers a measurement of the PDC value is recom-
mended before starting measurements.

In open systems, pressure problems arise if the
inlet size and through-flow are not balanced such that
pressure differences occur, or if an open system does
not only transmit but also modifies the natural pres-
sure fluctuations due to an inappropriate design of the
chamber inlet. For example, Kutsch et al. (2001) placed
the inlet at one side of the chamber and thus caused an
overpressure inside the chamber when the wind blew
directly towards the inlet and an underpressure with
all other wind directions. Therefore, the open cham-
ber system has to be designed very carefully to avoid
artificial underpressure or overpressure during the
measurements.

Pump(s) can also induce PDC in open chamber
systems (Rayment and Jarvis, 1997; Fang and Mon-
crieff, 1998) if the inlet and outlet airflow are not the
same. Flow rate differences can be induced by the resis-
tance at the inlet or outlet of the chamber. It may not
be enough just to let the air be drawn into or out of
the chamber. Even if the inlet and the outlet are large
in diameter, there is always a small PDC as long as the
air is only sucked into or out of the chamber. Prefer-
ably, an equal amount of compensating air should be
fed into the chamber as is drawn out of the chamber.
Separate pumps and mass flow controllers can be used
to control the flow rates of air in and out of the cham-
ber. Basically, this is the only way to avoid the pressure
effect. However, in practice mass flow controllers can
not reproduce the natural pressure fluctuation induced
by the wind just above the soil surface. Nevertheless,
at least systematic PDC caused by suction of air can be
avoided by using separate pumps and mass flow con-
trollers on both sides of the chamber. If it is not possible
to organize separate pumps and mass flow controllers,
it is of utmost importance to monitor the PDC to detect
the possible pressure differences.

2.3.2 Vertical CO2 concentration gradient

By contrast to the EC and gradient systems, all of the
chamber systems can disturb the vertical CO2 concen-
tration gradient in different ways. They may modify
the air CO2 concentration in the chamber or disturb the
soil CO2 concentration by perturbing soil production
directly or by changing the soil temperature or water
content (Healy et al., 1996; Lund et al., 1999). In
absorption-based closed static chamber techniques, the
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CO2 efflux is affected by two different mechanisms: by
altered CO2 concentration inside the chamber and by
lack of turbulence. When soil respiration is high the
CO2 concentration inside the chamber and in the soil
is high. At the same time, the lack of turbulence will
have a large effect on the CO2 efflux, because the only
mechanism of CO2 transport is then diffusion. This will
create a severe underestimation. When the soil respira-
tion is low, soda lime reduces CO2 concentration inside
chamber headspace, typically below ambient, and the
resulting larger concentration gradient causes overesti-
mation of fluxes. This overestimation is partly offset by
the reduced turbulence, but this is much less important
when soil respiration is low because soil CO2 concen-
tration is lower. These mechanisms can cause overesti-
mation of low fluxes and underestimation of high fluxes
(Janssens and Ceulemans, 1998).

In the closed static accumulation chamber, the CO2

concentration can exceed that of the ambient air. This
saturation effect changes the natural concentration gra-
dient within the soil surface and may reduce signifi-
cantly the CO2 efflux (Nay et al., 1994; Livingston and
Hutchinson, 1995; Davidson et al., 2002). So, this tech-
nique is known to underestimate the soil efflux (Janssens
and Ceulemans, 1998).

In the closed dynamic system, the CO2 concentra-
tion in the chamber rises by a few tens of ppm above
atmospheric value during the measurement (over a few
minutes). The saturation effect generated is smaller
than that in the static accumulation system and can
be further reduced by passing the chamber air through
a CO2 scrubber before the measurement record period.
The perturbations of the concentration gradient can be
minimized by starting the measurement just below and
finishing just above the ambient CO2 concentration.
This CO2 scrubbing technique is used, for example,
in some Li-Cor chambers. The CO2 concentration in
the chamber’s headspace is scrubbed down by a few
tens of ppm below the ambient target concentration by
pumping the air in the chamber through an absorber
column. Then the CO2 concentration is monitored as
it rises above the target, and the CO2 efflux is calcu-
lated from the rate of increase of CO2 concentration
at around the ambient concentration. With this tech-
nique, it is possible to avoid the effects of saturation
on CO2 diffusion from the soil to the chamber. A good
indicator to see if saturation has a significant impact on
the efflux is to detect the decrease in the slope of the
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Figure 2.8 An example of the concentration development in a
closed dynamic chamber (a) and the respective CO2 efflux
plotted against the CO2 build-up within the chamber’s headspace
(b). The measured CO2 efflux decreases along with increasing
CO2 concentration in the chamber due to the slow down in
diffusion rate. The CO2 efflux decreases rapidly at the beginning
of the measurement period. A peak in the CO2 efflux during the
first minute or two of the measurement period may be due to
pressure perturbations induced by the chamber or by the fan.
After 1–2 minutes the CO2 efflux decreases linearly in relation to
the concentration change in the chamber. In this case, the
disturbance at the beginning of the measurement period could be
corrected by interpolating linearly to zero in Fig. (b). The actual
CO2 efflux from soil driven by diffusion is marked with an arrow.

time evolution of CO2 concentration or a low r2-value
in the linear fit on �C/�t (Fig. 2.1). The decrease in
time evolution of CO2 concentration and soil CO2 efflux
is illustrated in Fig. 2.8. The saturation effect should
be taken into account when designing the dimensions
of a closed chamber and the length of the measure-
ment period. The volume vs. surface-area ratio of the
chamber determines its sensitivity. For example, if the
volume vs. surface-area ratio is low the system will
detect even a small concentration increase and is thus
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applicable to measure small fluxes. However, in this
case, the saturation of CO2 concentration will take place
faster, which is a problem at high CO2 effluxes. Thus
the volume vs. surface-area ratio should be designed
bearing in mind the efflux range to be measured.

In the open dynamic system, the CO2 concentra-
tion in the chamber is constant but slightly above the
ambient one. To make sure that the impact of this on
the efflux is negligible, a closed dynamic chamber can be
used for comparison. The slope of the time evolution of
CO2 at the concentration recorded in the open system
should be equal (very close) to the slope obtained at the
ambient concentration (Longdoz et al., 2000).

2.3.3 Horizontal wind

The EC and gradient methods are the only ones that
do not disturb the natural horizontal wind. Chambers
are unable to reproduce natural wind conditions. In
closed-static chambers (Edwards, 1982; Crill, 1991)
wind velocity is zero. The only mechanism of CO2

transport is then diffusion. In dynamic-closed cham-
bers and in open chambers wind velocity is determined
by the airflow rate and by the chamber’s design. Thus
the boundary layer thickness and consequently the soil
CO2 efflux will be altered. To our knowledge, the sep-
arate effect of this perturbation has not been studied
systematically to date (this effect is difficult to distin-
guish from the PDC perturbation). Recently, Bain et al.
(2005) studied the effect of horizontal wind speed on
the PDC and found that horizontal wind induced sub-
stantial error in the CO2 efflux measurements also in
closed dynamic chambers through the so-called ‘Ven-
turi effect’, which was first reported by Conen and
Smith (1998). In the Venturi effect, the wind move-
ment around the vent of a closed chamber depressur-
izes the chamber by pulling air out of the chamber
headspace resulting in a mass flow of soil gases from the
porous soil into the chamber interior (Bain et al., 2005).
This effect was shown to be very significant. Accord-
ing to Conen and Smith (1998), a steady wind speed of
2 m s−1 resulted in a 233% increase in measured soil
emissions, and even in very calm conditions, with wind
speed less than 1 m s−1, systematic errors of 10 to 50%
were discovered. Similar results were later confirmed by
Bain et al. (2005). The wind direction and speed on the
soil surface usually fluctuates leading to unpredictable
pressure variations inside the chamber. The Venturi

effect and other anomalous pressure effects resulting
from wind turbulence can be studied by testing the
chamber vent and possible PDC by fast-response dif-
ferential pressure sensor on a non-permeable plate and
on different soil types and wind conditions. The pres-
sure differences resulting from the Venturi effect may
not be seen if the tests are conducted on a porous soil
only, because the air flow through the porous soil into
the chamber may compensate for the pressure loss in
the chamber induced by the Venturi effect. Recently,
Xu et al. (2006) suggested a new vent type for decreas-
ing the Venturi effect in the chambers. The vent allows
pressure inside the chamber to track pressure at the soil
surface outside the chamber. The vent is designed so
that it slows down the wind velocity within the vent
such that the dynamic pressure changes induced by the
wind are converted to static pressure, which the cham-
ber equilibrates. They have tested this new vent design
in field conditions with promising results.

2.3.4 Other effects

Usually chambers seal the soil surface either by push-
ing the chamber on or into the bare ground (‘insertion
method’) or by placing the chamber on a collar penetrat-
ing the soil surface (‘collar method’). This latter mode
of chamber–soil contact assures airtight connection
between the chamber and the soil, which is of advantage
especially if the soil is porous and the measurement place
is subjected to winds. Compared to the insertion of the
chamber on the soil only, the collar has the advantage
of reducing the risk of CO2 leakage out of the cham-
ber and facilitates repeated measurements on the same
spot. However, the drawback of collars is that roots are
cut during insertion into the soil (the trenching effect).
Consequently, because roots contribute significantly to
soil respiration (Hanson et al., 2000), the soil CO2 con-
centration and the efflux will be affected (Heinemeyer
et al., 2011). To reduce the trenching effect, the col-
lars should not be pushed down into the rooting zone.
If this cannot be avoided, the collars should be left in
place until the roots have re-grown inside the collar. The
recovery of fine roots may take several years. Makkonen
and Helmisaari (1999) studied fine-root biomass growth
with root ingrowth core method in a boreal forest. The
ingrowth cores were initially without root biomass and
no levelling off in the biomass growth was found during
the first three growing seasons. If installed very deeply
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in the soil, the collars may produce a similar effect.
However, most of the damage may be mitigated by flat
collars that have spikes to keep the collar grounded but
do not trench the whole root system.

Recent studies confirmed that the chamber–soil
contact mode has a significant impact on the apparent
soil respiration rates (Ngao et al., 2006) with generally
higher values obtained for the ‘insertion’ mode. Even if
both chamber–soil contact modes have advantages and
disadvantages, it can be concluded that the advantages
of using a collar prevail. Therefore, the use of collars is
recommended.

The heating of the chambers in the sun when the
measurement time is long and the chamber is trans-
parent can affect the temperature and water status of
the ground vegetation and soil surface inside the cham-
ber. The temperature can increase by up to 10 to 15
◦C during chamber closure on a warm, sunny day.
This may disturb the respiration rate and results in
changes in the CO2 concentration gradient. Therefore,
a thermostatically controlled cooling system would be
recommended, especially if the chamber is transparent
and closed. Heating of the chambers in the sun should
also be taken into consideration as a possible cause
of pressure-gradient perturbation, especially when the
measurement time is long and the chamber is trans-
parent. The temperature increase results in a physical
expansion of air inside the chamber, which may result in
an overpressure blocking soil efflux and creating a mass
flow of CO2 out of the chamber through the equilibrium
tube or through the soil.

2.4 COMPARISON OF THE EXISTING
SYSTEMS AND RECOMMENDATIONS

Several recent studies compared the accuracy of dif-
ferent systems. Janssens et al. (2000) as well as Shibis-
tova et al. (2002) found systematically lower values of
soil respiration measured by ground level EC compared
to chamber measurements. In the study by Janssens
et al. (2000) this underestimation was correlated with
photosynthetically active radiation (PAR), suggesting a
confounding effect of the ground vegetation. Chamber
comparisons were either conducted in the field by com-
paring the apparent fluxes at the same collars (Janssens
et al., 2000), by artificial systems with known fluxes
(Pumpanen et al., 2004) or by a combination of both
(Butnor et al., 2005). The comparisons have indicated
relative differences between chamber types (Raich et al.,

1990; Norman et al., 1997; Janssens et al., 2000; Pumpa-
nen et al., 2004) or showed chamber-specific limitations
(Nay et al., 1994; Fang and Moncrieff, 1998; Gao and
Yates, 1998).

In most cases, closed dynamic and static chambers
have been shown to give systematically lower values
than open dynamic chambers – the difference rang-
ing from 10% (Rayment, 2000) to 40–50% (Norman
et al., 1997; Pumpanen et al., 2003a). However, in a
recent study (Pumpanen et al., 2004), the differences
between chambers using different measurement princi-
ples seemed not to be consistent. When most of the cur-
rently available chamber systems were compared against
known CO2 effluxes generated by a calibration cham-
ber in laboratory conditions, their reliability appeared
to be independent of the measurement principle as
such (Pumpanen et al., 2004). Instead, the geometri-
cal design of the chamber, the mixing of air inside the
chamber and the collar model seemed to affect the mea-
sured CO2 efflux more than the measurement principle.
Even identical chambers with different collar designs
showed highly variable results. However, the general
trend seemed to be that closed static chambers under-
estimated CO2 effluxes by 4 to 14%. No systematic dif-
ferences were found between open dynamic chambers
and closed dynamic chambers (Pumpanen et al., 2004).
An extract from the recent paper by Pumpanen et al.
(2004) is presented in Table 2.1. In Table 2.2, we have
listed the advantages and disadvantages of the major
chamber systems. A standard chamber will hardly be
available, because different ecosystems require differ-
ent chamber designs. One technical solution may not be
the best for all purposes. For example, a small chamber
suitable for forest with abundance of stones and small
shrub vegetation is probably not suitable for measur-
ing grasslands. The only reasonable way to standardize
various chamber systems is to compare them against
known CO2 effluxes. Moreover, where chamber sys-
tems prove inadequate, novel membrane-based systems
like the Gas-Snake (see Heinemeyer et al., 2012) might
proof a valuable tool (e.g. under snow, amongst grass,
on lakes etc.).

In conclusion, the method used for measuring soil
CO2 efflux should be chosen based on the research con-
ducted and the type of ecosystem (see Section 2.5). The
chamber methods affect the flux being measured, but
this error can be detected and corrected if the chambers
are tested against known CO2 effluxes. Reliable CO2

efflux measurements can be carried out with open as
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well as with closed dynamic chambers if the chamber is
designed taking into account the following issues.

� Special attention should be paid to the mixing of air
within the chamber, because it can be a major source
of error. Excessive turbulence inside the chamber can
cause over- or underpressure compared to natural
ambient conditions, which can lead to artificial mass
flow of CO2 between soil and the chamber. This is
particularly important when using closed dynamic
chambers where the CO2 concentration has to be
evenly distributed within the chamber in order to
calculate the flux correctly. The air mixing should be
efficient enough to provide homogeneous CO2 con-
centration within the chamber’s headspace, but weak
enough not to cause pressure anomalies.

� The headspace concentration inside the chamber
affects the flux by altering the concentration gradient
between the soil and the chamber, and therefore the
chamber should be designed so that the increase in
CO2 concentration of the chamber headspace is as
small as possible.

� Collars, which are the recommended chamber–soil
contact method, should be designed for minimum
disturbance of the root system. This can be solved in
different ways either by using spikes or by a sufficient
delay between collar insertion and measurement.

2.5 EXPERIMENTAL DESIGN

The experimental design of a measurement campaign
depends on the space and time scales studied. The mea-
surement system and protocol have to be adapted to the
type of ecosystems in which the soil CO2 efflux mea-
surements are performed. In studies requiring contin-
uous monitoring of soil CO2 efflux over a long time
period, the measurement technique should cause min-
imum disturbance on the soil. Unfortunately, most
of the chamber techniques cannot fulfil this require-
ment. The eddy covariance technique would be an
ideal method for long-term monitoring, because, unlike
the chamber methods, it does not affect the processes
underlying soil CO2 effluxes. It is efficient for ana-
lyzing the time evolution with small time steps (half-
hour) even over a long time period but only in open
forests (Baldocchi and Vogel, 1996; Black et al., 1996;
Law et al., 1999) and for an area of several square
metres.

Another method causing relatively small distur-
bance of the measurement object is the gradient method.
However, the use of this method is rather uncommon
because the flux data are very sensitive to the soil diffu-
sivity, a parameter that is difficult to determine, and to
the accuracy of the CO2 concentration measurements.
The accuracy of this method is still debatable. However,
on grasslands and in forests with dense ground vegeta-
tion it could be a good alternative, because EC and
chambers do not dissociate ground vegetation exchange
and soil CO2 efflux. The gradient method is better
suited for long-term monitoring of CO2 effluxes from
a relatively small surface area rather than for determin-
ing statistically representative flux estimates over a large
area. This is because the soil diffusivity and soil air CO2

concentration often vary at the small spatial scale and
the equipment needed to capture this spatial variability
would be rather expensive, especially if the area to be
measured were heterogeneous. The gradient method is
at its best when studying the CO2 effluxes on a process
level. The gradient measurement itself does not disturb
the CO2 efflux after the initial disturbance from the
installation of the measurement devices. The devices
should be installed in an undisturbed soil, by soil core
removing, and should avoid as much as possible root
cutting and modifications in the diffusion properties of
the soil. However, at the same time, continuous verti-
cal pathways from the CO2 sensors to the soil surface
should be avoided, because they change the hydraulic
properties of the soil by providing a water passage from
the soil surface to the sensor. In addition, the CO2 dif-
fusion along these vertical pathways may be faster than
in the natural soil. This can result in erroneous CO2

concentration measurements and consequently lead to
biased CO2 efflux estimates.

In view of the difficulties met by the gradient
method (see above), the dynamic chamber systems
(open or closed) appear to be the most adequate on
vegetated soil. The open chamber measures with a high
temporal resolution but has to fulfil some requirements
before being applicable for long-term measurements.
After a few days the soil conditions (temperature and
water content) can be significantly affected by the per-
petual presence of the chamber if the chamber top is
not opened in between the measurements. If opened
between the measurements, the open dynamic cham-
ber needs some time to reach steady-state conditions.
This equilibrium time depends on the flow rate and on
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the CO2 efflux. In addition, the surface area that can
be sampled by the open chamber is small because one
chamber covers only a few tens to hundreds of square
centimetres and the scaling-up of the system is often
expensive. Therefore, open chambers may not be the
best in studies requiring good spatial coverage.

Spatial sampling is often carried out with portable
chambers. The closed static chamber systems have
largely been abandoned because of the systematic errors
in this technique (the tendency to underestimate the
efflux). For spatial sampling, manual or automated
closed dynamic chambers may be a better option. Man-
ual chambers can be moved from one collar to another
by the experimenter. Because the measurement time is
relatively short, he or she is able to collect data rep-
resenting the efflux of up to one or more hectares in
one day. In this condition, it is possible to integrate
the spatial variability of an entire plot. However, this
integration is done to the detriment of the temporal res-
olution of the measurement on the same spot. Temporal
changes in soil respiration have to be taken into consid-
eration when studying the spatial variation with manual
chambers. Ideally, the temperature fluctuation during
the spatial sampling should be as small as possible. The
measurements carried out at different temperature con-
ditions on different measurement collars cannot be used
for averaging the efflux over the whole measurement
plot, or at least the CO2 efflux values measured from
individual collars should be corrected for the difference
in temperature. This in turn requires information on
the temperature response of the individual collars.

Best results can probably be obtained by combining
continuous monitoring of CO2 efflux with automated
chambers and spatial measurements with manual cham-
bers. This way, it is possible to obtain both good tem-
poral resolution and spatial representativeness. There
are already automatic closed chambers available, which
are attached to one collar at a time and measured at a
chosen frequency. Then the short-term CO2 evolution
(half-hour) can be obtained over a long time period (sea-
son or even year) from a number of points depending
on the financial resources. However, the representa-
tive area sampled cannot be as large as with a manual
system.

The experimental design and the measurement
protocol applied in individual studies is usually a
trade-off between the technical and human resources
available. It is the experimenter’s task to plan the

measurements so that they, on the one hand, provide
enough information on spatial variation for sound sta-
tistical analysis and, on the other hand, provide data
with high enough temporal resolution for studying the
processes underlying soil CO2 efflux and all this with
feasible costs. We hope that the issues discussed in this
chapter will help the reader to solve this equation.
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Porkka, O. H. (1931) Über eine neue Methode zur
Bestimmung der Bodenatmung. Ann Soc Zool-Bot Fenn
Yanamo, 15, 101–18.

Pumpanen, J., Ilvesniemi, H., Keronen, P. et al. (2001) An
open chamber system for measuring soil surface CO2

efflux: analysis of error sources related to the chamber
system. Journal of Geophysical Research, 106, 7985–
92.

Pumpanen, J., Ilvesniemi, H., Peramaki, M. and Hari, P.
(2003a) Seasonal patterns of soil CO2 efflux and soil air
CO2 concentration in a Scots pine forest: comparison of
two chamber techniques. Global Change Biology, 9,
371–82.

Pumpanen, J., Ilvesniemi H. and Hari, P. (2003b) A
process-based model for predicting soil carbon dioxide
efflux and concentration. Soil Science Society of America
Journal, 67, 402–13.



Field measurements of soil respiration 33

Pumpanen, J., Kolari, P., Ilvesniemi, H. et al. (2004)
Comparison of different chamber techniques for
measuring soil CO2 efflux. Agricultural and Forest
Meteorology, 123, 159–76.

Raich, J. W., Bowden, R. D. and Steudler, P. A. (1990)
Comparison of two static chamber techniques for
determining carbon dioxide efflux from forest soils. Soil
Science Society of America Journal, 54, 1754–7.

Rayment, M. B. (2000) Closed chamber systems
underestimate soil CO2 efflux. European Journal of Soil
Science, 51, 107–10.

Rayment, M. B. and Jarvis, P. G. (1997) An improved open
chamber system for measuring soil CO2 effluxes in the
field. Journal of Geophysical Research, 102, 28779–84.

Rochette, P., Gregorich, E. G. and Desjardins, R. L. (1992)
Comparison of static and dynamic closed chambers for
measurement of soil respiration under field conditions.
Canadian Journal of Soil Science, 72, 605–9.

Rochette, P., Ellert, B., Gregorich, E. G. et al. (1997)
Description of a dynamic closed chamber for measuring
soil respiration and its comparison with other
techniques. Canadian Journal of Soil Science, 77,
195–203.

Savage, K. E. and Davidson, E. A. (2003) A comparison of
manual and automated systems for soil CO2 flux
measurements: trade-offs between spatial and temporal
resolution. Journal of Experimental Botany, 54, 891–9.

Schwartzkopf, S. H. (1978) An open chamber technique for
the measurement of carbon dioxide evolution from soils.
Ecology, 59, 1062–8.

Shibistova, O., Lloyd, J., Zrazhevskaya, G. et al. (2002)
Annual ecosystem respiration budget for a Pinus
sylvestris stand in central Siberia. Tellus Series B, 54,
568–89.

Striegl, R. G., McConnaughey, T. A., Thorstenson, D. C.,
Weeks, E. P. and Woodward, J. C. (1992) Consumption
of atmospheric methane by desert soils. Nature, 337,
145–7.
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3 � Experimental design: scaling up in time and
space, and its statistical considerations
Jens-Arne Subke, Andreas Heinemeyer and Markus Reichstein

3.1 INTRODUCTION

Accurate measurement of the soil CO2 efflux is critical
for the assessment of the carbon budget of terrestrial
ecosystems, since it is the main pathway for assim-
ilated carbon to return to the atmosphere, and only
small changes in the soil CO2 efflux rate might have
important implications on the net ecosystem carbon bal-
ance. Due to this central role in the terrestrial carbon
cycle, soil CO2 efflux has been measured throughout
all biomes, and covering all principal vegetation types.
Using simplified regressions of soil CO2 efflux mea-
surements reported in the scientific literature, the total
amount of carbon emitted as CO2 by soils worldwide has
been estimated at approximately 68–80 Pg (1995; Raich
et al., 2002), representing the second largest carbon flux
between ecosystems and the atmosphere. This amount
is more than ten times the current rate of fossil fuel
combustion and indicates that each year around 10% of
the atmosphere’s CO2 cycles through the soil (Prentice
et al., 2001). Thus, even a small change in soil respi-
ration could significantly intensify, or mitigate, current
atmospheric increases of CO2, with potential feedbacks
to climate change. In fact, soils store more than twice as
much carbon globally than the atmosphere (Bolin, 2000)
and consequently contain a large long-term potential
for the carbon cycle climate feedback. Applying results
from small-scale experiments to larger areas is neces-
sary in order to understand the potential role of soils
in sequestering or releasing carbon under changed cli-
matic conditions, and to inform management and policy
makers about likely consequences of land-use changes
on carbon fluxes and stocks in specific regions. As in the
example of the global estimate mentioned above, there
is inevitably a need to estimate the soil CO2 efflux over
vast areas that it is impossible to cover appropriately
by actual measurements, and for time scales beyond

the scope of measured data, particularly where future
predictions are required.

Scaling up from sparse and infrequent measure-
ments to the level of, for example, catchment, region or
even continental or global scales, bears a considerable
degree of uncertainty, making such extrapolations dif-
ficult. The scope of this chapter is to introduce a range
of requirements that are critical to facilitate meaning-
ful extrapolation of results observed on small scales to
allow making estimates of soil CO2 efflux over larger
areas and longer time scales. The aim is to provide a
general overview in order to enable the reader to design
a suitable measuring strategy towards such extrapola-
tions, mainly at the plot and landscape scale.

Measuring techniques can be broadly divided into
(1) chamber-based, (2) soil profile and (3) eddy covari-
ance approaches. Chamber-based measurements pro-
vide by far the majority of published results, and the
general considerations of heterogeneity are valid for
all measuring approaches. We therefore concentrate on
chamber-based measurements to illustrate experimen-
tal designs for dealing with natural variations in soil CO2

efflux. Soil profile methods allow a vertical resolution
of the origin of surface flux contributions, thus provid-
ing critical insight into carbon allocation within soils by
roots and contributions to the heterotrophic flux com-
ponent for different soil depths. However, soil profiles
inherently create considerable disturbance both during
installation and sampling (Fang and Moncrieff, 1998)
and are difficult to replicate within plots. For successful
applications of this technique, please refer to Tang et al.
(2003), Liang et al. (2004) and Davidson et al. (2006).
Eddy covariance has been applied to measure soil sur-
face CO2 flux with some success (see e.g. Law et al.,
1999; Janssens et al., 2000; Wilson and Meyers, 2001;
Subke and Tenhunen, 2004). This technique has the
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advantage of causing no disturbance to the soil, but it
is restricted to conditions of sufficient atmospheric tur-
bulence, and homogeneity of the surface in the up-wind
fetch. However, eddy covariance is much less suited for
measuring under a closed forest canopy or in complex
terrains.

Although laboratory incubations are important in
addressing certain hypotheses (e.g. temperature sen-
sitivity of the heterotrophic component), this chapter
does not provide in-depth detail on this topic but con-
centrates on the relative strengths and limitations of
some laboratory-based approaches in the context of
flux measurements. References given in that section
(and those by Reichstein and Janssens in Chapter 11 of
this book) are intended to guide the reader to look up
individual studies on technical issues. Soil CO2 efflux
measuring equipment and auxiliary measurements at
experimental sites have been addressed in the previous
chapter, and the actual methods of scaling and inter-
preting soil efflux observations with models from labo-
ratory to global scales are covered in Chapter 11. Here
we point out some further measurement considerations
in relation to capturing temporal variability accurately.
Finally, we provide a logical framework of how to design
and perform statistically sound experiments for testing
hypotheses.

3.2 SPATIAL AND TEMPORAL
VARIABILITY

3.2.1 Sources of variability

Soil CO2 efflux is the sum of respiratory activity
from a variety of sources. Mineralization of carbon
from both fresh litter and older soil organic matter
(SOM) through soil-dwelling animals, fungi and bac-
teria comprise the heterotrophic flux contributions.
The separation of this flux from autotrophic sources is
ambiguous (see Moyano et al., Chapter 7), as definitions
in the literature differ according to a classification by
the source of carbon being respired and the fraction of
soil biota in which respiration actually occurs. Growth
and maintenance respiration by plant roots represents
the true respiration by autotrophs, but mineralization
of carbon contained in compounds secreted by living
roots (exudations, mucilage or sloughed root cap cells)
by soil bacteria or fungi form a grey area in the catego-
rization of flux origin (see e.g. Kuzyakov, 2006a, b and

Högberg et al., 2006 for a recent debate on the issue of
separating these flux contributions). For the purpose of
this chapter, we consider the portion of soil CO2 efflux
caused by the input of carbon from roots as autotrophic
respiration. It therefore includes respiration by mycor-
rhizal fungi, which obtain substrate for their metabolism
nearly exclusively from their hosts’ roots, and that of all
other soil microbes metabolizing recent plant-derived
carbon (such as usage of root exudates). In addition to
these biotic flux sources, soils may have a varying degree
of inorganic fluxes through the weathering of carbonates
contained in soil and underlying geology.

Soils form over periods of hundreds to thousands of
years, and their structure and carbon content is mainly
a result of the geologic parent material (e.g. bed-rock
of varying weatherability, or mineral deposits such as
sands or clays), geomorphological conditions (e.g. slope
and aspect of the soil surface), local climate and vegeta-
tion cover (Jenny, 1980). It is important to note that in
particular climate and vegetation cover are not constant
site factors but may vary considerably during pedoge-
nesis. Thus organic carbon within the soil represents
a mixture of ages, ranging from very recently fixed lit-
ter carbon to humified materials literally thousands of
years old. This mixture represents not only present
site conditions but also a long legacy of previous biotic
and abiotic influences. Physical structure and chemical
composition of the soil is therefore also linked to the
diversity of organisms to which the soil has been a habi-
tat over these periods, with significant implications for
the physical distribution of organic matter and cycling
of nutrients, which in turn impacts on the vegetation
cover above ground (see Chapters 9 and 10).

Consequently, in a physically complex structure
such as soil, sources of carbon substrates (for all types
of respiration) are not distributed homogeneously, and
their availability at any given place may also change
with time. Nunan et al. (2002) observed different spa-
tial structures in the distribution of soil microbes, which
were closely linked to pore space within the soil. While
topsoil distributions showed a pattern on the microme-
tre scale, in the subsoil an additional but separate cen-
timetre to metre scale could be observed.

The abiotic soil environment (e.g. soil temperature,
water content, CO2 and O2 concentrations) strongly
influences the rate at which CO2 mineralization from
different sources occurs. In the literature most atten-
tion has been attributed towards soil temperature and
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moisture as they impact strongly on both autotrophic
and heterotrophic activity. For example, soil tempera-
ture fluctuation at the soil surface propagates into soil
depths both with dampened amplitude and increasing
time lag, which has to be considered if a significant por-
tion of the surface CO2 efflux originates from a lower
soil depth (see also Chapter 11). Soil surface temper-
ature fluctuations are, in turn, strongly dependent on
vegetation cover and its exposure throughout daily and
seasonal cycles. Irregular canopies, for example, result
in considerable differences of incident light at ground
level with potentially significant consequences for soil
temperatures. Soil moisture conditions may also differ
at a small scale, as canopy throughfall often consistently
differs in space due to canopy structure or patchiness
of ground vegetation cover. Under well developed reg-
ular canopies with high leaf area index (LAI) values,
by contrast, soil temperature and moisture are likely to
be more homogeneous, so that differences in soil CO2

efflux are likely to be smaller.
There are, however, other important biotic factors,

which, although mostly overlooked, should be consid-
ered when measuring and modelling soil CO2 efflux,
such as the distribution of live roots and soil fungi, both
showing considerable spatial and temporal variations at
the plot scale. Root density is affected by soil struc-
ture (e.g. bulk density and rock content) and soil depth,
and the distribution of nutrients and water availabil-
ity at the site. Furthermore, mycorrhizal fungal hyphae
are important structures for the bidirectional translo-
cation of nutrients from local patches (‘hot spots’) to
roots, and of carbon from the host plant to the fun-
gus for its growth and metabolic requirements (Smith
and Read, 1997). Naturally, this flow of carbon from
plants to symbiotic fungi is directly linked to the rate
of assimilation by the canopy, and as such will show
seasonality due to canopy phenological changes. There-
fore, the degree to which biotic conditions differ within
a site is strongly dependent on local abiotic conditions,
small-scale topography and site management history. It
is also important to consider the degree of heterogene-
ity throughout the phenological cycle, as a single area
survey may not capture the variation of this biotic flux
contribution accurately. As the autotrophic flux com-
ponent of the biotic flux might be largely independent
of the commonly observed changes in soil tempera-
ture, due to temperature acclimation of root respiration
(Atkin et al., 2000) or mycorrhizal hyphae (Heinemeyer
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Figure 3.1 Diurnal variation in mean hourly soil CO2 efflux
measured in a 15-year-old temperate pine forest (Heinemeyer
et al., 2011a) using different collar insertion depths of 0 cm
(surface collar, black), 5 cm (grey) and 12 cm (white). Soil
respiration was measured with a multiplexed long-term
monitoring system (Li-Cor 8100, Li-Cor, Nebraska). Collar
insertion depth is measured from the litter surface and therefore
includes the Ol, Of layer of about 2 cm. Symbols indicate hourly
mean fluxes with error bars of 1 SE (n = 3) over the period of
four consecutive days during summer 2006, one week after collar
insertion.

et al., 2006, 2007), it might be necessary to monitor addi-
tional factors such as plant phenology and root activity
for accurate up-scaling procedures. In fact, the role of
the autotrophic flux component may have been largely
underestimated in the past as soil collar insertion even
of only a few centimetres might have cut off a large
fraction of the autotrophic carbon supply to fine roots
(as shown by Heinemeyer et al., 2011a) and their asso-
ciated mycorrhizal hyphae, predominantly living in the
top organic rich soil layers. Figure 3.1 shows a reduction
in measured surface CO2 flux with increasing soil collar
insertion depth in a 15-year-old pine plantation without
any ground vegetation. A considerable loss of respired
CO2 could be observed for the relatively shallow depth
of 5 cm (which includes 2 cm of the surface litter layer),
and also appears to reduce diurnal variations and overall
variation between replicates (i.e. standard error). The
shown flux reductions were still maintained six months
after the collar insertion (data not shown). Figure 3.1
therefore clearly shows that where soil CO2 efflux is
measured from soil collars, these should be as shallow as
possible. It also indicates that the commonly employed
‘good practice’ of measuring fluxes from collars installed
at least 24 hours before measurements is not sufficient
to allow natural efflux conditions to re-establish. Good
seals with the soil surface can generally be achieved with
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Table 3.1 Coefficients of variation (CV) for spatial variation within forested sites reported for different ecosystems.

CV Reference Comments

Boreal forest 18–45% Pumpanen et al. (2003) CV found to increase with magnitude of
CO2 efflux

Boreal forest 87% Rayment and Jarvis (2000)
Temperate hardwood 30% Davidson et al. (2002)
Temperate coniferous 28% Yim et al. (2003) Larix plantation
Temperate coniferous 40% Buchmann (2000) CV of peak rates in four Picea stands of

different ages
Temperate coniferous 42% Subke et al. (2003) Measured in one of the stands covered by

Buchmann (2000)
Mediterranean deciduous 40% Tedeschi et al. (2006) Oak coppice
Tropical forest 30% Davidson et al. (2002)
Tropical pasture 30% Davidson et al. (2002)

quite shallow collar insertions. Where this is not possi-
ble (e.g. in the absence of a humus layer with relatively
brittle mineral soil exposed at the surface), fine roots are
likely to be less concentrated in the top soil layer.

3.2.2 Coping with variability

3.2.2.1 Spatial variability
The previously described sources of biotic and abi-
otic drivers of soil CO2 efflux result in the naturally
observed spatial soil CO2 efflux variations. Sites that
have experienced recent physical disturbance and have
a poorly developed canopy are likely to have significantly
more variability than mature stands, while agricultural
sites where soils have been homogenized, for example
by ploughing, will show a lesser extent of variability.
Table 3.1 lists the coefficient of variation (CV = stan-
dard deviation/mean soil CO2 efflux) as a measure of
the variability between sampling points in a range of
ecosystem types reported in the literature.

Values for the CV of around 40% are com-
monly observed, and the number of sampling locations
required to produce a reliable estimate of the actual soil
CO2 efflux value is directly dependent on the degree of
variability at a given site. Once the degree of variability
within a stand has been established, the number of sam-
pling points (n) that will produce an estimate within a
desired range of the true value for a given probability
level is n = [ zα/2σ

D

]2
, where zα/2 is the critical z-value

that is at the vertical boundary for the area of α/2 in the
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Figure 3.2 Effect of the number of sampling points within a
stand on the uncertainty of a spatially averaged soil CO2 efflux
for a confidence level of 0.05. The degree of uncertainty shows a
steep decline as the number of sampling points increases to about
20, and increases directly with the magnitude of the coefficient of
variation (CV).

right tail of the standard normal distribution, σ is the
standard deviation and D is the desired range of the true
efflux value (e.g. 20%). Figure 3.2 illustrates the effect
of both the number of sampling points and CV on the
degree of uncertainty in a spatially averaged flux, based
on this relationship.

Two studies applying this analysis to extensive
datasets (mixed temperate hardwood forest by David-
son et al. (2002), and Larix plantation by Yim et al.
(2003)) showed that for a CV of c. 30%, 8 to 10 sampling
points are required to reach 20% of the true site CO2
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Figure 3.3 Effect of sampling distance on mean soil CO2 efflux
(µmol m−2 s−1) at a UK heather moorland site (Heinemeyer
et al., unpublished). Mean variances are based on soil respiration
measured from eight locations with 1.5 m spacing using a Li-Cor
8100 system (measured on 20 cm deep PVC collars; error bars
indicate standard errors for the calculated variances). The three
symbols reflect three different measurement periods in August
2005: two during the 17th (dry and warm) and one on the 23rd
(wet and cold). Note the reduced variance due to very low fluxes
after waterlogging on the 23 August.

efflux at a 95% confidence level, while 30 to 40 sampling
points are required for estimates to be within 10% of the
site mean at the same level of confidence. Another com-
monly overlooked issue is the spatial autocorrelation,
i.e. the closer the flux sampling points to each other, the
more similar are the expected soil CO2 effluxes. This
behaviour can be analyzed by geostatistical variogram
analysis (Cressie, 1993) and should be accounted for
in the sampling design by placing sampling points far
enough from each other to guarantee statistical inde-
pendence and to avoid pseudo-replication (Hurlbert,
1984). Figure 3.3 illustrates the degree of spatial het-
erogeneity at a moorland flux site in England (Mal-
ham Tarn) where soil CO2 efflux has been measured
along a transect with regular collar spacing of 1.5 m.
The mean variance for a given collar distance (i.e. mul-
tiples of 1.5 m in this case) can be calculated according

to: γ (d ) = 1
2n

∑ (
Rx − Ry

)2
, where γ is the mean

variance (i.e. a measure of the similarity) between col-
lars, d is the distance between collars, n is the number of
pairs of observations in any of the distance classes and
R is the soil CO2 efflux measured on any two collars (x
and y).

3.2.2.2 Temporal variability
Owing to the natural fluctuations in biotic and abiotic
drivers of soil CO2 efflux, observed rates commonly
show a pronounced seasonal and diurnal variability.
Studies aiming to quantify soil CO2 efflux over longer
periods have to ensure that all key efflux situations (e.g.
summer drought, rewetting, budburst etc.) are well rep-
resented by the sampling strategy. Thus the sampling
frequency needs to allow a meaningful interpolation
of measurements in order to adequately describe the
total integrated soil CO2 efflux. However, as with cap-
turing the spatial variability, this requirement is most
commonly limited by the cost of materials or labour
involved. Additional bias may be introduced if soil CO2

efflux is always sampled at the same time of day, missing
out key biotic (e.g. diurnal changes in autotrophic activ-
ity) and abiotic (e.g. lag in soil temperature changes with
depth) components (e.g. Heinemeyer et al., 2011a).

Soil CO2 efflux is strongly correlated over time,
and while there is usually a pronounced diurnal vari-
ability in surface fluxes, these tend to show relatively
small changes between successive days. Fluxes mea-
sured from the same location after only a short time
interval are therefore not independent observations and
may confound the statistical analysis in an experiment.
Semivariance analysis is a useful tool to analyze the
degree of autocorrelation over time and helps to deter-
mine the adequate sampling interval in order to avoid
oversampling. Figure 3.4 illustrates the degree of corre-
lation between soil surface CO2 fluxes with an increas-
ing time lag. The graph shows local minima between
fluxes at the same time of day (i.e. time lag of multiples
of 1 day), with a general increase in variance over the
first 5 days. Thereafter, variances between efflux mea-
surements are relatively constant while still retaining
the lowest variance for measurements made at the same
time of day. For this particular site, it can therefore
be concluded that a periodic sampling strategy with
measurements taken at a minimum of 5-day intervals
would not oversample and thus prevent autocorrelated
results.

To further assess both the impact of sampling
interval and potential biases resulting from selective
sampling at specific times of the day, soil CO2 efflux
from the same dataset of continuous hourly soil CO2

efflux data was ‘re-sampled’. To simulate periodic sam-
pling, fluxes were averaged either for the morning hours
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Figure 3.4 Mean variance of hourly soil CO2 efflux values with
fluxes measured from the same locations, but with increasing
time lags. Variances were computed for a dataset with hourly flux
measurements (disregarding data gaps) over three periods of the
growing season (29 April 1999–4 July 1999, 28 July 1999–7
September 1999 and 29 October 1999–2 December 1999) in a
mature temperate spruce forest (see Subke et al., 2003). The
complete dataset includes 3476 hourly flux measurements,
allowing variances to be calculated for between 3344 (interval = 1
hour) and 2324 (interval = 10 days) pairs of flux values. Error
bars indicate standard errors for the calculated variances.

(9 a.m.–1 p.m.), or for daytime measurements (9 a.m.–6
p.m.), for 1 day, 2 days, bi-weekly, weekly or fortnightly
sampling intervals. The analysis shows that increasing
the sampling interval results in increasing deviations
from the continuously measured average (which for the
purpose of this analysis is assumed to represent the true
site efflux), reaching values of up to 10% (Fig. 3.5).
The error bars in Fig. 3.5 indicate the lower degree
of certainty of low frequency measurements owing
to the smaller number of sampling dates. Parkin and
Kaspar (2004) report a similar increase in cumulative
CO2 flux estimate with increasing lengths of sampling
intervals.

Figure 3.5 further shows a small but consistent
bias resulting from the different periods within a day
over which samples were collected. At this particular
site, soil CO2 efflux showed a slow increase after sun-
rise, following the temperature increase in the soil. Peak
values were commonly observed in the early afternoon
and fluxes declined slowly before dropping after sun-
set. In this example, fluxes measured between 9 a.m.
and 1 p.m. were a better representation of the actual
site mean efflux than those collected between 9 a.m.
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Figure 3.5 Effect of re-sampling a continuous dataset of soil CO2

efflux measured in a mature temperate spruce forest (see Subke
et al., 2003) using different sampling frequencies. Symbols
indicate mean fluxes with error bars of 1 SE, while horizontal
lines indicate the mean flux obtained from the continuous
dataset. Circles: 29 April 1999–4 July 1999; squares: 28 July
1999–7 September 1999; triangles: 29 October 1999–2 December
1999. For each period, open symbols are average fluxes measured
between 9 a.m. and 1 p.m., while solid symbols are fluxes
measured between 9 a.m. and 6 p.m.

and 6 p.m. Pair-wise comparison of fluxes in the first
sampling period of Fig. 3.5 showed a significant dif-
ference between fluxes obtained during the morning
and those obtained throughout the daytime hours (t =
7.21, p < 0.001), while neither of the estimates differed
significantly from the true 24-hour mean of correspond-
ing sampling days. On average, morning fluxes under-
estimated 24-hour means by 3%, while daytime hour
flux estimates overestimated the true diurnal mean by
the same margin. Notably the time lags in the diurnal
soil CO2 efflux dynamics differ according to site condi-
tions and the relatively small error introduced by either
morning or daytime sampling in this example cannot be
automatically assumed to hold for different sites. Data
in Fig. 3.1, for example, show peak values at around
midnight, which is likely to be due to the time lag for
assimilation products fixed throughout the day to reach
the roots and rhizosphere.

Correcting any possible bias resulting from the time
of day during which sampling took place may be pos-
sible if the diurnal variation of soil CO2 efflux (mean-
ing day- and night-time fluxes) is measured repeatedly
throughout the measuring period. If the bias is constant
throughout the period, a simple multiplicative correc-
tion may suffice; alternatively, a simple soil temperature
model may be necessary to correct fluxes.
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Table 3.2 Comparison of attributes for automated and manually operated soil CO2

efflux measuring systems. Please note that there is a considerable variety of measuring
principles, so that within each of the two categories individual aspects may vary.

Automated system Manual system

Measuring frequency continuous periodic
Number of sampling points small high
Technical requirements high low
Labour intensity low high
Capture of spatial heterogeneity low high
Capture of temporal heterogeneity high low

Suited for Time series analysis Areal survey
Capture of ‘events’

3.2.2.3 Implications for soil CO2 efflux sampling
strategies
Soil CO2 efflux measurements using chambers in the
field are commonly done by either continuous auto-
mated systems or manually operated chambers with
measurements carried out in periodic campaigns (see
Chapter 2 Pumpanen et al. for a more detailed descrip-
tion of measuring methods). The choice of a measuring
system depends principally on the objective of an exper-
iment. Table 3.2 provides a general overview of the
attributes of automated continuously measuring sys-
tems and those of manually operated systems. How-
ever, while these attributes are generally correct, there
is considerable variability within each category. A fur-
ther constraint is commonly posed by the availability of
resources to invest in either materials or labour, which
are assumed to be restrictive for this comparison. Given
a big enough budget, it is feasible to either measure with
a continuous system from a high number of sampling
points or to measure fluxes manually at high frequency,
thus compensating for some of the aspects highlighted
in Table 3.2.

In their investigation into trade-offs between the
resolutions of either measuring mode, Savage and
Davidson (2003) conclude that the manual mode is
beneficial for investigations where the mean soil CO2

efflux of a site is under investigation, with significant
reductions in the 95% confidence intervals owing to
the better capture of spatial heterogeneity. However,
this sampling mode was not well suited for capturing

short-term changes in soil CO2 efflux, for example
following wetting events or changes in temperature.
Studies interested in empirical modelling of soil CO2

efflux to environmental factors would therefore benefit
from data obtained from automated continuous mea-
surements. A combination of both approaches is advis-
able in order to avoid bias due to the shortcomings of
either temporal or spatial representation.

Experimenters operating continuous systems with
low spatial replication are well advised to first assess
spatial heterogeneity with a survey chamber in order to
test how representative the continuous sampling loca-
tions are. Again, this survey should ideally be repeated
throughout the annual cycle if measurements are to be
used for extrapolation of annual fluxes.

3.2.3 Laboratory measurements

Laboratory incubations of soils allow a close investiga-
tion of the respiratory response to specific environmen-
tal parameters (most commonly temperature and soil
moisture), or soil amendments with respiration sub-
strates, nutrient solutions or pollutants (Dilly and Nan-
nipieri, 2001; Allen and Schlesinger, 2004; Miller et al.,
2005; Smith, 2005; Shaver et al., 2006). The obvious
advantage is the level of control over a range of parame-
ters (both biotic and abiotic) influencing soil CO2 efflux
under field conditions, allowing a clearer interpretation
of results from experimental treatments. Depending on
the experimental aims, soil samples from the field may
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be left intact as complete monoliths or separated into
different soil components (surface litter, organic hori-
zon(s), mineral soil and roots). Soil extraction from the
field and incubation in the laboratory by its very nature
represents a major disturbance. Even if soil cores are left
intact, biological processes within this portion of soil are
significantly affected by the physical disturbance during
extraction and interruption of the autotrophic connec-
tions (i.e. roots and mycorrhizal hyphae). Depending on
the mode of soil sampling, local compaction or loosening
of the soil matrix is possible, with considerable influence
on soil diffusivity due to artificial changes in soil pore
space volumes. Roots that were severed are likely to lose
labile organic compounds (‘wound respiration’) in the
short term (Cabrera and Saltveit, 2003), while the obvi-
ous lack of carbon input from the plants (i.e. exudation
and litter inputs from roots and mycorrhizas) within the
soil core means that substrate supply to a host of micro-
bial organisms have been removed. The result is a rapid
decline in soil CO2 efflux in the initial period (on the
time scale of hours to a few days) following soil extrac-
tion in the field (Reichstein et al., 2005). Ultimately,
roots (and any other directly dependent organisms such
as the mycorrhizal mycelium) within the core will die, so
that the amount of dead biomass is artificially increased
with respect to soil conditions at the site the sample was
taken from.

Laboratory incubations of root-free soil, on the
other hand, can be used to estimate the carbon mineral-
ization potential of different soil parts or the microbial
heterotrophic response to temperature and soil mois-
ture conditions. Due, again, to the inherent disturbance
by the sampling process and subsequent separation of
soil components, there is a clear limitation to the pos-
sibility of extrapolating soil CO2 efflux obtained in lab-
oratory incubations to field conditions. For investiga-
tions aiming at quantifying the soil CO2 efflux under
field conditions or addressing any hypotheses involving
an intact autotrophic flux component, measurements
made on laboratory incubated soil samples alone are
not suitable as an experimental approach. However,
soil CO2 efflux studies based on laboratory incubations
have been instrumental in supplementing field-based
measurements by separating out individual aspects of
soil CO2 efflux responses to environmental conditions
(Fang et al., 2005; Miller et al., 2005; Reichstein et al.,
2005), the potential of CO2 being mineralized from dif-
ferent forest sites (Person, 2000; Sjoberg et al., 2004),

as well as investigations of the stability of soil organic
matter fractions (Franzluebbers et al., 2001; Ladegaard-
Pedersen et al., 2005; Leifeld and Fuhrer, 2005) or
effects of pollution and soil amendments on soil micro-
biota (Rajapaksha et al., 2004; Fuentes et al., 2006; Oorts
et al., 2006).

3.2.4 Scaling up

Scaling up in space and time is always based on the gen-
eralization of the data with respect to factors controlling
the variation. Day-to-day and seasonal variation in time
is often largely dependent on temperature, soil moisture
and simple measures of vegetation activity (such as leaf
area index) and can be modelled relatively easily. The
longer the time scale, however, the more interacting
factors come into play (e.g. carbon pool dynamics, dis-
turbances – including small non-visible ones – and pop-
ulation dynamics), reducing our ability to predict longer
term cycles and trends in soil efflux. Similarly, spatial
variation can be modelled quite well along gradients
where temperature, soil moisture regimes and vegeta-
tion productivity are the dominating factors (e.g. along
continental gradients) (Reichstein et al., 2003). As soon
as those factors are less dominant, subtler but important
factors might come into play: prominently soil chem-
ical status (e.g. pH, nutrients), vegetation cover and
site history (Reth et al., 2005). There is still no general
picture of how these factors co-determine the between-
site variation of soil respiration. Consequently, scaling
up is difficult and depends largely on well stratified
sample databases. Typical models addressing temporal
and spatial variation at different scales are discussed in
Chapters 11 and 12.

3.2.5 Site variation: random, stratified or
systematic design, and avoiding bias

Apart from sampling soil CO2 efflux from a sufficient
number of locations according to a site’s heterogene-
ity, the allocation of adequately spaced sampling points
(see Section 3.2.1 for autocorrelation issues) is equally
important in order to achieve a representative estimate
of the true soil CO2 efflux value. An appropriate design
will vary according to the site conditions and depends
on the question to be answered. Mainly there are three
types of sample design: (1) random, (2) stratified or
(3) systematic. Whereas (1) assumes fairly uniform site
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Figure 3.6 Example of three different sample designs for assessing CO2 efflux site variability in a heather moorland with a patchwork,
dominant vegetation cover. Symbols indicate the three sets of 25 measurement locations each: squares and circles represent the
random and stratified design, respectively, whereas a systematic approach would cover the area in 25 equally spaced points (stars).

conditions (e.g. old beech forest on brown earth), (2)
is more suitable for sites with known spatial variabil-
ity (e.g. heathland covering a patchwork of soil types
with differences in dominant vegetation types and slope
variation). Systematic sampling (3) might be considered
as straightforward but ignores underlying site variabil-
ity. However, it is suitable to answer questions such
as variance distance relationships (see Section 3.2.1 for
semivariogram-based analysis). More information on
sampling approaches is given in Hurlbert (1984).

From Fig. 3.6 it is clear that using different sample
strategies will lead to different results. In a first approach
we will only consider one environmental factor, vege-
tation cover, in order to obtain an ‘overall site soil flux’
estimate. In our case (Fig. 3.6), the random design will
not only misrepresent the patchwork of dominant vege-
tation types, it will also lead to a bias towards Eriophorum
coverage (11 sample points vs. only 3 for Sphagnum).
Both would be much better accounted for by a stratified
design (5 sample points for each vegetation zone). To
make sure there is no further bias introduced, the strat-
ified design needs to be allocated in a randomized way,
i.e. sample points should be given coordinates based
on a random number approach within each stratified

zone (e.g. five random coordinates for each vegetation
type). However, in another approach one might want to
focus on assessing the ‘dominant site soil flux’ allocating
more measurements to the dominant vegetation type,
thus the stratification must be weighted according to the
proportion of the total area occupied by each vegetation
type.

A different approach altogether would be to include
many more environmental variables, which would
demand more sophisticated geostatistical methodology
such as sampling of assembled data, for which exam-
ples are given in McBratney et al. (2003). For example,
a constrained Monte Carlo sampling scheme selects μ

different values from each of the different variables by
dividing them into several non-overlapping intervals on
the basis of equal probability. One value from each inter-
val is selected at random with respect to the probability
density in the interval. The obtained μ values are then
paired in a random manner between the many environ-
mental variables until μ-duplets are formed; searching
through the data can then find the locations that are
taxonomically most similar to the combination of val-
ues chosen (e.g. heather on deep peat), or find locations
that match the intervals in the various variables (e.g.
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pH ranges). In either case, this will result in a set of
μ spatial coordinates (locations) for observation (see
McBratney et al., 2003). There are many other sophis-
ticated geostatistical procedures and practical consider-
ations, and the reader may want to consult McBratney
et al. (2003) for useful examples on related geostatisti-
cal methods such as Kriging and co-Kriging. Kriging is
a process by which values are estimated at those loca-
tions that have not been sampled. The technique uses a
weighted average of neighbouring samples to estimate
the ‘unknown’ value at a given location, which can be
optimized using the semivariogram model. The tech-
nique also provides a ‘standard error’, which may be
used to quantify confidence levels. Co-Kriging uses
a similar interpolation technique but estimates map
values if the distribution of a secondary variable can
easily be sampled more intensely than the primary
variable.

3.2.6 Using geographical information systems
(mapping and querying)

An alternative to the complex geostatistical procedures
mentioned above is the use of a geographical informa-
tion system (GIS), which can help considerably with the
development of field sample strategies. In our example,
the stratified sample design locations shown in Fig. 3.6
might change considerably if sample point allocation
is weighted on a vegetation type area basis as done by
Garnett et al. (2001) for soil sampling. This weighted
allocation will reflect the soil fluxes under different veg-
etation covers in proportion to their area, thus provid-
ing an undistorted mean flux estimate for the entire site.
There are many GIS software packages available offer-
ing different levels of complexity and user knowledge,
and the reader may wish to consult specific literature.
In many cases a wide variety of plot or landscape infor-
mation (e.g. soil and vegetation types, soil pH, organic
carbon content, slope and soil depth) is available about
a given area on which sample strategy can be based.
However, it will become increasingly difficult to dis-
play and query those data in conventional software in
order to assist with sample design. In a GIS such digi-
tized data are then imported as either polygons (areas)
or point information that can then be used to draw map
layers and to query any combination of layers. For exam-
ple, the soil type in Fig. 3.6 might actually not overlap
with the dominant vegetation or there might be steep
slopes across the heather and grassland communities,

both might strongly impact on the measured soil CO2

efflux. In a GIS a query can be done, outlining different
zones based on all the information available (e.g. includ-
ing slope grades), on which a more accurate stratified
design can be based. The intention would be to sam-
ple the reference area as outlined above in order to fit a
model and extrapolate to the rest of the area. This might
give a better chance of fitting local relationships with a
given sampling effort, and should be more efficient in
required field time.

The GIS approach may also help with the spatial
display of soil fluxes and to model point measurement
integration (e.g. plot interpolation, see Kaye and Hart,
1998), which can be done using quite a diverse set of
procedures (e.g. surface or grid interpolation making
different assumptions about spatial relation). Further,
if larger than plot scale information is available, such as
land use, vegetation or soil maps, then scaling up the
integrated plot results to the landscape is achievable in
a GIS using spatial information, as done by McBratney
et al. (2000) for soil mapping.

3.3 FORMULATING AND TESTING
HYPOTHESES

Whereas the previous part of this chapter provides
critical knowledge for observation-based science (e.g.
obtaining meaningful spatial and temporal site flux vari-
ations) the following also considers theoretical and prac-
tical issues related to experimental manipulation (e.g.
hypothesis testing). The basis of science is the formu-
lation and testing of hypotheses by applying experi-
mental treatments, which distinguishes it from purely
observational disciplines such as natural history or even
assessing temporal and spatial flux variability as out-
lined previously. It is assumed that the null hypothesis
is true and the scientist will look for evidence in the
data to either support or reject the null hypothesis.
A fundamental concept of the method is to assume
that the null hypothesis is true until there is over-
whelming evidence against it (typically, less than a
1% or 5% chance of obtaining the observed value or
one more extreme if, in fact, the null hypothesis were
true).

However, it is not always easy to formulate clear
and testable hypotheses or design a balanced experiment
with appropriate controls. Therefore, care should be
taken to follow certain guidelines, which will lead to
successful experimental testing of hypotheses and thus
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provide meaningful answers. In the following section
we suggest an experimental step-by-step approach as
a basis for scientific hypotheses testing, which can be
summarized in five steps.

1. Make the observation.
2. Formulate the hypothesis.
3. Draw the graph.
4. Design and perform the experiment.
5. Evaluate data with the appropriate statistical

design.

Although the following section will be sufficient in
a soil respiration context, there might be additional
precautions needed to ensure successful hypothesis
testing under special circumstances (e.g. when mea-
suring in unusual environments). The most common
mistakes are made by having (1) an inappropriate or no
control treatment at all or (2) no pre-treatment data; this
five-step approach is intended to prevent such mistakes.

3.3.1 Make the observation

Soil respiration data are used to inform models about
site-specific soil CO2 efflux behaviour throughout the
year in order to improve model performance (see Chap-
ter 11 Reichstein and Janssens). As explained above, the
annual cycle might be divided into several key soil res-
piration process stages (e.g. snow cover, thawing, bud
burst etc.). Thus different observations throughout the
year might lead to addressing different hypotheses. For
example, the observation might be that winters with less
snow cover result in comparatively low soil respiration
flux as observed by Monson et al. (2006). One might link
this to better soil insulation under snow cover, leading
to warmer soil temperatures and thus higher microbial
activity, or protecting roots from frost damage. How-
ever, the observation needs to be tested scientifically;
it is not enough to compare one year with another as
other factors leading to higher soil respiration fluxes
might have changed as well, which crucially remained
unobserved.

3.3.2 Formulate the hypothesis

The hypothesis based on the above observation can be
phrased as: ‘Soil CO2 efflux increases with depth of
snow cover’. The null hypothesis that is going to be
tested statistically therefore states: ‘Higher snow cover
depth does not result in higher soil CO2 efflux’.
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Figure 3.7 Hypothetical graph illustrating the expected
correlation between soil respiration (y-axis) measured under
snow depths treatments (x-axis) on which the hypothesis is based
(n = 4). Note that the correlation is expected to be non-linear;
consequently flux measurements at more than two snow depths
treatments are needed. Further, the dependent variable is placed
on the y-axis, indicating that soil respiration depends on snow
depth and not the other way round.

3.3.3 Draw the graph

A first graph (Fig. 3.7) aims at illustrating the hypoth-
esis – in this case a correlation. It is important to note
that drawing the graph at this stage does not reflect
a foregone conclusion of the outcome of the experi-
ment. The graph reflects one possible outcome (based
on the observations that led to the hypothesis), it is
intended as a guide towards the most adequate statistical
test.

In this graph we already include a critical aspect
for the sampling strategy: as we do not know whether
there is a critical snow depth from which the hypoth-
esized insulating effect becomes effective (i.e. a likely
non-linear relationship between snow depth and soil
respiration rates), we will impose four different snow
depth treatments. However, as it is possible that there
is a minimum time to produce a reduction in flux activ-
ity by frost penetration into the soil, we will have to
extend the previous plan (Fig. 3.7) and add repeated
flux measurements. Based on this, we may proceed with
a second hypothetical graph, which sets out the logis-
tics of the experiments; showing extended fortnightly
sampling over 15 weeks (Fig. 3.8). Please note that this
example is intended to give a guide to the planning of an
experiment; measuring CO2 efflux from soil snow is a
considerable technical challenge (Hirano, 2005; Suzuki
et al., 2006) and is not part of this exercise. Given that we
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Figure 3.8 A hypothetical graph for the experimental testing of the hypothesis that snow depth is positively related to soil CO2 efflux.
Symbols indicate predicted fortnightly soil respiration fluxes (± 1 SE is an indication that we need more than three replicates!) on the
right y-axis for the four snow depth (sd) treatments (i.e. snow depth limited to a maximum depth of either 0, 10, 20 or 30 cm by
regular sweeping). A hypothetical natural snow cover depth for the unswept control (natural snow cover) is indicated on the left y-axis
(broken line). Note that the final data (week 15) correspond to the hypothetical data presented in Fig. 3.7.

want to repeat measurements from the same locations,
and compare the fluxes from different snow depths,
the appropriate statistical test is an analysis of vari-
ance (ANOVA) with repeated measures. This also has
implications for the sampling strategy as the number
of replicates required for each treatment has to be suf-
ficient to yield the statistical power to resolve possible
differences. Further, the practical guidance for semi-
variogram assessment for spatial and temporal flux mea-
surements in order to avoid pseudo-replication should
be considered (see Section 3.2.2.1).

By drawing this second graph (Fig. 3.8), and
including hypothetical error bars, we are automatically
guided to the material requirements of the measuring
process and we can instantly recognize if this will, for
example, conflict with the capabilities of the measuring
system (number of collars available, time required to
complete measurements from all locations etc.) or time
issues (e.g. holidays). Also note the pre-snow measure-
ments indicated in Fig. 3.8, which are critical to reveal
any possible difference in location that is independent of
the snow depths. Details such as pre-treatment fluxes,
controls and time issues are easily overlooked, and the
graph is intended to avoid such mistakes.

3.3.4 Design and perform the experiment

Based on this example, we would plan to measure soil
CO2 efflux from 15 locations beginning well before the
first snowfall at fortnightly intervals. These 15 collars

are divided into five different experimental groups (four
imposed snow depths and one ‘control’ of natural snow
height), using a randomized block design (see Hurlbert,
1984) to ensure that the variances of all groups are iden-
tical. In the blocked treatment design, the selected mea-
surement locations are spatially allocated within a block
containing a full set of treatments, and blocks are spaced
widely enough to avoid pseudo-replication. Blocking
can also be used to create a more homogeneous exper-
imental test bed according to similarity criteria, which
are ideally based on a pre-treatment ranking (e.g. three
blocks with each containing the three plots with highest,
medium and lowest soil CO2 efflux rates). Experimen-
tal blocking has two major advantages, both of which
increase the statistical power as the block effect can be
‘deducted’ from the data: (1) it will reduce within-block
variability and (2) it can take into account potential
environmental gradients (e.g. of soil moisture or pH).
As snow depth increases with time, regular sweeping
achieves the imposed snow depth of each treatment,
and we would plan to continue measurements of CO2

efflux at fortnightly intervals.

3.3.5 Evaluate the data with the appropriate
statistical design

For the statistical analysis, all flux data collected from
the time when the snow cover exceeds 30 cm (i.e. after
week 8 in Fig. 3.8, in this example) would be considered.
Other tests may be considered to look, for example, at
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the variation of temperature (in air) and below the dif-
ferent snow depth treatments (in the soil) during the
experiment. These factors may be included in the statis-
tics by means of an analysis of covariance (ANCOVA).
For more detailed advice on choosing appropriate sta-
tistical tests the reader may wish to consider special
literature such as Dytham (2003).

3.4 CONCLUSION

Capturing the spatial and temporal heterogeneity of soil
CO2 efflux is one of the biggest challenges to obtain-
ing flux estimates that allow scaling up to larger scales.
The aim of this chapter was to introduce the reader
to the sources of variability, and to illustrate possible
theoretical and practical approaches in order to allow
meaningful measurements of complete flux sums. As we
have pointed out throughout this chapter, variability of
fluxes in time and space is strongly influenced by site-
specific conditions and the methodology used. For the
purpose of scaling up, it would be desirable to separate
individual influences on soil CO2 efflux, since simplistic
parameterizations hold the risk of confounding different
sources of variability. While the dynamics of soil CO2

efflux through the growing season are likely to corre-
late reasonably well with temperature (and possibly soil
moisture), a simple parameterization on these factors
alone will likely mask their indirect influence on plant
activity, which in turn affects soil CO2 efflux. A good
spatial coverage including the experimental separation
of autotrophic and heterotrophic fluxes in the field, and
independent parameterization is likely to provide a more
meaningful basis for larger scale modelling, where plant
activity can be modelled independently, and thus pro-
viding a possible input parameter for autotrophic flux
contributions. However, any such experimental work
needs to be based on a sound statistical design and
we hope that our experimental step-by-step approach
will be useful to the field scientist responsible for
obtaining ‘meaningful numbers’ on soil carbon turnover
processes.
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Högberg, Nina Buchmann and David J. Read on the
review ‘Sources of CO2 efflux from soil and review of
partitioning methods’ (Soil Biology and Biochemistry, 38,

425–48). Soil Biology and Biochemistry, 38,
2999–3000.

Ladegaard-Pedersen, P., Elberling, B. and Vesterdal, L.
(2005) Soil carbon stocks, mineralization rates, and CO2

effluxes under 10 tree species on contrasting soil types.
Canadian Journal of Forest Research, 35, 1277–
84.

Law, B. E., Baldocchi, D. D. and Anthoni, P. M. (1999)
Below-canopy and soil CO2 fluxes in a ponderosa pine
forest. Agricultural and Forest Meteorology, 94, 171–88.

Leifeld, J. and Fuhrer, J. (2005) The temperature response of
CO2 production from bulk soils and soil fractions is
related to soil organic matter quality. Biogeochemistry,
75, 433–53.

Liang, N. S., Nakadai, T., Hirano, T. et al. (2004) In situ
comparison of four approaches to estimating soil CO2

efflux in a northern larch (Larix kaempferi Sarg.) forest.
Agricultural and Forest Meteorology, 123, 97–117.

McBratney, A. B., Odeh, I. O. A., Bishop, T. F. A., Dunbar,
M. S. and Shatar, T. M. (2000) An overview of
pedometric techniques for use in soil survey. Geoderma,
97, 293–327.

McBratney, A. B., Santos, M. L. M. and Minasny, B. (2003)
On digital soil mapping. Geoderma, 117, 3–52.

Miller, A. E., Schimel, J. P., Meixner, T., Sickman, J. O. and
Melack, J. M. (2005) Episodic rewetting enhances
carbon and nitrogen release from chaparral soils. Soil
Biology and Biochemistry, 37, 2195–204.

Monson, R. K., Lipson, D. L., Burns, S. P. et al. (2006)
Winter forest soil respiration controlled by climate and
microbial community composition. Nature, 439,
711–14.

Nunan, N., Wu, K., Young, I. M., Crawford, J. W. and Ritz,
K. (2002) In situ spatial patterns of soil bacterial
populations, mapped at multiple scales, in an arable soil.
Microbial Ecology, 44, 296–305.

Oorts, K., Bronckaers, H. and Smolders, E. (2006)
Discrepancy of the microbial response to elevated
copper between freshly spiked and long-term
contaminated soils. Environmental Toxicology and
Chemistry, 25, 845–53.

Parkin, T. B. and Kaspar, T. C. (2004) Temporal variability
of soil carbon dioxide flux: effect of sampling frequency
on cumulative carbon loss estimation. Soil Science
Society of America Journal, 68, 1234–41.

Person, T., Karlsson, P. S., Sjöberg, R. M. and Rudebeck, A.
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4 � Determination of soil carbon stocks
and changes
Mirco Rodeghiero, Andreas Heinemeyer, Marion Schrumpf and Pat Bellamy

4.1 INTRODUCTION

4.1.1 Soil carbon pools and the global carbon
cycle

In terrestrial ecosystems soils represent the major reser-
voir of organic carbon (Table 4.1), but with large and
yet unquantified uncertainties in their estimates (mainly
due to low soil sample numbers used for global up-
scaling and assumptions on mean soil depths). At the
global level, the soil organic matter (SOM) pool (esti-
mated to 1 m depth) contains about 1580 Pg of carbon
(Pg = 1015 g), about 610 Pg are stored in the vegeta-
tion and about 750 Pg are present in the atmosphere
(Schimel, 1995). Carbon is found in soils both in organic
and inorganic forms (Table 4.2). Organic carbon is com-
monly classified into three ‘arbitrary’ pools, mostly for
modelling purposes (such as in CENTURY), i.e. fast,
slow and passive reflecting the rate of turnover. How-
ever, it is difficult to relate these pools to soil car-
bon fractions (see Section 4.1.5). The total amount
of carbonate carbon to 1 m depth is estimated at 695–
748 Pg carbon (Batjes, 1996). About one third of organic
soil carbon occurs in forests and another third in
grasslands and savannas, the rest in wetlands, crop-
lands and other biomes (Janzen, 2004). The global
soil organic carbon map (Fig. 4.1, ISLSCP II; ORNL
DAAC, http://daac.ornl.gov/) shows the areas of high
soil organic carbon predominantly in cold boreal (e.g.
Northern Canada) and warm and humid tropical regions
(e.g. South-East Asia), reflecting areas of deep organic
soils (i.e. peatlands). However, Fig. 4.1 also shows that
even temperate zones, for example the United King-
dom, can contain considerable amounts of soil organic
carbon in wet and cold upland regions.

Most of the soil organic carbon is not ‘inert’ but
in a continuous dynamic state of accumulation and

decomposition (Janzen, 2004; Schrumpf et al., 2008),
the schematic soil carbon cycle in Fig. 4.2 indicates
this continuous exchange of carbon between the soil
and the atmosphere, mostly as carbon dioxide (CO2)
and methane (CH4). Consequently, any net carbon loss
from soils will increase the CO2 concentration in the
atmosphere and in water bodies, whereas net accu-
mulation in soil carbon (or sedimentation in rivers or
lakes etc.) can contribute to the reduction of the atmo-
spheric carbon pool (Ellert et al., 2001; Lal, 2004).
This cycling of carbon is increasingly influenced by
human activities (IPCC, 2007). On an annual basis,
global soil respiration estimates amount to about 80 Pg
carbon (Schlesinger and Andrews, 2000; Raich et al.,
2002), roughly ten times the annual flux from fossil
fuel combustion (7.2 Pg carbon; IPCC, 2007). Cru-
cially, past and current cultivation of soils led to signifi-
cant soil carbon losses of 50 Pg carbon or more (Janzen,
2006); conversely land-use or management change can
offer an opportunity for sequestering atmospheric car-
bon in soils (Janzen, 2006). Importantly, in the long
term, these soil carbon changes can be greater than
any above-ground carbon gains. Therefore, soils hold a
key role in reducing atmospheric CO2 levels and their
management is subject to scientific (e.g. climate change
scenarios) and political (e.g. Kyoto Protocol) analysis.
Moreover, peatlands and other organic soils of cold and
temperate regions are presently assumed to be a net
sink of carbon but they might become a net carbon
source (CO2 and CH4) with predicted increase in global
temperatures (Lal, 2004; Walter et al., 2006). Bellamy
et al. (2005) and other authors suggest this is already
happening.

As even small changes in soil organic carbon pools,
due to climatic changes or to human activities, might
have large impacts on the global carbon cycle (Garten

Soil Carbon Dynamics: An Integrated Methodology, eds Werner L. Kutsch, Michael Bahn and Andreas Heinemeyer.
Published by Cambridge University Press. © Cambridge University Press 2009.



T
ab

le
4.

1
E

sti
m

at
es

of
so

il
ca

rb
on

sto
ck

s(
G

tc
ar

bo
n

eq
ua

lt
o

ei
th

er
P

g
C

:
or

x
10

15
g

C
)

fo
rm

aj
or

te
rr

es
tr

ia
lb

io
m

es
.T

he
di

ffe
re

nc
es

in
da

ta
en

tr
ie

sb
et

w
ee

n
co

lu
m

ns
re

fle
ct

di
ffe

re
nt

da
ta

us
ed

fo
rb

io
m

e
ar

ea
(i

.e
.l

an
d

co
ve

rm
ap

)
an

d
ca

rb
on

de
ns

ity
da

ta
se

ts
as

w
el

la
ss

oi
ld

ep
th

s.
T

he
ta

bl
e

do
es

no
tc

on
ta

in
do

ub
le

co
un

ts
(e

.g
.p

ea
tla

nd
sa

re
ei

th
er

co
un

te
d

as
w

et
la

nd
so

rb
or

ea
lf

or
es

ts
et

c.
).

IG
B

Pa
10

0
cm

IG
B

P
10

0
cm

W
B

G
U

b
10

0
cm

IS
L

SC
P

II
c

15
0

cm
IS

L
SC

P
II

13
0

cm
B

io
m

e
IP

C
C

20
01

G
L

C
M

20
00

d
IP

C
C

19
90

G
L

C
M

20
00

d
G

L
C

M
20

00
d

F
or

es
t

T
ro

pi
ca

la
nd

su
bt

ro
pi

ca
l

21
3

20
9

21
6

27
5

10
9

T
em

pe
ra

te
15

3
97

10
0

13
1

43
B

or
ea

l
33

8
17

4
47

1
25

5
62

Sa
va

nn
a

an
d

gr
as

sl
an

d
T

ro
pi

ca
la

nd
su

bt
ro

pi
ca

l
24

7
20

6
26

4
27

6
98

T
em

pe
ra

te
17

6
17

1
29

5
23

6
80

D
es

er
ta

nd
se

m
i-

de
se

rt
15

9
19

9
19

1
27

6
86

T
un

dr
a

11
5

10
6

12
1

15
8

42
B

or
ea

l
16

5
76

–
11

0
29

C
ro

pl
an

ds
–

76
12

8
10

1
36

W
et

la
nd

s
–

14
7

22
5

21
1

53
B

ar
e

–
36

–
50

16

T
ot

al
C

st
oc

k
15

66
14

97
20

11
20

79
65

4

a
E

st
im

at
e

ta
ke

n
fr

om
th

e
IP

C
C

20
01

(B
ol

in
et

al
.,

20
00

).
b

E
st

im
at

e
of

so
il

ca
rb

on
ta

ke
n

fr
om

th
e

IP
C

C
19

90
(I

PC
C

,1
99

0)
w

ith
ve

ry
hi

gh
R

us
si

an
(b

or
ea

l)
fo

re
st

so
il

ca
rb

on
.

c
So

il
ca

rb
on

es
tim

at
es

ta
ke

n
fr

om
th

e
IS

L
SC

P
II

da
ta

se
t(

IS
L

SC
P

II
,2

00
5)

.
d

L
an

d
co

ve
r

m
ap

(i.
e.

pe
rc

en
ta

ge
la

nd
us

e
pe

r
gr

id
ce

ll)
ar

ea
w

as
ca

lc
ul

at
ed

us
in

g
gl

ob
al

0.
5◦

gr
id

sa
te

lli
te

da
ta

(G
L

C
20

00
v1

.1
;G

L
C

20
03

)
an

d
w

as
ov

er
la

id
w

ith
co

rr
es

po
nd

in
g

gr
id

in
fo

rm
at

io
n

on
th

e
bi

om
es

ba
se

d
on

th
e

H
ol

dr
id

ge
L

ife
Z

on
e

da
ta

(L
ee

m
an

s,
19

92
).



Determination of soil carbon stocks and changes 51

Table 4.2 Estimates of soil organic and inorganic carbon stocks (to 1 m depth) and carbon
densities of world soils (data taken from Lal, 2004).

Soil organic carbon Soil inorganic carbon

Soil order Density (Mg C ha−1) Pool (Pg C) Density (Mg C ha−1) Pool (Pg C)

Alfisols 125 158 34 43
Andisols 220 20 0 0
Aridisols 38 59 290 456
Entisols 42 90 124 263
Gelisols 281 316 6 7
Histosols 1170 179 0 0
Inceptisols 148 190 26 34
Mollisols 134 121 96 116
Oxisols 128 126 0 0
Rocky land 17 22 0 0
Shifting sand 4 2 9 5
Spodosols 191 64 0 0
Utisols 124 137 0 0
Vertisols 133 42 50 21

Total 1526 945

et al., 1999; Vance, 2003) it becomes vital to assess soil
organic matter pools and their changes accurately.

4.1.2 Definition of soil organic carbon (SOC) and
soil organic matter (SOM)

Soil can be defined as a complex system, consisting of
a mixture of organic and mineral particles, soil solution
and air, resulting from the interaction between biotic
and abiotic factors; it is the medium in which plants
acquire water and nutrients through their root systems.
Soil organic compounds include all the organic mat-
ter present in the soil: living organisms (bacteria, algae,
fungi, soil fauna and plant roots), the organic products
derived from their activity (faeces, bacterial and fungal
synthesized substances and root exudates) and plant and
animal remains at various stage of decomposition, pass-
ing through several soil horizons and eventually enter-
ing various humus stages. Excluding living organisms
(including living roots), we can define soil organic mat-
ter (SOM) as: ‘the plant and animal remains at differ-
ent stages of decomposition and the substances derived
from the biological activity of the soil-living popu-

lation’ (Soil Science Society of America, 1984). Soil
organic carbon (SOC) is the carbon content of SOM,
which is mostly around 50 to 60%. Most soils contain
large amounts of SOC in the litter and organic layers
(Fig. 4.3). Commonly soils are characterized by a SOM
rich topsoil with decreasing soil carbon content down
the soil profile, its thickness determined by soil mixing
(Fig. 4.3; Table 4.2). In Histosols organic matter layers
can extend to many metres depth.

The simplest way to report SOC content is as con-
centration (i.e. mass of carbon per unit mass of soil; g
kg−1). More frequently SOC is expressed on an area
(kg m−2) or volume (kg m−3) basis, although for inven-
tory purposes SOC concentration, unless specified as
per total soil volume, should be defined as carbon den-
sity (e.g. kg C m−2 per unit of soil depth), which requires
data on soil bulk density, stone content, depth of sam-
pling and root content.

4.1.3 The soil carbon balance

The total amount of organic carbon stored in a soil
is the resulting net balance of all carbon fluxes enter-
ing and leaving the soil over time (Fig. 4.2). Most
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Figure 4.1 Soil carbon densities (organic carbon stocks) in kg C m−2 for (large) global 1◦ grid (150 cm soil depth) derived from the
ISLSCP II dataset (ORNL DAAC, http://daac.ornl.gov/), and (inset) the 1 km grid (2003 national UK inventory estimate) data
(100 cm soil depths) for Great Britain (NSRI, GB, http://randd.defra.gov.uk/ and project search for SP0511). The maximum value
for the global dataset is 124 kg C m−2. Note that the global 1◦ dataset for the UK would only deliver 135 data point with a maximum
of 79 by C m−2 whereas the national 1 km UK dataset contains 250 234 grid value with a maximum of 118 or 39 by C m−2 for 100 and
30 cm, respectively (including Northern Ireland); both map values refer to the same UK carbon legend.

organic matter entering the soil originates from plants.
Above-ground litter, mainly derives from woody tis-
sues (e.g. twigs, bark), leaves, flowers, fruits, mosses,
lichens and fungi; below-ground inputs include dead
roots and their associated mycorrhizal hyphae, root
exudates (mainly sugars and organic acids) and slough-
ing of root surface tissues. However, any above-ground
litter will eventually become below-ground input, for
example due to bioturbation and cultivation. Although
the living fine root biomass constitutes only a small
fraction of the total stand biomass, the contribution
of fine roots to total soil carbon inputs can be quite
substantial. For example, fine root production in for-
est ecosystems can be assumed to be around 50%
to 75% of total net primary productivity (Majdi,
2001; Nadelhoffer and Raich, 1992). In forest ecosys-
tems, this is due to the high biomass of woody tissue

relative to production above ground, coupled with fast
rates of growth and turnover relative to below-ground
biomass (Ruess et al., 1996). Some recent studies indi-
cate that roots and mycorrhiza are even more important
for the accumulation of SOM than above-ground leaf
litter (Rasse et al., 2005). Other considerable sources of
SOM can be animal faeces, dead animals and wet or dry
organic matter soil surface deposition. At agricultural
sites, applications of fertilizer including organic matter
such as manure or compost can significantly increase the
SOM pool. Furthermore, there is some evidence that a
small amount of CO2 can be directly fixed by microbes
in the soil, contributing to SOM (Miltner et al.,
2005).

In natural ecosystems, losses of carbon from the soil
derive mainly from decomposition and mineralization
processes of SOM, which lead to the release of CO2 and
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Figure 4.2 Simplified diagram of the soil carbon cycle.

some other trace gases (CH4 and CO). The production
of methane is of importance in particular in wetlands
and peatlands, varying between less than 1 to more
than 40 g C m−2 y−1 (Saarnio et al., 2007). Leaching
can also cause carbon losses from any soil via dissolved
organic carbon (DOC) and dissolved inorganic carbon
(DIC). These losses, although high during peak rain-
fall events (Freeman et al., 2001), are generally small
and account for up to 20 g C m−2 y−1 for DOC and
DIC in Europe (Siemens, 2003). The largest annual
flux component is generally heterotrophic soil respira-
tion (calculated as the difference between net primary
productivity and net ecosystem productivity), esti-
mated to range between 280–970 g C m−2 in temperate

forest ecosystems (Pregitzer and Euskirchen, 2004).
Still, hydrological fluxes of carbon can be significant,
especially in relation to a sometimes quite small net
ecosystem exchange (Fahey et al., 2005). In arable
or other highly disturbed systems, a depletion of soil
carbon also occurs due to lower plant litter input
through harvesting, faster SOM breakdown (as it is
more accessible in soil aggregates disrupted by plough-
ing) and increased displacement of carbon-rich surface
soil through wind and water erosion (Janzen, 2006). In
fact, erosion can lead to considerable carbon losses at
the plot scale, but net effects are harder to predict when
up-scaling since it depends on the fate of the carbon in
the deposition area. It is estimated that about 1.14 Pg
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Figure 4.3 Schematic soil profile and humus form description for a typical (semi-natural) mid-latitude soil type (Food and
Agriculture Organization of the United Nations (FAO) classification) with generalized information on soil organic carbon and soil
biochemical factors. Soil carbon stocks (to 150 cm depth) are taken from the ISLSCP II (ISLSCP II, 2005) database in combination
with the FAO soil type map. The enlarged soil profile graphic shows a typical European forest soil with a general overview of organic
(i.e. O layers: >30% humus content) and mineral layers and the associated root distribution and basic biochemical pedogenesis
processes; most soil carbon is contained in the soil surface layers (i.e. O layers and Ah horizon); % humus refers to the combined O
and A horizon layers. Note the link between soil chemical properties and dominant decomposition (i.e. predominantly bacterial vs.
fungal decomposition). Data combined from Scheffer and Schachtschabel (1992).

carbon may be annually emitted into the atmosphere
through erosion-induced processes (Lal, 2001).

Overall, the largest amounts of net SOC accumu-
lation occur under high or very recalcitrant litter input
and low SOC turnover rates; in extreme cases there can
be as much as several metres of organic deposits (i.e. peat
in Histosols) amounting to several hundred kilograms
of carbon per square metre; this is mostly linked to wet
and cool, or warm but very humid, regions (Fig. 4.1;
e.g. boreal regions and South-East Asian peatlands).

4.1.4 Effects of fire in altering the reservoirs
of soil carbon

Nearly all ecosystems in the world will be likely to
experience fire activity at some point. Mediterranean
ecosystems, for example, are fire dominated and have

been subjected to fire for centuries (Duguy et al., 2006).
In tropical peatlands (e.g. Indonesia) fires are mostly
anthropogenic, started by local (indigenous) and immi-
grant farmers or by private companies and government
agencies as the principal tool for clearing forests before
establishing crops (Page et al., 2002). Moreover fires in
tropical savannas (grassland, woodland and forest) are
principal sources of CO2 emission to the atmosphere
(Scholes and Andreae, 2000); in these ecosystems, in
fact, fire is commonly used to convert forests to agricul-
ture purposes. In the circumpolar taiga (conifer forest)
and tundra, fire is one of the most important physical
forces that influence vegetation (Timoney and Wein,
1991). In forest ecosystems prescribed fires of low inten-
sity are sometimes used to consume the understorey and
part of the forest floor layers to prevent fuel build-up and
resulting large-scale forest damage (Ferran et al., 2005).
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Fire events mostly consume all litter as well as part
of the organic matter; depending on the intensity, this
‘burning’ can reach quite low into the mineral layers
(Duguy et al., 2006) or also peat (Page et al., 2002).
Moreover, heating of soil layers alters their physico-
chemical properties (Neary et al., 1999) and affects
soil nutrients. During a fire, soil nutrients are either
volatilized or transformed into ashes and, consequently,
after a fire there is generally a net loss of nutrients from
the ecosystem (Raison et al., 1985) due to export through
leaching, wind blow or erosion (Duguy et al., 2006).
However, in the short term soil fertility usually increases
after fire due to a higher nitrogen and phosphorus avail-
ability in soil solution. Due to the increased pH (i.e. ash)
and concentration of base cations soil respiration is tem-
porally enhanced, indicating higher nitrogen mineral-
ization and nitrification. The magnitude of the nutrient
flush depends on the temperature and duration of the
fire and the amount of organic matter burned (Duguy
et al., 2006). Obviously, fire also alters net assimilation
rates of the standing vegetation (i.e. leaf damage or loss)
causing a decrease in the supply of organic matter and
root-derived substrates to the soil for quite some time
(Duguy et al., 2006). In particular, in organic soils fires
can smoulder underground for long periods leading to
considerable carbon losses (Page et al., 2002). Losses
of organic carbon and nitrogen caused by volatilization
are proportional to fuel consumption or fire intensity or
both (Raison et al., 1985). Moreover larger fuel loads
result usually in more intense fire and thus larger losses
of organic carbon and nitrogen (Duguy et al., 2006).
The heat transfer into mineral soil during fire is strongly
limited by the insulating effect of the soil (Duguy et al.,
2006). For this reason the main short-term effects of
fire are expected to occur in the upper 0 to 2 cm layer of
mineral soil (Debano and Conrad, 1978).

Duguy et al. (2006) reported a significant 25%
decrease in soil organic matter from 4.8% to 3.6% due
to recurrent fires in a shrubland ecosystem in eastern
Spain. In eucalypt forests in Australia, Hopmans et al.
(2005) found a decrease in labile organic carbon pool
fractions and an increase of the proportion of more
recalcitrant carbon (i.e. charcoal) in the soil coarse frac-
tion (i.e. >2 mm). Three-and-a-half years after a fire in
a garrigue in Spain, Ferran et al. (2005) found that the
total forest floor layer dry weight amounted to 6.3–9.7
Mg ha−1, approximately half of the unburned control
(i.e. 17.6 Mg ha−1); however, fire frequency did not

change soil organic carbon content in the 2.5–10 cm
mineral layer. Similarly, Tilman et al. (2000) did not
detect a significant effect of fire frequencies on soil car-
bon and fine root mass in either 0–20 cm or 20–100 cm
soil depth but a decrease in forest floor carbon. Irvine
et al. (2007) didn’t find significant differences in soil car-
bon (down to 1 m depth) in semi-arid ponderosa pine
stands in Central Oregon between plots with different
burning levels. In conclusion, fire in the forest floor
and superficial soil layers always decreases carbon con-
tents, whereas losses from the mineral layers depend on
fire intensity, frequency and insulating layers. For more
detailed information the reader might consult current
literature on the topic.

4.1.5 Factors determining soil organic carbon
turnover

Organic material entering the soil is subject to biolog-
ical decay by various types of soil organisms including
macro- and megafauna (e.g. earthworms, snails and lar-
vae), mesofauna (e.g. springtails and mites) or micro-
fauna (e.g. nematodes and protozoa), as well as bac-
teria and fungi. Abiotic chemical oxidation is only of
minor importance (Von Lützow et al., 2006). The time
organic matter remains in the soil depends on a number
of site-specific parameters of which soil temperature,
moisture and substrate quality and supply can be seen as
most important (Davidson et al., 2006), as they together
determine microbial activity.

While probably all SOC can potentially be
degraded by microbes, the rate at which it is mineral-
ized also depends on the chemical nature of the organic
material itself, its protection against microbial attack
and its variability (e.g. litter mixtures might decompose
faster; Briones and Ineson, 1996). We can distinguish
between primary and secondary chemical recalcitrance
of organic matter (Von Lützow et al., 2006): (1) pri-
mary recalcitrance refers to organic molecules of plant
origin, such as lignin, waxes, cutin or suberin, which
are less easily degradable by soil organisms than starch
or cellulose (Derenne and Largeau, 2001; Bertrand
et al., 2006); (2) secondary recalcitrance, on the other
hand, includes products and residues of soil fauna and
microbes (such as murein, chitin, lipids and melanin),
charcoal and humic polymers. If chemical recalcitrance
were the main factor determining SOM accumulation,
this would lead to a selective preservation of those
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molecules in old carbon fractions. Instead, a number
of studies have shown that apparently old fractions of
SOM still contain large amounts of labile organic mat-
ter, indicating that other stabilization mechanisms are
also involved (Schöning and Kögel-Knabner, 2006), for
example sorptive preservation of organic matter in asso-
ciation with certain minerals (such as allophane, poorly
crystalline Al and Fe oxides and hydroxides) and met-
als (Kleber et al., 2005; Wiseman and Püttmann, 2005;
Mikutta et al., 2006). Occlusion of organic matter by
soil aggregates (in particular in clay soils) can also be of
considerable relevance, while intercalation within soil
minerals does not seem to be quantitatively important
(Von Lützow et al., 2006). In soil carbon models (e.g.
CENTURY) such decomposition processes are rep-
resented in three arbitrary SOM pools, which only
vaguely relate to measurable SOC fractions, with spe-
cific turnover rates and an additional clay decomposition
modification factor.

4.1.6 Soil organic carbon stocks and climate
change

Global temperatures are expected to rise significantly
during the twenty-first century and beyond (IPCC,
2007); two hypotheses can be used to predict the poten-
tial dynamics of soil carbon stocks in such a changing
environment (Garten, 2004).

According to the first hypothesis (Fig. 4.4), the
decomposition of SOM is more sensitive to temperature
change than net primary productivity (NPP),

Hypothesis 1 (Kirschbaum, 1995, 2000)
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Figure 4.4 Hypothetical effects of climate change due to elevated
atmospheric CO2 concentrations on soil carbon dynamics
causing a positive and/or negative feedback to climate change –
Hypothesis 1 (taken from Garten, 2004; modified).

Hypothesis 2 (Berg, 2000; Berg and Meentemeyer, 2002)
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Figure 4.5 Hypothetical effects of environmental change
(considering increased N depositions) on soil carbon dynamics
causing a negative feedback to climate change – Hypothesis 2
(taken from Garten, 2004; modified).

consequently increasing temperatures will result in a
net transfer of soil carbon to the atmosphere as SOM
decomposition is stimulated more than NPP (Kir-
schbaum, 2000). This would lead to a positive feedback
mechanism: the release of soil carbon further increases
atmospheric CO2 concentrations, leading to even higher
surface temperatures and consequently more soil car-
bon loss through accelerated decomposition (Cox
et al., 2000). However, there is also a potential inhibitor
to this positive feedback. Increased decomposition rates
may stimulate greater soil nitrogen availability, lead-
ing to higher NPP, which potentially increases carbon
inputs into the soil through litter fall and rhizodepo-
sition that would somewhat offset the increased soil
carbon loss. In this first hypothesis soil carbon dynamics
depend on the soil carbon balance changes. Currently it
is not known in which direction this soil carbon balance
will move (Davidson et al., 2006) but indications are for
a net loss (Bellamy et al., 2005). Moreover, according to
Sulzman et al. (2005), it is inaccurate to assume that an
increase in net primary productivity will translate sim-
ply into additional below-ground storage. In fact they
found that a doubled litter addition in an old growth for-
est in Oregon resulted in a much higher soil respiration
than expected based on the additional carbon added.

The second hypothesis (Fig. 4.5) further considers
the additional effect of human induced nitrogen (N)
fertilization from agricultural fertilizer usage and the
combustion of fossil fuel, the former producing pre-
dominantly NH3 (and NO3), the latter NOx (NO +
NO2), eventually leading to dry and wet N deposition on
vegetation and soil (Galloway and Cowling, 2002). Soil
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Figure 4.6 Relationship between soil organic carbon densities
(carbon stocks) in kg C m−2 for global 1◦ (150 cm soil depth)
ISLSCP II data (ORNL DAAC, http://daac.ornl.gov/) vs.
annual mean air temperatures (CRU05 0.5◦ 1961–90 mean
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show an S-shaped distribution with two maxima in cool (mainly
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with rainfall, data not shown). The inset focuses on the 135 UK
data points, showing a strong negative relationship (best fit
regression line), indicating a loss of soil carbon of around 5 to
10 kg C m−2 per 1◦C rise (Heinemeyer et al., unpublished).

carbon stocks might then gain more carbon than they
lose due to rising temperatures in a nitrogen-rich envi-
ronment. Firstly, increased soil N availability would
increase NPP and subsequently litter and thus soil car-
bon inputs (as seen in the first hypothesis). Secondly,
although higher N content might stimulate initial lit-
ter decomposition it seems to suppress humus decay in
later stages (Jandl et al., 2007), thus leading to stabi-
lization of SOM in mineral-associated fractions (Neff
et al., 2002). Correspondingly, Berg (2000) and Berg
and Meentemeyer (2002) argue that more humus for-
mation occurs with litter of a high N content or a low
C:N ratio. In fact, it seems that mineral N input retards
decomposition rates of old litter and recalcitrant SOM
by suppression of ligninolytic enzymes and chemical
stabilization (Berg and Meentemeyer, 2002).

A simple climatic overlay of global soil carbon
stocks (Fig. 4.1) illustrates the potential link between
key environmental factors such as annual mean air
temperature and soil carbon densities (Fig. 4.6); there
appears to be a strong correlation between these two
variables and in certain regions temperature explains a
large part of the variation in soil carbon stocks (Fig. 4.6;
UK data). Obviously other factors co-exist and also

impact on soil carbon stocks. However, temperature
seems to be one of the most important environmen-
tal factors (Amundson, 2001; Rodeghiero and Cescatti,
2005), and interestingly, for the UK analysis, this seems
to be supported by measured losses in soil carbon stocks
(Bellamy et al., 2005).

4.2 METHODS FOR THE
DETERMINATION OF SOIL ORGANIC
CARBON CHANGES

When considering a methodology for determining SOC
changes we also have to face the problem of trying to
detect a small change (i.e. net SOC change over time) in
a big number (i.e. soil carbon stock). There are several
methods for determining SOC stock changes (Post et al.,
2001) and here we shall focus on three methods (Ellert
et al., 2001).

1. Flux approach: indirectly, by determination of all
carbon fluxes entering and leaving the soil over a
certain time period.

2. Repeated inventory approach: directly, by repeated
measurements of SOC stocks at the same location
over a period of time.

3. Examining changes in specific fractions of carbon: indi-
rectly, by determination of changes in sensitive soil
carbon pools or specific fractions (e.g. Six et al.,
2002), which might present first indications for long-
term changes of total carbon stocks.

Mean soil carbon stocks in Europe, for example, are
estimated to be 15.8 kg C m−2 to a soil depth of 1 m,
and vary from 3.9 kg C m−2 for Arenosols (coarse sandy
soils) to 72.9 kg C m−2 for Histosols (poorly drained,
peaty soils) (Batjes, 2002); estimates of mean annual
soil carbon stock changes are almost three orders of
magnitude lower, with croplands losing soil carbon at a
rate of about 70 g C m−2 y−1, and forests and grasslands
gaining carbon at a rate between 37–60 g C m−2 y−1

(Janssens et al., 2005). Therefore, for short-term (<5
years) monitoring, the flux approach is probably the
better one, whereas the inventory approach will generate
more reliable data in the long term.

4.2.1 The flux approach

In theory, for this indirect approach all carbon fluxes into
and out of the soil (including methane) would need to be
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quantified over time (e.g. over at least one year). Since
many fluxes are involved, some of which are difficult
to determine (i.e. root exudates, respiration and carbon
allocation to mycorrhizal fungi; see Fig. 4.2 and below),
a quantification of all fluxes would be very laborious
and expensive (note: this would have to include car-
bon emissions from burning or losses through erosion
or harvest products). Therefore, Hanson et al. (2000)
suggested estimating changes in soil carbon stocks via
the following equation:

�SOC = (LA + LB) − (RS − RR) Eq. (4.1)

where �SOC is net carbon change (g C m−2 y−1) over
time; LA is above-ground litter; LB is below-ground
litter; RS is total soil CO2 efflux; RR is root respira-
tion. The above-ground litter (LA) is usually sampled
with litter traps located on the soil surface collecting
all canopy plant residues. Usually in forest ecosys-
tems the woody residues are distinguished into fine
woody debris (collected together with the leaf litter) and
coarse woody debris, which needs to be sampled sepa-
rately (e.g. huge branches, stumps or harvest residues
along transects). This distinction is due to the differ-
ent (longer) turnover time of the coarse woody debris.
It is crucial to properly evaluate the number of litter
traps and their location per unit of surface area with
respect to individual canopy structure to reduce sam-
pling errors (Rodeghiero, 2003). For example, within
a heterogeneous canopy structure a higher number of
traps are required in order to lower sampling errors. The
below-ground litter input (LB) includes all dead root
biomass produced during a specified period, which can
be derived via: (1) sequential coring; (2) root in-growth
cores; (3) rhizotrons and (4) radiocarbon and stable car-
bon isotope depletion methods (Giardina et al., 2005).
However, due to the many assumptions and method-
ological issues of these methods (e.g. higher root growth
along rhizotrons due to moisture and angle effects), the
best would be to apply a combination of approaches, in
order to validate the obtained results (Giardina et al.,
2005). Besides, there remain many ‘flux’ components,
such as root exudates and mycorrhizal hyphal produc-
tion and turnover, which can only be estimated with
great difficulty. Total soil CO2 efflux (RS) is usually
evaluated with respiration chambers. The root respira-
tion (RR) can be determined using various approaches
(see reviews by Hanson et al., 2000 and Subke et al.,
2006): (1) root exclusion (e.g. girdling, trenching);

(2) physical separation of components; (3) isotope tech-
niques and (4) indirect techniques.

4.2.2 The repeated inventory approach

This approach is based on the direct measurement of
organic carbon in soil samples taken by two sequential
inventories over a long period (i.e. many years). Since
annual carbon inputs and outputs are relatively small
compared to soil carbon stocks, the time required to
detect statistically significant soil carbon stock changes
within a site is in the order of at least five to ten years
(Post et al., 2001; Smith, 2004).

The soil carbon stock on an area basis (SC;
kg C m–2) to a depth of, say, 10 cm, can be computed
using the following equation:

SC = CC Bd V HF Eq. (4.2)

where CC is soil organic carbon concentration (kg C kg
soil−1); Bd is soil bulk density (kg m−3); V is the volume
of a soil layer of 10 cm thickness and 1 m2 surface (i.e. 0.1
m3 m−2); HF is calculated as (1 – (stone volume + root
volume)/V) and is a dimensionless factor representing
the fine soil fraction in a certain soil volume (note that
stone and root volumes must be in m3). The correction
for the stone content is especially important as stones
contain no organic carbon and not accounting for the
stone content (see Section 4.2.4.4) would lead to a sub-
stantial overestimation of soil carbon content (Eriksson
and Holmgren, 1996; Palmer, 2002; Rodeghiero and
Cescatti, 2005).

Depending on the objectives of the monitoring,
there are different methodologies available to deter-
mine soil carbon concentration, bulk density, and stone
and root content, but these methodologies should
be fixed over soil type and time. Fortunately, there
are some internationally acknowledged protocols that
should be taken as guidelines (IPCC, 2003; UNECE,
2003; USDA, 2005; IPCC, 2006) and also some ISO
certifications related to soil sampling (ISO, 2002, 2003).
Some commonly used methods and their limitations are
discussed below. It is important to note that the non-
linear negative correlation between carbon concentra-
tion and soil bulk density (Fig. 4.7) can lead to an over-
estimation of soil carbon stocks on an area basis when
calculating SOC densities as the product of average car-
bon concentration, average bulk density and soil depth
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Figure 4.7 Relation between carbon concentrations and bulk densities at different soil depths of two deciduous (Hainich and Hesse)
and one coniferous (Bordeaux) forest sites differing in soil texture.

(Conen et al., 2005) unless validated pedotransfer func-
tions are used. Ideally, carbon concentration and bulk
density need to be measured for the same soil sample
and carbon contents calculated for each individual sam-
ple before any eventual averaging.

4.2.3 Examining changes in specific fractions
of carbon

Soil organic carbon is composed of many different com-
pounds with different chemical and physical properties,
which can be analyzed and subdivided into fractions
that are defined by their different turnover times and
their pool size. The most common methods to sepa-
rate the soil organic carbon into fractions are chemi-
cal, physical or a combination fractionation method (Von
Lützow et al., 2007). The chemical methods are based
on the extraction of SOM in aqueous solutions, with
or without electrolytes, in organic solvents or on the
resistance of SOM to oxidation. For example, utilizing
sodium hydroxide can determine the fulvic and humic
acids and humin content (Palmer, 2002), whereas the
chloroform-fumigation method is used to determine
the microbial biomass carbon. The physical methods,
based on the density and dimensions of particles, distin-
guish between light and heavy SOM fractions, assum-
ing related different chemical, physical and biological
properties. The light fraction is considered the youngest

and biologically the most reactive with turnover times
between a few months and a few years (Post et al.,
2001); it is made of free plant and animal residues (not
associated with mineral particles). There is evidence
that much of the change in soil organic carbon induced
by anthropogenic effects occurs in the light fraction,
thus demonstrating the importance of including the
measurement of this fraction in monitoring protocols
(Jazen et al., 1992). The heavy fraction has been trans-
formed by microbial and faunal action and is stabilized
in organo-mineral complexes with clay and silt particles
or humic compounds of complex nature. This heavy
fraction is the most resistant to further degradation and
can remain in the soil for hundreds or even many thou-
sands of years (Post et al., 2001; Schulze and Freibauer,
2005). Finally, the combined fractionation method (chem-
ical and physical) can be used to obtain information on
different carbon stabilization mechanisms in specific soil
horizons and soil types. Among the many available frac-
tionation methods, the most useful are those that lead to
homogeneous fractions in terms of their turnover times
(Von Lützow et al., 2007). These fractions likely rep-
resent functional SOM pools that have been formed by
a specific stabilization mechanism (e.g. recalcitrance,
organo-mineral interactions etc.); in fact, only such
homogeneous fractions enable us to implement any
meaningful mechanistic soil carbon model pools with
associated turnover times.



S
oi

l a
na

ly
si

s
S

am
p

lin
g 

pr
ot

o
co

l
S

am
p

lin
g 

de
si

gn

S
el

ec
t a

 s
am

pl
in

g 
sc

he
m

e

Lo
ca

l l
ev

el
so

il 
C

 e
st

im
at

e
re

q
ui

re
d?

A
d

o
p

t a
 m

o
d

e
l-b

a
se

d
 a

p
p

ro
a

ch

R
e

gi
on

a
l l

ev
el

so
il 

C
 e

st
im

at
e

re
q

ui
re

d?

F
re

q
ue

nc
y

d
is

tr
ib

ut
io

n
re

q
ui

re
d?

A
d

o
p

t a
 d

e
si

gn
-b

a
se

d 
ap

p
ro

a
ch

(r
a

n
d

om
 s

a
m

p
lin

g
)

w
ith

 s
tr

a
tif

ic
at

io
n 

if 
a

p
p

ro
p

ri
at

e

Lo
ca

te
 a

n
d 

m
a

rk
th

e 
sa

m
p

lin
g 

p
o

in
t

S
o

il
 c

a
rb

on
 r

ic
h

or
 is

 th
e 

si
te

d
is

tu
rb

e
d?

Y
E

S
Y

E
S

Y
E

S

Y
E

S

N
O

N
O N
O

N
O

Lo
w

 w
ith

in
-s

ite
re

p
lia

tio
n 

re
q

ui
re

d

U
se

 e
xi

st
in

g 
da

ta
 a

n
d

st
at

is
tic

s 
ap

p
ro

p
ri

at
e 

to
sa

m
p

lin
g 

sc
he

m
e 

us
e

d

G
O

 B
A

C
K

 T
O

 S
C

H
E

M
E

 S
E

LE
C

T
IO

N

A
d

o
p

t a
 m

o
d

el
-b

a
se

d
 a

p
p

ro
a

ch
(s

ys
te

m
at

ic
 s

a
m

p
lin

g
)

Y
E

S

Y
E

S

Y
E

S

Y
E

S

Y
E

S

N
O

N
O

N
ON

O
N

O

N
O

N
O

Y
E

S
Y

E
S

A
re

 li
tt

e
r

 a
n

d 
or

ga
ni

c 
la

ye
rs

 p
re

se
n

t?
(n

o 
p

ea
t l

ay
er

s)
A

re
 p

ea
t l

ay
er

s
p

re
se

n
t?

S
am

p
le

 li
tt

er
 a

n
d 

or
ga

ni
c

lla
ye

rs
 w

ith
 a

 s
am

p
le

 g
ri

d
(e

.g
. 2

5*
25

 c
m

)

S
am

p
le

 p
ea

t l
ay

er
s 

w
ith

 a
p

ea
t c

or
e

r 
(i

.e
. t

hr
e

e 
si

d
e

d
)

S
am

p
le

 th
e 

m
in

e
ra

l s
oi

l
w

ith
 a

 s
oi

l c
or

er

A
re

 la
rg

e 
st

o
ne

s 
(i

.e
. >

 c
or

e
r 

Ø
)

p
re

se
n

t i
n 

m
in

e
ra

l 
la

ye
rs

?

S
am

p
le

 m
in

e
ra

l s
oi

l
by

 d
ig

gi
n

g 
a 

pi
t

S
to

ne
 c

on
te

n
t

>
 2

5
%

 v
ol

um
e?

C
al

cu
la

te
 B

d 
fr

om
 th

e
vo

lu
m

e 
of

 th
e 

pi
t

L
a

rg
e 

bu
d

ge
t

av
a

ila
b

le
?

U
se

 s
oi

l c
yl

in
d

er
s 

to
 

ca
lc

ul
at

e 
B

d,
 o

r 
de

riv
e 

it 
fr

om
 th

e 
a

b
ov

e 
co

re

D
et

er
m

in
e 

st
o

ne
 c

on
te

n
t

w
ith

 v
is

ua
l c

ha
rt

s 
or

 r
o

d 
m

et
h

o
d.

 R
o

ot
 c

on
te

n
t c

an
b

e 
d

er
iv

e
d 

fr
om

 a
na

ly
tic

a
l 

fu
n

ct
io

ns

Q
ua

n
tif

y 
st

o
ne

 a
n

d 
ro

ot
vo

lu
m

e 
on

 th
e 

ex
ca

va
te

d 
so

il

M
a

ke
 c

he
m

ic
a

l a
n

a
ly

se
s

on
 o

rg
an

ic
 a

n
d 

m
in

er
a

l
so

il 
sa

m
p

le
s

L
a

rg
e 

bu
d

ge
t

av
a

ila
b

le
?

U
se

 th
e

rm
a

l o
xi

da
ti

on
 b

y
d

ry
 c

om
b

us
tio

n 
m

et
h

o
d

Is
 o

rg
an

ic
co

n
te

n
t s

u
p

p
os

e
d

to
 b

e 
>

 1
5

%
?

U
se

 W
al

kl
ey

-B
la

ck
 m

et
h

o
d

U
se

 lo
ss

-o
n-

ig
n

iti
on

 (
LO

I)
m

et
h

o
d

S
O

M
 e

st
im

at
e 

ne
e

d
s 

to
 b

e
co

nv
er

te
d 

to
 C

 u
si

n
g

so
il-

sp
ec

ifi
c 

fa
ct

or
s

C
a

lc
ul

at
e 

so
il 

ca
rb

on
 s

to
ck

(k
g 

C
 m

–
2 )

R
e

su
lti

n
g 

da
ta

 n
e

e
d 

to
 b

e
co

rr
e

ct
e

d 
if 

ox
id

at
io

n 
w

a
s

in
co

m
p

le
te

 (
i.e

. n
ot

 h
ea

te
d

)

H
ig

h 
w

ith
in

-s
ite

re
p

lic
at

io
n 

re
q

ui
re

d
(c

or
in

g 
p

re
fe

ra
b

le
)

F
ig

ur
e

4.
8

F
lo

w
ch

ar
ts

ho
w

in
g

th
e

di
ff

er
en

ts
te

ps
of

so
il

sa
m

pl
in

g:
fr

om
th

e
sa

m
pl

in
g

de
si

gn
,t

o
th

e
so

il
an

al
ys

is
.



Determination of soil carbon stocks and changes 61

4.2.4 Soil sampling, preparation and analysis

Accurate measurement of soil carbon stocks relies on
following a precise sample protocol (including backup
samples for possible laboratory inter-comparison or
later cross-validation). There are several issues with
sampling of soil for analysis; the following section will
highlight the most important of these (i.e. sample depth,
pooling of samples, bulk density and stone content).
In general the best advice is to follow (inter)nationally
accepted soil sample protocols (i.e. UNECE, 2003;
IPCC, 2003, 2006; USDA, 2005) but to pay attention to
site-specific issues such as stoniness or SOM distribu-
tion within the soil profile. However, a flow chart which
can be of help in working out the major considerations
related to soil sampling is given in Fig. 4.8.

4.2.4.1 Soil sampling
The way in which a soil sample is taken depends on the
aim of the sampling project. Several examples will be
given to highlight the problems that can be encountered.

If the distribution of organic carbon throughout
the soil profile is of interest the organic and mineral
soil layers are collected separately (e.g. soil horizons O,
A, B, C; see Fig. 4.3). In forests and soils with poor
drainage, huge amounts of organic soil material in dif-
ferent stages of decomposition can accumulate at the soil
surface (Fig. 4.3). However, in some soils (e.g. Podsols)
much of the SOC can be found in deeper mineral layers.
In this particular case, where the whole soil profile is of
interest, soil organic as well as above-ground litter layers
are usually sampled using square or circular surfaces of
constant area (e.g. 25 × 25 cm), randomly or systemati-
cally located inside the sampling area (see MacDicken,
1997; Palmer, 2002; Rodeghiero, 2003). Moreover some
dimensional thresholds for woody debris are fixed and
gross woody debris (e.g. > 2 cm) can be sampled along
additional transects (see, for example, Harmon and
Sexton, 1996). The mineral soil can be collected in two
ways: by pedogenetic horizon or by depth increments.
The choice of the method depends on the objective of
the study. Crucially, once the methodology has been
chosen, it must be used for the whole monitoring cam-
paign; in fact, it is very difficult or almost impossible to
find a correlation between the results of two different
methods due to the high variability in carbon concen-
tration in soil horizons (Palmer et al., 2002). The col-
lection of the mineral soil layers can be done using a soil

corer or excavating pits. Usually the soil corer is used
in soils with low stone content, whereas pits are used in
stony soils where the penetration of the corer to a fixed
depth can create problems. Since the creation of soil
pits is destructive and time consuming, the total num-
ber of soil pits per study site is usually limited; there-
fore soil corers are the better choice if a higher sample
number is needed. However, soil pits allow the use of:
(1) sample cylinders of known volume to be inserted
into the soil from the side avoiding compaction and thus
accurate bulk density estimation and (2) visual charts to
estimate stoniness (see Section 4.2.4.4). Although soil
profiles are usually sampled to 30 or 100 cm depth (usu-
ally the limit of the main rooting depth), organic soils
(e.g. peatlands) can be much deeper and the overall
depth to be sampled must be specified in the protocol.
When sampling organic soils it is important to avoid
sample compaction and changes in bulk density (see
Section 4.2.4.4). For this, usually three-sided square
corers (the fourth side is a cutter) are used of less than
10 × 10 cm with the sampling depth depending on the
purpose of the study, since peat profiles can be much
deeper than 1 m (Laiho et al., 2004).

Since organic and mineral layers have different
bulk densities (see Section 4.2.4.4), they are usually
sampled separately. Problems can arise when fixing a
‘0 level’ for measuring the sampling depth. In fact sev-
eral authors suggest measuring the sampling depth (e.g.
30 cm) starting from the beginning of the mineral lay-
ers independently from the depth of the organic layers
(Palmer, 2002; IPCC, 2003; UNECE, 2003; USDA,
2005). In this case the total sampling depth can obvi-
ously vary from pit to pit, depending on the depth of the
organic horizons. Some others question this approach,
arguing that the sampling depth should be measured
from the soil surface, so as to maintain that depth con-
stant. Due to the softness and variable depth of the
organic layers this last approach is not always the right
choice. The important thing is to choose one approach
and use it consistently throughout the soil carbon inven-
tory.

When considering the number of soil samples to be
collected within a site, Garten and Wullschleger (1999)
developed the concept of minimum detectable difference
(also see Smith, 2004). They calculated that more than
100 samples (collected with a 2.54 cm diameter corer)
have to be collected to detect a 2 to 3% change in soil
carbon at any site but that a 10 to 15% change could
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be detected with a reasonable sample size (n = 16). The
number of soil samples needed to demonstrate the exis-
tence of a minimum detectable difference in soil carbon
content, for different degrees of statistical confidence,
can be obtained by performing a power analysis (Zar,
1996; Smith, 2004). According to Conen et al. (2005),
on carbon-poor forest sites with little or no distur-
bance to the soil profile, it is possible to detect changes
in total soil organic carbon in the order of 0.5 kg C
m−2 with manageable sample size even using simple
random sampling (i.e. about 50 samples per sampling
point); whereas on disturbed forest sites (e.g. ploughed,
wind thrown) the required number of samples would
be greater than a hundred. In general, carbon-rich soils
require a larger number of samples (Conen et al., 2005),
because it is more difficult to detect a given, absolute
carbon change in a carbon-rich than in a carbon-poor
soil (Ellert et al., 2002) due to a relative larger measure-
ment error and variability with higher soil carbon. On a
plot scale the heterogeneity of soil carbon will depend,
for example, on carbon inputs, bioturbation, texture
or iron oxide content (Schrumpf et al., 2008). Conse-
quently, at these sites a paired re-sampling strategy is
preferable to a random sampling in order to reduce the
sample size (Ellert et al., 2001). The choice of the num-
ber of samples within a site depends on the objectives
of that sampling and will be discussed in more detail in
Section 4.3.

Considering the above problems, it is useful to plan
a quality control system based on the collection and
analysis of duplicate soil samples (Palmer, 2002). Other
potential and very common error sources include, for
example, inaccuracy in sampling depth, sample com-
pression (affecting bulk density) due to incorrect use
of corers or cylinders, or contamination of the sample
during the collection or preparation.

4.2.4.2 Sample treatment and preparation
Generally, care must be taken right from the start, i.e.
when taking soil samples back to the laboratory in order
to avoid any possible alteration. Soil samples should be
allowed to dry at ambient air temperature, although
Nelson and Sommers (1996) recommend air-drying
samples at 40 ◦C. Whether ambient air temperature or
40 ◦C are used, it is important that the soils are dried
as prolonged closure in bags or pots can favour the oxi-
dation of the SOM. Generally, immediate drying pre-
vents further decomposition of organic matter and thus

gives more reliable results. For periods of a few weeks
the samples can be stored in a fridge at 4 ◦C, whereas
for longer periods (i.e. months) the samples should be
stored in a freezer at −20 ◦C (Palmer, 2002). In order to
obtain representative and well mixed sub-samples, soils
are then usually sieved to 2 mm to obtain the stone- and
root-free ‘fine-soil’ fraction. However, stone and root
content need to be recorded beforehand (see Section
4.2.4.4). Sub-samples are then commonly dried for one
or two days at 105 ◦C and placed in desiccators before
determining air-dry moisture content. For some subse-
quent analyses (e.g. thermal oxidation, see below) dry
soil samples need to be homogenized further by milling
or grinding to assure representative aliquots are taken.

4.2.4.3 Soil carbon analyses
There are many methods available to analyze SOM and
SOC concentration, each with advantages and disad-
vantages (Table 4.3; MacDicken, 1997; Palmer, 2002,
Bisutti et al., 2004). Whereas wet chemical oxidation
methods require the use of hazardous materials, dry
combustion analyzers are expensive and can require
time-consuming maintenance. In contrast, measure-
ments of SOM with loss-on-ignition (LOI) require only
a readily available muffle furnace, drying oven and bal-
ance, all relatively inexpensive to purchase, operate and
maintain. Commonly the obtained SOM values are then
converted into SOC values using conversion factors
(e.g. SOC = SOM × 0.58). However, some concerns
remain over how to convert SOM into SOC content
accurately (see Konen et al., 2002) and it is good prac-
tice to include an internal laboratory standard in every
sample batch analysis. The following section will con-
sider four commonly used procedures in detail.

1. One method widely used during the past fifty years
is the Walkley–Black method (based on Walkley and
Black, 1934), which measures SOC using a mixture
of dichromate and sulphuric acid as oxidation agents
with and without heat application (to accelerate and
complete the reaction). The advantages are that it is
rapid and requires minimum equipment and seems
to be most suitable for low organic carbon soils (e.g.
<15%). The disadvantages of this method are envi-
ronmental concerns, as it generates waste containing
strong acid and chromium and does not lead to a
complete oxidation of all organic soil compounds,
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the recovery is therefore highly variable and with-
out heating usually only reaches 75 to 85% of the
total organic matter (Bisutti et al., 2004). There-
fore, a correction factor has to be applied, based
on cross-validation with other methods, which can
vary (considerably) between 1.16 to 1.59 for differ-
ent soils (Nelson and Sommers, 1996) and intro-
duces large uncertainties (see Lettens et al., 2007).
However, heating generally improves total carbon
oxidation, providing values close to 100% (Bisutti
et al., 2004) but this should always be validated by
another method as large uncertainties remain.

2. The LOI method measures SOM and is based on the
thermal oxidation of organic matter at high temper-
atures where the weight loss is proportional to the
amount of SOM in the sample; this method seems to
be more suitable for high organic carbon soils (e.g.
>15%). Combustion temperatures given in the lit-
erature range between 375 and 800 ◦C (Bisutti et al.,
2004) and further combustion time (usually a few
hours) affects the completeness of the oxidation reac-
tion. For more humified organic molecules, temper-
atures < 500 ◦C are often not enough for a complete
oxidation; while for some more stable compounds
such as charcoal, even temperatures of more than
1000 ◦C are required. An inherent problem of the
LOI method is that at higher temperatures water
held in soil minerals (even after previous oven dry-
ing) is increasingly lost during heating, thus affecting
the weight difference. For soils containing inorganic
carbon it is assumed that organic matter is oxidized
at lower temperatures than carbonate carbon; though
most carbonates are probably stable at temperatures
up to 450 to 500 ◦C, MgCO3 already starts to decom-
pose at temperatures below 400 ◦C. Overall thermal
stability of carbonates depends on their particle size
and the SOM content of the sample (Bisutti et al.,
2004). Thus, this method should not be applied to
samples containing carbonates as well as stable SOM
compounds, since the temperature ranges overlap.
As the LOI method measures SOM, results are dif-
ficult to compare to other methods, as mostly SOM
is converted into SOC using soil-specific factors as
pointed out by Konen et al. (2002).

3. Another method is thermal oxidation by dry com-
bustion using an elemental analyzer or a mass spec-
trometer. The temperature required for a complete
oxidation of SOM by O2 is 1100 to 1500 ◦C. This is

a rapid, and probably the most reliable, method to
determine SOC content in carbonate-free soil sam-
ples. Since only a small amount of soil is required
(tens of mg), sample aliquots need to be representa-
tive of the whole soil sample. This can be achieved
by homogenizing and grinding the sample (e.g. using
a mortar or a ball-mill). In samples containing car-
bonates, those can be removed prior to analysis by
acid pre-treatment, e.g. with HCl, H3PO4 or H2SO3.
However, while HCl quantitatively removes all car-
bonates in the soil with the exception of siderite, it
also reacts with some organic carbon in soil samples,
especially if samples are heated. The non-oxidizing
acids H3PO4 and H2SO3 are said to be less aggres-
sive against SOM (losses lower than 2%) but they do
not remove dolomite and siderite from soil samples
(Bisutti et al., 2004). Furthermore, one has to make
sure, prior to analysis, that the amount of acid added
to the soil and the reaction time is long enough to
destroy the carbonates present. Still, some uncer-
tainty about the completeness of the reaction usually
remains, and there is a risk of losing SOM during
acid treatment. The drying of the samples before
organic carbon analyses by dry combustion is also
time consuming. However, automatic dry combus-
tion is currently the most widely used and rapid
method to analyze soil carbon.

4. The organic carbon content can also be derived indi-
rectly as the difference between total carbon and
inorganic carbon in the soil sample. If total carbon is,
for example, determined by dry combustion at high
temperatures, inorganic carbon can be measured via
analyzing the CO2 evolution after acid treatment of
the sample. For the determination of inorganic car-
bon contents, the same problems as described above
for acid treatments and selective removal of SOM by
thermal oxidation are also valid here. This method
should not be applied to soils containing low amounts
of organic carbon but high amounts of inorganic car-
bon, since the organic carbon content would then be
derived as the small difference of two large numbers
(total carbon and inorganic carbon) with associated
relatively large errors. Overall, the accuracy of the
determination of the SOM concentration is always
higher in carbonate-free samples.

Because of the many available methods, all with their
specific advantages and limitations, it is vital to know
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how a sample has been processed when comparing
datasets analyzed by different laboratories or invento-
ries. In fact, applying the same protocols at different
laboratories can deliver quite different results, exhibit-
ing instrument-specific bias. This enables correction of
laboratory-specific differences and is especially impor-
tant if soil analyses of later soil inventories cannot be
performed in the same laboratory or with the same
instruments. Though this might sound meticulous, we
have to consider the relatively small changes we intend
to measure in large existing carbon stocks, which jus-
tifies avoiding any bias in sample analyses. For exam-
ple, Lettens et al. (2007) made a comparison between
the Walkley–Black and dry combustion methods during
the national carbon inventory of Belgium, demonstrat-
ing that the latter method led to an increase of 22%
of the national stored organic carbon due to underes-
timation bias by wet oxidation. It might be possible to
mathematically correct for such specific methodologi-
cal bias, enabling comparison of individual worldwide
soil carbon inventories (Jankauskas et al., 2006). Other-
wise, the comparison of different techniques to deter-
mine soil carbon content can often only be done after a
stratification of the samples at least by bedrock and tex-
ture (Wang et al., 1996). Therefore, it is good practice
to store dried soil samples to enable analytical compar-
isons to be carried out at a later stage (as done by Bellamy
et al., 2005).

4.2.4.4 Bulk density and stone content
Bulk density (Bd; g cm−3) is a measure of soil parti-
cle density or compactness in a defined soil volume.
Bulk density can be measured on the fine (< 2 mm) soil
fraction, in which case it is necessary to correct for the
stone and root volume before calculating carbon stocks,
otherwise total carbon stocks might be overestimated.

Commonly, in the mineral layers, bulk density
varies between 1 and 2 g cm−3 depending on depth,
soil type/texture, land use and type of vegetation (De
Vos et al., 2005). However, in organic soils (e.g. peat)
bulk density can be as low as 0.1 g cm−3 and is gener-
ally difficult to determine as seasonal moisture changes
impact on peat expansion and contraction, consider-
ably changing its bulk density and thus the amount of
carbon per unit soil depth. Soil bulk density correlates
negatively to SOC content (diminishing with increasing
organic carbon content) and also relates to soil texture
(Fig. 4.7). Due to these correlations, soil bulk density

can be derived analytically from measures of carbon con-
centration and/or texture using pedotransfer functions
(De Vos et al., 2005). It is important to note that pedo-
transfer functions not including organic carbon content
tend to have small regression coefficients and can predict
quite different bulk densities. Furthermore, pedotrans-
fer functions should be calibrated for individual land
uses and soil types, and it is important to validate them
with field measurements.

In the field, bulk density is usually determined
by metal cylinders with a known volume (typically
100 cm3), which are driven gently into the soil in order
to avoid compaction of soil material during sampling.
The soil mass per cylinder is weighed after drying (usu-
ally at 105 ◦C) and the bulk density of horizon/depth
increment (Bd; g cm−3) is calculated as:

Bd = dry weight of fine soil material/

fine soil volume in the cylinder Eq. (4.3)

If the soil volume in the metal cylinder includes stones,
only the weight of the 2-mm sieved soil sample has
to be considered and the volume of the cylinder has
to be corrected for the stone and root volume within
the cylinder. Overall, the use of metal cylinders for the
determination of the bulk density is usually restricted
to soils with a stone volume <25%, since otherwise it is
not possible to drive the cylinder properly into the soil.

For the determination of the stone content of a
soil horizon, it is not feasible to simply use the stone
and larger root volume obtained from the metal cylin-
ders of 100 cm3, since this would lead to an under-
estimation of the actual stone content in soils with a
higher stone content and/or larger than corer diam-
eter stones. One common method for the determina-
tion of bulk density and stone content in stone-rich
soils is the excavation method. For this method, a soil
monolith with a predefined side length is extracted
from the soil and the excavated soil volume has to
be determined accurately together with the stone con-
tent within the monolith. For the determination of the
extracted soil volume, polyurethane foam, sand, water
or small plastic balls have been used (Page-Dumroese
et al., 1999; Rodeghiero, 2003). An alternative to the
volume determination is to try to excavate an exact
monolith with exact side length and right angles. Stones
reaching into the monolith walls from the pits have
to be marked and their selective volume determined
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afterwards, since the part inside the monolith belongs
to the sample volume while the part still sticking into
the soil does not. In order to obtain representative sam-
ples of the stone content, the size of the extracted area
has to be proportional to the average dimension of the
stones (Eriksson and Holmgren, 1996). This method is
very laborious, destructive and time consuming but is
often the only option in stony soils. Moreover, since it
has no obvious bias it is often considered the ‘standard’
by which other methods are compared (Harrison et al.,
2003).

In Sweden and Finland another method has been
developed, which can provide faster and cheaper results:
the rod penetration method (Viro, 1952). For this
method a metal rod (1 cm diameter; Eriksson and
Holmgren, 1996) is inserted into the soil with a ham-
mer until it is stopped (to a maximum depth of 40 cm)
and the level of penetration of the rod is measured. The
operation is randomly repeated 50 to 100 times in a plot.
The method has been calibrated by comparison of the
average level of penetration of the rod and the effec-
tive soil stoniness determined by pit excavation. This
method can give reliable results if the soil stoniness
is not above 50% in volume (Eriksson and Holmgren,
1996) and is also prescribed by the international direc-
tives UNECE (2003). So far, this method has only been
calibrated for glacial till soils and its application in other
geographic regions still needs to be evaluated.

There is also the possibility of using visual esti-
mates obtained by comparison with surface tables show-
ing the surface area occupied by stones (looking at the
side of an excavation pit). Because this method is very
subjective, good validation training is essential.

4.2.4.5 Root content
Root biomass (living parts only, as dead roots are part
of the SOM) can represent a large portion (e.g. 10 to
40%) of the total biomass of an ecosystem (MacDicken,
1997). Usually the determination of root biomass is car-
ried out by either (1) applying analytical functions link-
ing root biomass to more easily measurable biomass
variables (such as root-to-shoot ratios or stem diame-
ter) or (2) sampling root biomass from soil excavation
pits (see Section 2.3.1) or soil corers. The choice of the
method will depend mostly on economic evaluations
since the sampling with both methods is quite difficult
and time consuming. Moreover, due to the high spatial
(e.g. distance from plant stem) and vertical variability of

the root biomass comparable results are limited. Appli-
cation of analytical functions is quite limited as they are
usually species, site and age specific. However, a collec-
tion of functions for the estimation of tree root biomass
can be found in Zianis et al. (2005). Furthermore, there
are also some studies that tested the efficacy and lim-
itation of ground penetrating radar (GPR) in the esti-
mation of large root biomass (e.g. Burtnor et al., 2003;
Hirano et al., 2009).

4.3 CONSIDERATIONS FOR SOIL CARBON
MONITORING SCHEMES

The design of a monitoring scheme depends on the
objectives of the scheme and has to consider the appro-
priate levels of variation in SOC at appropriate scales.
For example, is a single site to be investigated for man-
agement change effects, or is it a national or regional
study monitoring the effects of policy change? The
design of the appropriate monitoring scheme would be
very different from each other.

The methods for natural resource monitoring in
general have been set out in De Gruijter et al. (2006)
and can be divided into local, regional and global objec-
tives. We will describe the challenges associated with
monitoring SOC densities for each of these.

At the local level (i.e. where the mean change over
time in a small area is the target quantity) the spatial
heterogeneity of soil organic carbon and its dynamic
nature prevent direct detection of changes on annual or
smaller time scales (Post et al., 2001); stratified sampling
(e.g. by soil or vegetation type) is one way to increase the
precision of the estimates of mean change (see Garnett
et al., 2001).

At the regional level differences in geology or topog-
raphy can affect the variation in carbon content. A
national or regional soil sampling project should be
planned in detail from the beginning and, in partic-
ular, the objectives should be agreed and an accept-
able level of confidence in the results defined. Follow-
ing the methodology of designing sampling schemes
and choosing the number and position of the sam-
pling plots in De Gruijter et al. (2006) the choice is
between a design-based and a model-based approach.
The design-based approach requires probability sam-
pling (e.g. stratified random sampling) and should be
used where the required result is an estimate of the fre-
quency distribution of change in organic carbon or a
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parameter of this distribution (e.g. the mean change in
organic carbon stock and its standard deviation). The
model-based approach, on the other hand, requires sys-
tematic sampling (e.g. grid-based sampling) and should
be used when prediction of values at individual points
or maps are required.

At the national to global level, since soils are very
dynamic systems, spatial changes have to be consid-
ered when estimating carbon balance, as uncertainty
increases with up-scaling and the necessary spatial
and soil-depth related aggregations. Uncertainties are
already large at the regional to national level, and even
larger at the global scale. For example, for the global
ISLSCP II 1◦ gridded data (Fig. 4.1 and Table 4.1) only
around 4300 real soil pit data for a total of 106 soil type
units (i.e. ISRIC-WISE) have been used, without any
uncertainty estimate. More importantly, up-scaled soil
carbon estimates per biome vary considerably between
different datasets (i.e. due to different soil depth and
vegetation map data, see Table 4.1). There is certainly
scope for an improved global soil dataset using more
data and geostatistical approaches.

In practice, soil monitoring schemes tend to be
based on soil inventories, designed to estimate regional
SOC stock and not its change over time. Thus, when
designing a new soil inventory scheme it is important
to consider the possibility of repeating the sampling
to enable estimation of SOC stock changes. Many soil
inventories have been carried out in the past and it
can be useful to use the data from these inventories
when looking for changes in carbon stocks. However,
it is very important that the protocols for these histor-
ical inventories are well recorded to ensure that esti-
mates of change are possible (e.g. when using differ-
ent SOM/SOC methods and conversion factors). Saby
et al. (2008) have investigated the ability of national soil
inventories across Europe to detect changes in organic
carbon if they were repeated. They estimate that, with a
reasonably dense number of sites, changes in soil carbon
should be able to be detected after ten years across the
majority of countries in Europe.

Although the design of any SOC monitoring
scheme attempts to minimize or allow for all sources
of spatial and temporal variability, it is only possible
to allow for the within-site or within-plot variability.
The size of the ‘sample support’ and number of indi-
vidual samples taken within it is an important factor in
designing the monitoring scheme. The usual practice

is to take a number of samples at a site and bulk these
into one sample, which is then analyzed. This gives an
average value with less variability allowing comparison
to another site sample taken many years later (Bellamy
et al., 2005). Pilot studies can be useful to investigate
the within-plot spatial variability of soil carbon and the
number of samples that need to be taken at a single site.
Regional soil carbon investigations tend to consider only
the soil to a depth of usually 30 cm (i.e. topsoil, equal to
arable ploughing depth). The choice of sampling depth
is determined by two considerations: (1) at a global level
around 30 to 70% of the organic carbon is stored in the
topsoil (Batjes, 1996; also see Table 4.1) and (2) the
topsoil is more frequently subject to anthropogenic and
climatic perturbations and land-use changes (Six et al.,
1999; Paul et al., 2002; Sun et al., 2004); moreover the
organic matter stored in deeper soil layers has turnover
times that are much longer than the life span of the
above-standing crops or forests. However, some stud-
ies demonstrated that soil depths even below 30 cm can
have a major impact on the estimates of carbon stock
(Harrison et al., 2003; Whitney and Zabowsky, 2004).
Therefore, sampling down the entire soil profile is more
accurate, in particular for peat soils (i.e. to the mineral
soil), as shrinking or expansion of peat due to water table
changes alters soil carbon content per depth increment.
However, even the mineral soil beneath a peat layer can
store large quantities of organic carbon of up to 8 kg C
m−2 (Moore and Turunen, 2004).

4.4 UP-SCALING AND THE ROLE OF
MODELS FOR DETECTING SOIL
ORGANIC CARBON CHANGES

Regional estimates of carbon stocks can be obtained
by extrapolation of data obtained at the plot or field
scale. Usually the landscape is divided into homoge-
neous areas (i.e. stratification) with regard to manage-
ment and/or soil environmental conditions. Estimates
for each patch are then multiplied by its area and the
sum of all the areas leads to the regional estimate. Each
patch can be defined at various levels based, for exam-
ple, on soil, climatic or land-use maps, or other data of
which there are spatial estimates. The more homoge-
neous the patches are, the less will be the variation in
the estimate of the mean values for each patch. Possi-
ble factors for stratification could be: climate, aspect,
elevation, soil type and texture. Specifically, significant
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Figure 4.9 Example of up-scaling of best estimate (soil carbon
inventory) data (1 km gridded Great Britain soil carbon 2003
inventory) of soil organic carbon densities (carbon stocks) in
kg C m−2 and its comparison to global model output using a
dynamic global vegetation model (SGVM) (with a CENTURY
soil carbon sub-model) on a 10 minute grid (all for 100 cm soil
depth). Note the good agreement in predominantly arable
(mineral soil) regions (e.g. South East England) vs. large
underestimation in forest and upland (organic soil) regions (e.g.
South West England and Scotland) (Heinemeyer et al.,
unpublished and data source). Legend is the same as in Fig. 4.1.

aggregation errors might be introduced with varying
soil texture inside the investigated area. Indeed, silt and
clay particles play important roles in physically pro-
tecting labile organic matter from decomposition (see
Section 4.1.5 and Post et al., 2001).

After a suitable stratification, application of a geo-
graphical information system (GIS) can then help sig-
nificantly with the extrapolation of data to the regional,
national or even global scale using many layers related
to topography, micro-climate, geology, vegetation and
factors that could influence soil formation. Two useful
examples are: (1) the US database STATSGO (State
Soil Geographic), which contains information on the
soils of the entire nation and was thus used to create
the national soil carbon map (Guo et al., 2006) and (2)
the European soil carbon map (Jones et al., 2005). GIS
models can also be used together with digital eleva-
tion models (DEMs) in order to account for topogra-
phy effects on surface area (Garnett et al., 2001). Also
satellite images and remote sensing data can help with
stratification and land-use change assessments.

The aim of process models is to reproduce the
soil carbon dynamics in the form of equations. These
models in combination with GIS and remotely sensed

data can be useful to predict changes in the soil car-
bon stock in the long term (Post et al., 2001). Among
the most common and widely used models are: RothC
(Rothamsted Carbon Model; Coleman and Jenkinson,
1996); CENTURY (Parton et al., 1988); DNDC (Li
et al., 1994) and SOCRATES (Grace and Ladd, 1995),
all of which describe processes, such as transforma-
tion, protection and mineralization of SOM, at vari-
ous levels of detail and with different dependencies on
environmental conditions. Consequently, each model
has its own power and limitations, and their results
should always be validated with experimental data.
Another model consideration is the problem of up-
scaling to a coarser resolution; Fig. 4.9 illustrates both
these problems for the UK. Although model- and
ground-based estimates agree well at the 10 minute grid
scale in predominantly mineral soil regions, in regions
of higher organic soil carbon content (i.e. Scotland),
the model fails to deliver a reasonable estimate com-
pared to the up-scaled UK best estimate (based on
1 km grid data). Further, the up-scaling of the best
estimate to 10 minute gridded data also leads to an
underestimation of carbon stocks in organic carbon-
rich soil regions (e.g. Scotland). This example shows
that process-based model estimates need to consider
the level of detail they will be operated at; this also
applies to data inputs (i.e. soil texture data might be
available at different scales). However, the uncertainty
related to such up-scaling or extrapolation is diffi-
cult to estimate without high-resolution ground-based
measurements.

4.5 SOIL CARBON STOCK CHANGES:
SOME PRACTICAL EXAMPLES

Bellamy et al. (2005) determined the carbon stock
change in the UK, in the period 1978–2003 at a depth
of 15 cm using the data from the national soil inven-
tory of England and Wales. This inventory was based
on a sampling grid of 5 km, for a total of 6000 points
covering all possible land uses. At each sampling site
25 soil cores were collected in a systematic way and
bulked. Forty per cent of the points were sampled again
after between 12 and 25 years. This study showed a loss
of 13 million tonnes of carbon per year (about 0.6%
of the UK soil carbon stocks), corresponding to about
9% of UK CO2 emissions, equivalent to the UK’s CO2

emission reductions achieved between 1990 and 2002
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(12.7 million tonnes of carbon per year). The greatest
losses were observed in the organic, carbon-rich soils;
moreover, no relationship was found between the rate
of loss of soil carbon and land-use type. This study gives
a first indication of a real positive feedback effect of cli-
mate change on soil carbon stocks, as during the study
period average air temperatures in the UK increased
by 0.5 ◦C (Schulze and Freibauer, 2005). However, no
bulk density data were collected and so these data could
not be expressed as carbon densities (i.e. ignoring peat
shrinking and expanding effects on measured organic
carbon contents per depth increment) and further SOM
analysis differed between analyses.

In Belgium Lettens et al. (2005) investigated SOC
changes in the whole of Belgium (30 599 km2), which
was divided into 567 landscape units obtained by inter-
secting maps of land use and soil type. The SOC stock
for 1960 was derived from data of carbon concentra-
tion, stone content, soil horizon depth and bulk den-
sity (using pedotransfer functions). Soil sampling cam-
paigns were performed between 1950 and 1970; they
were then repeated in the 1980s and again between 1997
and 2002. Soil carbon stock changes were derived from
the differences between sampling periods, e.g. 1960,
1990 and 2002. In 17% of the landscape units, a signif-
icant increment of the topsoil (30 cm) carbon stock was
observed, whereas 16% showed a significant decrease,
both were related to land use. Between 1960 and 2000
the largest and smallest increments were recorded in
the mixed and broadleaves forests (+29 Mg C ha−1) and
grasslands (+9 Mg C ha−1), respectively. On the whole,
the topsoil carbon stock of rural Belgium increased from
140 Mt C in 1960 to 157 Mt C in 2000. The average
stock per unit surface increased from 58 Mg C ha−1 to
65 Mg C ha−1.

4.6 CONCLUSIONS

Globally soils store a significant quantity of organic car-
bon (Table 4.1). A major concern is the potential feed-
back between increasing global air temperatures and
enhanced soil respiration, depleting soil carbon stocks
and adding to the atmospheric CO2 rise (Schlesinger
and Andrews, 2000). International environmental pol-
icy programmes (e.g. the Kyoto Protocol) are increas-
ingly requiring assessment of the soil carbon sink or
source potential, and more accurate net soil carbon
balance measurements. However, the researcher is faced

with the problem of detecting a ‘small change in a big
number’ requiring consideration of methodology, sam-
pling design and carbon analysis.

There are two most effective methods to deter-
mine soil carbon changes over time: (1) the indirect
flux approach and (2) the repeated inventory approach.
The ‘small change in a big number’ issue suggests that
for short time periods the flux approach is preferable
to the inventory approach and vice versa. However,
for each method there are considerable simplifications
and uncertainties (e.g. DOC export, root exudates,
mycorrhizal hyphal production as well as analytical
issues). Importantly, the inventory approach requires
a consistent sampling and analytical approach between
inventories to allow meaningful comparison and detect
changes in soil carbon stocks with sufficient preci-
sion. In particular, soil sampling and measurements
of soil bulk density has been highlighted as a source
of significant error in SOC stocks and their estimated
changes.

Sampling design for the repeated inventory
approach depends on the monitoring purpose, the scale
of interest (plot, region or country) and the variability
of the indicator to be measured at the scale of interest.
The collection of samples must follow a strict protocol,
which must be maintained for the re-sampling events.
Usually for a regional or national monitoring network
the samples are taken on a fixed pattern within a site
and are bulked to allow for the local spatial variation.
Moreover, among the different soil sampling meth-
ods, sampling by depth increments can sometimes be
more useful than sampling by soil horizon and does not
require specialized knowledge, thus saving on neces-
sary field sampling time. The sampling technique itself
will depend on the soil type and in particular the soil
stone content, either allowing soil coring or requiring
soil excavation pits, sometimes the best strategy when
considering obtaining accurate stone and root biomass
data. Peat soils are a particular case requiring preven-
tion of compaction and soil depth consideration with
reference to water content related bulk density changes.
Moreover, when planning a sampling scheme it is nec-
essary to consider how many samples will need to be
taken to demonstrate a change in soil carbon (min-
imum detectable difference) and after how long this
change will be detectable. In fact, according to Smith
(2004), due to the large spatial variability of soil carbon
content, the detection of a change in soil carbon stocks
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over a five-year period (e.g. the commitment period
of the Kyoto Protocol) will be very difficult, if not
impossible.

Several methods of analyzing soil for organic car-
bon were considered: LOI is a straightforward analysis
but the necessary assumptions and corrections some-
what limit its accuracy and comparability. Dry combus-
tion with an elemental analyzer is now commonly used,
although the small sample size requires well homoge-
nized sub-samples, potentially increasing inter-sample
variability. However, it is very important to archive
samples for consistency within a (repeated) sampling
protocol to allow for laboratory cross-calibration and to
assess comparability.

Overall, the conversion of soils from natural ecosys-
tems into managed systems (e.g. ploughing) will lead to
significant losses of soil carbon and, conversely, allow
considerable amounts of SOM re-accumulation (Post
and Kwon, 2000). Consequently, soils have been iden-
tified as a potentially significant carbon sink to mitigate
increasing atmospheric CO2 concentration (e.g. Kyoto
Protocol; IPPC reports). Nevertheless, the amount of
potential carbon sequestered in soil is limited (Gill
et al., 2002; Kool et al., 2007) as each soil has a max-
imum carbon storage capacity or a near equilibrium
level mainly depending on vegetation type, precipita-
tion and temperature (Gupta and Rao, 1994). Recently,
there has been evidence on the limited soil carbon stor-
age potential under elevated atmospheric CO2 from
natural CO2 spring and elevated CO2 canopy level
studies (Heath et al., 2005; Kool et al., 2007). How-
ever, the total potential of soil carbon sequestration
(over a limited period) can be estimated around 0.6
to 1.2 Pg C y−1 (Lal, 2004), which could offset about
one third the annual increase in atmospheric carbon
(which is currently increasing at a rate of more than
3 Pg C y−1).
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5 � Litter decomposition: concepts, methods and
future perspectives
Maria Francesca Cotrufo, Ilaria Del Galdo and Daniela Piermatteo

5.1 LITTER DECOMPOSITION CONCEPT

Litter decomposition is defined as the process through
which dead organic material is broken down into par-
ticles of progressively smaller size, until the structure
can no longer be recognized, and organic molecules are
mineralized to their prime constituents: H2O, CO2 and
mineral components. During the process, recalcitrant
organic compounds are formed and dissolved organic
carbon may be leached to the mineral soil. It is also uni-
versally recognized that there are three main processes
through which decomposition occurs: (1) leaching of
soluble compounds into the soil, (2) fragmentation of
litter into smaller sizes and (3) catabolism by decom-
poser organisms (i.e. micro-organisms and fauna). Swift
et al. (1979), presented the triangle (P–O–Q), repre-
senting individual and interacting factors influencing
litter decomposition: i.e. P for the physical–chemical
environment; O for decomposer organisms and Q for
resource quality (Fig. 5.1).

This definition and understanding, so clearly
stated, has guided research on litter decomposition for
the past decades, which has been devoted mainly to:

1. quantify rates of litter decay
2. develop mathematical models that better represent

decay dynamics
3. identify litter quality factors that control decay rates,

and eventually the equation defining the relationship
4. determine dynamics of nutrients and carbon-based

compounds during litter decay
5. identify climatic factors that control decay, and even-

tually the equation defining the relationship
6. identify the interdependence between litter quality

and climate
7. evaluate the role of soil organisms.

The body of research has indeed been notable, with
a large number of species and all biomes being investi-
gated: from temperate and boreal forests (Berg, 2000) to
tropical and sub-tropical forests (Vitousek et al., 1994);
Mediterranean ecosystems (Gallardo and Merino, 1993;
Fioretto et al., 2001); arctic and sub-arctic (Moore,
1984; Robinson, 2002); grasslands (Vossbrinck et al.,
1979; Koukoura, 1998); crops (Schomberg et al., 1994;
Wardle et al., 1999) and deserts (Cepedapizarro, 1993).
This work has been extensively reported and broad
overviews and syntheses are available (Swift et al., 1979;
Cadish and Giller, 1997; Berg and McClaugherty, 2003;
Gartner and Cardon, 2004; Hättenschwiler et al., 2005).

Despite this large number of studies, general con-
clusions are still difficult to draw and, as recently under-
lined by Prescott et al. (2004), ‘many of the well-known
facts about litter decomposition need to be revised’.
Why, despite this extensive research effort, is our
knowledge on litter decomposition still weak?

The aims of this chapter are to discuss critically
what we do know about litter decomposition, to identify
our main gaps of knowledge and why they are, and to
suggest eventual ways forward. Our focus is on carbon
dynamics in above-ground leaf litter decomposition.

5.2 KNOWLEDGE OF LITTER
DECOMPOSITION AND ITS
CONTROLLING FACTORS

Often, leaf litter decomposition (i.e. mass loss) fol-
lows an exponential decay function, in which remain-
ing mass declines asymptotically towards zero (Olson,
1963). This function assumes a constant specific rate
of decay (i.e. a constant fraction of remaining mass
is lost per unit time). However, in many cases, the
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P Q

O
R1 R2

T1 T2

Figure 5.1 Regulation of decomposition processes by the three
driving variables: physical–chemical environment (P); resource
quality (Q) and decomposer organisms (O), and their interlinked
action. The three variables and their interactions control the
dynamics of resource (i.e. changing from R1 to R2)
decomposition along time (i.e. moving from time T1 to T2).
Adapted from Swift et al., 1979.

remaining mass proceeds toward an apparent asymp-
tote larger than zero, i.e. little further mass loss occurs,
at a measurable rate, after several years of field expo-
sure (Howard and Howard, 1974). Several other decay
dynamics have been proposed (Wieder and Lang, 1982;
Ågren and Bosatta, 1996), yet the single exponential
decay function is the simplest model and has been
widely used in all biomes and across a wide range of
decomposing plant material (Moore et al., 1999; Gholz
et al., 2000; Osono and Takeda, 2005).

During decomposition the chemical composition
of litter changes due to selective degradation of soluble
and structural compounds, to the in-growth of fungal
and bacterial cells within the litter and to the transfer, in
and out of the litter, of mineral nutrients. Overall, with
progressing litter decay, structural compounds accu-
mulate, while soluble nutrients may initially be leached
and, subsequently, either immobilized or mineralized
depending on microbial demand (Berg and Staaf, 1981).
The decomposability of litter decreases with time.

Rates of leaf litter decay are controlled by climate:
faster rates are measured under warmer and wetter con-
ditions. Despite this being an obvious statement, it is
still debated which climatic index best predicts decay
rates. On the basis that temperature increase would
speed up decomposition as long as there is water avail-
able in the soil, actual evapotranspiration (AET) has
been proposed as the climatic index that – because
AET also increases with temperature when there is
water available for evaporation (Rosenberg et al., 1983) –
would best predict decay rates. Several studies support
this concept (Meentemeyer, 1978). However, the rela-
tionship between AET and decomposition appeared to

vary with the quality of the litter (Berg, 2000), the stage
of decay (Johansson et al., 1995) and the geographi-
cal region under study (Berg et al., 1993). Further-
more AET has, until recently, been almost impossible
to measure with any accuracy, because of the difficulty in
estimating the transpiration component. To overcome
these limits, Liski et al. (2003) proposed a new model,
which distinguishes temperature from drought effects.
This model was shown to apply in varying environ-
ments and over wide geographical areas across Europe,
Canada and the USA, being also able to catch the effects
of Mediterranean summer drought on slowing down
decay. Most recently, using the results from the Long-
Term Intensive Decomposition Experiment Team
(LIDET), Adair et al. (2008) demonstrated that the cli-
mate effect on global long-term litter decomposition can
be best represented by a composite variable, obtained
by multiplying a function of water stress with a variable
Q10 temperature function (Lloyd and Taylor, 1994).

Under the same environmental conditions, litter
quality controls the rate of litter decay: yet there is nei-
ther a common definition nor a quantitative index of
‘quality’. The interpretation of the quality concept is
linked to degradability: a litter of high quality is by def-
inition a litter with a fast decay rate. Since fast decay
means, in the absence of inhibitory substances or ‘mod-
ifier’ compounds (sensu Swift et al., 1979, i.e. pheno-
lics), high energy and nutrient supply for microbial use,
high-quality litter will be characterized by high nutrient
(i.e. N and P) concentrations and a high proportion of
easily degradable carbon-based compounds (e.g. sug-
ars), as opposed to compounds that require high activa-
tion energy to be degraded (i.e. lignin). Translating this
understanding into a quantitative assessment of litter
quality is not an easy task and, despite the many ‘qual-
ity indexes’ proposed (Heal et al., 1997), there is no
universally accepted index. Across a wide range of con-
centrations, mass loss is directly proportional to litter N
(Enrı̀quez et al., 1993) and inversely proportional to C-
to-N and lignin-to-N ratios (Melillo et al., 1982). When
N is not limiting microbial growth, or litter is charac-
terized by specific traits such as toughness and high wax
content, other litter traits such as the holocellulose-to-
lignocellulose ratio (McClaugherty and Berg, 1987) or
leaf width and specific leaf area (Gallardo and Merino,
1993; Gillon et al., 1994, 1999; Perez-Hardeguy et al.,
2000) appear to control litter decay and thus define
quality. With lignin accumulating in litter over time,
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factors controlling the microbial degradation of lignin
become key quality parameters in later decay stages.
In particular, high N concentrations appear to inhibit
the ligninolytic activity of fungi, whereas Mn is shown
to promote it (McClaugherty and Berg, 1987). In
this context, a general and quantitative index of qual-
ity/decomposability is clearly lacking. Indirect mea-
surement methods, such as near-infrared spectroscopy,
which have been found to provide reliable indicators of
decay rates (Gillon et al., 1999; Perez-Hardeguy et al.,
2000; Joffre et al., 2001), or thermogravimetry, which
has been only little investigated for this purpose (Rubino
et al., 2009), may be the way forward.

Climate and quality interact in their functional con-
trol of decomposition. In fact, the chemical composition
of plant tissues is dependent, among other factors, on
the climate of the region where plants grow. For exam-
ple, under wet and warm conditions, where not limited
by other ecosystem properties, nutrient mineralization
is enhanced, leading to more nutrients being available
for plants, which in turn produces litter that is richer in
nutrients and therefore decomposes at a faster rate than
would occur in cold and dry climates. Thus climate
affects decomposition both directly, through control-
ling decomposer activity, and indirectly, by changing
litter quality (Aerts, 1997). Conversely, on the basis of
the thermodynamics of decomposition processes, lit-
ter quality has been hypothesized to control the tem-
perature sensitivity of litter decomposition, with low-
quality litter having a higher sensitivity (Bosatta and
Ågren, 1999). This has been supported by Fierer et al.
(2005) who found that as litter quality decreases during
decay, the temperature sensitivity of litter decomposi-
tion increases.

However, the issue is still being debated for soil
organic matter (SOM) where both litter quality and
other physical–chemical mechanisms control SOM pro-
tection and degradability (Giardina and Ryan, 2000;
Fang et al., 2005; Knorr et al., 2005).

Litter quality is also a function of the dominant
plant species as well as the diversity of plant species
contributing to litter production. Adjacent litter types
interact, through a combination of biological as well
as physical–chemical processes. When litter is a mix-
ture of species of differing quality, non-additive effects
emerge, with higher N transfers among litters and gen-
erally faster decay rates being measured (Gartner and
Cardon, 2004).

Soil organisms govern litter decomposition, with
soil fauna mainly feeding and digesting the detritus,
and with fungi and bacteria degrading and metaboliz-
ing litter constituents, within a complex food web. Soil
fauna comprise a small fraction of total soil biomass
(10–20%) but are important regulators of soil functions
and control, by predation, the abundance and diversity
of the microbial community, which is the real ‘decom-
position engine’. Microbes are able to degrade virtually
all biological compounds, but differences exist between
fungi and bacteria, and within genotypes, in the abil-
ity to degrade different chemical bonds, within macro-
molecules (Paul and Clark, 1996). However, in many
cases we are still unable to link species or genotypes to
specific functions, except on a broad scale and for cer-
tain functions (Neufeld et al., 2001; Hobbie et al., 2003;
Rich et al., 2003). Fungi, building a hyphal network
within the litter layer and into the mineral soil, are able
to colonize freshly fallen litter and to transfer N and
C between the litter layer and the mineral soil (Zeller
et al., 2000). In contrast, bacteria depend on the flow of
substrates towards their cells. This ability makes fungi
stronger competitors than bacteria under low N condi-
tions. Under unfavourable environmental conditions,
microbes become inactive, representing a reservoir of
potential decomposition, ready to start when favourable
conditions return (Chapin et al., 2002). On this basis,
litter decomposition is a function of the biological diver-
sity and activity of the decomposer community. The
chemical–physical environment and the litter quality
attributes described above exert their control over litter
decay rates by affecting both the diversity of the soil
community and its rate of activity (Swift et al., 1979).

Global environmental changes, by modifying cli-
mate, land cover and management (IPCC, 2001), per-
turb virtually all of the factors controlling litter decom-
position and will significantly alter soil biodiversity
(Swift et al., 1998). This will lead to fundamental alter-
ation of the C and N cycling in terrestrial ecosystems.

5.3 MEASURING LITTER DECAY

Most of the studies dealing with above-ground litter
interpret the process of litter decomposition as the pro-
gressive loss of mass from a fresh litter residue through
time, and quantify it by gravimetric determination, at
different intervals in time. Usually mass loss is deter-
mined from an initial known amount of litter confined
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within inert mesh bags, generally incubated on the
ground. This is the so-called ‘litter bag method’ first
proposed by (Bocock and Gilbert, 1957), and still widely
used. The mesh size is chosen depending on whether
the macro- or meso-fauna are to be allowed access to
the inside of the bag (e.g. Schadler and Brandl, 2005)
and to minimize bias due to loss of litter fragments or
water retention within bags. Thus, based on the experi-
mental question, a compromise on mesh size is reached.
Generally mesh size varies in the range from 0.5 mm
(most of fauna excluded, prevention of fragment loss,
likely alteration of the physical environment) to 5 mm
(fauna included, high risk of fragment loss, little or no
alteration of the physical environment). Bags are buried
at different depths within the litter–mineral soil pro-
file, again depending on the purpose of the experiment,
and generally to mimic the layer in which litter would
decompose in the natural environment. Occasionally,
other methods of field incubation have been used, rang-
ing from large containers (Virzo De Santo et al., 1993)
or cages (Torres et al., 2005), to glass tubes containing
soil and litter (Howard and Howard, 1974), or tethering
litter material with nylon thread (Gosz et al., 1973).

Similarly to leaf litter, the large majority of studies
investigating root litter decomposition have used lit-
ter bags, generally buried in the mineral soil, and only
occasionally different techniques (i.e. trench plots and
subsequent coring) have been used (Silver and Miya,
2001). However, litter bags have been shown to reduce
rates of root litter decay and net N mineralization com-
pared to in situ approaches, such as intact core incu-
bations (Dornbush et al., 2002). Minirhizotrons have
also proven to be a useful method to investigate root
dynamics (Hendrick and Pregitzer, 1996).

In other studies, litter decomposition is considered
as the mineralization of carbon from litter residue due to
microbial respiration and thus is measured as CO2 pro-
duction. This is the most widely used method for deter-
mining litter decomposition in laboratory experiments
(e.g. Anderson and Ineson, 1982). In a few cases, dis-
solved organic carbon (DOC) is measured in the water
leached out from microcosms (e.g. Cotrufo et al., 1994)
as a way to measure loss of soluble carbon during litter
decay.

The effects of soil fauna on litter decomposition
have been studied both in field and laboratory experi-
ments. Despite the fact that experiments may require
complex designs to account for the effects of different
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Figure 5.2 Schematic representation of possible carbon fluxes
contributing to mass loss and mass remaining, as measured from
litter bag studies.

soil organisms, litter decay is, in most cases, determined
by either gravimetric determination of mass loss (e.g.
Smith and Bradford, 2003) or by measurements of res-
piration (Coûteaux et al., 1991).

Clearly there is a discrepancy; we describe litter
decomposition as the result of three interlinked pro-
cesses (i.e. leaching, fragmentation and catabolism) and
we study it either by measuring one of the three pro-
cesses (i.e. catabolism – by microbial respiration mea-
surement), or by a rough estimate of two combined
together (i.e. leaching and catabolism, by mass loss mea-
surement) and preventing, with mesh bags, the third
(i.e. fragmentation) to occur.

For years we have measured mass loss from litter
while paying little attention to where this mass was lost
to (Fig. 5.2). Carbon can leave the litter to the atmo-
sphere as CO2 – volatile organic carbon (VOC) and
methane emissions have also been measured (Isidorov
and Jdanova, 2002; Keppler et al., 2006) but with very
minor emission rates as compared to CO2 – or to the soil
in the form of soluble C, microbial bioproducts or litter
fragments. In a laboratory study, Rubino et al. (2007)
recently demonstrated that the carbon input below-
ground derived from litter decay represents about 13%
of the total carbon loss by the litter, with this fraction
being independent of litter quality. Additionally, litter
fragmentation may be a key process through which lit-
ter is lost from the litter layer and enters the mineral
soil. In terms of carbon cycling, there is a huge dif-
ference between all these forms of carbon lost from
litter: they represent net carbon emissions (CO2 to
the atmosphere), may stimulate priming or conserving
(Dormaar, 1990) of stable soil carbon stores (DOC
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leaching), control microbial biomass and activity, as
well as promote aggregation and SOM formation in the
mineral soil (bioproduct and litter fragments). Thus, a
change in the relative proportion of mass loss pathways
may alter the carbon balance of the ecosystem. However,
we know almost nothing about their relative proportion
and how it is affected by litter quality, climate and soil
organisms. Until a process is properly identified and
measured, general principles cannot be formulated and
general relationships regarding controlling factors can
not be formalized. We suspect this is the case for litter
decay. Indeed, the decomposer system is a complex one,
yet our approaches and methods of study have been, to
date, inadequate to disentangle it. Additionally, confu-
sion arises from the fact that little distinction is usually
made between litter decomposition processes occurring
on the top of the soil (i.e. within the litter layer) and that
of leaf litter fragments, roots and other plant residues
within the mineral soil. In our opinion, litter decompo-
sition studies, in particular those carried out in the lab-
oratory, should clearly distinguish between decomposi-
tion occurring on the litter layer from that occurring in
the mineral soil. They are two different processes since
they occur in different biological and chemical–physical
environments and they also may play a different role in
soil carbon and nutrient cycling.

5.4 LITTER BAG STUDIES TO QUANTIFY
STANDING LITTER TURNOVER TIMES:
HOW DO WE DEAL WITH THE
ASYMPTOTIC VALUE?

Decomposition curves derived from litter bag studies
performed on a time scale of several years are often
best described by the presence of an asymptotic value,
which may vary across a wide range (0%–65%) of the
original mass being ‘undecomposable’ (at least over a
period of several years), and work has been devoted to
the understanding of the factors controlling it (see Berg
and McClaugherty, 2003; Osono and Takeda, 2005).

What is the ecological meaning of the asymptote?
The hypothesis can be made that an apparent non-zero
asymptote represents a spatially segregated process.
Only a fraction of the litter decomposes on the forest
floor with a measurable decay rate, while the remain-
der is eventually transferred to the mineral soil and gets
incorporated in the SOM as litter debris, where it will
likely decompose at a different pace. In the presence of
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Figure 5.3 Dynamic of leaf litter mass loss as measured at the
Fagus sylvatica forest of Collelongo, Italy (for details see Cotrufo
et al., 2000), by a five year litter bag experiment (bars indicate
standard error, n = 7). Data were fitted with a single exponential
model with asymptote (y = A + (100 − A)∗ e−kt), using Origin
version 6 (R2 = 0.97; A = 54.23; k = 0.00 116).

bags this mass remains there, and can thus be measured.
In this context, if the aim is to quantify the turnover time
of leaf litter standing on the forest floor, greater consis-
tency is needed among the common methods currently
used. In a litter bag (2 mm mesh size) decomposition
study at Collelongo, a Fagus sylvatica forest in a cen-
tral Italy (Cotrufo et al., 2000), beech leaf litter lost only
about 40% of the original weight after five years of incu-
bation on the forest floor (Fig. 5.3). Mass loss was best
described by a single exponential model toward a pro-
jected asymptotic value of 54.2% (Fig. 5.3; Table 5.1).
We also tried multiple exponential models, but they did
not give a satisfactory fit. We calculated the mean res-
idence time (MRT = 1/k) of the leaf litter from decay
rates (k) obtained by fitting mass loss values with single
exponential decay functions toward a zero asymptote
and towards a 54.2 asymptote. In this latter case, the
calculated MRT applies only to the fraction of litter
mass loss. In fact, according to this model the remain-
ing fraction has an infinite MRT: another problem of
this model! We calculated it only for the purpose of the
method comparison and consider it as an estimate of the
MRT of the standing litter, assuming that the remain-
ing fraction would correspond to a measure of the litter
fragments entering the mineral soil. These MRT were
compared to MRT values obtained at the same site by
applying the 14C-bomb spike method (Harrison et al.,
2000), and by respiration measurements in laboratory
incubations (Persson et al., 2000). Data are reported in
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Table 5.1 Mean residence value (MRT = 1/k) of leaf litter measured at Collelongo, a beech forest in
central Italy, by: (1) a litter bag experiment with decay rate (k) calculated by applying an exponential
decay function with and without asymptote (A); (2) the 14C-bomb spike method (Harrison et al., 2000);
(3) determination of carbon mineralization in laboratory incubation (Persson et al., 2000).

MRT Decay Asymptote
Methodology ( y) rate (% of initial mass) R2 of fit

Litter bag 2.36a 0.42 54.2 0.97
Litter bag 7.83 0.13 0 0.88
14C-bomb spike 5
Litter respiration in laboratory incubation 10

aMRT of the pool (35.8%) that decomposes. The remaining mass (54.2%) has infinite MRT.

Table 5.1. Given the high disparity of MRT values,
ranging from ten to about two years, we believe that the
different methods captured different processes. Since
the 14C-bomb spike method derives leaf litter MRT
from the measurement of the 14C content of the stand-
ing litter, applying a box model to describe carbon flow
along the soil profile (Harkess et al., 1986), it does not
require any litter manipulation, and for that reason we
use it as a reference method. Thus, if we assume the
MRT of five years to be our reference value, the incuba-
tion method, by measuring decomposition rate solely as
the rate of respiration of decomposer microbes, strongly
overestimates it. Similarly, the litter bag method over-
estimates MRT, when decay is assumed to proceed to
100% mass loss: both methods do not account for lit-
ter fragments lost to the mineral soil. On the other
hand, litter bags underestimate MRT, when the frac-
tion remaining (i.e. asymptotic value) is considered not
to decompose (Table 5.1), indicating bias due to the
presence of the bags.

Clearly methodological studies are needed to test
the above hypothesis; however, available decay data
should be used with caution and referred to the spe-
cific decomposition component process measured.

5.5 MODELLING LITTER DECAY

The concept that litter decay follows one or more expo-
nential decay functions (Olson, 1963) is incorporated
in nearly all litter decomposition models, which mainly
differ in: (1) the interpretation of litter quality and its
dynamics during decay; (2) the number and kind of
functional controls by environmental factors; (3) the

C and N flows from the decomposing litter into other
pools and (4) the presence and role of organisms. Almost
all models – with the exception of APSIM (agricultural
production systems simulator) (Keating et al., 2003) –
assume that there is no litter quantity effect on the spe-
cific rate of decay.

Discussing how litter decomposition models incor-
porate the effects of the physical environment and of
the biological community is beyond our scope. Previ-
ous studies addressed these issues (Smith et al., 1997;
Paul, 2001). Here we emphasize how the current limits
of our understanding of litter quality and decomposition
affects our ability to model it.

Since the early decomposition models (Minder-
man, 1968; Hunt, 1977; Jenkinson and Rayner, 1977),
litter has been represented by two or more organic
matter pools, differing in quality/degradability, which
decompose according to first-order kinetics, through
carbon flows to microbial biomass and to recalcitrant
SOM pools, and CO2 production. The continuous-
quality theory (Bosatta and Ågren, 1985, 1991, 2003;
Ågren and Bosatta, 1996) introduced a new approach
in which litter consists of a continuum of cohorts
which, with progressing decomposition, lose carbon
and change their chemistry towards increasing recal-
citrance. Despite its potential value (Joffre et al., 2001),
the continuous-quality theory, to our knowledge, has
not been widely adopted as a component of soil carbon
models.

When models represent litter by two or more dis-
crete carbon pools, the criteria of compartmentalization
are defined either chemically, kinetically or function-
ally. Chemically defined pools recognize the discrete
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Table 5.2 Pools, number and type, and decomposition rate constants (k) for first-order kinetics at
15 ◦C and optimal moisture conditions, used for litter pools by some of the more common decomposition
models. DPM and RPM refer to decomposable and recalcitrant plant material, respectively.

Compartment No. of K
Model pools Type Pools (a−1) Reference

CENTURY 2 Functional Metabolic
Structural

14.8
3.9

Parton et al., 1994

Gendec 3 Chemical Labile
Holocellulose
Lignin

36
15
1.8

Paul and Juma, 1981

Roth-C 2 Kinetic DPM
RPM

10
0.3

Jenkinson et al., 1987
Jenkinson et al., 1992

Socrates 2 Kinetic DPM
RPM

2
1.5

Ladd et al., 1995

chemical components of litter (e.g. Minderman, 1968),
they have the advantage that chemical components (i.e.
water-soluble carbohydrates, holocellulose and lignin)
can be analytically determined (Allen, 1989; Rowland
and Roberts, 1994), yet the question arises of whether
these pools decompose independently or in interac-
tions. Simulations with models adopting this approach
indicated that, for short-term carbon decomposition
of plant residues under laboratory conditions, litter
quality can be well represented by the ‘acid-resistant’
fraction (sensu Rowland and Roberts, 1994), pro-
vided that interactions are considered between different
compounds (Henriksen and Breland, 1999; Corbeels,
2001).

Kinetically defined pools do not directly corre-
spond to experimentally verifiable fractions. Therefore,
it may lead to uncertainties on how to quantify these
conceptual pools for different types of litter. For exam-
ple, the Roth-C model (Jenkinson and Rayner, 1977)
distinguishes two kinetically defined pools of plant lit-
ter: decomposable (DPM) and resistant plant mate-
rial (RPM). In this model the DPM/RPM is the sole
attribute for litter quality. Values for the DPM/RPM
ratio are specified on the basis of broadly defined biomes
and were estimated by fitting the Roth-C model to mea-
sured respiration data of plant material decaying in soil
microcosms (Jenkinson et al., 1991). It is to be pointed
out that Roth-C generally depicts agro-ecosystems and
thus focuses on soil processes and the litter layer is not
explicitly modelled.

Functionally or morphologically defined compart-
mentalization defines plant litter as being made of a
metabolic (i.e. labile) and a structural (i.e. resistant)
pool. The metabolic component represents the cyto-
plasmic compounds of plant cells, whereas the struc-
tural pool represents cell wall compounds bound to
proteins and lignified structures. These cell structures
decompose somewhat independently and the physi-
cal structure of plant material, at the micro-scale, is
an important attribute to quality. The size of these
functional pools has been determined by a regression
type function of litter quality attributes. Examples of
this type of litter characterization are found in the
CENTURY (Parton et al., 1987, 1988) and GRAZ-
PLAN (Hunt, 1977) models. CENTURY divides plant
residues into a metabolic and structural pool as a
function of the initial lignin-to-N ratio of the litter,
such that the fraction of litter going into the struc-
tural pool increases with increasing lignin-to-N ratio.
GRAZPLAN adopts the concept of Hunt (1977) and
uses the initial residue C-to-N ratio as litter quality
attribute, to divide litter into a metabolic and structural
pool. The regression type functions allow extrapola-
tion of the functional pool concept to other litter types.
Parton et al. (1994) showed that the structural litter
pool in CENTURY is closely correlated to the cellu-
lose plus lignin fraction as determined by proximate
analysis.

The CENTURY model incorporates two other
effects of litter quality on the decomposition process.
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Firstly, the decay rate of the structural material is a
function of its lignin content, such that increasing lignin
content slows the decay rate. Secondly, the lignin frac-
tion of the structural pool is directly incorporated into
the pool of slow organic matter with a relatively low
proportional carbon loss. CENTURY also differenti-
ates between above-ground and below-ground litter,
and assumes a 20% slower decomposition rate for the
above-ground litter fractions compared to the below-
ground.

Potential decomposition rates vary considerably
between similar litter fractions of different models
(Table 5.2). The various models differ significantly in
the assumptions on the litter pools and – more impor-
tantly – on the microbial turnover and formation of
secondary SOM pools (Paustian et al., 1997).

Arguably, litter decomposition models describe lit-
ter quality and its control on carbon transfers to SOM
with considerable uncertainty, also with respect to the
interactions and feedbacks between litter quality and the
physical and biological environments. Future research
is needed where theoretical and experimental work
is designed and executed in coordination, to measure
‘true’ processes and to model measurable pools and
fluxes. This goal is less likely to be achieved if experi-
mental and modelling research is conducted by physi-
cally distinct research groups, which often do not inter-
act with each other. However, in recent years rapid
progress is being made in this direction, with integrated
projects having both modelling and experimental tasks,
and, in particular, with individual research groups, or
even individual scientists, often exhibiting both areas of
expertise.

5.6 EMERGING ISSUES

5.6.1 Interaction and feedback between root
activity and litter decay

Soil organisms live in the soil environment together
with roots, in a complex net of trophic interactions,
which control, on the one hand, microbial abundance
and turnover, via the predation by soil fauna, and, on
the other, the supply of nutrients to plants (Moore et al.,
2003). A live and active rhizosphere strongly influences
the functional diversity of the soil biota (Schulze et al.,
2005). To what extent do these interactions extend
to the litter layer? Recent findings have demonstrated

positive mutual feedbacks between litter and roots in
which the input of fresh litter on the forest floor stim-
ulated rhizosphere respiration and, in turn, an active
rhizosphere promoted above-ground needle litter res-
piration (Subke et al., 2004). These findings reinforce
the established concept of fresh carbon input priming
of SOM decomposition (Kuzyakov, 2002). Mechanisms
of priming have been investigated and recent findings
seem to indicate stimulation of microbes able to provide
specific enzyme for soil carbon degradation (Fontaine
et al., 2004). Additionally, increased litter inputs were
observed to alter the pattern of root distribution along
the soil profile, in a moist fertile tropical forest soil
(Sayer et al., 2006). While further research is needed to
establish the mechanisms of the root–litter interactions
and their control over decomposition and nitrogen min-
eralization processes, models of soil carbon dynamics
should consider including root–litter interactions more
explicitly.

5.6.2 Incorporation of above-ground
litter-derived carbon to SOM

The quantity of litter residue is believed to have no
effect on specific decay rates, under the assumption
of first-order kinetics. While this may be valid for the
litter layer, it does not necessarily hold for the soil envi-
ronment. According to Six et al. (2000) when fresh
plant debris enters the soil, it promotes the formation
of soil aggregates, which, in turn, physically protect
organic matter from microbial attack, slowing down the
turnover rate. The mechanism behind promotion of
aggregate formation is mediated by microbes, whereby
greater fresh carbon input stimulates microbial activity
and production of microbial-derived binding agents.
Apart from it being promoted by macro-fauna and, in
particular, by earthworms (see the review by Six et al.,
2004), we know very little about the dynamics of lit-
ter fragmentation, the inclusion of litter fragments into
SOM and its control over soil carbon turnover. Addi-
tionally above-ground litter-derived carbon enters the
soil transported by fungal hyphae, as bacterial metabo-
lites and DOC. Future litter decomposition research
should focus on the identification and quantification of
these different mechanisms by which carbon is incor-
porated into mineral soil, their relative proportion and
sensitivity to environmental factors, and their effects on
overall soil carbon storage.
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5.6.3 Functional role of soil microbes: does the
fungal-to-bacteria ratio affect carbon flow from
litter to recalcitrant SOM?

Based on the evidence that fungi use carbon more effi-
ciently than bacteria and are composed of more recal-
citrant structural carbon, the hypothesis arises that
increasing fungal abundance relative to bacteria would
increase soil carbon stores (Allison et al., 2005). Despite
the fact that this concept has not been confirmed as
a primary mechanism to enhance carbon sequestration
in soils, the effect on soil carbon storage of changes
from a fungal versus a bacteria dominated decomposer
community needs to be assessed. The potential influ-
ence of differences in microbial community composition
has relevance with respect to land-use and manage-
ment changes, as well as to possible mitigation strat-
egy to increase carbon sequestration in soils. Fungi,
thanks to their enzyme system, can degrade all biolog-
ically formed compounds, whereas most bacteria, acti-
nomycetes apart, are known to lack lignin-degrading
enzymes. In general, for bacteria to degrade complex
macromolecules, they need to establish a highly diver-
sified community of genetically unrelated species, each
of which produces a few enzymes that, in a coordi-
nated action, break down the macromolecules (Chapin
et al., 2002). Further, synergic interactions appear to be
established during litter decomposition between dif-
ferent microbial functional groups and litter chem-
istry (Torres et al., 2005). A better understanding
of the control of microbial diversity on the carbon
flow from litter to recalcitrant SOM is needed. Fur-
ther, the role that mycorrhizas play in litter decom-
position (Gadgil and Gadgil, 1971) is still not clearly
defined.

5.7 CUTTING-EDGE METHODOLOGIES

In the natural environment, leaf litter decomposes on
the top of the soil due to the physical effects of weath-
ering agents, and mostly due to the biological activity
of soil fauna and micro-organisms. As a result, carbon
is lost from the litter as CO2 and as DOC, along with
transfer of microbial biomass and litter fragments to
the soil below the litter layer. If we want to measure
accurately the rate of leaf litter turnover, we should use
methods that allow determination of decay rates with-
out impeding any of these processes. Additionally, we

need to apply methods that allow quantification of the
differing carbon fluxes.

Litter bags, by limiting fragmentation and their
transport to the mineral soil, have an inherent bias when
used to quantify surface litter turnover rates. Several
other approaches have been used to confine litter, try-
ing to minimize the bias due to bags, such as tethering
litter material with nylon thread prior to field incu-
bation. This technique has been mainly adopted for
branches (Gosz et al., 1973; Cotrufo and Ineson, 2000).
It is of interest that this technique has been criticized
because of biases due to mass loss by fragmentation
(Anderson, 1973). A possible alternative way to deter-
mine leaf litter decay rates, without altering the natural
environment, is by measuring the annual litter fall and
dividing it by the mean annual standing litter pool (i.e.
k = litter fall/standing litter pool) (Olson, 1963). The
limit of this method is that it assumes the system is at
a steady state. This method was applied at an Arbutus
unedo coppiced woodland in central Italy, where from
April 2004 to April 2005, standing litter was measured
monthly by collecting the standing litter inside round
soil collars (25 cm in diameter; 10 cm high, n = 12),
placed at random on the forest floor. The collected
pool was then oven dried and weighed. Litter fall was
determined by means of litter traps (diameter = 30 cm),
established to cover about 1/1000 of the study area. A
yearly decay rate of 0.41 ± 0.01, corresponding to a leaf
litter MRT of 2.43 ± 0.08, was measured, which com-
pares well with values of litter decay of Mediterranean
Macchia species, of similar quality (Moro and Domingo,
2000).

Leaf litter MRT was elegantly determined by using
the 14C-bomb spike (Harrison et al., 2000); however,
the progressive fast decay of the 14C enrichment in the
atmosphere makes this method not applicable for future
determination of surface leaf litter turnover rates.

A powerful way of following carbon dynamics dur-
ing litter decomposition is by the use of isotopic labelled
material. Several experiments used 14C-enriched leaf
litter, and decay rates were derived by measuring
either the 14CO2 produced during decay (Gorissen
and Cotrufo, 2000) or the 14C remaining in the soil
(Coûteaux et al., 2002). This technique makes it possi-
ble to trace accurately the fate of litter-derived carbon to
SOM fractions of different ages (Magid et al., 2002), to
DOC in soil profiles (Qualls and Bridgham, 2005) and
to the soil biota (Fliessbach et al., 1995), as well as the
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determination of priming effects induced by fresh sub-
strate addition to soils (Jenkinsons, 1971). Certainly the
use of the 14C isotope offers the advantage of having an
almost unambiguous isotopic label, but it is very expen-
sive and its use is often limited to controlled laboratory
conditions.

Stable carbon isotopes are currently seen as the
most powerful tool for studies of carbon fluxes from
the global to the patch scale (Ehleringer et al., 2000).
They can be used by artificial, i.e. pulse labelling (Bro-
mand et al., 2001) or natural 13C-labelling techniques
(Balesdent et al., 1987), by applying the two-source
mixing model. Mary et al. (1992) measured decom-
position of C4 plant residues, characterized by δ13C
values of about –12%, by incubating such residues
in soil exclusively cropped with C3 plants, and there-
fore having a δ13C of about –27%, within laboratory
units, and determining the isotopic composition of
the evolved CO2. The use of 13C-labelled plant mate-
rial has subsequently found wide application in lit-
ter decomposition studies (Zeller et al., 2000; Magid
et al., 2002), also when labelling was obtained by expos-
ing plant to atmospheres enriched with fossil fuel-
derived (i.e. depleted in 13C) CO2 (Ross et al., 2002;
Subke et al., 2004). Apart from quantifying litter decay
rates, the use of labelled litter material becomes very
powerful when combined with SOM fractionation or
molecular biology techniques. By combining the use
of labelled litter with SOM fractionation techniques,
the specific contribution of litter decay to different
SOM pools can be identified and quantified. Similarly,
the use of 13C-labelled plant material makes it possi-
ble to trace root or litter-derived carbon input to soil
via fungal- or bacterial-mediated fluxes through deter-
mination of δ13C of biomarkers such as phospholipid
fatty acids (Rubino et al., 2009) or nucleic acids (Rada-
jewski et al., 2000; see also Kutsch et al., Chapter 9;
Griffiths et al., 2004). Similarly, Curie-point pyroly-
sis, by thermically degrading large soil organic mat-
ter compounds, yields volatile products that relate to
their compounds of origin (i.e. proteins, carbohydrates,
lignin, phenol etc.), in a reliable and reproducible way
(Gleixner and Schmidt, 1997). Providing that there
is a difference in δ13C values between litter and soil
carbon big enough to be detected, the mass balance
approach can be applied to quantify the contribution of
litter-derived carbon in soil compounds resulting from
the pyrolysis of soil matrix. Moreover, pyrolysis gas

chromatography–combustion–isotope ratio mass spec-
trometry (Py-GC-C-IRMS) is a reliable method to
assess the turnover time of different SOM compounds
when a shift from C4 to C3 plants (or vice versa) occurs
(Gleixner et al., 1999, 2002). We believe that the rapid
advances in molecular biology and mass spectrometry
methodologies will make a breakthrough in our abil-
ity to understand mechanisms and quantify processes
of litter decomposition. Modelling advancements will
follow.
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6 � Characterization of soil organic matter
Karolien Denef, Alain F. Plante and Johan Six

6.1 INTRODUCTION

Soil organic matter (SOM) generally refers to the non-
living organic material within the soil matrix that was
once part of, or produced by, a living organism. It is
usually determined on soil that has passed through a 2-
mm sieve, and therefore is free of coarse animal residues,
surface litter and large roots. Soil organic matter can be
of plant, animal or microbial origin, and consists of a
continuum of materials in various stages of alteration
due to both biotic and abiotic processes (Baldock and
Skjemstad, 2000). Methods used in the past to estimate
directly SOM content involved the destruction of the
organic matter by treatment with hydrogen peroxide
(H2O2) or by ignition of the soil at high temperature
(Nelson and Sommers, 1996). Both of these techniques,
however, are subject to significant error: oxidation of
SOM by H2O2 is incomplete, and some inorganic soil
constituents decompose upon heating.

While different elements such as C, N, P, S etc.
are bound into organic compounds, we will concentrate
on soil organic carbon (SOC) for the purposes of this
chapter because it is the dominant element, and because
of its role in the global carbon cycle. Organic carbon to
SOM conversion factors for surface soils typically range
from 1.72 to 2.0 g SOM g−1 C (Nelson and Sommers,
1996). Direct measurement of total soil carbon involves
the conversion of all forms of carbon to carbon diox-
ide (CO2) by wet or dry combustion and subsequent
quantification of the evolved CO2. Soil organic carbon
may be determined by (1) analysis of soil samples for
total carbon and inorganic carbon, followed by sub-
traction of the inorganic carbon portion from the total
carbon, (2) determination of total carbon after destruc-
tion of inorganic carbon (e.g. by acid treatment) or (3)
oxidation of organic compounds by Cr2O7

2− (Nelson
and Sommers, 1996). The last approach is generally

referred to as the Walkley–Black method. Wet and dry
combustion methods are considered to yield absolute
values of carbon, while other methods such as Walkley–
Black are calibrated against the wet and dry combustion
methods.

Whole-soil SOM content is a dynamic property.
It represents the balance between plant, animal, micro-
bial and erosional inputs, and losses due to mineraliza-
tion, leaching and erosion. A posteriori measurements
of changes in whole soil SOM contents after changes in
land-use or management practices provided the origi-
nal basis for estimates of SOM dynamics. However, the
bulk of whole soil SOM is stabilized and has turnover
times measured in hundreds to thousands of years.
Changes in whole soil SOC after changes in land-use or
management practices are therefore difficult to detect
in the short term (< 5 years). High spatial variability
poses an additional problem, and several studies have
reported the number of samples and time required to
demonstrate a minimum detectable difference in whole-
soil SOC (e.g. Garten and Wullschleger, 2000; Conen
et al., 2003; Smith, 2004).

The increased demand for better SOC stock assess-
ments and better predictions of the changes in SOC
stocks as a result of land use/land cover and climate
change has become a significant driver for the past few
decades of SOM research. This has triggered large-scale
and long-term measurements of SOC pools as well as
more mechanistic process level studies (Sollins et al.,
2007). A large number of SOM fractionation and char-
acterization techniques have been developed to gain
insight in the stabilization and destabilization mecha-
nisms that underlie SOM dynamics in the short and
long term (Kögel-Knabner, 2000; Six et al., 2000a; von
Lützow et al., 2006; Kleber et al., 2007; Sollins et al.,
2007; von Lützow et al., 2007) and/or to identify SOM
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fractions that respond more rapidly to changes in, for
example, land use, management or climate than whole
soil SOM and thus could serve as early indicators or
verifiers for total SOM change (Six et al., 1998; Leifeld
and Kögel-Knabner, 2005).

The intention of this chapter is to give a general
overview of existing SOM fractionation and characteri-
zation techniques, to discuss their shortcomings and to
suggest directions for future research by giving some
examples of promising new techniques.

6.2 OVERVIEW OF TECHNIQUES TO
FRACTIONATE AND CHARACTERIZE
SOIL ORGANIC MATTER

Soil organic matter consists of many classes of com-
pounds with different biochemical properties and vary-
ing degrees of association with the mineral matrix,
which differentially contribute to the overall dynam-
ics of total SOM. Most models of SOM dynamics,
however, do not explicitly take into account the bio-
logical, physical or chemical mechanisms that act to
stabilize SOM. Instead, they divide SOM into sev-
eral kinetic compartments (e.g. active, slow and passive,
according to the CENTURY model) based on assumed
turnover times, and define their dynamics in terms of
transfers from one compartment to another (e.g. Par-
ton et al., 1987, 1988; Jenkinson, 1990). These models
could greatly benefit from the integration of measurable
and separable SOM fractions defined by different stabi-
lization mechanisms and degrees of stabilization (Chris-
tensen, 1996b; Elliott et al., 1996; Six and Jastrow, 2002;
Smith et al., 2002). Numerous fractionation schemes
have been developed with the purpose of separating
‘functional’ SOM fractions that are more homogeneous
in terms of their biochemical properties and turnover
times. Their relevance for clarifying SOM stabilization
and destabilization mechanisms or for SOM modelling
purposes has been recently reviewed by von Lützow
et al. (2007).

6.2.1 Soil organic matter fractionation

6.2.1.1 Biological fractionation
Biological fractionation separates SOM into labile and
recalcitrant portions through microbial mineraliza-
tion. The underlying assumption is that the micro-
bial biomass will mineralize the labile portion first,

leaving the recalcitrant portion behind, resulting in
a relative accumulation of refractory compounds in
carbon-depleted soils (Rühlmann, 1999; Kiem et al.,
2000). This approach, however, requires an undesirably
long time to distinguish labile from recalcitrant SOC
and is limited to systems with negligible organic inputs.
One of the best means by which biological fractiona-
tion can be assessed is through the use of isotopes (13C,
14C, 15N) in labelling experiments, 13C natural abun-
dance or 14C radiocarbon dating experiments. Carbon-
13 natural abundance studies utilize known and dated
vegetation changes (Cerri et al., 1985; Balesdent et al.,
1987; Balesdent and Mariotti, 1996). Examples of these
vegetation changes include shifts from C4 grasslands
to C3 crops, or cultivation of C4 corn in temperate
areas dominated by C3 native vegetation. While dif-
ferent plant parts and compounds have different 13C to
12C ratios, and while microbial decomposition of these
materials results in some fractionation, SOC generally
retains the integrated signature of its parent vegeta-
tion (Balesdent and Mariotti, 1996). The progressive
change in the isotopic signature allows a quantitative
estimate of the turnover time and size of the SOC com-
ponents. Radiocarbon (14C) measurements can provide
estimates of much longer turnover times (Wang et al.,
1996; Paul et al., 1997; Trumbore, 2000), but estimates
must take into account recent 14C-bomb inputs. While
there is evidence from the radiocarbon dating of micro-
bial respiration to suggest that microbial biomass will
mineralize the labile portion first (e.g. Trumbore, 2000),
other studies examining isotopic signatures of respired
CO2 and phospholipid fatty acids (PLFA) suggest that
a component of the microbial community is capable
of using substrates with older carbon (e.g. Waldrop
and Firestone, 2004; Rethemeyer et al., 2005; Kramer
and Gleixner, 2006). The idea of active recycling of
SOM carbon by soil microbes, as suggested by Gleixner
et al. (2002), could form a possible explanation for the
older isotopic signature observed in biochemically labile
SOM compounds (Gleixner et al., 1999, 2002; Derrien
et al., 2006) and respired CO2 and microbial PLFA (see
references above). Shifts from younger to older carbon
utilization could also be induced by changes in environ-
mental conditions (e.g. temperature, N additions) and
have been ascribed to changes in microbial commu-
nity composition and accompanying changes in enzyme
activities (Dioumaeva et al., 2002; Waldrop and Fire-
stone, 2004).
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Figure 6.1 Overview of the most commonly used physical fractionation methods to isolate uncomplexed SOM based on size (POM)
or density (LF) from mineral-bound organic matter in primary particle and aggregate size fractions.

6.2.1.2 Physical fractionation
The physical organization of a soil controls SOM acces-
sibility to soil microbes and could as such determine
the biochemical characteristics and stability of SOM.
Most physical fractionation techniques therefore aim at
isolating homogeneous fractions (in terms of proper-
ties and turnover) that represent functional SOM pools
that are formed by a specific stabilization mechanism
(e.g. recalcitrance, spatial inaccessibility and organo-
mineral interactions (Sollins et al., 1996; Six and Jas-
trow, 2002; von Lützow et al., 2006). The distribution of
SOM among physical fractions in the soil is generally
assessed by applying various degrees of disruption to
the soil, followed by the separation of physical fractions
based on size or density (Elliott and Cambardella, 1991;
Christensen, 1992; Golchin et al., 1994; Six et al., 1998,
2000b; Christensen, 2001; Sollins et al., 2006) (Fig. 6.1).
This allows the separation of uncomplexed SOM and
of various primary (i.e. sand, silt, clay) or secondary
(i.e. soil aggregates) organo-mineral fractions differ-
ing in size or density. Physical fractionation of SOM
has revealed that soil size and density separates differ
in chemistry, origin, rates of turnover and dynamics
(Puget et al., 2000; Liao et al., 2006a, 2006b; Sollins
et al., 2006).

Uncomplexed SOM has been defined by Gregorich
et al. (2006) as SOM that is not bound to mineral

particles. However, it is difficult to isolate either com-
pletely mineral-free SOM or SOM-free minerals, par-
ticularly in fine-textured soils. Assuming a density of
1.4 g cm−3 for the organic phase (Adams, 1973; Mayer
et al., 2004) and 2.6 g cm−3 for the mineral phase,
Chenu and Plante (2006) calculated the SOM contents
of density fractions using a simple mixing model and
found that a density fraction of < 1.6 g cm−3 would
contain > 73% SOM and a density fraction of > 2.2
g cm−3 would contain < 21% SOM. The most pop-
ular density reagent is sodium polytungstate (SPT,
Na6(H2W12O40)), which is non-toxic, expensive but
can be regenerated (Six et al., 1999b), but also solu-
bilizes a significant and functionally distinct portion
of SOM (Crow et al., 2007). Microscopic investiga-
tions and chemical characterization indicate a domi-
nant plant origin of uncomplexed SOM (Oades et al.,
1987; Golchin et al., 1994). In comparison to whole
soil, uncomplexed SOM is enriched in carbohydrates
(Dalal and Henry, 1988) and has a higher lignin con-
tent and C:N ratio (Gregorich et al., 2006). Uncom-
plexed SOM fractions often respond more rapidly to
land-use or soil-management changes than mineral-
associated SOM fractions (e.g. Cambardella and Elliott,
1992; Gregorich and Janzen, 1996; Six et al., 1998;
Gerzabek et al., 2001; Chan et al., 2002). However,
several studies have suggested that more stabilized
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mineral-associated SOM fractions are better indicators
for soil quality changes upon changes in land use or
management despite their longer turnover times com-
pared to uncomplexed organic materials (Jastrow, 1996;
Stemmer et al., 1999; Chenu et al., 2001; Denef et al.,
2004; Leifeld and Kögel-Knabner, 2005; Denef et al.,
2007). Related to this, controversy also exists about the
turnover rate of uncomplexed SOM. Skjemstad et al.
(1990) reported surprisingly long residence times for
density-separated uncomplexed SOM (i.e. light frac-
tion, LF). In soils converted to pasture, they found that
60% of the LF was derived from old rainforest veg-
etation 35 years after conversion to pasture, and 20%
of the LF was forest derived after 83 years. Different
factors such as vegetation type, climate, soil texture,
soil mineralogy, faunal activity, as well as methodol-
ogy (e.g. choice of separation solution density) can sig-
nificantly influence the amount, quality and turnover
of uncomplexed SOM (Skjemstad and Dalal, 1987).
Future work should consider the composition and sta-
bility of physical SOM fractions in different soil types
and environments following standardized fractionation
procedures.

There also exists confusion about the nomencla-
ture of uncomplexed SOM. Light fraction and par-
ticulate organic matter (POM) are the two most com-
mon isolated fractions to assess uncomplexed SOM.
As Gregorich et al. (2006) suggested, LF is a fraction
of uncomplexed SOM isolated by density alone (using
dense liquids typically in the range of 1.6–2.0 g cm−3),
while POM is a fraction isolated by size alone (typ-
ically > 50 or 53 μm). The uncomplexed nature of
LF SOM obtained at densities < 1.6–2.0 g cm−3 was
supported by Sollins et al. (2006) who showed a wide
range of C:N ratios between 10 and 40 for the < 2.0 g
cm−3 fractions, whereas a more consistent C:N ratio of
10 was altered for fractions with a density of > 2.0 g
cm−3. Depending on the fractionation method, LF and
POM fractions can greatly differ in their biochemical
properties (Gregorich et al., 2006). When LF or POM is
separated after chemical or mechanical disruption of the
soil, it includes uncomplexed SOM that was occluded in
aggregates as well as uncomplexed SOM located outside
aggregates. Light fraction obtained by density fraction-
ation on intact or minimal disrupted soil consists only
of non-aggregate-occluded light fraction (i.e. free LF)
(Christensen, 2001). After removal of the free LF, the
aggregate-occluded POM fraction is usually obtained

upon mechanical or chemical aggregate disruption and
sieving (Fig. 6.1). Chemical and isotopic comparison
of the free LF and aggregate-occluded POM frac-
tions generally suggest that aggregate-occluded POM
is more microbially processed and relatively more sta-
bilized than the free LF (Golchin et al., 1994; Helfrich
et al., 2006; Liao et al., 2006b). However, the outcome of
such compositional comparisons are greatly influenced
by the type of fractionation method used (Kölbl et al.,
2005).

Separation of organic matter in primary particle size
fractions is usually obtained by an assumed ‘complete’
dispersion of the soil, followed by sieving and sedi-
mentation (Christensen, 1996a) (Fig. 6.1). For the pur-
pose of primary particle fractionation, complete dis-
persion is usually defined by or calibrated against soil
texture, even though silt- and clay-sized microaggre-
gates may persist after the dispersion treatment (e.g.
North, 1976; Balabane and Plante, 2004). Chemical
characterization of SOM in primary particle fractions
has demonstrated an increased contribution of plant-
(vs. microbial-) derived substances from clay- to silt-
to sand-sized organo-mineral fractions, with signifi-
cant enrichment of the silt-sized fraction in aromatic
compounds (Baldock et al., 1992; Guggenberger et al.,
1995; Christensen, 1996a). In addition, a decrease in
lignin content (Amelung et al., 1999) and C:N ratio of
organo-mineral complexes (Guggenberger et al., 1995)
with decreasing particle size have been observed, indi-
cating an enhanced degree of SOM humification or a
higher microbial processing from sand- to silt- to clay-
sized complexes. These observations suggest that, as
plant residues are decomposed while residing in the
sand-sized fraction, newly formed microbial products
become associated with clay-sized complexes, and more
recalcitrant substances end up in the silt-sized fraction.
It is generally believed that carbon is more stabilized
in finer particle size fractions, due to adsorption and
chemical binding on clay mineral surfaces as well as
aggregate formation (Baldock and Skjemstad, 2000).
Evidence for this comes from carbon isotope analyses
of particle-size fractions generally showing increasing
mean residence time with decreasing particle size (e.g.
Anderson and Paul, 1984; Balesdent, 1996). However,
when comparing mean residence times of soil organic
carbon across particle size fractions from several stud-
ies, von Lützow et al. (2007) found lower turnover times
for the fine (< 0.2 μm) vs. coarse (0.2–2 μm) clay
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fraction, which could be attributed to an incomplete
disaggregation of coarse clay-sized microaggregates
during dispersion (Guggenberger and Zech, 1999;
Chenu and Plante, 2006). Another plausible explana-
tion, however, could be found in differences in miner-
alogical properties. Soil mineral properties (e.g. mineral
assemblage, mineral charge, effective cation exchange
capacity (ECEC), specific or reactive surface area, poly-
valent cations, organometal complexes, crystallinity and
type of oxides) have been found to have a signifi-
cant impact on the amount, chemical composition and
turnover of SOC in clay fractions due to different
SOM–mineral binding mechanisms for different clay
minerals (Wattel-Koekkoek et al., 2003; Kleber et al.,
2004; Schöning et al., 2005). In many soils, the type of
soil mineral assemblage appears to be even more impor-
tant for SOC storage than total clay content (Saggar
et al., 1996; Torn et al., 1997; Percival et al., 2000).

Residence times of organo-mineral associations not
only depend on mineralogy, but also greatly on soil type,
vegetation, land use and environmental conditions as
well as method of age determination (13C versus 14C)
and SOM fractionation. Carbon turnover times esti-
mated by 13C natural abundance are generally an order
of magnitude smaller than those estimated by radiocar-
bon dating because of the different time scales mea-
sured by the two different methods (Paul et al., 2001;
Six and Jastrow, 2002). Comparing 13C and 14C mean
residence times of particle size fractions across different
ecosystems, von Lützow et al. (2007) found wide and
overlapping ranges of turnover times of SOM in differ-
ent particle size fractions. Therefore, it seems absolute
values for turnover times of SOM fractions cannot be
compared among studies.

High gradient magnetic separation (HGMS) has
been used as a tool to separate Fe oxides and Fe-rich
clay minerals from soil clays (Schulze and Dixon, 1979;
Jaynes and Bigham, 1986). This technique has been
applied in tropical SOM turnover studies to investi-
gate why SOM appears to be less stable (i.e. faster
turnover rates) under tropical than under temperate
conditions (Jenkinson and Ayanaba, 1977; Trumbore,
1993; Tiessen et al., 1994). In tropical soils, SOM is
mainly stabilized through complexation with Fe and Al
oxyhydroxides (Parfitt et al., 1997; Schwertmann et al.,
2005) and interactions of clay particles with Fe and Al
ions (Theng, 1976). Results from studies using HGMS
(Hughes, 1982; Shang and Tiessen, 1998) revealed the

greatest carbon enrichment in the fractions of interme-
diate magnetic susceptibility, whereas both the highly
magnetic fraction of predominantly well crystallized
Fe and the non-magnetic fraction were carbon poor
(Shang and Tiessen, 1998). The authors attributed this
to the fact that highly crystalline Fe oxides have a much
lower sorption capacity to bind with SOM compared
to poor-crystalline Fe- and Al-oxides (Turchenek and
Oades, 1979; Duiker et al., 2003). Mikutta et al. (2005)
attempted to chemically characterize poorly crystalline
minerals by selective dissolution with acid oxalate and
dithionite–citrate, and physically characterized them by
surface area determinations (BET–N2). Their results
supported HGMS findings that the capacity of the
mineral matrix to protect SOM against decomposi-
tion is largely controlled by the content of poorly crys-
talline minerals. Chemical and isotopic characterization
of HGMS fractions revealed a greater C:N ratio and a
vegetation-resembling 13C signature of the most mag-
netic (well crystallized) clay fraction, suggesting that the
SOM in this fraction is derived mostly from plant mate-
rials and is relatively untransformed by microbial pro-
cesses (Shang and Tiessen, 2000). The more enriched
δ13C values and lower C:N ratio, characterizing the non-
magnetic clay fraction, suggested a more decomposed
fraction of mainly microbial origin.

Soil organic matter associated with secondary
organo-mineral complexes or soil aggregate fractions
encompass primary particle-associated SOM, uncom-
plexed SOM, micro-organisms (bacteria, fungal hyphae
and micro-fauna) and fine roots. Aggregate size sep-
aration methods have been utilized in many stud-
ies to identify mechanisms controlling SOM stor-
age as well as changes in C and N pools associated
with land-use/land-cover changes (Elliott, 1986; Beare
et al., 1994b; Cambardella and Elliott, 1994; Six et al.,
1998, 2000b, 2002; Liao et al., 2006a), following the
concept of aggregate hierarchy as proposed by Tis-
dall and Oades (1982). This concept assumes a hier-
archical order of aggregates with different types of
organic binding agents acting at the different stages:
primary organo-mineral fractions are bound together
into microaggregates (< 250 μm) by persistent materi-
als of mainly microbial origin. Microaggregates are held
together within macroaggregates (> 250 μm) through
the binding action of roots and fungal hyphae (tempo-
rary) and readily decomposable plant- and microbial-
derived polysaccharides (transient). According to this
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concept, macroaggregates are more enriched in car-
bon but at the same time more transient and sensitive
to physical disturbance compared to microaggregates
(Tisdall and Oades, 1982). Support for aggregate hier-
archy comes from studies reporting greater concentra-
tions of organic carbon and biomass carbon (Elliott,
1986; Singh and Singh, 1995; Jastrow et al., 1996; Six
et al., 2000a; Ashman et al., 2003), as well as POM
contents (Cambardella and Elliott, 1993; Beare et al.,
1994b; Puget et al., 1996) in macroaggregates compared
to microaggregates. Moreover, relative to SOM asso-
ciated with smaller sized aggregates, macroaggregate-
associated SOM has been generally found to be (1) more
labile, as supported by direct relationships between C:N
ratios of aggregate-SOM and aggregate size and min-
eralization studies (Elliott, 1986; Beare et al., 1994a;
Aoyama et al., 1999; Gregorich et al., 2003); (2) less
decomposed, as demonstrated by decreasing plant-
derived and increasing microbial-derived components
with decreasing aggregate size (Monreal et al., 1997)
and (3) younger, as demonstrated by 13C natural abun-
dance (e.g. Skjemstad et al., 1990; Puget et al., 1995;
Angers and Giroux, 1996; Jastrow et al., 1996; Six et al.,
1999a) as well as 13C tracer studies (Angers et al., 1997;
Denef et al., 2001a). While aggregate hierarchy is gen-
erally expressed in fine textured soils dominated by 2:1
minerals where SOM is the primary aggregate bind-
ing agent, this is not the case in oxide-dominated soils
(Oades and Waters, 1991; Feller et al., 1996; Six et al.,
2000a; Zotarelli et al., 2005; de Azevedo and Schulze,
2007).

Many methods have combined different physical
fractionation methods in an attempt to target spatially
explicit SOM fractions where carbon stabilization is
most pronounced or land-use, management or envi-
ronmental forces have the greatest impact (Six et al.,
2000b; Del Galdo et al., 2003; Denef et al., 2004;
Leifeld and Kögel-Knabner, 2005; Del Galdo et al.,
2006). For example, the use of complex fractiona-
tion schemes by Six and colleagues have demonstrated
across widely varying ecosystems, soil types and envi-
ronments the importance of macroaggregate-occluded
microaggregates (53–250 μm) as long-term stabiliza-
tion sites for SOM (Six et al., 2000b; Del Galdo et al.,
2003; Denef et al., 2004; Kong et al., 2005) and the
potential of this aggregate fraction to serve as an early
indicator for total SOC stock changes upon land-use
change (Denef et al., 2007). These microaggregates were

isolated by an isolator device (Six et al., 2000b) that
allows complete break-up of macroaggregates while
minimizing the breakdown of the released microaggre-
gates (Fig. 6.1). Research should be further directed at
the chemical (Simpson et al., 2004), microbial (Mum-
mey et al., 2006a, 2006b), and isotopic characterization
(Six et al., 2000b; Denef et al., 2001b) of this microag-
gregate fraction among other potential diagnostic SOM
fractions to better understand their dynamics as well
as their fundamental importance to soil structure and
function.

6.2.1.3 Chemical fractionation
Similar to physical fractionation, the goal of chemical
fractionation of SOC is to isolate pools of carbon with
similar properties and dynamics, and sometimes to iso-
late an organic fraction from the background mineral
soil material. Depending on the carbon fraction of inter-
est, a chemical treatment will be selected that removes
more or less SOC. Conversely, chemical treatments
such as hydrofluoric acid (HF) have been designed
to dissolve the mineral portion of the sample, leaving
behind the SOC (Skjemstad et al., 1994; Schmidt et al.,
1997). These latter treatments are generally used to
improve spectroscopic analyses of whole-soil samples
rather than a means to fractionate SOM.

The simplest chemical fractionation of SOM uses
cold distilled or deionized water to isolate dissolved
organic matter (DOM) as a pool of readily decompos-
able carbon (Chantigny, 2003). Hot-water extraction
was first proposed by Keeney and Bremner (1966) to
determine easily available soil N, and has since been
applied to isolate labile C (Haynes, 2005). Hot-water
extractable SOC consists largely of labile carbohydrates
and amino acids (Leinweber et al., 1995), and is primar-
ily of microbial origin (Sparling et al., 1998). A number
of other chemical fractionations have been devised to
isolate labile pools of SOC. Blair et al. (1995) suggested
that a fraction of organic carbon oxidizable with potas-
sium permanganate (KMnO4) was a useful index of
labile SOC. However, Tirol-Padre and Ladha (2004)
found better correlations of permanganate oxidizable
carbon with total SOC than with water-soluble carbon
and microbial biomass carbon. Skjemstad et al. (2006)
also compared the method to POM and found that
permanganate oxidizable carbon was relatively insen-
sitive to rapid SOC gains, which is contrary to the
definition of a labile carbon pool. Both studies found
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Figure 6.2 Chemical fractionation scheme of soil organic matter based on solubility characteristics (from Stevenson, 1994).

that the method is sensitive to the presence of lignin,
and concluded that caution should be exercised when
attempting to relate permanganate oxidizable carbon to
labile SOC.

For much of the history of its study, SOM has
been frequently synonymous with ‘humic substances’.
Humic substances conventionally defined as ‘a series
of relatively high-molecular weight, brown to black
coloured substances formed by secondary synthesis
reactions’ (Stevenson, 1994). They are essentially a cat-
egory of organic substance that cannot be classified into
the normal categories such as proteins, lipids, polysac-
charides etc. This vague definition has often led to
defining these materials operationally in terms of the
methods used to extract them from soils (MacCarthy,
2001), and decades of research has shown much of this
characterization to be impractical or incorrect. Humic
substances have traditionally been isolated using aque-
ous base or neutral salt solutions, and combinations
of aqueous base (e.g. 0.5N NaOH) and pyrophosphate
(e.g. 0.1M Na4P2O7) (see review by Hayes, 2006). Soil
organic matter fractionation operationally based on sol-
ubility in acid and base was first introduced by Spren-
gel (1837) and evolved through the mid-nineteenth
century through the work of Berzelius (1839) and
Mulder (1861). The classic fractionation scheme con-
sists of humic acid, fulvic acid, the non-extractable

humin, and other fractions including hymatomelanic
acid and grey and brown humic acids (Stevenson, 1994;
Fig. 6.2). An enormous literature exists on the fraction-
ation and analysis of humic substances from soils, and
the reader is directed to several in-depth reviews (Aiken
et al., 1985; Hayes et al., 1989; Stevenson, 1994). The
operational definition of SOM fractions based on sol-
ubility characteristics has led to significant criticism,
and many have abandoned the methods and termi-
nology altogether. Stevenson (1994) identified several
problems in the fractionation procedure (including the
dissolution of fresh organic debris). The fractionation
is generally not quantitative and it is nearly impossi-
ble to devise a scheme that separates humic from non-
humic substances because both share some of the same
chemical functional groups, and because it is difficult
to identify the point in the decay process at which the
transition from non-humic to humic substance occurs
(MacCarthy, 2001). Moreover, the usefulness of the
obtained fractions as kinetic fractions also appears to
be rather limited. While several researchers have found
that the age or mean residence times for each of the
fractions based on 14C-dating were significantly dif-
ferent (e.g. Campbell et al., 1967; Anderson and Paul,
1984), Balesdent (1996) found similar kinetics of enrich-
ment in new 13C and concluded that the fractionation
scheme was not useful in investigating carbon turnover.
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Lastly, difficulties in characterizing humic substances
(described later) have also demonstrated that the
approach has limited value for predicting SOM
behaviour.

Chemical fractionation of SOM to isolate stable
or recalcitrant SOC is frequently performed using
acid hydrolysis. A common acid hydrolysis technique
involves refluxing whole-soil or isolated physical frac-
tions in 6M HCl at 116 ◦C for 18 hours, though other
acids and temperatures have been used. The hydrolysis
reaction, through the process of protonation and hydra-
tion, solubilizes compounds with O- and N-containing
functional side-groups (Barriuso et al., 1987). Fatty
acids, proteins and polysaccharides are susceptible to
acid hydrolysis treatment, whereas long-chain alkyls,
waxes, lignin and other aromatics are resistant to hydrol-
ysis (Martel and Paul, 1974; Schnitzer and Preston,
1983; Paul et al., 2000). Studies have found that the
non-hydrolyzable fraction from a wide range of samples
represents 35–65% of the total soil carbon (Paul et al.,
2006), and is generally 1300–1800 years older than total
soil carbon (Leavitt et al., 1996; Paul et al., 1997, 2001).
The acid hydrolysis method has been broadly adopted in
studies of SOM dynamics and coupled with 14C-dating
to estimate the size and turnover rate of the stable SOM
pool in models (Leavitt et al., 1996; Falloon et al., 1998;
Paul et al., 2006). Recent criticism of the technique has
argued that under land-use change, non-hydrolyzable
carbon in soils may be lost or gained during relatively
short periods of time relative to the age of the resis-
tant carbon pool, which is inconsistent with its assumed
recalcitrant chemical nature (Paul et al., 2006; Plante
et al., 2006).

Other chemicals have been used to separate stable
or recalcitrant SOM from labile fractions. These chem-
ical treatments include hydrogen peroxide (H2O2),
sodium hypochlorite (NaOCl) and disodium perox-
odisulphate (Na2S2O8). Some of these treatments were
originally designed to remove as much SOC as possible
to improve the characterization of the mineral fraction
(Mikutta et al., 2005), though none are 100% effec-
tive. The SOM remaining in treated residues has been
regarded as a resistant fraction. Theng et al. (1992)
and Righi et al. (1995) proposed that H2O2-resistant
SOM represented a resistant fraction protected in inter-
clay layers. However, Plante et al. (2004) found that,
similar to acid hydrolysis, the proportion of H2O2-
resistant clay-associated carbon did not increase with

decreasing total carbon. Generally, these chemical treat-
ments remove a greater proportion of SOM than acid
hydrolysis, and SOC in the resistant residues is smaller
than what is generally assumed to exist based on
turnover times calculated using common models. Zim-
merman et al. (2007a) compared NaOCl treatment to
acid hydrolysis and found that NaOCl removed more
SOC (63 to 91%) than did acid hydrolysis (35 to 66%).
They also found that 14C activities of NaOCl-resistant
SOC were lower than those of hydrolysis-resistant
SOC, suggesting that SOM isolated by NaOCl treat-
ment is older than that obtained by acid hydrolysis. The
authors concluded that oxidation with NaOCl is better
than acid hydrolysis with HCl to obtain an operationally
defined resistant fraction of SOM.

6.2.1.4 Black carbon fractionation and
quantification
One SOC fraction that has received an increasing
amount of attention is generally referred to as ‘black
carbon’ (BC). Black carbon exists in soil as the prod-
uct of vegetation fires and the incomplete combustion
of fossil fuels. This pool of SOM is particularly dif-
ficult to isolate because it consists of a continuum of
combustion products ranging from slightly charred and
degradable biomass to highly condensed and refractory
soot (Hedges et al., 2000), which results in physical and
chemical heterogeneity. This heterogeneity results in
the occurrence of BC in both coarse and fine size frac-
tions, as well as in both light and heavy fractions. Black
carbon is distinguished from the rest of SOM by its
presumed biochemical recalcitrance and long turnover
times, although several studies have demonstrated that
BC is less recalcitrant than commonly assumed (see
Knicker, 2007 for a recent review). Techniques for
the identification and quantification of BC fall into six
general classes: microscopic, optical, thermal, chemi-
cal, spectroscopic and molecular marker (Schmidt and
Noack, 2000; Masiello, 2004). Additionally, techniques
exist that blend these six measurement types. Micro-
scopic techniques measure the number of charcoal
pieces identifiable under an optical microscope, while
optical techniques measure the ‘blackness’ of a sample.
Thermal methods measure BC remaining after oxida-
tion upon heating, while chemical techniques measure
BC remaining after chemical oxidation. Spectroscopic
techniques target NMR regions characteristic of com-
bustion products and estimate total BC concentration
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based on the strength of these bands after removal of
non-BC SOM; while molecular marker techniques mea-
sure the concentration of a particular compound or class
of compounds associated with BC. Clearly, each of these
techniques measures a different region within the com-
bustion continuum, causing significant over- or under-
estimations. In a study comparing six BC quantification
methods on eight soils, Schmidt et al. (2001) found val-
ues ranging over two orders of magnitude, differences
between methods varying by factors of 14 to 571 and
no systematic methodological biases. Further evidence
of a continuum of BC in terms of thermal stability was
provided by Leifeld (2007) using oxidative differential
scanning calorimetry, a dynamic thermal method that
scans the reactivity (thermal stability) of a sample over
a wide temperature range. Spectroscopic and molecular
marker techniques (e.g. Brodowski et al., 2005b) hold
great potential to quantify the widest range of BC mate-
rials because they focus on the chemical signature of
burning. Currently, the most frequently used means of
fractionating and quantifying BC is using a preparatory
oxidation step followed by quantification of the aromatic
region by 13C-NMR (e.g. Simpson and Hatcher, 2004).

6.2.2 Soil organic matter characterization

In addition to attempts to separate SOM into functional
fractions by physical or chemical fractionation, a great
deal of effort has been put into characterizing the chem-
ical composition of SOM, either following extraction
from the soil matrix or in situ.

6.2.2.1 Compound-specific characterization
Within a chemical SOM extract, molecular compounds
can be characterized and quantified by online coupling
of gas (GC) or liquid (LC) chromatographs to con-
ventional GC or LC detectors (e.g. flame ionization
(FID), refractive index) or mass-spectrometers (MS).
Such compound-specific analyses can provide informa-
tion about the origin (e.g. plant vs. microbial derived,
or fungal vs. bacterial) or biochemical composition (e.g.
carbohydrates, lignin, lipids, proteins) of the SOM frac-
tion, and could help us better understand the underly-
ing mechanisms of carbon stabilization (Lorenz et al.,
2007).

Lignin, for example, is a structurally complex
biopolymer exclusively produced by vascular plants,
and used as tracer for plant origin of SOM. Due to

its molecular composition and complexity, lignin is
often considered to be a recalcitrant biomolecule, rela-
tively resistant to decomposition. However, its contri-
bution to the stable (passive) SOM pool is under debate
(Heim and Schmidt, 2007). The most widely used
technique for soil lignin analysis is the alkaline cupric
oxide (CuO) oxidation method (Hedges and Ertel,
1982; Kögel, 1986), which releases several lignin phenol
monomers with benzoyl- (H), vanillyl- (V), syringyl-
(S) and cinnamyl- (C) structures and acid, aldehyde
and ketone side-chains (Kögel and Bochter, 1985). The
sum of V-, S- and C- phenolic CuO oxidation products
(VSC) provides a quantitative measure of the lignin
content in the soil, while the mass ratios of acids to
aldehydes of the V- and S-units indicate the state of
oxidative degradation of the lignin phenols and allows
an assessment of the humification state of the SOM
(Hedges and Ertel, 1982; Kögel, 1986; Hedges et al.,
1988; Hatcher et al., 1995). Another commonly used
technique for the analysis of lignin involves the ther-
mochemolysis with tetramethylammonium hydroxide
(TMAH) (Hatcher et al., 1995; Nierop et al., 2001).
With TMAH thermochemolysis, lignin monomers are
obtained analogous to those obtained with the CuO pro-
cedure, revealing similar information about the content
and state of degradation of lignin. However, TMAH
thermochemolysis is more sensitive in detecting lignin
degradation than the CuO method. It also is less time
consuming and thus more suitable for routine analy-
ses (Hatcher et al., 1995). A major drawback of the
TMAH thermochemolysis technique, however, is its
inability to determine if an aromatic methoxyl group
produced by the procedure was originally present as a
hydroxyl or a methoxyl functionality, because the pro-
cedure involves methylation of phenols while leaving
the original methoxyl groups unaltered (Filley, 2003).
Using 13C-labelled TMAH and structural mass spec-
trometry analysis, Filley et al. (1999) were able to dis-
tinguish between original methoxyl groups on non-
degraded lignin and those analytically added by TMAH
(i.e. 13C-labelled methyl group) on lignin residues that
had undergone demethylation during microbial decay.
It therefore provides a rapid and sensitive tool for track-
ing microbial modifications of lignin in different ter-
restrial environments (Filley et al., 2000). Moreover,
13C-TMAH thermochemolysis can distinguish methy-
lated compounds from non-lignin sources (such as tan-
nins or other phenolics), as opposed to the conventional
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(unlabelled) TMAH method, where these compounds
are usually ascribed to a lignin source (Filley et al., 2006;
Nierop and Filley, 2007).

Carbohydrates form another important and widely
studied class of SOM compounds of both plant and
microbial origin. Although carbohydrates are consid-
ered to be among the most easily biodegradable sub-
strates (Cheshire, 1979), their concentration in soils
is substantial, suggesting physical or chemical stabi-
lization or active recycling of this carbon pool by soil
microbes (Gleixner et al., 1999, 2002; Derrien et al.,
2006). The determination of carbohydrates is com-
monly carried out in three steps: (1) extraction of car-
bohydrates from samples by hot-water extraction (e.g.
Ball et al., 1996) or acid hydrolysis with sulphuric acid
(Cheshire and Mundie, 1966; Oades et al., 1970; Larre-
Larrouy and Feller, 2001) or 4M trifluoroacetic acid
(TFA) (Amelung et al., 1996; Rumpel and Dignac,
2006) followed by purification, (2) derivatization by
either the trimethylsilyl, alditol acetate, aldononitrile
acetate, trifluoroacetate or O-methyloxime acetate pro-
cedure (see reviews by Guerrant and Moss, 1984; Black
and Fox, 1996) or by methyl boronic acid derivatization
(Gross and Glaser, 2004; Bock et al., 2007), and sub-
sequent (3) GC analysis of the monomers. Compound-
specific characterization of carbohydrate SOM differ-
entiates between microbial-derived sugars (dominated
by hexoses) and plant-derived sugars (dominated by
pentoses) (Oades, 1984; Moers et al., 1990). Different
ratios of hexoses to pentoses have been used to indi-
cate the origin of soil carbohydrates (Oades, 1984; Hu
et al., 1995; Glaser et al., 2000). In particular, ratios of
(mannose + galactose)/(xylose + arabinose) and (rham-
nose + fucose)/(xylose + arabinose) < 0.5 indicate a
dominance of plant polysaccharides while ratios > 2.0
indicate a high microbial sugar synthesis (Oades, 1984;
Guggenberger and Zech, 1994; Rumpel and Dignac,
2006). Carbohydrate analyses on physical SOM frac-
tions have shown predominantly plant origin of par-
ticulate organic matter >50 μm (POM) and increasing
proportions of microbial-derived sugars with decreas-
ing particle size (Cheshire, 1979; Angers and Mehuys,
1990; Guggenberger et al., 1994, 1995; Guggenberger
and Zech, 1999; Puget et al., 1999; Larre-Larrouy and
Feller, 2001; Larre-Larrouy et al., 2003; Derrien et al.,
2006; Bock et al., 2007), suggesting an increasing micro-
bial conversion of saccharides with decreasing particle
size. However, the relative contribution of microbial-

and plant-derived sugars to the total extracted carbohy-
drate fraction varies depending on the specific extrac-
tion method adopted, in particular the type of extrac-
tion solvent used (Cheshire, 1979; Haynes and Francis,
1993; Ball et al., 1996; Puget et al., 1999).

Amino sugars comprise only about 1–5% of the
total SOC pool, but are reliable molecular markers
for total (living and decomposing) microbial biomass
as they are synthesized by micro-organisms but not
by higher plants (Benzing-Purdie, 1984; Zhang and
Amelung, 1996; Chantigny et al., 1997). The concen-
tration of amino sugars is therefore routinely applied to
indicate microbial contributions to SOM (Zhang et al.,
1998; Amelung, 2001; Solomon et al., 2001; Turrion
et al., 2002; Glaser et al., 2004). Amino sugars are
usually determined according to the method of Zhang
and Amelung (1996): (1) extraction by acid hydroly-
sis with 6N hydrochloric acid, followed by purification
and neutralization, (2) derivatization by the aldonon-
itrile (Guerrant and Moss, 1984) or methyl boronic
acid (Gross and Glaser, 2004) procedure and (3) GC
analysis of the monomers. Comparisons of the concen-
trations of glucosamine, galactosamine, mannosamine
and muramic acid, in the soil with those in the soil
microbial biomass showed that amino sugars are mainly
derived from microbial necromass and become stabi-
lized in the soil (Glaser et al., 2004). Due to the pre-
dominant fungal origin of glucosamine compared to
the predominant and even exclusive bacterial origin of
galactosamine and muramic acid, respectively (Parsons,
1981; Amelung, 2001), the ratios of glucosamine over
muramic acid or galactosamine (or the sum of these
two) have been used to differentiate between the rela-
tive contribution of fungi and bacteria to SOM turnover
and accumulation in soil (Zhang et al., 1998; Guggen-
berger et al., 1999a; Amelung, 2001). Amino sugar anal-
ysis has been combined with physical fractionation to
clarify microbial-derived SOM dynamics and SOM
(de)stabilization mechanisms. For example, by ana-
lyzing amino sugar concentrations in different aggre-
gate size fractions, fungal-derived SOM accumulation
under no-till was attributed to the preferential stabiliza-
tion of fungal-derived amino sugars in macroaggregate-
occluded microaggregates (Simpson et al., 2004). Zhang
et al. (1998) proposed sorption onto clay particles as a
major stabilization mechanism of amino sugars based
on observations of progressive accumulation of amino
sugars in SOM with decreasing particle size. However,
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a lack of correlation between clay or TOC content and
individual amino sugar concentrations did not support
sorption as a major stabilization mechanism (Glaser
et al., 2004). The possibility of microbial recycling (cf.
Gleixner et al., 2002) of amino sugars as preservation
mechanism remains to be further investigated.

Extractable lipids form another important group of
organic substances in the soil and have been of par-
ticular interest in SOM research due to their role in
SOM accumulation and SOM stability (Naafs et al.,
2004; Rumpel et al., 2004b), their use as vegetation
tracers (VanBergen et al., 1997; Marseille et al., 1999;
Bull et al., 2000b; Wiesenberg et al., 2004a) as well
as microbial tracers (Zelles, 1999), and their diagnos-
tic potential to infer SOM transformation and stabi-
lization processes (Bull et al., 2000a; Quenea et al.,
2004; Otto and Simpson, 2005). Soil lipids consist of
various components such as alkanoic acids, alkanols,
alkenes, alkanes, ketones, resins, terpenoids and steroids
present both as free compounds or combined as waxes,
triglycerides and/or phospholipids (Dinel et al., 1990;
Kögel-Knabner, 2002). A wide range of procedures has
been applied for soil lipid extraction, including Soxhlet
extraction (Naafs et al., 2004; Nierop et al., 2005), soni-
cation followed by solvent extraction (Otto et al., 2005),
simple shaking with solvent (Quenea et al., 2004) and
accelerated solvent extraction (Rumpel et al., 2004b;
Wiesenberg et al., 2004b; Jansen et al., 2006). How-
ever, 100% recoveries are not always guaranteed as sig-
nificant amounts of lipids can be trapped in complex
organic polymers (e.g. humin) that cannot be directly
extracted with solvents (Grasset and Ambles, 1998).
The composition of total lipid extracts from soils is
usually determined by gas chromatography–mass spec-
trometry (GC/MS).

6.2.2.2 Whole-soil SOM characterization
For a time during the mid to late 1900s, the chemi-
cal structure of the majority of SOM (i.e. humic sub-
stances) was constructed from the products of chemical
and pyrolytic degradations followed by ‘an imagina-
tive synthesis of all the information and the postula-
tion of a grand structure’ (Burdon, 2001). However,
more recent innovations in spectroscopic, microscopic,
pyrolysis and soft ionization techniques suggest a new
concept of humic substances consisting of a supramolec-
ular association of many relatively small and chemically
diverse organic molecules of plant and microbial origin

(e.g. Wershaw, 1999; Piccolo, 2001; Sutton and Sposito,
2005).

Recent advances in analytical instrumentation have
allowed the chemical characterization of SOM in situ,
that is, without extraction. Two approaches represent
the current state of the art for the characterization of
SOM in situ: pyrolysis mass spectrometry (Py-MS)
and nuclear magnetic resonance (NMR). Nuclear mag-
netic resonance spectroscopy has been applied to humic
substances in the liquid state for decades (e.g. Barton
and Schnitzer, 1963). Since then, solid-state 13C-NMR
spectroscopy has become an important tool in the char-
acterization of SOM (Wilson, 1987). Solid-state 13C-
NMR is generally used to determine the concentrations
of the main functional groups of SOM in whole-soil
samples and isolated physical fractions. The most com-
mon type of 13C-NMR used in SOM studies is cross-
polarization, magic angle spinning NMR (CPMAS 13C-
NMR) (Preston, 1996; Kögel-Knabner, 1997). The
MAS technique compensates for the chemical-shift
anisotropy of solid samples, while cross-polarization
between 1H and 13C spins leads to improved signal
enhancement, which allows investigation of solid sam-
ples at natural 13C abundance. The principle of 13C-
NMR involves the excitation of nuclei by a magnetic
field. Solid-state 13C-NMR spectra are recorded as a
difference, or chemical shift (δ, ppm), between the res-
onance frequency of the sample and a reference (typ-
ically tetramethylsilane, TMS, (CH3)4Si) (Fig. 6.3).
Different chemical shift regions are assigned to differ-
ent chemical functional groups (Table 6.1). A review of
13C-NMR on more than 300 bulk soil samples showed
a remarkable similarity between all soils with respect
to the distribution of different forms of carbon, despite
the wide range of land use, climate, cropping practice,
fertilizer or manure application, and different spec-
trometer characteristics and experimental conditions
used (Mahieu et al., 1999). The analysis found that
functional groups in whole soils were always in the
same order of abundance: O-alkyl C (mean of 45%
of the spectrum, increasing with soil carbon content),
alkyl C (25%), aromatic C (20%), and carbonyl and
amide C (10%, decreasing with soil carbon content).
These results suggest that the application of NMR for
differentiating SOM quality due to land-use or cli-
mate differences may be limited. A significant prob-
lem with 13C-NMR is that the low carbon concentra-
tion in some soil and fraction samples results in long
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Figure 6.3 Solid-state 13C-NMR spectra of (a) free POM, (b)
aggregate-occluded POM and (c) heavy, mineral-associated
SOM fractions (from Poirier et al., 2005).

acquisition times, low resolution and low signal-to-noise
ratios of the spectra (Kögel-Knabner, 1997). Another
problem is the potential presence of paramagnetic ele-
ments, which broaden NMR signals and lead to spectra
with overlapping resonance lines. Some of the organic
carbon bound to paramagnetic nuclei may therefore be
invisible to 13C-NMR. These problems can be over-
come by concentrating the organic matter in the sam-
ple through dissolution of the mineral material with
HF. While some SOM is solubilized and lost during
HF treatment, no significant alteration of the struc-
tural composition of SOM occurs (Schmidt et al., 1997;
Goncalves et al., 2003).

While 13C-NMR spectroscopy can generate infor-
mation on the gross chemical composition of SOM, spe-
cific compounds are not identified. An alternative tech-
nique is analytical pyrolysis, which generates data at the
molecular level (Schnitzer and Schulten, 1992). Analy-
tical pyrolysis has been widely used to study the chem-
ical composition of plant materials, extracted humic
substances and SOM (Leinweber and Schulten, 1999).

Table 6.1 Chemical shift assignments in CPMAS
13C-NMR spectra (from Swift, 1996).

Shift
range (ppm) Possible assignments

0–50 Unsubstituted saturated aliphatic C
atoms

10–20 Terminal methyl groups
15–50 Methylene groups in alkyl chains
25–50 Methine groups in alkyl chains
29–33 Methylene C α, β, δ, ε from terminal

methyl groups
35–50 Methylene C atoms of branched alkyl

chains
41–42 α-C in aliphatic chains
45–46 R2NCH3

50–95 Aliphatic C singly bonded to one O or
N atom

51–61 Aliphatic esters and ethers; methoxy,
ethoxy

57–65 C in CH2OH groups; C6 in
polysaccharides

65–85 C in CH(OH) groups; ring C atoms of
polysaccharides; ether-bonded
aliphatic C

90–110 C singly bonded to two O atoms;
anomeric in polysaccharides, acetal or
ketal

110–160 Aromatic and unsaturated C
110–120 Protonated aromatic C, aryl H
118–122 Aromatic C ortho to O-substituted

aromatic C
120–140 Unsubstituted and alkyl-substituted

aromatic C
140–160 Aromatic C substituted by O and N;

aromatic ether, phenol, aromatic
amines

160–230 Carbonyl, carboxyl, amide, ester C atoms
160–190 Largely carboxyl C atoms
190–230 Carbonyl C atoms

The thermal energy imparted by heating the samples
in an inert atmosphere causes the breakdown of chem-
ical bonds within the SOM macromolecules, yielding
pyrolysis products characteristic of the original struc-
ture. The thermolytic degradation of SOM is followed
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Figure 6.4 Integrated spectrum from the Py-MBMS analysis of a 0–5 cm layer of a forest soil sample. m/z values of compounds of
interest are marked above the peaks (from Magrini et al., 2002).

by analytical characterization of the pyrolysis products.
The most common techniques are pyrolysis gas chro-
matography mass spectrometry, Py-GC/MS (Saiz-
Jimenez, 1994), pyrolysis field ionization mass spec-
trometry, Py-FIMS (Schnitzer and Schulten, 1995)
and more recently pyrolysis molecular beam mass spec-
trometry, Py-MBMS (Magrini et al., 2002). In each
case, the resulting mass spectra can be used as a fin-
gerprint of that sample (Fig. 6.4). Interpretation of the
pyrolysis data requires detailed knowledge of the pyrol-
ysis behaviour of the compounds under study. Similar
to other mass spectrometry approaches, databases con-
tinue to grow as more users apply the technique. Table
6.2 summarizes the identification of major signals in typ-
ical Py-FIMS spectra. The difficulty, however, is that
many pyrolysis products can originate from chemically
diverse SOM precursors (Saiz-Jimenez, 1994). One
solution that is proposed is simultaneous pyrolysis and
derivatization with tetramethylammonium hydroxide
(TMAH) (Chefetz et al., 2000). Pyrolysis/methylation
results in the hydrolysis and methylation of polar com-
ponents, yielding methyl esters of carboxylic acids and
of hydroxyl groups. The result is that many polar com-
pounds become volatile, rendering them more amenable
for GC analysis. Comparisons of pyrolysis/methylation
to conventional pyrolysis demonstrate that pyrolysis, as
traditionally performed, is biased by the thermal degra-
dation of functional groups mainly in benzenecarboxylic

and phenolic acids that represent an important part of
the macromolecule, as well as by the production of arte-
facts from fatty acids (Saiz-Jimenez, 1994).

The big advantage of 13C-NMR over analytical
pyrolysis is that it is non-destructive and avoids the
potential for secondary reactions. However, 13C-NMR
is less sensitive than analytical pyrolysis, and is subject to
interferences by paramagnetic metal ions. While NMR
and analytical pyrolysis are widely differing experimen-
tal methods that generate data at different chemical
‘scales’, the two methods can identify essentially the
same types of compounds in SOM (Table 6.3). Results
from both techniques have significantly contributed to
the new paradigm that humic substances consist of
a highly diverse, aliphatic admixture of biomolecules
rather than the old model that they are dominated by
distinct, highly aromatic chemical compounds (Schul-
ten and Leinweber, 2000).

6.3 SHORTCOMINGS

The reductionist approach of separating heterogeneous
SOM into more homogeneous and diagnostic frac-
tions has generated an enormous amount of information
about the physical and chemical characteristics of SOM
(see above and Sollins et al., 1996; Six et al., 2002; Krull
et al., 2003; von Lützow et al., 2006). Yet, a good under-
standing of the feedback and interactions between these
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Table 6.2 Identification of major signals in Py-FIMS spectra (from Schnitzer and Schulten, 1992).

m/z Identification

60, 72, 82, 84, 96, 98, 110, 112, 114, 126, 132, 144, 162 Carbohydrates with pentose and hexose subunits
94, 108, 110, 122, 124, 126, 138, 140, 154 Phenols
124, 138, 140, 150, 152, 154, 164, 166, 168, 178, 180,

182, 194, 196, 208, 210, 212
Monomeric lignins

246, 260, 270, 272, 274, 284, 286, 296, 298, 300, 310,
312, 314, 316, 326, 328, 330, 340, 342, 356

Dimeric lignins

256, 270, 284, 298, 312, 326, 340, 354, 368, 382, 396,
410, 424, 438, 452, 466, 480, 494, 508

n-C16 to n-C34 fatty acids

380, 394, 408, 422 n-C27 to n-C30 alkanes
92, 106, 120, 134, 148 Methyl-, dimethyl-, trimethyl-, tetramethyl- and

pentamethyl-benzene
106, 120, 134, 148, 162, 176, 190, 204, 218, 232, 246,

260, 274, 288, 302, 316, 330, 344, 358, 372, 386
Ethyl- to docosyl-benzene

142, 156, 170, 184, 198 Methyl-, dimethyl-, trimethyl-, tetramethyl- and
pentamethyl-naphthalene

192, 206, 220, 234 Methyl-, dimethyl-, trimethyl-, tetramethyl- and
pentamethyl-phenanthrene

59 Acetamide
67 Pyrrole
79 Pyridine
81 Methyl pyrrole
95 Hydroxypyridine or formyl-pyrrole or dimethyl

pyrrole
103 Benzonitrile
109 Trimethyl pyrrole
123 Tetramethyl pyrrole
648, 662, 676, 704, 732 n-C44 to n-C50 alkyl monoesters
202, 216, 230, 244, 258, 272, 286, 300, 314, 328, 342 n-C10 to n-C20 alkyl diesters

characteristics of SOM and the biological activity medi-
ated by SOM is still limited. The linkage between the
bio-physico-chemical quality of SOM and the turnover
of SOM remains especially poorly understood, or even
elusive. This elusiveness is probably a result of poten-
tial shortcomings or traps inherently associated with the
reductionist approach. Some of these inherent short-
comings are as follows.

6.3.1 The remaining gap between SOM
fractionation and characterization

Most SOM characterization techniques have been
developed and most often been applied to the whole

soil. Consequently, most characterization approaches
are not sensitive enough to detect small differences in
SOM quality between different SOM pools. For exam-
ple, Six et al. (2001) detected no biochemical differences
between free versus occluded POM fractions with solu-
tion 13C-NMR analyses. In contrast, isotope analyses
revealed clear differences in carbon dynamics between
the two POM fractions, and compound-specific analy-
ses of CuO-oxidation products showed a more decom-
posed stage of the free POM than the occluded POM.
Helfrich et al. (2006) did not observe any trend in alkyl-
C/O-alkyl-C or aryl-C/O-alkyl-C across four different
aggregate size classes by NMR analyses. However, iso-
tope analyses on the same aggregate size classes from
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Table 6.3 Compounds identified in whole soils by
solid-state 13C-NMR and by Py-FIMS (from Schnitzer,
2001).

13C-NMR Py-FIMS

Carbohydrate C Carbohydrates
Phenolic C Phenols
Aromatic C Lignin monomers
Aromatic C Lignin dimers
CH3, (CH2)n, ester groups n-fatty acids
CH3, (CH2)n n-alkanes
CH3, (CH2)n, ester groups n-alkylmonoesters
CH3, (CH2)n, ester groups n-alkyldiesters
CH3, (CH2)n, aromatic C n-alkylbenzenes
CH3, aromatic C methylnaphthalenes
CH3, aromatic C methylphenanthrenes
C in N-containing compounds N-compounds

the same soil indicated that these aggregates represent
different SOM pools (John et al., 2005). Numerous
other studies have also revealed a relationship between
aggregate size and carbon dynamics (e.g. Elliott, 1986;
Jastrow et al., 1996; Six et al., 1998). Nevertheless, Hel-
frich et al. (2006) did observe a greater alkyl-C/O-alkyl-
C ratio in the free POM compared to the occluded
POM by NMR, which indicates, in contrast to Six
et al. (2001), that occluded POM is more decomposed
than free POM. The same was found in several other
studies (e.g. Golchin et al., 1994; Sohi et al., 2001;
Kölbl and Kögel-Knabner, 2004; Kölbl et al., 2005), but
the differences in proportions of the organic moieties
were not always very pronounced, and were sometimes
contradictory.

6.3.2 The current fractionation methodologies
frequently isolate non-uniform SOM pools with
different turnover times

The wealth of different fractionation methods that have
been employed indicate that all the different method-
ologies are a step in the direction of defining more
uniform SOM pools, but none of them have totally
resolved the issue of non-uniformity (von Lützow et al.,
2007). For example, laboratory incubations following
density fractionations are not always in support of the
concept that the light fraction is readily decomposable

whereas the heavy fraction is recalcitrant (Swanston
et al., 2002; Crow et al., 2006, 2007). A comparison
of the 13C abundance among different physical frac-
tions obtained from a combination of magnetic, particle
size and density fractionations by Shang and Tiessen
(2000) showed that losses of old forest (C3)-derived car-
bon and accrual of new sorghum (C4)-derived Carbon
occurred in different organo-mineral size fractions with
different magnetic susceptibility. Another 14C-labelling
study comparing different physical fractionation meth-
ods (Magid et al., 1996) indicated that the active frac-
tions of SOM were distributed among several different
size and density fractions. Bosatta and Ågren (1985)
would argue that it is impossible to meet uniformity in
SOM pools because the heterogeneity of SOM is best
represented by a continuous quality function. There-
fore any fractionation methodology would have to iso-
late an infinite number of fractions in order to have uni-
form fractions. Recently, however, many efforts have
been put towards modelling measured fractions (Chris-
tensen, 1996b; Elliott et al., 1996; Arah, 2000; Six and
Jastrow, 2002) and defining a reasonable number of dif-
ferent fractions that are both measurable and modellable
(Smith et al., 2002). The most promising methods iso-
late fractions physically, and then chemically character-
ize labile vs. more recalcitrant moieties (e.g. Balesdent
and Mariotti, 1996; Six et al., 2002; Sohi et al., 2005;
Olk and Gregorich, 2006; Zimmermann et al., 2007b).

6.3.3 Biochemical characteristics of SOM have
seldom been directly linked to microbial
functioning and resulting SOM dynamics

As described above, many different approaches have
been employed to biochemically characterize SOM,
but this is based on the inherent complexity of the
organic compounds without any link to microbial func-
tioning and with only a relationship to decompos-
ability through inference. Nevertheless, several stud-
ies do exist where physically isolated SOM fractions
were incubated to evaluate their potential decompos-
ability as a biological indication of stability (e.g. Cam-
bardella and Elliott, 1994; Schutter and Dick, 2002;
Crow et al., 2006; Oorts et al., 2006). Other studies have
attempted to clarify SOM stabilization mechanisms
through biological means by measuring extracellular
enzyme activities in physically isolated SOM fractions
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(Kandeler et al., 1999; Allison and Jastrow, 2006). How-
ever, the decomposability of physically isolated frac-
tions can vary depending on the type of density reagent
used (Magid et al., 1996), and could be different in iso-
lated state than in situ. Direct investigations of in situ
mineralization of physical SOM fractions are limited
to tracer (14C, 13C) incubations following changes in
labelled plant-residue carbon concentrations in differ-
ent SOM fractions over time (e.g. Magid et al., 1996;
Guggenberger et al., 1999b). Several studies have also
directly linked size and density SOM fractions and
their biochemical characteristics to whole-soil C and
N dynamics (e.g. Gregorich et al., 1989; Janzen et al.,
1992; Gregorich et al., 2006). For example, physically
uncomplexed SOM has been suggested to immobilize
mineralized N because of its C:N ratio being relatively
higher than that of whole soil but lower than that of
its plant litter source (see Six and Jastrow, 2002; Gre-
gorich et al., 2006). Whalen et al. (2000) reported heavy
density SOM to be a greater source of potentially min-
eralizable N than light fraction (LF) even though LF
is considered a more labile source of mineralizable C
and N due to its physical uncomplexed state (Hassink,
1995).

6.3.4 The relationship between the dynamics of
specific SOM fractions and the dynamics of
whole SOM has not often been considered

Most often, studies have isolated and focused on one
or two SOM fractions in terms of their characteristics
and dynamics (see Christensen, 1996a). However, how
their dynamics relate to overall SOM dynamics and can
be used as a diagnostic tool for changes in the dynamics
of whole SOM has not been fully explored. Numerous
studies have shown that POM and LF are more sen-
sitive SOM fractions than whole SOM (Christensen,
1992; Six and Jastrow, 2002; Gregorich et al., 2006),
but a change in dynamics of these fractions is difficult
to translate into an expected change in whole SOM,
especially in the long term. For example, an increase in
POM or LF fractions does not automatically correspond
to an increase in whole SOM in the longer term (e.g. Six
et al., 2001). Similarly, changes in total soil carbon are
not always paralleled by changes in LF or POM (e.g.
Leifeld and Kögel-Knabner, 2005). Yet, a few studies
have demonstrated the microaggregate-SOM fraction
to be the most responsive fraction to management and

land-use change (Six et al., 2000b; Del Galdo et al.,
2003; Denef et al., 2004; Kong et al., 2005), to account
for much of the stock change in total SOC upon man-
agement change (Denef et al., 2004) and to be an early
indicator for future total SOC changes upon land-use
or management change (Denef et al., 2004, 2007).

6.3.5 Isolated single compounds or compound
classes often represent such a small proportion
of the total SOM content that the quantification
or modelling of their dynamics may have little
relation to the dynamics of SOM as a whole

As suggested above, compound-specific analyses have
some promise in furthering our understanding of SOM
dynamics by differentiating functional fractions within
the heterogeneous SOM pool. However, the small pool
size of these specific compounds often prevents the gen-
eralization to the much larger whole SOM pool. For
example, amino sugars have been used as biomarkers
for microbial SOM (see above and Guggenberger et al.,
1999b; Amelung, 2001; Simpson et al., 2004; Glaser
et al., 2006), but total amino sugars only comprise 1–5%
of total SOM. It is well known that microbial-derived
SOM is much greater than 1–5% of total SOM. Con-
sequently, one could question how much the observed
dynamics of amino sugars can be extrapolated to the
whole fraction of microbial-derived SOM, which is a
heterogeneous fraction consisting of polysaccharides,
lipids etc.

The above outline of shortcomings is not meant
to nullify the methods used. Each of these methods can
contribute a significant amount of information concern-
ing the composition and dynamics of SOM, but each
also has its limitations: no single method is sufficient or
even appropriate for any given objective. These limita-
tions should be taken into consideration in future stud-
ies and should help us in developing new approaches to
elucidate SOM dynamics (see below).

6.4 DIRECTIONS FOR FUTURE RESEARCH
AND PROMISING NEW TECHNIQUES

6.4.1 Quantification of the turnover of different
SOM fractions by isotope analysis

While in situ and compound-specific SOM characteri-
zation techniques can provide useful information about
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the composition, biochemical stability or origin of SOM,
no indication of the dynamics or fate of SOM con-
stituents in the soil environment can be derived. Infor-
mation on the reactivity and turnover rates of SOM
constituents could greatly improve SOM models that
so far only distinguish conceptually discrete SOM com-
partments with different pre-defined stabilities (e.g.
Jenkinson et al., 1994). Recent developments in mass
spectrometry have enabled the coupling of molecular
marker analysis with stable isotope analysis. This tech-
nology, also called compound-specific stable isotope
analysis (CSSIA), appears to be promising for quanti-
fying sequestration and turnover rates of specific SOM
fractions since it allows differentiating between older
and more recent molecules of SOM fractions (for a
review, see Glaser, 2005). It could also reveal informa-
tion about the plant origin of soil organic substances
(e.g. C3 vs. C4) or about a soil’s biological quality in
natural or managed agricultural systems by differentiat-
ing chemically similar but isotopically different organic
substances preserved or transformed by the microbial
population (e.g. Ostle et al., 1999).

Curie-point pyrolysis coupled to gas-
chromatography–combustion–isotope ratio mass
spectrometry (py-GC-C-IRMS) allows simultaneous
characterization of the chemical structure of SOM and
analysis of the isotopic composition of the different
pyrolysis products. Using this technique, a study on
cultivated soils after a vegetation change from C3 wheat
to C4 maize indicated a lack of lignin-derived phenols
with a C3-signal (Gleixner et al., 1999, 2002). The
authors suggested that lignin must be severely biode-
graded and greatly transformed from its original form
in cultivated soils. Other studies have also suggested
low stability of lignin in soils, based on lignin-phenol
distributions and degree of alteration across soil depths,
particle size or density fractions (Rumpel et al., 2002;
Kiem and Kögel-Knabner, 2003; Rumpel et al., 2004a;
Sollins et al., 2006; Nierop and Filley, 2007), and
13C signatures of lignin-phenols by GC-C-IRMS
(Dignac et al., 2005; Heim and Schmidt, 2007). This
low stability is further supported by Rasse et al.
(2006) who developed a two-pool model, calibrated
on lignin-specific 13C isotopic analyses, and estimated
turnover rates faster than one year for the plant-residue
lignin pool and 0.05 y−1 for the soil-protected lignin
pool. Furthermore, they suggested that 92% of the
plant-residue lignin pool is mineralized as CO2 or

transformed into other non-lignin products, while only
8% reaches the soil-protected lignin fraction. Based
on the model, the authors suggested that VSC-lignin
turnover in soils is controlled by the transfer of
VSC-lignin molecules from decomposing plant tissues
to soil-protected fractions, rather than by chemical
recalcitrance per se, as originally suggested by tradi-
tional chemical SOM characterization methods. On
the other hand, py-GC-C-IRMS analyses have shown
surprisingly long residence times for pyrolysis products
derived from N-containing components (proteins,
amino acids, peptides, chitin) and polysaccharides
(VanBergen et al., 1997; Gleixner et al., 1999, 2002).
These components appear to comprise a preserved
SOM fraction of predominant microbial origin (Kiem
and Kögel-Knabner, 2003), stabilized by microbial
recycling or by chemical and physical protection
mechanisms through interactions with the soil mineral
matrix rather than by biochemical recalcitrance.

Stable isotope (13C) analysis of individual amino
sugars by GC-C-IRMS was recently used to discrim-
inate between old and new microbial-derived carbon
(Glaser and Gross, 2005) and could serve as a tool to
determine formation, stabilization and turnover rates
of microbial SOM. Applying this technique in a free-
air carbon dioxide enrichment (FACE) experimental
site exposed to 13C-depleted CO2, Glaser et al. (2006)
found a complete turnover of individual amino sug-
ars after seven years of elevated CO2. However, the
GC-C-IRMS technology requires substantial derivati-
zation (e.g. acetylation) of amino sugars to increase their
volatility necessary for GC separation. Necessary 13C
corrections due to carbon addition upon derivatization
significantly reduce the sensitivity of CSSIA of amino
sugars, which can be problematic for natural abundance
studies (Glaser and Gross, 2005). As an alternative, He
et al. (2006) applied a conventional GC/MS approach
to trace 15N or 13C isotope changes in glucosamine,
galactosamine and muramic acid. Though also limited
to isotopic enrichment studies, this technology allows
the simultaneous analyses of 13C and 15N. A recently
developed analytical technology, i.e. high performance
liquid chromatography-combustion-IRMS (HPLC-C-
IRMS), has enabled the high-precision determination
of the 13C/12C isotope ratio of polar and thermo-labile
compounds that can be chromatographically separated
in aqueous phase (Krummen et al., 2004). By avoid-
ing the requirement for derivatization, this technology,
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though currently still limited to 13C analysis, has greatly
broadened the types of biomarkers that can be analyzed
in conjunction with stable isotope analysis. The use of
HPLC-C-IRMS for CSSIA of biomarkers in soil sci-
ence should be explored in the future.

Compound-specific stable isotope analysis has also
recently been applied to individual amino acids for the
purposes of determining soil organic N dynamics with
respect to changes in land use, management or vegeta-
tion (e.g. Ostle et al., 1999). For example, 15N enrich-
ment in amino acids relative to bulk soil in managed
grassland (N fertilized) and arable land (tilled and N
fertilized), while being the same for unmanaged natu-
ral grassland, suggested enhanced SOM turnover due
to management (Ostle et al., 1999). In a later study,
Bol et al. (2004) found decreasing concentrations and
concomitant decreasing 15N signatures in phenylala-
nine upon conversion from arable land to fallow, indi-
cating the potential of this amino acid as a biomarker
for land-use change. More studies are needed in this
field to confirm the potential of the use of CSSIA in
amino acids as a tool to assess changes in soil biological
quality, and SOM dynamics in particular, in different
ecosystems.

6.4.2 Relating SOM quality and dynamics
to microbial functioning

Some promising new developments in soil ecology are
currently being explored with the purpose of linking
SOM dynamics to microbial functioning, and to char-
acterize SOM quality in terms of its biological reac-
tivity (see also Kutsch et al., Chapter 9). Compound-
specific isotope analyses have been done on microbial
biomarker phospholipid fatty acids (PLFAs) by GC-
C-IRMS (for 13C-PLFA) and accelerator mass spec-
trometry (for 14C-PLFA) to identify the sources (e.g.
C3 vs. C4 plant material) of the organic substrate used
by the active microbial community in various ecosys-
tems (Burke et al., 2003; Bouillon et al., 2004) and
under different environmental conditions (Waldrop and
Firestone, 2004). Based on 13C-PLFA analyses, Wal-
drop and Firestone (2004) were able to relate warming-
induced alterations in carbon resource utilization pat-
terns to changes in microbial community composition.
By analyzing both 13C and 14C content of PLFAs,
Kramer and Gleixner (2006) were able to determine the
degree to which recent plant material vs. older SOM

served as carbon substrates for soil micro-organisms. In
addition, a growing number of papers are being pub-
lished on 13C-enrichment or depletion experiments in
combination with 13C-PLFA analysis for purposes of
linking microbial communities to specific biogeochem-
ical processes (Boschker et al., 1998) or distinguishing
microbial groups actively involved in the assimilation of
carbon derived from different quality substrates (But-
ler et al., 2003; Murase et al., 2006; Williams et al.,
2006), often in relation to management (e.g. liming,
Treonis et al., 2004) or global change (e.g. elevated
CO2 effects, Phillips et al., 2002; Billings and Ziegler,
2005).

A major drawback of PLFA analysis is that it does
not allow for specific detection of individual species of
the microbial communities. It is possible that the activ-
ity of different microbial species in processing SOM
differs or is differently affected by land-use or envi-
ronmental conditions. Culture-independent molecu-
lar approaches are emerging that enable the linking
of microbial species identity with a measure of func-
tional contribution to SOM dynamics. Stable-isotope
probing (SIP) of nucleic acids (DNA, rRNA) is one of
those molecular methods capable of identifying mem-
bers of microbial populations that are specifically active
in metabolizing and circulating SOC derived from a
13C-labelled substrate (Radajewski et al., 2000; Mane-
field et al., 2002; Lueders et al., 2004). However, nucleic
acid-based SIP methodologies have a number of short-
comings and their use for linking metabolic function
with taxonomic identity is debated (see also Kutsch
et al., Chapter 9). Molecular analyses of ‘functional
genes’ that encode enzymes that catalyze key steps in
biogeochemical pathways could be an alternative means
to study the molecular mechanisms regulating SOM
dynamics (Zak et al., 2006).

6.4.3 Exploration of new avenues to characterize
whole-soil and fraction SOM quality

Thermal analysis of whole-soil and isolated fraction
samples by thermogravimetry–differential scanning
calorimetry (TG-DSC) appears to hold some promise in
characterizing SOM, should the link between thermal
stability and biological stability be firmly established.
This method is of great interest since it is applicable
to whole-soil samples without the requirement of time-
consuming pre-treatments (e.g. chemical extraction) as
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Figure 6.5 Thermogravimetry–differential scanning calorimetry (TG–DSC) thermograms for (a) cellulose, (b) lignin, (c) cellulose
and lignin mixed (50:50 w/w), and (d) free light fraction soil organic matter (FLF-SOM) and intra-aggregate light fraction soil
organic matter (IALF–SOM) from arable soil (from Lopez-Capel et al., 2005b).

well as to isolated fractions. Through the continuous
and simultaneous measurement of weight loss (TG) and
energy change (DSC) during heating, the method dif-
ferentiates between a thermally labile organic fraction
lost in a first exothermic region (approx. 300–350 ◦C)
and a more thermally resistant organic fraction lost
in a second exothermic region (approx. 400–450 ◦C)
(Fig. 6.5). Comparisons with 13C-NMR analysis by
Lopez-Capel et al. (2005a) revealed close correlations
of the thermally labile organic fraction with O-alkyl C
and the thermally resistant organic fraction with aro-
matic carbon, suggesting that thermal analysis can pro-
vide an index of SOM quality. Several studies have
applied TG-DSC in an attempt to compare propor-
tions of labile (aliphatic) vs. more resistant (aromatic)
carbon components in whole-soil SOM, physical SOM
fractions, plant tissue, dung and compost (Dell’Abate
et al., 2000; Lopez-Capel et al., 2005a, 2005b), to quan-
tify thermally stable black carbon in soils (Leifeld, 2007)
and to characterize chemical changes in SOM fractions
under contrasting land uses (Lopez-Capel et al., 2005a;
Plante et al., 2005). In the study of Plante et al. (2005),
TG–DSC was applied to clay-sized fractions of soils
ranging from forest to cultivated and long-term bare
fallow soils. A shift was observed in the distribution

of clay-associated SOM from thermally labile to ther-
mally resistant fractions with increasing time under
cultivation. This indicated that thermal properties of
SOM components appear to be linked to their biologi-
cal decomposability as it is generally believed that SOM
decomposition induces a shift to more biologically resis-
tant fractions (Plante et al., 2005).

The TG–DSC technique has also recently been
coupled to isotope ratio mass spectrometry (IRMS)
and quadrupole mass spectrometry (QMS), enabling
the determination of the isotope ratios as well as the
composition of the evolved gases during a single heat-
ing experiment on one intact soil sample (Lopez-Capel
et al., 2005b; Manning et al., 2005; Lopez-Capel et al.,
2006). In addition to the biochemical information pro-
vided by the conventional TG–DSC analysis system,
QMS results could provide further information about
the chemical stability of the SOM sources of C as well as
N within a soil sample, while the isotope signatures of
the thermally labile and recalcitrant components could
give further insights into the dynamics of these SOM
components. In one of the first application studies,
Lopez-Capel et al. (2005b) were able to demonstrate
that N in pasture soil samples was mostly associated
with a thermally resistant aromatic organic fraction.
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Non-destructive techniques to assess SOM quan-
tity and quality provide exciting new avenues to increase
the speed, number, quality and relevance of SOM
analyses (Janik et al., 1998) and allow the construc-
tion of large databases to explore general relationships
between SOM quality and dynamics (Shepherd and
Walsh, 2002). Infrared spectroscopy has long been
used to investigate forages and other organic agri-
cultural products. Until recently, infrared analyses of
soils were limited to qualitative and semi-quantitative
studies. Technological advances, particularly diffuse
reflectance infrared Fourier-transform (DRIFT) meth-
ods, and advances in multivariate statistics are making
the infrared method better suited to widespread use for
SOM analysis. Infrared spectral signatures of the object
under consideration are defined by the reflectance or
absorbance, as a function of wavelength in the elec-
tromagnetic spectrum. Fundamental features related to
various components of the object occur at energy lev-
els that allow molecules to rise to higher vibrational
states. These features generally occur for SOM in the
mid-infrared (MIR) range (2500–25 000 nm), which is
dominated by intense vibration fundamentals, and the
near-infrared (NIR) region (700–2500 nm), which is
dominated by much weaker and broader signals from
vibration overtones and combination bands (McCarty
et al., 2002; Shepherd and Walsh, 2002). Estimates of
soil properties of interest are generated from spectral
information by calibration using multivariate statisti-
cal procedures such as principal components regres-
sion (PCR), partial least squares regression (PLS), or
step-wise multiple linear regression (SMLR) and others
(Chang et al., 2001; Shepherd and Walsh, 2002; Leifeld,
2006; Janik et al., 2007). A significant shortcoming of
this approach is that it is difficult to generate a ‘uni-
versal’ calibration model that will accurately determine
a particular property for all soils (Madari et al., 2005).
However, several strategies for real-time selection of
individual calibration sets have been developed.

Many studies have shown the capability of MIR
and NIR spectroscopy for determining several soil
properties, including total soil C and N contents, tex-
ture, aggregation and CEC (Chang et al., 2001; Brown
et al., 2006; Madari et al., 2006; Vagen et al., 2006).
Infrared analyses of bulk soil samples without fraction-
ation have also been well correlated to several SOM
fractions such as POM, silt- and clay-associated SOM,
and black carbon (Zimmermann et al., 2007b). Infrared

spectroscopy has also been shown to have the poten-
tial to determine litter and organic residue quality and
related decomposition rates (Joffre et al., 2001; Shep-
herd et al., 2003, 2005), as well as SOM quality and com-
position (Terhoeven-Urselmans et al., 2006). Leifeld
(2006) successfully calibrated DRIFT with NMR data
obtained from whole soil and fraction SOM. Capriel
et al. (1995) also used DRIFT to estimate alkyl-C as a
measure for the degree of hydrophobicity of SOM. It is
furthermore very encouraging that MIR and NIR spec-
troscopy have also been successfully used to estimate
soil C and N mineralization rates (Fystro, 2002; Mutuo
et al., 2006), respiration rates (Palmborg and Nord-
gren, 1993) and enzyme activity (Mimmo et al., 2002).
These studies indicate the potential for MIR and NIR
spectroscopy to directly relate SOM quality to SOM
dynamics and microbial functioning across a large set
of samples.

Another rapid spectroscopic technique that has
recently been suggested for SOM study is the laser-
induced breakdown spectroscopy (LIBS) (Bublitz et al.,
2001; Harmon et al., 2006). However, the technique has
only been developed to determine whole-soil carbon
contents (Cremers et al., 2001; Ebinger et al., 2003).
On the other hand, there are several x-ray based tech-
niques such as near edge x-ray absorption fine struc-
ture (NEXAFS), energy dispersive x-ray (EDX), scan-
ning transmission x-ray microscopy (STXM) and x-
ray photoelectron spectroscopy (XPS), which can yield
great detail about not only SOM quality, but also its
microscale location within the soil matrix (Amelung
et al., 2002; Jokic et al., 2003; Brodowski et al., 2005a;
Lehmann et al., 2005; Solomon et al., 2005). These tech-
niques are, however, quite laborious, require significant
infrastructure and are therefore not currently suitable
for rapid assessments.

6.5 CONCLUSIONS

A large number of techniques have been developed
for the characterization of SOM. It is apparent that
a suite of techniques combining physical or chemi-
cal fractionation, analytical pyrolysis or NMR for bio-
chemical characterization, and isotopic analysis tech-
niques for an assessment of dynamics, is necessary for
an exhaustive examination of the nature and dynamics
of SOM. Soil organic matter fractionation and charac-
terization approaches have led to major achievements in



Characterization of soil organic matter 111

the understanding of carbon stabilization and destabi-
lization mechanisms in the short and long term. From
these results it has become clear that carbon cycling
and stabilization in soils is a function of both the min-
eral and structural properties of the soil as well as the
biochemical characteristics of the SOM. While SOM
fractionation schemes have revealed a few diagnos-
tic SOM fractions in terms of their responsiveness to
land-use or management practices (e.g. uncomplexed
SOM, microaggregate-SOM), they mostly fail to sep-
arate truly homogeneous SOM fractions in terms of
their turnover times or biochemical properties, and
they usually do not link SOM fractions to specific
stabilization mechanisms unequivocally. A quantita-
tive assessment of the relative contributions of different
(and possibly co-occurring) stabilization mechanisms to
the stability of specific SOM fractions requires further
investigation.

The use of molecular biomarkers and compound-
specific isotope analysis in SOM research could reveal
the dynamics of specific, meaningful SOM compo-
nents within heterogeneous SOM fractions and clar-
ify SOM transformations. In particular, the concept of
microbial ‘recycling’ or ‘re-synthesis’ of specific molec-
ular components needs further investigation since it
appears to be an important process controlling the
longevity of SOM components in the soil. In addi-
tion, SOM research could greatly benefit from recent
technological developments in microbial ecology that
allow identifying the microbial communities or species
involved in SOM decomposition. In this way, SOM
dynamics under changing environmental conditions
(e.g. climate change) or human activities could be better
understood and potentially foreseen through the struc-
tural and activity-related responses of the microbial
community.

Studies on SOM characteristics are mostly limited
to the surface layers of soils and need to be extended
to a wider variety of soil types and environments if we
want to generalize stabilization mechanisms and func-
tionality of specific SOM fractions. Standardization of
fractionation and characterization methods will be cru-
cial when evaluating SOM characteristics across soil
layers, soil types and environments. Subsoil investiga-
tions will also require improvement in analytical sen-
sitivity due to the low organic carbon concentrations
and mineral predominance in deeper soil layers. At the
opposite end of the scale, significant advances remain

to be made by observing ‘microbial life at the micro-
bial scale’ (Schimel, 2007) and our understanding of
SOM characteristics may be informed by application of
advances in the field of nanotechnology.

Most experimental methodologies that fractionate
or characterize SOM destroy to some degree (depend-
ing on methodology) the natural state of SOM, caus-
ing information about its stabilization mechanisms to be
lost. Therefore, future SOM research could greatly ben-
efit from non-destructive characterization techniques
that provide information on in situ chemical and bio-
logical characteristics as well as physical distribution
of SOM fractions. Promising non-destructive tech-
niques (such as MIR, NIR and DRIFT spectroscopy)
continue to evolve and should make important con-
tributions to rapidly assess SOM quantity and qual-
ity, and directly relate SOM quality to SOM dynam-
ics and microbial functioning across a large set of
samples.

In conclusion, to better understand SOM stabi-
lization processes and to make better predictions of
SOM dynamics, the following will be essential: (1) SOM
research that combines existing, but more standardized,
methodologies to characterize the molecular composi-
tion of meaningful SOM fractions and provides mea-
sures of SOM stability (e.g. age, turnover times) and
microbial functioning; (2) collaborative research to max-
imize the potential of highly specific and costly tech-
niques requiring highly skilled expertise in the method-
ologies, instrumentation and data analysis; (3) compara-
tive studies that allow a generalization of findings across
soil types, soil layers and environments; and (4) more
long-term field manipulation experiments, preferably
with C3–C4 conversions or other isotopic tracers to
obtain better estimates of turnover rates of specific SOM
fractions.
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7 � Respiration from roots and the
mycorrhizosphere
Fernando E. Moyano, Owen K. Atkin, Michael Bahn, Dan Bruhn, Andrew J. Burton,
Andreas Heinemeyer, Werner L. Kutsch and Gerhard Wieser

7.1 INTRODUCTION

The largest flux in the global carbon cycle is the uptake
of CO2 by plants as photosynthesis. Estimates of gross
primary production (GPP), or total amount of CO2

assimilated by terrestrial plants, range between about
109 and 120 Pg C per year at the global scale
(Schlesinger, 1997; Zhao et al., 2005). Except for carbon
that remains stored in passive organic matter pools, as
fossil fuel, and an estimated 0.2 Pg C per year sediment-
ing on the ocean floors, assimilated carbon is eventually
returned to the atmosphere by respiration, either by
plants or by heterotrophic organisms. The time between
the fixation of a carbon atom by the plant and its conver-
sion back to CO2 is extremely variable, ranging between
a few hours and thousands of years. How long it remains
part of organic compounds will depend on its turnover
within the plant and, eventually, as part of soil organic
matter.

Carbon assimilated by plants is translocated to
plant organs where it can be used as building mate-
rial for structural biomass, for storage or as substrate
for respiration. Carbon imported into roots can also
be exudated or transferred to symbionts such as myc-
orrhizal fungi (Farrar, 1999). The amount of assimi-
lated carbon used for each purpose will depend on the
plant’s requirements, which are further determined by
plant and environmental factors. Different studies on
a number of plant species have shown the amount of
carbon respired to be, on average, 50% of the carbon
assimilated through photosynthesis per unit time, with
numbers ranging between 35% and 80% (Lambers,
1985; Amthor, 2000a). Other studies have shown that,
on average, nearly half of the carbohydrates from pho-
tosynthesis are translocated to roots where around 40%
of this carbon is used for respiration (Lambers, 1987;
Farrar and Williams, 1990). However, these propor-
tions can vary. Amounts of carbon respired by roots

have been seen to range between 8% and 52% of
total fixed CO2 (Lambers et al., 1996; Atkin et al.,
2000a). Carbon exported to underground plant organs
and respired in the soil environment – either by the
plant itself or by other organisms – contributes to soil
respiration. The factors controlling the respiration of
this root-derived carbon and the techniques for mea-
suring these respiration processes are the focus of this
chapter.

Part of the carbon allocated below-ground is not
utilized for biosynthesis or as substrate for respiration by
the plant, but is used by organisms associated with plant
roots in the rhizosphere and the mycorrhizosphere. The
rhizosphere is usually defined as the region of soil influ-
enced by the root system, i.e. where the microbial pop-
ulation is affected by nutrient uptake and release of
compounds by the root (Russell, 1982; Paul and Clark,
1989). This region of influence is typically some mil-
limetres to centimetres wide, with boundaries that can
change depending on root structure, presence of root
hairs, and soil and plant-microbe characteristics. The
release of exudates, secretions and root residues (e.g.
sloughed-off cells and fine roots) by the root into the
rhizosphere soil is known as rhizodeposition (Kuzyakov
and Domanski, 2000; Nguyen, 2003). Rhizodeposition
results in a very high concentration of micro-organisms
in the rhizosphere as compared to the soil not directly
influenced by the root (Grayston et al., 1997). The myc-
orrhizosphere includes the mycorrhizal hyphal system
and its zone of influence, reaching parts of the litter
layer and very fine soil pores inaccessible to roots. As
a result, it extends much further into the soil than the
rhizosphere.

Respiration from plant roots and associated micro-
organisms comprise major sources leading to CO2

efflux from soils. Root respiration was early recog-
nized as an important fraction of soil CO2 efflux that
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in some cases amounts to more than the fraction of
CO2 produced by decomposition of soil organic matter.
Wiant (1967) defined root respiration as ‘all soil respira-
tion derived from organic compounds originating from
plants including the respiration of living root tissue, the
respiration of symbiotic mycorrhizal fungi and associ-
ated microorganisms, and the decomposer organisms
operating on root exudates and recent dead root tis-
sue in the rhizosphere’. This broad definition results
from the fact that the mentioned components are all
linked to the direct supply of carbohydrates from the
plant through its roots, as opposed to respiration com-
ing from decomposition of soil organic matter in litter
and bulk soil.

Although widely used as defined by Wiant (1967),
the term root respiration is now often used in a more strict
sense, referring only to the respiration of the live root tis-
sue. The terms autotrophic soil respiration and assimilate
fed soil respiration have been used to include all respi-
ration of roots and root-derived compounds, although
they are often not strictly defined and can lead to con-
fusion. Additional terms describing processes included
in Wiant’s definition, among others, are rhizomicrobial
respiration, rhizosphere respiration, mycorrhizal respira-
tion and mycorrhizosphere respiration. These terms are
sometimes used differently by different authors. For
example, rhizomicrobial respiration is defined by Dilly
et al. (2000) and Kutsch et al. (2001a) as respiration
of both roots and associated micro-organisms, while
for Kuzyakov and Cheng (2001) and Nguyen (2003)
the term only includes respiration of the latter. One
should also be cautious with the terms soil autotrophic
and root respiration, which in the literature have been
widely used without distinguishing between respira-
tion by roots alone and respiration by associated micro-
organisms. To avoid confusion and on logical grounds,
soil autotrophic respiration should refer strictly to res-
piration from plants (i.e. roots). The following are the
definitions that we think are more useful and that will
be used throughout this chapter (Fig. 7.1):

� Root respiration: respiration of the living root tis-
sue (i.e. excluding symbionts such as mycorrhizal
hyphae).

� Rhizomicrobial respiration: respiration of rhi-
zodeposits and plant assimilate supplies by micro-
organisms in the rhizosphere, not including mycor-
rhiza.

Mycorrhizosphere Respiration

Rhizosphere Respiration

Root
Respiration

Mycorrhizal
Respiration

Rhizomicrobial
Respiration

CO2

CO2

CO2

Litter and SOM
Respiration

Figure 7.1 Diagram showing the sources of root-derived carbon
respiration – respiration from the living root tissue, respiration of
rhizodeposits by micro-organisms in the rhizosphere and
respiration from mycorrhizal hyphae – and their grouping into
rhizosphere and mycorrhizosphere respiration. Litter and soil
organic matter (SOM) respiration are the carbon fluxes not
deriving from live roots.

� Rhizosphere respiration: root plus rhizomicrobial
respiration.

� Mycorrhizal respiration: respiration of mycor-
rhizal fungi (i.e. including carbohydrates derived
from plant roots).

� Mycorrhizosphere respiration: rhizosphere plus
mycorrhizal respiration.

In the following section, we will start with general
aspects of root/mycorrhizosphere respiration and con-
tinue with the most important factors affecting it. In
Section 7.3 we will discuss methods used for mea-
suring root/mycorrhizosphere respiration in the field
and the laboratory, along with methods for determining
temperature response and acclimation of root respira-
tion. Section 7.4 presents methods for determining root
biomass and turnover as well as other means for estimat-
ing root/mycorrhizosphere respiration at the ecosystem
scale. Concluding remarks are given in Section 7.5.

7.2 ROOT AND MYCORRHIZOSPHERE
RESPIRATION

7.2.1 Eco-physiology of root respiration

Respiration is the major loss of carbon in roots where
it is required for a number of processes, includ-
ing synthesis of biomass, translocation of photosyn-
thates, uptake of ions from the soil, assimilation of N
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(including N2-fixation) and S into organic compounds,
protein turnover and cellular ion-gradient maintenance
(Amthor, 2000a). Respiration can also be a result of
so-called wastage processes (e.g. futile cycles and mito-
chondrial electron transport uncoupled from oxidative
phosphorylation) that only result in CO2 and heat pro-
duction. In the short term, and as a consequence of
the mentioned processes, respiration is regulated by
the availability of adenosine diphosphate (ADP) and
nicotinamide adenine dinucleotide phosphate (NADP),
so that it responds to the demand for respiratory
energy. Theoretical models are used to explain relations
between respiration and underlying processes (Amthor,
2000a). A simplified approach is to divide respiration
into growth and maintenance processes, a distinction
that can be useful for understanding factors controlling
respiration (Sprugel and Benecke, 1991; Amthor, 1994;
Sprugel et al., 1995). Growth respiration is defined as
the carbon costs of newly constructed tissue. The cost
of producing a certain amount of new tissue (gram C
respired per gram C of newly produced tissue) is unaf-
fected by temperature (Penning de Vries et al., 1974).
Maintenance respiration by contrast is the basal cost for
maintaining established tissue (gram C respired per
gram tissue C within a certain time) and is highly sen-
sitive to temperature, as well as being positively related
to plant N content (de Wit et al., 1970).

In relation to the total amount respired by living
plants, the respiration of root-derived carbon can range
between 8% and 52% of the CO2 fixed by photosyn-
thesis, while most estimates give values of around 20%
(Lambers et al., 1996; Atkin et al., 2000a). This rela-
tionship will depend on many factors including plant
species, age and presence of mycorrhiza.

7.2.2 Regulation of root respiration by plant and
environmental factors

Many environmental, abiotic and biotic, as well as
physio-morphological factors are involved in determin-
ing the short- and long-term rates of mycorrhizosphere
respiration. The most relevant factors are listed in this
section with a summary of their effects on root res-
piration. Both diurnal and seasonal changes may be
potentially related, among others, to changes in temper-
ature, soil moisture, nutrient demand/supply, assimi-
late supply and plant phenology. These factors can like-
wise be important for mycorrhizal and rhizomicrobial

respiration. Unfortunately, studies measuring the spe-
cific response of rhizomicrobial respiration are lacking,
and those focusing on the mycorrhizal component are
few and will be discussed separately in Section 7.2.3.2.
It should be noted, however, that although the present
section deals with the response of root respiration, many
of the cited studies may have included, at least partially,
the rhizomicrobial and mycorrhizal components.

7.2.2.1 Temperature
Temperature is very often a limiting factor for root
activity especially in the temperate and cold climates,
accounting for much of the seasonal variation in root
respiration (Fig. 7.2). In general, CO2 efflux is reduced
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Klimahaus Mt. Patscherkofel

1950m a.s.l.

Figure 7.2 Seasonal course of mean daily root cambium
temperature (TROOT) in upper graph (a) and the corresponding
mean daily total (solid line) and maintenance (dotted line) coarse
root respiration per unit sapwood volume (RSAP) and per unit
root surface area (RA) in the lower graph (b) of an adult Pinus
cembra tree at Mt. Patscherkofel, Austria during the period
7 October 2001 to 21 January 2003. Total coarse root respiration
was obtained from continuous measurements of an automated
gas exchange system. Solid bars indicate the period of winter
snow cover (≈ dormant period). The inner panel shows the
temperature response of maintenance respiration (Rm) obtained
from measurements conducted during the dormant season
(temperature range −6 to 2.5 ◦C; Rm = 2.81 exp[ln 3.10(T/10)];
r2 = 0.72) extrapolated for the obtained annual temperature
range (modified after Wieser and Bahn, 2004).
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to the level of maintenance respiration during winter
(Linder and Troeng, 1981; Benecke, 1985; Wieser and
Bahn, 2004) and is highest during the growing sea-
son as a result of cell growth and higher temperatures
increasing maintenance costs (Fig. 7.2). Temperature
changes result in an immediate change in respiration
rates by a direct effect on enzyme activity and can
also affect respiration by influencing other factors such
as water availability and movement of nutrients. High
temperatures – typically above 50 ◦C – can lead to dis-
integration of enzyme complexes, structural injury or
cell death, thus lowering respiration rates (Palta and
Nobel, 1989a). In the longer term, plant thermal accli-
mation (see below) can play an important role in the
temperature–respiration relationship.

The short-term temperature sensitivity of root
respiration (typically determined on a diurnal scale)
depends on the occurring temperature range (Atkin
et al., 2000a; Tjoelker et al., 2001; Atkin et al., 2005a),
and often, at least partially, on the prevailing tempera-
ture of the previous days. Q10 values of plant respiration
(see Kutsch et al., Chapter 1, Section 1.4.5 for defini-
tion) are often close to 2, but temperature sensitivity
varies considerably between and within plant species
(Atkin et al., 2000a) and Q10 values for fine roots tend
to be slightly higher than 2 (Burton et al., 2002).

When comparing published root Q10 values, it is
important to consider the different growth conditions
and range of measurement temperatures used in the
different studies. Moreover, the nature of the tissue
used in different studies must be taken into account.
In most studies, measurements of respiration in roots
are made using whole root systems (e.g. Smakman and
Hofstra, 1982; Bouma et al., 1997; Covey-Crump et al.,
2002; Loveys et al., 2003) or root segments of differing
age/function (e.g. Higgins and Spomer, 1976; Craw-
ford and Palin, 1981; Sowell and Spomer, 1986; Weger
and Guy, 1991; Zogg et al., 1996; Pregitzer et al., 1997,
1998; Burton et al., 2002). In whole root systems, the
estimates of Q10 will depend on the proportion of imma-
ture and mature roots and the Q10 of each developmental
stage. Q10 values of 1.5 for coarse woody roots and 2.0
for fine roots (< 2 mm diameter) were reported in a
Pinus radiata stand (Ryan et al., 1996). Comparisons
of root Q10 values should ideally be made on tissues of
defined developmental age.

The Q10 of plant respiration has been shown to
change in response to different growth temperatures

Temperature (°C)

R
oo

t r
es

pi
ra

tio
n 

(m
g 

g d
m

–1
 h

–1
)

0 20105 15

Picea abies Austria 1950 m a.s.l.

0

1.00

0.50

0.75

0.25

Figure 7.3 The relationship between temperature and root
respiration of Norway spruce (Picea abies) seedlings grown at
1950 m (dotted line) and 630 m (full line) above sea level.
Measurements were made in laboratory conditions using
excavated roots detached from the trees. Note that when
measured at the prevailing temperature of each site, as indicated
by arrows, no significant difference in respiration was detected
(redrawn after data from Framba, 1980).

(Tjoelker et al., 1999; Atkin et al., 2000a; Loveys et al.,
2003; Atkin et al., 2005a), an effect called thermal accli-
mation. Thermal acclimation of respiration is commonly
defined as a change in the shape of the short-term
temperature-response curve of respiratory CO2 release
and/or O2 uptake, in response to a change in growth
temperature. Acclimation can be caused by short-term
temperature changes, i.e. a few days, or long-term tem-
perature changes. In the latter case, thermal acclima-
tion occurs more commonly in new tissues produced
following a change in the temperature regime, and thus
a greater degree of acclimation might be expected in
plants with rapid rates of root replacement rather than
those with long-lived fine roots (Atkin and Tjoelker,
2003).

A study on Norway spruce in a high and a low
elevation site in the central Austrian Alps has shown
that at the same measurement temperature respiratory
CO2 losses of roots are higher in trees from cold cli-
mates than in trees from warm climates. However,
when root respiration is compared at its actual ther-
mal site conditions (an ecological context) roots from
colder high-elevation sites did not exhibit a higher
respiration rate when compared to the warmer low-
elevation sites (Fig. 7.3). This would indicate the effects
of acclimation, although genetic variation along ele-
vational ecotypes may also contribute to the observed
differences.
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Temperature response, the use of Q10 and accli-
mation will be discussed further in Sections 7.3.4 and
7.3.5.

7.2.2.2 Moisture
Soil moisture can become a limiting factor for root res-
piration in arid environments but also in wetlands and
humid temperate zones, especially in summer months
in the top organic layers. Soil water potential in the
rhizosphere, as determined by water content and soil
physical properties, has an influence on the growth and
functioning of the root. Various studies relating soil
respiration to soil water content show that the optimum
for soil respiration is normally found at intermediate
values of water content (Davidson et al., 2000). This is
true for both autotrophic and heterotrophic respiration,
although the response to water stress of roots may be
different from that of soil microbes. The availability of
soluble soil substrates as a function of water content is of
less importance to roots than for soil microbes. Further,
roots may have adaptations to resist water stress, such
as extracting water from deeper soil horizons.

Root respiration is reduced during drought (Bryla
et al., 1997; Burton et al., 1998), the effect being more
pronounced in warmer than in cooler soils (Bryla et al.,
2001). A result of soil drying is reduced root water
content, with a subsequent reduction in root cell turgor
pressure. Since turgor pressure is necessary for growth,
this will lead to a reduction of metabolic activity and
respiration rates. Soil drying can at some point lead to
cell death and subsequent root respiration reductions.
Resistance to drought varies among species and even
among different roots from the same individual (Palta
and Nobel, 1989b). On the other hand, excess water in
soils also will reduce root growth and function, mainly
by decreasing the availability of oxygen.

Apparently no data are available on the effects of
soil moisture on the respiration of large coarse roots of
field-grown trees, although there is evidence that at low
soil water availability coarse root respiration declines as
shown for excised Pinus teada roots by Maier and Kress
(2000).

7.2.2.3 Nutrients
Plant available mineral nutrients as well as nutrient con-
tent in plant tissues influence root respiration. Plants
grown at a high supply of nutrients have higher spe-
cific root respiration rates than plants grown at lower
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American forest types. Error bars indicate one standard error of
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nutrient supplies (Lambers et al., 1981; Kuiper, 1983).
Additionally, root respiration at a reference temper-
ature may be higher during periods of high nutrient
demand, e.g. in late spring/early summer when the
vegetation grows fast (Bahn et al., 2006). Poorter et al.
(1995) report that specific root respiration decreases
with decreasing nitrate supply, which may vary from
day to day, but especially on a seasonal scale. These
relationships are presumably explained by differences
in the rates of ion uptake. Higher uptake rates mean
higher costs, resulting in higher respiration rates. On
the other hand, increased nutrient availability can lead
in the longer term to decreases in fine root biomass, with
a resulting decrease in carbon allocation to fine root and
respiration (Keyes and Grier, 1981).

Nitrogen content in plant tissues also correlates
with respiration rates. Ryan et al. (1996) and Burton
et al. (2002) found strong correlations between fine root
N content and respiration rates (Fig. 7.4). Given that
most nitrogen in plant cells is in protein, which needs
replacement and repair and is closely linked to cell activ-
ity, the increase in respiration with higher N content is
largely due to an increase in maintenance respiration.

7.2.2.4 Insolation and carbohydrate supply
Carbohydrates required for root respiration are pro-
vided by the import of newly assimilated carbon, by the
use of carbon stored in the plant or even by uptake of
organic molecules from the soil (Lambers, 1987; Farrar
and Williams, 1990). Effects of changes in assimilate
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supply on root respiration vary with plant age and
between species, with some plants being more and oth-
ers less constrained (Gunn and Farrar, 1999). Root
metabolism can be closely related to the transport of
carbohydrates from the shoots to the roots or buffered
by storage, as shown in a study by Farrar (1999), where
roots maintained their respiration rate for several days
after plants were kept in the dark, losing their metabolic
capacity only after six days. Respiration rates in source
leaves, on the other hand, fell below normal rates within
one to two days of darkening.

Newly assimilated carbon can reach roots and be
respired in short periods of time. Even though plant res-
piration is well correlated with daytime photosynthesis
and with tissue concentrations of soluble carbohydrates
for plants in the laboratory (Amthor, 1994; Lambers
et al., 1996), this relationship is dependent on the veg-
etation type under field conditions (Atkin et al., 2000b;
McCutchan and Monson, 2001; Vose and Ryan, 2002).
By relating eddy covariance data with partitioned soil
respiration, Moyano et al. (2008) found lag times of four
and five days (depending on the forest type) between
carbon assimilation and its maximum effect on rhizo-
sphere respiration. In a field study using 14C in poplar
trees, Horwath et al. (1994) calculated a delay of two
days for the respiration of newly fixed carbon to peak in
the mycorrhizosphere. Similarly, Ekblad and Högberg
(2001) calculated a delay of one to four days and deter-
mined a 65% contribution of new photosynthates to
total soil respiration by using 13C measurements in a
boreal coniferous forest, whereas Kuzyakov and Cheng
(2001, 2004) observed diurnal dynamics of CO2 soil
efflux responding to photosynthetic activity in wheat
and maize plants.

Insolation can be an important factor explaining
respiration rates in smaller plants, such as grasses and
tree seedlings (Fitter et al., 1998; Lipp and Ander-
sen, 2003), whose roots cannot utilize large stored car-
bon reserves, such as those available in large woody
plants (Phillips and Fahey, 2005). In Picea abies and
Pinus cembra seedlings, root respiration was highest
when shoots were illuminated (Eccher, 1972; Framba,
1980), strongly suggesting that root respiration activ-
ity is directly dependent on the supply of photosyn-
thates from the foliage (Amthor, 1994). Some studies
have shown cumulative radiation flux of the previous
days being positively related to root respiration rates
in grasslands (Fitter et al., 1998), while others observed

negative (Edwards et al., 2004) or no consistent relation-
ships (Bahn et al., 2006). Thus, insolation, as a measure
of carbohydrate supply, can be a short-term factor reg-
ulating root respiration, with effects depending on the
plant’s carbon storage and demands.

7.2.2.5 Soil and atmospheric CO2 concentrations
Below-ground tissues (e.g. roots and tubers) are often
exposed to a CO2 concentration ([CO2]) far higher
than that found in the atmosphere, with values ranging
between a few hundred to more than ten thousand μmol
mol−1 and generally increasing with soil depth (Cramer
and Richards, 1999; Sands et al., 2000). Direct inhi-
bition of respiration by high [CO2] has been reported
in roots of some species (Qi et al., 1994; Burton et al.,
1997; van der Westhuizen and Cramer, 1998; McDow-
ell et al., 1999), while other studies have found little or
no inhibition of root respiration by elevated soil [CO2]
(Bouma et al., 1997; Burton et al., 2002). Acclimation of
below-ground tissue may be expected to occur to much
higher [CO2] than that of leaves; however, the fluctua-
tions of soil [CO2] through the growing season may be
high (Sands et al., 2000) as well as those within days
(Bouma and Bryla, 2000). Moreover, the mechanisms
by which significant inhibition might occur have not
been elucidated (Gonzàlez-Meler and Siedow, 1999). It
has been noticed that artefacts in measurements such
as leakage problems and gas analyzer cross-sensitivity
to water vapour can lead to false results in respiration
rates (Burton et al., 2002). Thus, many of the previ-
ous reports of large effects of soil [CO2] on plant tissue
respiration may be a result of such artefacts (Amthor,
2000b).

Contrary to below-ground [CO2], elevated atmo-
spheric [CO2] can have a positive effect on root respira-
tion by stimulating photosynthesis and reducing water
requirements (Pendall et al., 2004). In addition, higher
atmospheric [CO2] have been seen to increase fine root
biomass and to decrease their N content (Zak et al.,
2000). Atmospheric CO2 concentrations can therefore
affect root respiration through a number of factors, gen-
erally having a net positive effect that will depend on
the plant species and stage of development (King et al.,
2004).

7.2.2.6 Root morphology and plant age
Fine roots, as opposed to coarse roots, are generally
defined as all roots having a diameter of less than 2 mm
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(some definitions set limits of 5 mm or higher). Fine
roots are metabolically more active and present higher
specific respiration and turnover rates than coarse roots.
Specific root respiration and its Q10 decrease with
increasing root diameter (Ryan et al., 1996; Pregitzer
et al., 1998; Bahn et al., 2006), decreasing specific root
length (Tjoelker et al., 2005) or the ratio of long to fine
roots (Kutsch et al., 2001a). Such effects may be partly
related to a decrease in N concentration (Ryan et al.,
1996; Pregitzer et al., 1998; Bahn et al., 2006) and an
increase in tissue and plant age (Palta and Nobel, 1989b;
George et al., 2003; Volder et al., 2005).

Seasonal changes in ecosystem root respiration are
strongly influenced by changes in root biomass (Bahn
et al., 2006). Also, the proportion of roots of differ-
ent diameter may vary in the course of the season and
thus affect ecosystem root respiration. Within a plant or
species, young fine roots have been noted to have much
higher respiration rates than older roots, presumably
due to higher growth respiration and their primary role
for nutrient absorption (Bouma et al., 2001; Fahey and
Yavitt, 2005).

Plant development affects root respiratory activity
and as trees become older carbon allocation patterns
will change, and thus will be reflected in the respiratory
demand of tissues. For example, Framba (1980) found
that in both Picea abies and Pinus cembra specific root
respiration rates of 4-year-old seedlings were higher
than in 22-year-old trees.

7.2.3 Rhizomicrobial and mycorrhizal
respiration

7.2.3.1 Rhizomicrobial respiration
The rhizosphere is an environment that differs largely
from the surrounding soil. Differences can be seen in the
amounts of microbes, inorganic ions and organic mate-
rial, as well as in pH values and concentrations of oxy-
gen and CO2 (Lambers et al., 1991). It is also a dynamic
environment, influenced by the amounts and quality
of rhizodeposits and soil characteristics. Reviews on
rhizodeposition and rhizosphere carbon dynamics are
given by Grayston et al. (1997), Kuzyakov and Doman-
ski (2000), Toal et al. (2000) and Nguyen (2003). Even
though rhizodeposits represent a loss of reduced car-
bon, the plant benefits from higher nutrient availability
resulting from the increased biological activity around
the root. Uren (2000) suggests that the amount of root

exudates produced varies with plant species, plant age,
substrate and stress factors. Between 5% and 21% of
plant photosynthate was seen to be released as root exu-
dates in studies with cereal (Haller and Stolp, 1985;
Flores et al., 1996).

Isotope methods have been used for estimating car-
bon fluxes originating from rhizomicrobial respiration.
Results from a number of studies differ largely, with
estimates of rhizomicrobial respiration ranging from
5% to 60% of rhizosphere respiration (Kuzyakov and
Domanski, 2000). Kuzyakov (2002) compared the iso-
tope dilution method (Cheng et al., 1993), the model rhi-
zodeposition method (Swinnen, 1994), the 14CO2 dynam-
ics method (Kuzyakov et al., 1999) and the exudates elu-
tion method (Kuzyakov and Siniakina, 2001) by apply-
ing each under the same experimental conditions, and
concluded that rhizomicrobial respiration represents
between 50% and 60% of rhizosphere respiration in
Lolium perenne. These methods combine the use of iso-
topes with pulse labelling, sampling of respired CO2,
elusion of exudates and modelling of carbon dynamics.
Although the use of isotopes seems to be a promising
path for studying microbes in the rhizosphere, uncer-
tainties for these methods remain large (results ranging
from approx. 40% to 80%) and developments in rhizo-
sphere respiration partitioning are still needed (Werth
and Kuzyakov, 2005).

Rising concentrations of atmospheric CO2 are
expected to increase rhizomicrobial respiration in
response to enhanced rhizodeposition (Paterson et al.,
1997; Zak et al., 2000). These changes in microbial activ-
ity in the rhizosphere could in turn affect plant growth
or have a priming effect on the decomposition of soil
organic matter (Pendall et al., 2004).

7.2.3.2 Mycorrhizal respiration
Mycorrhizas are root–fungal systems where plant and
fungus exchange carbon for nutrients, respectively,
through extensive physical connections. Although myc-
orrhizas include roots as well as the fungal partner, the
term mycorrhizal respiration refers henceforth by con-
vention only to the fungal respiration component, in
particular the external hyphae.

Mycorrhizal fungi grow both inside roots and in the
soil as a potentially far-reaching extra-radical mycelium
(ERM). Given the close relationship with roots (func-
tionally they are basically an extension of the root system
itself) and the difficulty involved in isolating the fungal
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mycelium, it is not surprising that the fungal compo-
nent has been usually ignored or treated as an extension
of the plant root when looking at sources of respired car-
bon. In part, this is a result of the methods used, most of
which cannot distinguish between them. However, the
importance of the mycorrhizal mycelium as a source of
respiration depending on plant substrates was already
observed over two decades ago (Kucey and Paul, 1982;
Soderstrom and Read, 1987; Paul and Clark, 1989). It is
thus surprising that most reviews on carbon flux from
roots to the soil (see references in the previous section)
have failed to recognize the importance of mycorrhizal
fungi.

There is more than one reason to study the flow of
carbon through mycorrhizal fungi, and in particular the
ERM, separately from roots:

1. Ectomycorrhizal mycelia can reach 8000 m per metre
length of root (Leake et al., 2004), and make up one
third of soil microbial biomass in coniferous forests
(Högberg and Högberg, 2002).

2. A large fraction of the carbon translocated below
ground is allocated to the ERM. Estimates range
between 2% and 20% for arbuscular mycorrhizas
(AM) and between 7% and 30% for ectomycorrhizas
(EM) (Leake et al., 2004). Much of this is respired
by the ERM itself, but another large part (e.g. cell
wall components such as chitin and glomalin) might
enter recalcitrant soil organic matter (Staddon, 2005;
Godbold et al., 2006).

3. The mycorrhizal status can up-regulate net pho-
tosynthesis rates (Smith and Read, 1997), conse-
quently increasing the amount of carbon exported
to the root system.

4. Further, the response of mycorrhizal fungi and roots
to environmental factors may differ. Although myc-
orrhizal carbon flux can be expected to be a major
contributor to soil respiration, surprisingly little is
known of how it responds to environmental changes.

Difficulties in separating root from mycorrhizal
respiration have resulted in mycorrhizal fungi being
included in the autotrophic flux component. Conse-
quently, root respiration sensu stricto has been over-
estimated (Pendall et al., 2004). On the other hand,
the ignored ERM respiration component when using
respiration rates of excised (mycorrhizal-deprived)
roots, might explain why scaled-up root respiration
measurements show low estimates of mycorrhizosphere

respiration when compared to girdling (Högberg et al.,
2001) or trenching experiments that include the ERM
component (Simard et al., 1997; Högberg et al., 2002).

Ectomycorrhizal fungi seem to be a larger soil res-
piration component than AM fungi. Phillips and Fahey
(2005) estimated around 7% and 12% mycorrhizal res-
piration for sugar maple (AM) and yellow birch (EM),
respectively, and in general it is estimated that up to
20% of net photosynthesis can be allocated to the myc-
orrhizal mycelium (Smith and Read, 1997). For AM
so far only few studies provide fungal ERM respiration:
around 1% of net photosynthesis for Plantago lanceolata
(Heinemeyer et al., 2006), similar to an estimated value
of 0.8% given by Jakobsen and Rosendahl (1990), but
lower than a 4.8% value for winter barley from Moyano
et al. (2007).

Until recently not much emphasis has been put
on investigating the mycorrhizal response per se, i.e.
on a separated mycelium, based on, for example, mesh
exclusion (see Section 7.3.2.4). Heinemeyer and Fitter
(2004) demonstrated with this technique for AM fungi
that, even if the ERM responded positively to temper-
ature, this was due to changes in specific root length
of the plant, although only the fungus experienced a
temperature treatment. A recent laboratory study by
Heinemeyer et al. (2006) combined stable isotope pulse
labelling (13CO2) on Plantago lanceolata plants with
warming of a separated AM mycelium. They found
that mean ERM respiration was unaffected by warming
the mycelium by 6 ◦C ± 3 ◦C but strongly covaried with
photosynthetically active radiation (PAR) received dur-
ing the 12 hours before gas sampling (Fig. 7.5). Such fast
carbon turnover was also observed by mesh separation
in a grassland site (Johnson et al., 2002a, 2002b). How-
ever, ERM growth responded positively to warming
and increased by 75% during two weeks of warming.

Heinemeyer et al. (2007) used continuous monitor-
ing of soil respiration at mycorrhizal mesh collars (see
Section 7.3.2.4) to explicitly determine the rate of EM
respiration in the field, its environmental control and
contribution to overall soil respiration. Already 38 days
after collar insertion in May, the mean respiration rates
from the collars with mycorrhizal in-growth had sig-
nificantly increased (p < 0.05) relative to those without
mycorrhizal in-growth (1.82 vs. 1.49 µmol m−2 s−1).
These results indicate a rapid colonization of the collars
by EMs, supporting published EM mycelia growth
rates of up to 10 mm per day (Leake et al., 2004).
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Figure 7.5 Mean total ERM respiration in ambient (open diamonds) and heated (filled diamonds) fungal compartments (as the
difference of mycorrhizal and non-mycorrhizal compartments) for the first (A) and second (B) 13CO2 pulse label during the 41 hours
after pulse labelling (a.p.l.) ± SE (standard error) and corresponding mean PAR (bars) received during a 12 hour period before each
measurement. There were no significant differences between temperature treatments for either pulse, however, respiration covaried
significantly with PAR: (A) F1,7 = 13.81, p = 0.007; (B) F1,7 = 6.71, p = 0.037 (redrawn from Heinemeyer et al., 2006).

This experiment revealed proportional contributions of
∼65% from soil, 25% from EMs and 10% from roots
(calculated as a percentage of the mean rate at the shal-
low collars), similar to another three-year EM forest
study (Heinemeyer et al., 2011). This EM flux contri-
bution to total soil respiration is strikingly similar to a
laboratory 14C-based estimate of EM hyphal respiration
of ∼20% by Rygiewicz and Andersen (1994).

Most importantly, despite a strong exponential
relationship (Q10) between soil temperature (at 5 cm)
and respiration in the collars excluding (R2 = 0.88) or
including (R2 = 0.68) EM hyphae, EM respiration (the
difference of the latter two) was almost unaffected by
soil temperature (Fig. 7.6). This contradicts a recent
suggestion that soil and rhizosphere organisms have the
same Q10 (Bååth and Wallander, 2003).

Diurnal cycles at non-mycorrhizal collars cor-
related more strongly with soil temperature than
mycorrhizal collar replicates (R2 values: 0.63 and 0.35
respectively), whereas the calculated ERM respiration
(difference between treatments) was unaffected by
temperature (R2 value: 0.01). Further, clear differences
in the temperature responses during daylight versus
night-time hours were observed for mycorrhizal collar
respiration and the calculated ERM respiration but not
for non-mycorrhizal collar respiration. Consequently,
factors other than temperature appear to control this
diurnal cycling of ERM respiration. The most likely
explanation is a time lag in substrate supply from
above-ground photosynthates to the rhizosphere as
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Figure 7.6 Relationship between soil temperature at 5 cm depth
and the mean hourly rate of respiration at the mycorrhizal (M, •)
and non-mycorrhizal collars (S, ◦) and the difference of both
(Mdiff, •) during Campaign 2 (9 September to 11 October 2005).
Exponential relationships are plotted for each dataset (M ——,
S — —, Mdiff − − −) and the Q10 and R2 values displayed for
each (Heinemeyer et al., 2007).

suggested for forest ecosystems (Tang et al., 2005;
Moyano et al., 2008; Heinemeyer et al., 2011).

A decline in soil moisture from 25% to 10% dur-
ing a minor drought decreased the EM contribution
to soil respiration considerably from ∼25% to <10%
(p < 0.001) and increased almost instantaneously with
rewetting to >30% (p < 0.001; data not shown).

Finally, a recent meta-analysis demonstrated that
EM growth is positively affected by elevated CO2
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(Alberton et al., 2005) and, critically, it was found that
the activity of ERM was stimulated more than the over-
all plant response. The possibility of altered assimilate
supply to EM may have major effects on soil biota
and below-ground carbon cycling and storage, such as
antagonistic interactions between EM and saprophytic
fungi (Stark and Kytoviita, 2005) or increased EM res-
piration (Gorissen and Kuyper, 2000) and the potential
for rapid turnover of mycorrhizal carbon (as shown for
abuscular mycorrhiza, Staddon et al., 2003).

These data stress the importance of the mycor-
rhizal part of soil respiration and encourage investigat-
ing the mycorrhizal component further. In particular,
in EM systems it may well be the ERM that contributes
most of the autotrophic flux component and not the
roots.

7.3 MEASURING ROOT AND
MYCORRHIZOSPHERE RESPIRATION

In this section we will discuss direct measurements
of root respiration, both in the laboratory and in the
field, as well as the use of Q10 and other approaches
for quantifying acclimation. One indirect method, the
use of micro meshes, will be described in this chap-
ter. However, other exclusion (i.e. trenching) methods
for determining respiration rates of mycorrhizosphere
components are described in Chapter 8.

7.3.1 General considerations

7.3.1.1 Field vs. laboratory measurements: which
method to use
A number of difficulties are associated with measuring
root respiration and mycorrhizosphere respiration. Dis-
turbances to the plant–soil system as a consequence of
the method used will likely change natural respiration
rates through changes in factors such as rhizodeposi-
tion amounts, CO2 concentrations, moisture, disrup-
tion of fungal hyphae etc. Further, no clear spatial lim-
its between root-derived carbon and soil organic matter
respiration sources exist in natural systems. Plant rhi-
zodeposits are respired together with older soil carbon
by the same micro-organisms in the mycorrhizosphere.
As a consequence, some components of mycorrhizo-
sphere respiration cannot be determined by direct mea-
surements but need to be estimated indirectly.

The choice of method will ultimately depend on
the hypotheses to be tested. Laboratory methods are
carried out under conditions that differ largely from
natural field conditions. It is therefore difficult to make
conclusions about field fluxes only from laboratory mea-
surements. On the other hand, one can more easily
separate soil components and precisely control factors
affecting respiration rates, making laboratory methods a
better tool for understanding the influence of individual
factors. Laboratory methods allow for the determina-
tion of temperature response curves from a wide range
of temperatures that can be applied in a relatively short
time. Temperature response estimated from measure-
ments in the field can be more problematic due to small
diurnal temperature changes, and if done over longer
periods, changes in other confounding factors (e.g. soil
moisture, insolation etc.).

The large number of environmental factors affect-
ing mycorrhizosphere respiration makes field methods
less suitable for identifying the influence of individual
factors. Next to this, most field methods disturb the nat-
ural conditions of the root–soil system to some degree,
resulting in changes in the fluxes measured. But field
methods have the advantage of giving values that will
come closer to ‘real’ field fluxes, and measurements will
respond to the normal fluctuations of the surrounding
environment.

7.3.1.2 Expressing respiration rates
Depending on the purpose of the experiment the inves-
tigator needs to consider how to express the measured
rates of respiratory gas exchange as a specific root respi-
ration. Simple standardizing and commonly used mea-
sures are: root fresh weight, dry weight, root length
or ground surface area. However, it is not straight-
forward to standardize at what water content the fresh
weight is to be measured between species and/or exper-
iments. Thus, the mass of dry root is often used as the
base at which a specific root respiration is expressed.
However, the calculated values of root respiration on
a dry weight basis strongly depend on the amount of
inert structural tissue in the root material. Therefore,
attempts to express root respiration on a metabolical
activity basis are made by relating the gas exchange
measurements to, for example, the N content, total
protein content (Lowry et al., 1951) or fumarase (mito-
chondrial specific enzyme) activity (Vanemmerik et al.,
1992).



Respiration from roots and the mycorrhizosphere 137

7.3.1.3 Measuring root respiration temperature
response
To generate a temperature-response curve for root res-
piration, it is often not practical to measure rates of root
respiration using attached, intact roots. However, sev-
eral investigators have developed cuvettes that enclose
roots, and are placed back in the soil for measurements
during extended periods of time (Rakonczay et al., 1997;
Bryla et al., 2001). More often, either detached whole
roots or root pieces are used. Excision effects on root
respiration when assessed within 30 minutes after sever-
ing of the shoot may be minimal (Lambers et al., 1993).
However, a possible increase as a response to wound-
ing should be considered (Bloom and Caldwell, 1988).
Repeated measurements of respiration at different tem-
peratures using detached roots do lead to a progres-
sive reduction of respiration at a standard temperature
(Loveys et al., 2003) due to substrate limitation. Alter-
natively, separate roots may be used for each measuring
temperature with care taken to control for root order,
size and age.

7.3.2 Field methods

Field methods for quantifying root respiration and myc-
orrhizosphere respiration typically involve either root
excision or the use of intact roots that extend into cham-
bers. In both cases, infrared gas analyzers (IRGAs) are
normally used to measure an increase in CO2 concentra-
tion due to respiration. Occasionally, CO2 traps such as
NaOH and KOH are used to estimate CO2 production
(Mori and Hagihara, 1991; Cheng et al., 2005) or oxygen
sensors are used to measure respiration as O2 depletion
(Zogg et al., 1996). Carbon dioxide traps should be
avoided as they increase the soil CO2 gradient, leading
to overestimated flux rates.

7.3.2.1 Excision methods
Excision methods take roots that have been freshly
removed from the soil and place them in a cuvette for
a rapid determination of CO2 efflux using an IRGA. In
some cases, roots are washed in the field prior to mea-
suring respiration. More commonly, soil and organic
debris are physically removed prior to measurements
(Burton and Pregitzer, 2003), with additional adher-
ing material washed from the roots later in a laboratory
setting, in order to determine the actual dry weight
of root material in the sample. The mass of material

removed during this final cleaning typically is < 5%
of the total mass of the sample for which respiration
was measured (Burton et al., 2002). Microbial respi-
ration in any adhering soil and organic debris will be
measured as root respiration, but its contribution will
be minimal if microbial respiration per unit gram of
the material is low relative to that of the root tissue.
Comparisons of specific respiration rates of forest soil
material (Zak et al., 1999) and tree roots (Burton et al.,
2002) suggest this to be the case, but actual measure-
ments of the respiration rate of the removed rhizosphere
material would have to be made to confirm this assump-
tion. However, mycorrhizal roots may retain much of
their hyphal sheath (i.e. EM) or other mycelium parts,
which will be included in the ‘root respiration’ mea-
surements. Cuvettes used for excised roots can include
standard cuvettes designed for measurement of leaf and
needle photosynthesis (Ryan et al., 1996) or cuvettes
designed for root respiration (Burton and Pregitzer,
2003). Cuvette volumes vary widely depending in part
on the size of the sample to be analyzed. Cuvettes as
small as 5 cm3 (Ryan et al., 1996) and as large as 12.7 L
(Mori and Hagihara, 1991) have been used. When an
open system is being used for gas analysis, the cuvette
volume should not be greatly larger than needed to
contain the sample. Excessive cuvette volume unneces-
sarily increases the time needed for a steady-state respi-
ration rate to be achieved after inserting a sample. It is
also desirable to use cuvettes that can maintain roots at
ambient temperature (or other desired temperatures).
Standard photosynthesis cuvettes for IRGAs are avail-
able with temperature control devices that are adequate,
but these will cause a more rapid depletion of battery
power, which can be a concern in remote field locations.
A simple alternative involves the use of a cuvette that
contains a metal base that extends into the soil (Burton
and Pregitzer, 2003). The base acts as a heat sink that
maintains ambient soil temperature within the cuvette
chamber. In addition, drying of the roots induced by
the air stream through the cuvette in open systems can
be avoided by either putting the root samples on wet
paper or inserting a wash bottle with water upstream of
the chamber (Kutsch et al., 2001a).

There are a number of artefacts potentially related
to root respiration measurements of plants grown in nat-
ural soils, especially when (1) roots are separated from
the soil and (2) are excised. The removal of soil may not
only affect plant–microbe interactions and potentially
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cause loss of highly active root hairs, but also stops the
nutrient and assimilate supply. Since respiratory costs
for nutrient uptake are high, the absence of nutrient sup-
ply affects root respiration. Poorter et al. (1995) showed
for a slow- and a fast-growing grass species that reduc-
tions in nutrient availability resulted in a decrease in
root respiration. We are not aware of any study report-
ing how fast root respiration decreases after nutrient
supply from its natural environment has been stopped
by a separation of roots from the soil.

Excision of roots is unavoidable when roots
are extracted from the soil in ecosystems, espe-
cially in grasslands. Excision methods allow the root–
rhizosphere system to develop and function naturally,
until the time roots are removed for measurement. The
accuracy of excised respiration rates depends largely
on the assumption that the root activity remains unaf-
fected by excision, at least for the length of time needed
to complete the measurements. Essentially, the hope is
to achieve a snapshot while the roots are still respiring
at the same rate they were prior to removal from their
natural environment. Effects of excision on root respira-
tion could include increased respiration due to wound-
ing responses (Cabrera and Saltveit, 2003); decreased
respiration due to the interruption of carbohydrate
supply to the root, attached mycorrhiza and adher-
ing microbes dependent on exudation; and disruption
of normal physiological processes due to the removal
of the physical, chemical and biological environment
with which the root was interacting. Measured effects
of excision on short-term root respiration rates have
varied from significant decreases (Bloom and Caldwell,
1988) to little or no effect (Marshall and Perry, 1987;
Lee et al., 2003; Lipp and Andersen, 2003). Burton
et al. (2002) report that respiration of fine roots from
different forest sites was not affected by time since col-
lection for up to four hours. Bahn et al. (2006) observed
for grassland roots that respiration decreased by less
than 5% of the initial value within five hours after sam-
pling. A method to minimize possible effects of root
wounding is to use single excisions and to sample intact
root mats containing many fine root segments (Bur-
ton and Pregitzer, 2003). Completing measurements
rapidly can lessen the potential impacts of carbohydrate
loss. Lipp and Andersen (2003), for example, found rel-
atively constant rates of root respiration for six hours
after excision, a time period much longer than the 15 to
30 minutes that are required to complete usual excision

measurements (Ryan et al., 1996; Burton and Pregitzer,
2003); but, logically, this will depend on the carbohy-
drate status of the roots, i.e. starved roots vs. well-fed
roots.

It is important to consider which parts of the
root–rhizosphere system are contributing to respira-
tion rates measured by various approaches. Excision
methods will exclude most of the respiration of myc-
orrhizal hyphae and potentially a significant portion of
respiration associated with rhizosphere microbes. The
respiration of internal structures of arbuscular mycor-
rhizas and portions of ectomycorrhizas and rhizosphere
microbial communities not removed by cleaning will be
included. However, since much of the soil and organic
matter adhering to roots, and thus much of the rhizo-
sphere, is removed in typical root excision procedures
(Burton and Pregitzer, 2003), a significant portion of
the contribution of these components is missed.

In summary, the mentioned potential artefacts in
studies on the respiration of roots in ecosystems can be
minimized by:

� carrying out root respiration measurements in situ or,
in case this is not possible, completing the measure-
ments rapidly, ideally within 30 minutes and not more
than 4 to 5 hours after sampling

� always using the same procedure and checking for
time differences

� brushing roots free of loose soil and organic matter
rather than washing or rinsing them, but keeping
roots moist

� keeping the measured root system as intact as possi-
ble, i.e. minimizing cutting effects

� always using a fresh batch of root tissue in order to
avoid substrate decline.

Measurements of root respiration at higher CO2 con-
centration need to consider the problem that large con-
centration gradients between the chamber and its envi-
ronment may result in experimental artefacts due to
leakage problems, as stated in Section 7.2.2.5 (Burton
et al., 2002).

7.3.2.2 Intact-root chamber methods
Intact-root chamber methods are sometimes used in a
similar fashion to excised-root cuvettes, with the roots
inserted into the chamber just prior to measurement,
and the chamber volume containing only roots and the
atmosphere (Cropper and Gholz, 1991). In these cases,
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the potential problems associated with root removal
from the soil environment apply except for an exci-
sion wounding response. More typically, intact-root
chamber systems surround the roots with a soil mate-
rial (Cropper and Gholz, 1991; Gansert, 1994, 1995;
Bryla et al., 2001). The entire chamber is then buried
in place, with measurements of root respiration made
periodically. For these chambers, measured respira-
tion rates will include contributions from roots, myc-
orrhizal fungi, including some hyphae, and rhizosphere
microbes utilizing rhizodeposits. Intact-root chambers
usually are sealed, but variations include open-top
chambers over which soil respiration cuvettes are peri-
odically placed to measure respiration rates (Fahey and
Yavitt, 2005). Another method is to insert tips of fresh
fine roots into small plastic containers filled with sand or
sieved mineral soil and leave them to develop a fine root
system during the next months (Kutsch et al., 2001a).
These containers can contain holes in the bottom, so
the moisture content can be kept in the same range as
the surrounding soil. For the respiration measurements
the containers can be inserted into measuring chambers
placed on the soil surface.

Buried chambers allow the root system to experi-
ence ambient temperatures, but if the chamber is sealed,
moisture content in the system may differ substantially
from that in the bulk soil. If chambers are kept in place
for an extended period of time, it also becomes diffi-
cult to know the mass of the respiring material at any
given point in time, other than those just prior to final
destructive sampling of the chamber contents.

Choice of the soil medium for intact-root chamber
systems is a major factor that could influence measured
respiration rates. Artificial media, such as organic-free
sand (Vogt et al., 1989; Kutsch et al., 2001a; Fahey and
Yavitt, 2005) and sand-vermiculite mixtures (Cheng
et al., 2005) have been used to minimize respiratory con-
tributions from the decomposition of bulk soil organic
matter. However, mycorrhizosphere respiration mea-
sured using these media can be much lower than those
for native soil (Cheng et al., 2005). It is also possible
to use native soil and then determine mycorrhizosphere
respiration rates by subtracting rates determined from
root-free, soil-only chambers. However, most intact-
root chamber systems have a fairly small root mass,
thus this approach is difficult to apply unless native
bulk soil has a low organic matter content and creates a
respiration flux that is similar in magnitude to or smaller

than that of mycorrhizosphere respiration. Cheng et al.
(2005) used soil from C4 ecosystems in chambers con-
taining intact roots of C3 plants. The difference in
isotopic signature between C4 and C3 sources allowed
separation of CO2 efflux from bulk soil and root and
rhizomicrobial components. However, they found that
respiration rates of longleaf pine roots were much lower
in non-native C4 grassland soil than in native longleaf
pine-wiregrass soil.

Open and closed gas flow systems both have been
used for excised root and intact-root chamber meth-
ods. In open systems, the change in CO2 content of
atmosphere entering and leaving the cuvette or cham-
ber is used to determine respiration rate. This requires
that a large enough change in concentration occurs for
the IRGA to accurately detect it. If changes in CO2

concentration are too small for accurate detection, then
larger samples can be used or gas flow rates can be
reduced. It should be noted, however, that reducing
the flow rate can increase the likelihood of significant
errors if the system contains even minor leaks (Bur-
ton and Pregitzer, 2003). Such effects in the past have
led several investigators to falsely conclude that CO2

concentrations used during the measurement affected
plant tissue respiration rates (Amthor, 2000b; Burton
and Pregitzer, 2003). A potential advantage of the open
system is that input CO2 concentration can be set at
levels representative of soil-atmosphere CO2 concen-
trations (Burton et al., 2002; Cheng et al., 2005). This
will avoid the diffusing out of CO2 that may be stored
in the roots and subsequent overestimation of respi-
ration rates until a new steady state is reached. It is
also recommended that all systems be checked using
empty cuvettes and chambers at several CO2 concen-
trations to assess the potential influence of gas leaks on
results.

7.3.2.3 Measurement techniques for respiration of
large coarse roots
Measurements on large woody coarse roots – hereafter
referred to as large coarse roots – cannot be made with
the procedures described above, mainly because of the
impossibility of enclosing them in regular chambers.
Large coarse root respiration can either be measured
using cut root sections under laboratory conditions or
in situ by installing chambers over the root part to be
sampled.
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In the first case, excised root sections are removed
from a tree and CO2 evolution is measured in the
laboratory under controlled conditions (Tranquillini,
1959; Kimura et al., 1968). This method allows the
use of a large sample size for determining within- and
between-tree variations in respiration rates. General
complications related to excision methods will also
apply, with the additional disadvantage that an adequate
sampling involves considerable destruction of the tree.
It is thus impossible to follow seasonal trends in respi-
ration on the same sample (Sprugel et al., 1995) and, as
a result, it may be impossible to separate maintenance
from growth respiration.

Another common approach is to fix chambers per-
manently onto intact large coarse roots above or below
the soil surface and continuously monitor the CO2 efflux
through the bark over prolonged periods of time (Lin-
der and Troeng, 1981; Benecke, 1985; Wieser and Bahn,
2004). This method is less disturbing than the excision
method but requires complex equipment to maintain air
flow through the chambers, and to monitor flow rates
and changes in CO2 concentration. Due to these hard-
ware requirements, usually only a small sample size can
be studied in parallel. Care is also needed to ensure
that permanently installed respiration chambers do not
significantly alter environmental conditions, which may
affect respiration rates.

A solution to the problem of a small sample size is
the use of removable chambers that can be clamped onto
a root section (Ryan et al., 1996; Desrochers et al., 2002).
This allows within- and between-tree variations to be
measured within a single day, and measurements on the
same site over an entire growing season. Growth res-
piration can be easily distinguished from maintenance
respiration by means of repeated measurements at the
same site. However, the need to install and leak-test
such clamp-on respiration cuvettes, and then to wait
for an equilibrium each time a measurement will be
made, reduces the number of possible measurements.

Chambers used for monitoring large coarse root
respiration are often made of Perspex R©, and enclose
either a complete section (Fig. 7.7) or only a part of
the circumference of a root. Due to the absence of a
large overheating, most field studies on large coarse
root respiration use chambers with no environmental
control.

When estimating large coarse root respiration in
situ the following precautions are necessary.

Outlet

Inlet RootSilicon rubber

Metal
plate

Nut

Screw

Figure 7.7 Clear Perspex chamber made of two half shells with
adjacent walls for continuous in situ measurements of CO2 efflux.
Half shells enclosing the root are pressed together with pile
clamps and the bearing surface is sealed with a neoprene foam
tape. At both ends of the chamber the root is coated with putty
and PTFE tape and the root is pressure sealed with soft silicon
rubber by tightening nuts on screws that press the rubber sealing
against the chamber and the root. An inlet and an outlet port
allow the chamber to be connected to an infrared gas analyzer,
operating in the differential mode to measure CO2 efflux, and an
electronic mass flowmeter for the flow rate.

� After rinsing and drying the root surface, thick or
fissured bark should carefully be pared down below
the point of chamber contact, stopping short before
the living tissue (phloem or cambium).

� Putty and non-hardening insulating foam (without
toxic volatiles) should be used to ensure a gas-
tight seal between chambers and the bark. Chambers
should be checked for gas leaks by applying an over-
pressure of up to 20 mbar.

� When chambers are attached to roots throughout one
entire growing season or longer, allowance for expan-
sion is necessary in order to prevent bark constriction
under the seals of the chambers. It is also recom-
mended to estimate changes in surface area and sap-
wood volume under the chamber-covered areas.

� Simultaneously to gas exchange measurements, tissue
temperature should be monitored in and outside the
chambers with temperature sensors inserted into the
bark down to the cambial surface.

� When working with chambers permanently sealed to
a root it is important to have a continuous supply
of ambient air. Condensation of moisture in tubing
and chambers should be prevented by insulating and
heating all the pneumatic tubing or by partial (but not
complete) drying of the inlet air.

� When measurements are not being made, glass wool
can be placed into the inlet and outlet tubing in order
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to prevent insects from entering the chamber but
allow sufficient gas exchange (Vose and Ryan, 2002).

Advantages and disadvantages of in situ large coarse
root respiration measurements are similar to those for
measurements in finer roots. An additional complica-
tion is that some of the CO2 respired in the sapwood
may be carried upward into stem, branches and foliage
instead of being released through the bark, so that mea-
sured root respiration may be underestimated. Teskey
and McGuire (2005) observed a proportional correla-
tion between the CO2 concentration in xylem sap and
CO2 efflux from the stem, which suggests that CO2 can
be easily transported within the plant. However, until
now this problem has never been resolved satisfactorily
(Sprugel and Benecke, 1991).

7.3.2.4 Mesh exclusion method
Arbuscular mycorrhizal or ectomycorrhizal hyphal res-
piration can be separated from root and soil respiration
by using nylon meshes with pore sizes that allow the in-
growth of fungal hyphae while excluding roots (John-
son et al., 2001a). Typically, cores of either undisturbed
or sieved soil are established in the field and a certain
time period is allowed for the in-growth of mycorrhizal
hyphae. The cores can range in diameter depending on
the study (from 2 to 20 cm have been used) and can
be inside deep collars that have windows covered by
meshes, or directly in mesh bags. The collars can be
hammered directly into the ground, thus avoiding the
disturbance caused by removing soil cores. This may
not be possible in some harder soils. Depending on the
vegetation, one can use meshes with 41 µm pores to
allow EM hyphae but no tree fine roots, or meshes with
20 µm pores to allow AM hyphae while excluding very
fine (e.g. grass) roots. Additionally, 1 µm meshes can be
used to exclude both hyphae and roots. The presence of
pores has the additional advantage of allowing the flow of
water and dissolved substances through the mesh, thus
minimizing the disturbance of natural conditions. How-
ever, mesh bags might still prevent water flow out of the
bag in very fine (i.e. clay) soils, thus moisture should
be monitored closely in all treatments. With CO2 efflux
measurements from these different treatments and of
total soil respiration (using shallow collars, not cutting
any roots), the contribution of mycorrhizal and root
respiration can be calculated separately. The following
points should be considered when using this method.

� Soil cores should be deep enough to include the main
rooting zone. A problem can be deeper roots but they
are unlikely to contribute much to the overall flux
(because of oxygen limitation and their main func-
tioning in passive water uptake).

� Enough time should be given for decomposition of
remaining dead roots and mycorrhizal hyphae col-
onization of the soil core. The waiting time for the
latter will depend on the soil core size and the growth
activity of mycorrhizal hyphae. Decomposition and
in-growth can be considered ‘complete’ when differ-
ences in soil respiration among treatments are stable.

� As mycorrhizal hyphae and active fine roots are pre-
dominantly found in the organic rich topsoil layers,
any collar inserted only a few centimetres deep into
the soil will cut through this assimilate supply ulti-
mately reducing the soil CO2 efflux. Shallow collars
should be used to capture such fluxes. A good seal
between ground and collar can be achieved by cut-
ting through the top dry litter layer around the collar
and then pressing it gently into the Of/Oh layer,
fixing it with metal hooks down to the ground.

� A possible diffusion of CO2 into the soil cores through
the meshes should be estimated, e.g. by using a con-
trol deep collar with no windows.

In the laboratory, the same mesh sizes can be used
and gas samples can be taken in sample vials and ana-
lyzed with an IRGA to obtain fluxes. The rotation of
cores in order to sever hyphal connections is sometimes
performed in field or laboratory experiments. This tech-
nique can be used to immediately terminate the flow of
carbon and nutrients through mycorrhizal hyphae and
to compare fluxes before and after hyphal severance
(Johnson et al., 2002b).

A limitation to the method is given by the fact
that only the contribution of the mycelium inside the
cores can be measured. The density of AM hyphae will
decrease with the distance from the root, so that calcu-
lated mycorrhizal respiration will represent a minimum
estimate; smaller cores may be desirable in this case.
Hyphal density in EM systems does not necessarily
decrease with root distance, but in this case, the respi-
ration of the mycorrhizal sheath around the roots will be
missed. However, such estimates are still useful to study
the proportion and response of mycorrhizal respiration
to environmental factors. On the other hand, massive
proliferation of roots and mycorrhizal hyphae against
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the side of the mesh might lead to an overestimation
of respiration rates. This can easily be checked for by
appropriate controls (e.g. deep collars without mesh),
especially in EM systems.

As with other exclusion techniques, potential
changes in nutrient and water status, as well as the
lack of competition with roots and mycorrhiza, could
alter microbial respiration of soil organic matter and lit-
ter in the mycorrhiza-free soil. Possible priming effects
on respiration could also change as a result of root and
mycorrhizal fungi exudates being absent in treatments
excluding these components.

7.3.2.5 Field measurements to take in conjunction
with root respiration
As seen in Section 7.2, a variety of potential con-
trolling factors can be measured in conjunction with
field measurements of mycorrhizosphere respiration.
By accounting for the effects of these factors, one can
better model ecosystem-level carbon flux from myc-
orrhizosphere respiration and in some cases can uti-
lize them as statistical covariates, allowing experimental
responses to be clearly identified.

An assessment of the roots measured also should
be made. Beside dry weight and length, to which myc-
orrhizosphere respiration is usually related, this could
include the root size classes or orders measured, root
N concentration, depth, root age or other demographic
classifications (white, brown, woody) and presence of
mycorrhizal structures. For intact-root chamber meth-
ods, such characteristics for roots in the chamber may
differ significantly than those for roots in the bulk soil,
leading to different respiration rates (Fahey and Yavitt,
2005). For excised-root methods, one has to be sure to
measure roots from the wide variety of sizes, orders,
ages and depths present, to truly scale results up to
ecosystem-level fluxes.

Researchers wishing to model seasonal or annual
mycorrhizosphere respiration fluxes should take multi-
ple measurements throughout the period of interest as
well as diurnal measurements if possible. Using a single
Q10 to adjust rates to temperatures that differ greatly
from measurement days is not recommended, as Q10

can vary widely with species, season and temperature,
and will depend largely on substrate supply and status
of the root (Atkin et al., 2000b; Burton et al., 2002;
Atkin and Tjoelker, 2003). Where possible, field-based

estimates of seasonal or annual mycorrhizosphere res-
piration should be compared to independently derived
estimates based on carbon budgeting, isotopic methods
or other techniques to assess the correctness of their
overall magnitudes. Careful comparisons of multiple
techniques (Cheng et al., 2005; Kuzyakov and Lari-
onova, 2005) will let us further assess the accuracy and
pitfalls of common techniques, such as root excision and
intact-root chamber systems.

7.3.3 Laboratory methods

7.3.3.1 O2 consumption and CO2 release methods
In the laboratory, respiration rates in roots may be deter-
mined in enclosed cuvettes using infrared gas analyz-
ers that measure net CO2 efflux or using Clark-type
oxygen electrodes that measure net O2 uptake. Dur-
ing mitochondrial respiration, O2 is consumed in the
electron transport chain by both the ATP producing
cytochrome C oxidase and the non-ATP producing
alternative oxidase. Carbon dioxide is released by the
decarboxylations of pyruvate and malate in the mito-
chondrial tricarboxylic acid (TCA) cycle. Thus, root
respiration measured as O2 consumption or as CO2

release may not be identical; the ratio of CO2 to O2

is termed the respiratory quotient, RQ. The RQ has
been found to vary between species, sections of roots
and depends on the nitrogen source (Lambers et al.,
1996).

‘Oxygen cuvettes’ are used to determine rates of
root respiration in either roots bathed in a buffered
hydroponic medium (e.g. 10 mM HEPES and 10 mM
MES, pH 5.8) placed in liquid phase chambers or
in cleaned root segments placed in gas phase cham-
bers. In both cases, temperature-controlled water baths
(e.g. Burton et al., 1996) are often used. The buffered
medium has the advantage that it is easy to apply chem-
icals and control temperature. Further, with these types
of measurements it is easier to estimate root respiration
alone without any signal from microbial respiration.
Prior to measuring root respiration, the O2 electrode
needs to be calibrated using air-saturated water (liquid
phase chamber) or standard gases (gas phase chamber)
that are in equilibrium with the temperature of measure-
ment – large errors in calibration can occur when using
air-saturated water that has not been allowed to equili-
brate to the temperature of measurement. The uptake
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of O2 by roots is measured polarographically after seal-
ing roots in a closed cuvette (Walker, 1985); typically,
it is advisable to wait a few minutes before commencing
a determination of the rate of O2 depletion. Rates are
then measured over a 10 to 45 minute period, provided
the O2 concentration in the solution remains above 10%
to 20% of that of air saturation. A constant tempera-
ture during measurements is important, firstly because
of the temperature sensitivity of the electrode, and sec-
ondly because of the change in solubility of O2 in water
at different temperatures.

Root CO2 release is related to the root’s carbon
balance, and can be measured with IRGAs in either
open or closed mode connected to an enclosing cuvette.
Thus, root respiration is either measured as CO2 differ-
entials or as a build-up of CO2 concentrations inside the
cuvette. Currently, there are no commercially available
root cuvettes of this kind. Cuvettes are custom built (Qi
et al., 1994; Christ and Korner, 1995; Leverenz et al.,
1999), and usually so that it seals around the root–shoot
junction. In this way, root respiration can be measured
in a somewhat more natural environment, with the root
still connected to the shoot and the root in a soil medium.
However, this makes it difficult to add chemicals in a
controlled manner. Further, the temperature control of
the root is poor and, depending on the type of medium,
root respiration is measured at a background of micro-
bial respiration. Carbon dioxide efflux rates can also be
measured using intact roots bathed in buffered hydro-
ponic media, in an open flow-through system (Poorter
et al., 1990; Atkin et al., 1996). When using an open
system, enclosing more tissue within the chamber may
increase the measured CO2 differentials. This may be
accomplished by measuring entire root systems in a
larger cuvette. Examples of custom-built chambers for
roots include a chamber using an extended heat sink for
insertion into soil or a water bath (Burton and Pregitzer,
2003).

The potential direct inhibitory effect of high CO2

concentration, on root respiration is something that
needs to be considered for root respiration measure-
ments in general. As pointed out by Reuveni et al.
(1993), to obtain stable reliable readings of O2 con-
sumption by roots in closed cuvettes with O2 electrodes,
at least a 10% reduction is needed from the initial
20.8%. For simplicity, if a respiratory quotient (i.e.
CO2 release/O2 uptake) of 1 is assumed then a build-
up of CO2 in the cuvette from 350 ppm to 20 000 ppm

can be expected. However, many of the previously
reported effects of CO2 concentration on plant tissue
respiration may have resulted from experimental arte-
facts, as discussed in Section 7.2.2.5.

7.3.3.2 Measuring root respiration temperature
response in the laboratory
Direct effects of temperature on root respiration may
be termed the temperature sensitivity of root respira-
tion. Two important methodological aspects of studying
the temperature sensitivity of root respiration are (1) to
ensure a good temperature control of the root material
and (2) to ensure that the response of root respiration
to changing temperature is obtained quickly and within
the same root material. Temperature control of root
material is best obtained using Clark-type electrodes
coupled to a temperature-controlled water bath. As the
root material is immersed in water medium with a stir-
rer the desired temperature control of the root material
is ensured. In cuvettes enclosing a soil–root core, in
which root respiration is measured as CO2 release, the
temperature control of the root tissue is usually less
accurate/certain, although the cuvette can be covered
by a water jacket coupled to a water bath or placed
inside a temperature-controlled growing chamber. On
the other hand, root respiration measurements in Clark-
type cuvettes are typically restricted to only a few mea-
surements due to O2 depletion. Root respiration mea-
sured as CO2 release from soil cores does not suffer this
problem. Thus, the response of root respiration of the
same material to several different temperatures is bet-
ter achieved by CO2-release measurements. Therefore,
the choice of how root respiration is to be measured in
response to temperature depends on whether the inves-
tigator prioritizes accurate temperature control of the
tissue or that the temperature response be determined
within the same root material.

7.3.4 Calculating the Q10

Q10 values are often used to describe the short-term
temperature response of root respiration. Berry and
Raison (1981) suggested that Q10 offers an important
advantage over Arrhenius theory (derived from physical
chemistry) when interpreting the temperature depen-
dence of respiration; that being that Q10 does not imply
a mechanistic explanation (whereas the use of an appar-
ent activation energy, Ea, does). The Q10 is simply the
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ratio of respiration at one temperature to that at 10 ◦C
lower. The Q10 can be calculated according to:

Q 10 =
(

RT

RTo

)[
10

T−To

]

Eq. (7.1)

where RT is the respiration rate measured at a given
temperature (T) and RTo is the respiration rate measured
at a reference temperature (To). In Eq. (7.1), T and To

do not have to be 10 ◦C apart. A rearrangement of Eq.
(7.1) provides the following formula:

RT = RTo Q [(T−To )/10]
10 Eq. (7.2)

in which RT may be predicted as a function of the Q10
and the measurement temperature (T).

When rates of respiration have been determined
over a range of measurement temperatures (but below
the optimum temperature), a simple exponential func-
tion will often adequately describe the temperature
response. Respiration at any given T (RT) can be pre-
dicted using a model of the form:

RT = R0 ◦C(ekT ) Eq. (7.3)

where R0 ◦C is respiration at 0 ◦C and k is a temperature
coefficient. Equation (7.3) may be fitted using standard
non-linear regression techniques. Alternatively, k may
be determined by linear regression of ln-transformed
respiration plotted against measurement temperature
(T) (derived by ln-transforming both sides of Eq. (7.3);
note: this value of k may differ from that obtained from
Eq. (7.3)). Q10 may be then estimated from k using the
following formula:

Q 10 = e10k Eq. (7.4)

Equations (7.1) through (7.4) do not, however, provide
information on the extent to which the temperature
coefficient of respiration changes with measuring tem-
perature (rather, they provide an estimate of the average
Q10 for the temperature range To to T).

The short-term response of respiration to temper-
ature is not strictly exponential, except perhaps over
a limited temperature range below the optimum tem-
perature. In other words, the temperature sensitivity
of respiration may change with measurement temper-
ature, implying that Q10 is temperature dependent.
This may be revealed by a lack of fit of respiration
against measurement temperature when using exponen-
tial temperature-response functions (Eq. (7.2) or (7.3)).
To overcome these limitations, an estimate of Q10 at

each temperature is needed. If the regression slope of
ln-transformed respiration against measurement tem-
perature (k in Eq. (7.3) and (7.4)) is linear, then
a single Q10 value can be used across all tempera-
tures over a defined measurement temperature inter-
val. However, the slope may not be constant, as would
be evident by the lack of linearity in the regres-
sion fit, and a significant polynomial fit to the ln-
transformed respiration versus temperature data. This
fitted polynomial equation can then be differentiated
to get the slope (i.e. k) at each temperature; these
slopes may then be used to calculate Q10 values at each
temperature (Eq. (7.4)). It should be noted that the
use of ln-transformed respiration versus temperature
plots to determine the temperature dependence of Q10

requires the analysis to be based on a large number
of measurements conducted at several temperatures.
Reliance on too few replicates and/or measurement
temperatures may result in insufficient statistical power
to adequately distinguish between a linear or poly-
nomial fit to the ln-transformed respiration versus tem-
perature plots, and perhaps erroneous conclusions being
made about the temperature dependence of the Q10.

When the above analysis clearly shows that Q10

varies with measuring temperature, the extent of that
temperature dependence can be approximated via linear
regression of the Q10 values plotted against T to yield a
formula:

Q10 = c − bT Eq. (7.5)

where c is the Q10 at 0 ◦C and b is the slope of the Q10

versus T plot. Tjoelker et al. (2001) and Atkin et al.
(2005b) provide generalized equations to describe the
approximate temperature dependence of root Q10 across
biomes and contrasting plant taxa. It should be noted
that if the data range includes respiration measured at
values lower and higher than the optimum tempera-
ture, then Q10 may in fact exhibit a non-linear decline
with increasing measurement temperature throughout
a broad temperature range.

7.3.4.1 Fitting curves to measured data
Curve fitting to measured respiration data can be accom-
plished in several ways. Here, we describe the use of
standard non-linear regression techniques to fit curves
by iteration to existing data using Eq. (7.3), a special
case of Eq. (7.2), where RTo is R0 ◦C (i.e. respiration at
0 ◦C) and T substitutes T − To. In cases where Q10
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is temperature independent, estimates of R0 ◦C and the
average Q10 over the temperature range are estimated
parameters, based on non-linear regression. The result-
ing expression may then be used to predict respiration
and plot the fitted curves.

Whenever Q10 is temperature dependent (e.g. data
are measured over a broad temperature range that
approaches or includes the temperature optimum of
respiration), curve fitting to measured data requires
Eq. (7.2) to be modified. By substituting Eq. (7.5) into
Eq. (7.2) (and T−To with T), the following expression
is obtained:

RT = R0 ◦C(c − bT)[T/10] Eq. (7.6)

where R0 ◦C is respiration at 0 ◦C, and c and b are con-
stants that describe the intercept and slope of Q10 versus
temperature plots, respectively. Again, standard non-
linear regression methods can be used to estimate R0 ◦C,
c and b. These values will then be used to predict RT

and plot the fitted curves.

7.3.4.2 Predicting respiration in the absence of a
measured temperature response
In cases where the temperature response of respira-
tion has not been determined experimentally, respira-
tion at different temperatures (RT) can be modelled.
Assuming that the Q10 value is temperature insensi-
tive, then the rates of RT at any given temperature (T)
can be predicted using Eq. (7.2). However, as stated
above, Q10 is often temperature sensitive. Then, an
equation that takes into account the temperature depen-
dence of the Q10 is needed to successfully predict rates
of RT at given temperatures. Intuitively, one might
replace the single Q10 value in Eq. (7.2) with a term
that describes the temperature dependence of the Q10

(RootQ10 = 3.00 − 0.0450T, where T is temperature;
Tjoelker et al. (2001); Atkin et al. (2005b)). However,
this approach fails to accurately predict rates of RT,
particularly at measuring temperatures that are much
higher than the reference temperature, owing to the
fact that the Q10 describes the proportional change in
respiration across a 10 ◦C interval. To predict rates of
RT when using a temperature-dependent Q10, Atkin
et al. (2005b) concluded that the Q10 at the midpoint
between the reference (To) and prediction temperature
(T) should be used as shown in the following equation:

RT = RTo [x − y((T + To )/2)][(T−To )/10] Eq. (7.7)
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Figure 7.8 Rates of respiration predicted using Eq. (7.7) against
observed data (Covey-Crump et al., 2002). Assumed values in
the equation: RTo was taken as the rate of respiration at 0 ◦C
(6.01 nmol O2 g−1 s−1), x = 3.00 and y = 0.045 (Atkin et al.,
2005b; Tjoelker et al., 2001). See text for further details.

where x and y are constants that describe the tempera-
ture dependence of the Q10. To use Eq. (7.7), an initial
RTo value at To is either measured or obtained from pub-
lished literature. Rates of respiration at new tempera-
ture (RT) can then be predicted using a temperature-
dependent Q10 equation (e.g. Eq. (7.5)). Eq. (7.7) may
be used in predicting temporal changes (e.g. diurnal)
in respiration with changing ambient temperatures by
solving for a new RT for each successive temperature-
measurement interval (Fig. 7.8).

7.3.5 Methodology for quantifying the degree of
acclimation

7.3.5.1 Set temperature method
One of the most common characteristics of acclima-
tion is that a change in growth temperature results
in a change in respiration at a set measuring tem-
perature (Atkin et al., 2005b). Thus, comparisons of
rates of respiration at a set measuring temperature
can provide an indication of the degree of acclimation
(AcclimSetTemp). Using the set temperature method,
the degree of acclimation can be quantified as the rate
exhibited at a particular measurement temperature by
a cold-grown plant divided by the rate exhibited by a
warm-grown plant. High ratios indicate high degrees
of acclimation (with a ratio of 1.0 indicating no dif-
ference between cold- and warm-grown plants, i.e. no
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acclimation). AcclimSetTemp values greater than 1.0
are common, suggesting that most plant species are
capable of acclimation via up-regulation of respira-
tion in cold compared to warm temperatures, at least
when defined by the differences in respiration at a set
temperature.

In cases where Q10 is constant after acclimation,
this approach yields constant ratios of rates of respira-
tion of cold-grown to warm-grown plants, regardless of
the measuring temperature. However, changes in mea-
suring temperature result in temperature-dependent
changes in AcclimSetTemp if the mean Q10 differs
between the cold- and warm-grown plants (Atkin et al.,
2000b). Given that acclimation can be associated with
changes in Q10 (Atkin et al., 2005b), this means that
AcclimSetTemp ratios need to be treated with cau-
tion, especially when comparing results from sepa-
rate studies where different measuring temperatures
were used. However, within individual studies the
ratio is likely to provide estimates of the extent of
acclimation.

7.3.5.2 Homeostasis-based methods
Homeostasis is also one of the defining characteristics
of acclimation; many studies have defined full accli-
mation as the situation when plants grown at different
temperatures exhibit identical rates of respiration,
when measured at their respective growth temperatures
(Atkin et al., 2005b). Homeostasis forms the basis of
several methods used to assess the degree of acclima-
tion. In Larigauderie and Körner (1995) and Tjoelker
et al. (1999), homeostasis was assessed via determining
the ratio of respiration of warm-grown plants to that of
cold-grown plants, each measured at their respective
growth temperature. Larigauderie and Körner (1995)
defined this ratio as the long-term acclimation ratio
(LTR10), the proportional change in respiration of
plants grown and measured at one temperature com-
pared with those grown and measured at a temperature
10 ◦C lower (LTR10 is analogous to the Q10 of the
short-term temperature response function). Full accli-
mation (i.e. perfect homeostasis) was assumed to have
occurred when LTR10 is equal to 1.0. LTR10 values
that are greater than 1.0 but less than the Q10 indicate
partial acclimation. No acclimation would occur when
LTR10 and Q10 values are equal. By comparing LTR10

values with published values of Q10, Larigauderie and
Körner (1995) assigned a degree of acclimation to each

plant species (not a specific value, but rather whether
the degree of acclimation was near-full, high, medium
to low or very low). The LTR10 method is useful in
providing an insight into inter-specific differences in
the degree of acclimation. Comparing LTR10 values
with short-term Q10 values from the same species
avoids potentially misleading conclusions concerning
the degree of acclimation associated with low LTR10

values. For example, viewed in isolation, a low LTR10

such as 1.3 might suggest a very high degree of accli-
mation. However, if the Q10 of the same tissue were
also low (e.g. 1.5), then little adjustment in rates of res-
piration would have occurred in response to the change
in growth temperature. By comparing LTR10 and Q10

values, the magnitude of acclimation in respiration to
temperature can be appropriately compared.

The method of comparing LTR10 with Q10 val-
ues does, however, have some drawbacks. Firstly, the
method does not allow a definitive degree of acclima-
tion value to be applied to any one species. Secondly, it
requires LTR10 to be compared with Q10 values; how-
ever, deciding on which Q10 value to compare the LTR10

may be problematic if short-term temperature response
data are missing, or if Q10 itself changes as a result of
acclimation. If growth temperature affects Q10, then the
conclusions reached will depend on which Q10 value is
used (i.e. should one use the Q10 of the warm- or cold-
grown plants?). Finally, the biological basis for stating
that full acclimation is when LTR10 equals 1.0 has not
been demonstrated; in some cases cold-grown plants
exhibit faster rates of respiration than do warm-grown
plants, when each is measured at their respective growth
temperatures (Loveys et al., 2003).

Another limitation to the LTR10 method is that
it does not assign a quantitative degree of acclimation
value. Atkin et al. (2005b) proposed a method for assign-
ing such a value using the range of LTR10 values that
occur between no acclimation (i.e. AcclimLTR10 = 0,
which is when the LTR10 and the short-term Q10 are
equal), and full acclimation (i.e. AcclimLTR10 = 1.0).
This range is equivalent to the short-term Q10 minus
1.0. Therefore, the degree of acclimation is:

AcclimLTR10 = 1 −
(

LTR10 − 1
Q10 − 1

)
Eq. (7.8)

Thus, knowledge of the short-term Q10 and LTR10

means that a quantitative degree of acclimation to any
plant tissue can be assigned. Use of this approach
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requires the use of mean values of Q10 and LTR10 for
different growth temperatures.

Loveys et al. (2003) proposed the homeostasis method
approach (a modification of the above method of com-
paring LTR10 and Q10 values), where the degree of
acclimation (AcclimHomeo) is taken as the ratio of respi-
ration exhibited by cold-grown plants divided by respi-
ration of the warm-grown plants (each measured at their
respective growth temperature). The degree of acclima-
tion increases as AcclimHomeo increases. AcclimHomeo
is the inverse of the LTR10 (Loveys et al., 2003);
another difference is that the homeostasis method does
not require that AcclimHomeo be compared with Q10.
This has advantages and disadvantages; a definitive
degree of acclimation is provided without the need
for comparison with variable Q10 values that can be
growth-temperature dependent. Moreover, it does not
assume full acclimation, and allows for cases where cold-
grown plants exhibit faster rates of respiration than
warm-grown plants, each measured at their respective
growth temperature. However, the method does not
take into account tissues whose Q10 is low (and thus
already lead to a high AcclimHomeo value, even with-
out large adjustments in respiration occurring). Fortu-
nately, few species exhibit Q10 values that differ sub-
stantially from the common mean values of 2.0–2.5.
Thus, the AcclimHomeo ratio probably provides a good
indication of the degree of acclimation of respiration to
contrasting growth temperatures. It is probably most
useful for comparisons of multiple species grown under
identical conditions.

7.3.5.3 Quantifying acclimation: which method to
use?
If generalizations are to be made about the degree of
temperature acclimation of respiration in plants, greater
effort will be needed to standardize the methods by
different research groups. Ideally, acclimation is best
quantified using Eq. (7.8), as this takes into account
both the short- and long-term responses of respiration
to temperature. However, in some studies it may not
be possible to obtain estimates of both Q10 and LTR10;
in such cases the set temperature method should be used
(with the knowledge that the AcclimSetTemp value is
measurement-temperature dependent). Alternatively,
measurements might be best made at the growth tem-
perature (in cases where temperature control during
measurements is limited) with analyses then being made

using the homeostasis method. Ultimately, the choice of
which method to use will depend on the nature of
the comparison being made (e.g. pre-existing plants
that experience a change in growth temperature, ver-
sus plants that develop under contrasting temperature
regimes).

7.4 MYCORRHIZOSPHERE RESPIRATION
AT THE ECOSYSTEM SCALE

Since direct measurements of root or mycorrhizosphere
respiration are related to a certain amount of root
biomass or root length, scaling up from chamber mea-
surements to the ecosystem scale requires additional
information about the root biomass or root density and
their dynamics. The fine root biomass is highly dynamic
so a singular measurement does not provide sufficient
information to estimate annual sums of mycorrhizo-
sphere respiration. In addition, a full below-ground
carbon balance also requires the turnover of fine root
biomass. Carbon allocation to the root system and its
subsequent usage for the build-up of root biomass is a
highly plastic process that is driven by the phenology
and the dynamic of climatic and site constraints (Hen-
dricks et al., 1993; Middelhoff, 2000; Hendricks et al.,
2006).

Surprisingly, there is no standard method to derive
the dynamic of the fine root biomass or fine root pro-
duction. Sequential coring (Kalela, 1955; Persson, 1978;
Vogt and Bloomfield, 1991; Vogt and Persson, 1991)
is still the most often used approach, even if it clearly
underestimates fine root production in most cases. Usu-
ally, this method is conducted with sharp root corers
that are driven into the rooted zone of the soil. A statis-
tically significant number of samples have to be collected
at intervals of about three to six weeks. Coring locations
have to be positioned randomly within a defined plot.
Root production or mortality can be calculated either
from the difference between minimum and maximum of
fine root bio- and necromass within a measuring period
of at least 12 months (minimum–maximum method,
Hertel and Leuschner, 2002) or from the mean root
mass of two consecutive measurements. The problem
of the method is that one has to assume that fine
root production and mortality occur asynchronously
(Hendricks et al., 2006). Mortality of some roots during
a net growth phase is not acquired, nor is root growth
during a net mortality phase. To avoid the resulting
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underestimation one has to quantify the changes in live
and dead root mass in consecutive intervals and subtract
the losses of necromass due to decomposition (compart-
mental flow method, Hertel and Leuschner, 2002).

In in-growth core experiments, volumes with local
soil material but free of roots are created and the
amounts of roots growing into these volumes are
detected (Persson, 1980; Powell and Day, 1991; Majdi
et al., 2005). Usually, soil cores are taken from the site,
sieved and relocated after extraction of all roots. Her-
tel and Leuschner (2002) removed only macroscopi-
cally visible live and dead root material by hand. They
assumed that smaller dead rootlets would be decom-
posed during the experiment. The remaining soil mate-
rial can be replaced into the hole either in a mesh bag
that allows fast re-sampling or directly with the edges
marked at the soil surface. Care has to be taken that the
structure and density of the soil samples is conserved
as much as possible. Since the in-growth cores supply a
soil volume that excludes competition with other roots
the method may result in an overestimation of fine root
production.

Another tool to study root dynamics are minirhi-
zotrons (Hendrick and Pregitzer, 1992; Majdi, 1996;
Johnson et al., 2001b). They consist of clear glass or
plastic tubes that are installed in the rooted soil. The
roots growing along the outside walls of the tubes can
be monitored by means of a specialized video camera.
By taking repeated images through time, the turnover
of roots can be monitored from growth to decay.

The best estimates of root dynamics and turnover
are obtained by a combination of the considered meth-
ods (Lauenroth, 2000; Hertel and Leuschner, 2002;
Hendricks et al., 2006). The total mycorrhizosphere res-
piration can be calculated by multiplying the biomass-
specific respiration rate with the root biomass repre-
sentative of a certain period. However, it has to be
considered that biomass-specific respiration rates may
vary depending on phenology, activity or structural
properties of the roots (Kutsch et al., 2001a). Another
error may arise if mycorrhiza-free roots are measured
in the laboratory and ecosystem-scale mycorrhizo-
sphere respiration is calculated by multiplying the rates
obtained by these measurements with root biomass. In
this case the mycorrhizosphere respiration might be
underestimated.

Another approach to calculate mycorrhizosphere
respiration at the ecosystem scale is to subtract

above-ground litter input from total soil respiration
(Ewel et al., 1987; Bowden et al., 1993). However, this
approach, which should not be applied at shorter time
scales than annual balances, assumes that the soil carbon
budget is balanced and cannot distinguish between the
direct respiration of assimilates and the mineralization
of dead fine roots and usually results in higher values
than pure mycorrhizosphere respiration estimates.

Total below-ground carbon usage of the vegetation
(mycorrhizosphere respiration plus fine root produc-
tion) can also be estimated from total ecosystem car-
bon or nitrogen budgets (Aber et al., 1985; Nadelhoffer
et al., 1985; Kutsch et al., 2001b, 2005; Hendricks et al.,
2006). In the case of carbon budgeting, gross primary
production (GPP) has to be derived either from eddy
covariance measurements or from canopy gas exchange
models. Below-ground carbon usage can be calculated
by subtracting above-ground plant biomass production
and above-ground plant respiration from GPP. The
remaining part can be split into mycorrhizosphere res-
piration, fine root turnover and coarse root increment.
Values calculated for different ecosystems are given as
an example of this method in Table 7.1. More recent
long-term data (Heinemeyer et al., 2011) also separate
root and mycorrhizal contributions in relation to GPP
and NPP.

7.5 CONCLUDING REMARKS

Mycorrhizosphere respiration combines all sources of
CO2 respiring compounds derived from live plant roots.
Physiological, ecological and environmental conditions
determine where this carbon is respired – either by the
root itself, by bacteria and fungi in the rhizosphere,
or by mycorrhizal hyphae – as well as the amounts of
carbon respired. Although many field and laboratory
methods have been developed to determine respiration
rates and controls of each component, each with its
own advantages and drawbacks, partitioning respired
carbon in the mycorrhizosphere remains a challenge.
One major problem still to be solved is the disturbance
of natural soil conditions while making measurements.
Linking methods described in this chapter with the use
of isotopic tracers (e.g. pulse and continuous labelling)
is now being explored as a way forward in this area.

Further attention should be given to studying
fluxes through root-associated micro-organisms. The
exclusion of rhizosphere and mycorrhizal hyphae
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Table 7.1 Estimated proportion of mycorrhizosphere respiration in various ecosystems. Data after Kutsch et al.
(2001b) and Kutsch (unpublished data). The model was developed from data obtained from chambers containing roots
and mycorrhiza in the Bornhöved sites, and later used to obtain estimates for the Hainich forest.

Above-ground Mycorrhizosphere
GPP NPP respiration respiration

Site Years Vegetation g m−2 a−1 g m−2 a−1 g m−2 a−1 g m−2 a−1 [% GPP]

Bornhöved 1992–93 Beech forest 1324 656 437 231 17.4
Bornhöved 1992–93 Alder forest 2420 843 397 1181 48.8
Bornhöved 1992–93 Cropland

(maize)
1682 1059 362 261 15.5

Hainich 2000–07 Beech 1612 746 429 437 27.5
dominated
mixed forest

components when using most methods becomes espe-
cially important when considering the high proportion
of root carbon exported to these sources, as shown by
isotope and micro-pore mesh techniques. These and
other innovations (e.g. use of shallow collars to capture
undisturbed fine root and mycorrhizal respiration) make
it clear that method development will lead to a better
understanding of mycorrhizosphere carbon fluxes and
from there to an improved modelling of the soil system.

The response of mycorrhizosphere respiration to
climatic change poses a further challenge to this area of
research. The effects of changing CO2 concentrations
and temperature on mycorrhizosphere components, as
well as degrees of acclimation, can play an important role
in determining soil carbon dynamics in future scenarios.
The response to these factors of different vegetation
types or even of particular species of mycorrhizal fungi,
necessary for determining ecosystem and global-scale
dynamics, is only starting to be explored.
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8 � Separating autotrophic and heterotrophic
components of soil respiration: lessons learned
from trenching and related root-exclusion
experiments
Daniel Epron

8.1 INTRODUCTION

Soil respiration (RS, Fig. 8.1) is the sum of an
autotrophic component (RA) produced by roots and the
associated rhizosphere (mycorrhizas and rhizosphere
bacteria) and a heterotrophic component (RH) origi-
nating from soil micro-organisms that decompose the
organic materials from both above-ground and below-
ground litter (Bowden et al., 1993; Boone et al., 1998;
Epron et al., 1999). Autotrophic respiration involves
root carbohydrates and root exudates that have very
low residence time in soil, while the heterotrophic com-
ponent involves carbon compounds with a longer res-
idence time, ranging from months to years for fresh
litter and from years to centuries for old soil organic
matter. All components are thought to be differently
influenced by climatic conditions and site characteris-
tics (Boone et al., 1998; Epron et al., 2001; Lavigne
et al., 2004; Dilustro et al., 2005) and are thought to
respond differently to elevated atmospheric CO2 or
soil warming (Rustad et al., 2001; King et al., 2004;
Pendall et al., 2004; Soe et al., 2004; Eliasson et al.,
2005). Thus, separate estimations of these components
are required for analyzing and modelling soil respiration
and its response to climate or perturbation, for provid-
ing a better knowledge of carbon budgets of ecosystems
and for improving carbon sequestration in soil (Han-
son et al., 2000; Ryan and Law, 2005; Subke et al.,
2006). Reliable estimates of heterotrophic respiration
are also required to evaluate the variation in soil carbon
stocks (�CS) as the difference between litter production
(L) and the heterotrophic component of soil respiration

(�CS = L – RH), when the loss of soluble or volatile
organic carbon is negligible (Hanson et al., 2000).
Similarly, carbon sequestration in an ecosystem (i.e.
net ecosystem production, NEP) can be evaluated as
the difference between the change in plant biomass
(biomass increment, �B and litter production), and the
heterotrophic component of soil respiration (NEP =
�B + L – RH, Law et al., 2001).

Estimation of the contribution of root respiration
to total soil respiration varies widely, from 22% (Tate
et al., 1993) to 90% of total soil respiration (Thierron
and Laudelout, 1996) with most values ranging between
50% and 60% (Nakane et al., 1983, 1996; Hanson et al.,
2000; Epron et al., 2001; Bond-Lamberty et al., 2004b).
A significant part of this variability is probably a conse-
quence of limitations in the various methods that have
been employed. The various methods that enable the
separation of autotrophic from heterotrophic respira-
tion have been examined critically by Hanson et al.
(2000) and, more recently, by Kuzyakov (2006) and
Subke et al. (2006). Root respiration can be estimated
by comparing in situ soil respiration and microbial res-
piration of soil samples from which roots were removed
(Lamade et al., 1996; Thierron and Laudelout, 1996), or
alternatively, heterotrophic respiration can be estimated
by subtracting specific respiration of excavated roots
from soil respiration (Maier and Kress, 2000; Kutsch
et al., 2001; Law et al., 2001; Bahn et al., 2006). These
component integration methods are criticized because
of disturbance effects due to the physical separation of
the components (soil coring and sieving, root sorting

Soil Carbon Dynamics: An Integrated Methodology, eds Werner L. Kutsch, Michael Bahn and Andreas Heinemeyer.
Published by Cambridge University Press. © Cambridge University Press 2009.
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RTPRIP

R H R HRA RD

Figure 8.1 Soil respiration and its components (RIP, soil
respiration in intact, control plots; RTP, soil respiration in
trenched (or girdled) plots; RA, autotrophic respiration; RH,
heterotrophic respiration; RD, additional heterotrophic
respiration associated to the decomposition of root killed after
trenching, clear cutting, clipping or girdling).

and cleaning) and because of potential errors when scal-
ing mass-based rates of microbial (or root) respiration
to area-based rates of soil respiration. Autotrophic and
heterotrophic components of soil respiration can also
be estimated indirectly by regressing soil respiration
against root biomass (Kucera and Kirham, 1971), but
this approach is valid only when there is a strong corre-
lation between root biomass and soil respiration, which
might be more often the case in grassland than in forest
ecosystems. Autotrophic respiration can also be calcu-
lated by subtracting litter, root and soil organic matter
decomposition rates from soil respiration (Ewel et al.,
1987; Epron et al., 2001) but there are large uncertain-
ties both on the decomposition kinetics of some com-
partments, or on microbial efficiency (i.e. the fraction
of carbon not lost as CO2 during decomposition). The
partitioning of soil respiration into autotrophic and het-
erotrophic components of soil respiration has also been
obtained with isotopic techniques, using bomb derived
14C signature (Dörr and Münnich, 1986; Gaudinski
et al., 2000; Trumbore, 2000; Schuur and Trumbore,
2006) or by pulse labelling plant materials with 14C or
13C CO2 (Swinnen, 1994; Cheng, 1996). The greatest
uncertainty with pulse labelling methods is the time lag
required for a uniform labelling of all carbon pools that
contribute to the autotrophic respiration. Continuous
13C labelling has been successfully applied in free-air
carbon dioxide enrichment (FACE) or related exper-
iments since recently assimilated carbon (photosyn-
thates) that was respired by roots was strongly depleted
as compared with older carbon due to CO2 enrichment
with industrial CO2 (Andrews et al., 1999; Lin et al.,

1999). The partitioning is derived from a linear mix-
ing model assuming two sources of CO2 in soil with a
pronounced difference in their isotopic signature, but
these labelling approaches are expensive and are not
easily adaptable to all kinds of ecosystems. A similar
mass balance partitioning technique using natural iso-
topic abundance of soil CO2 sources after substitution
of C3 crops by C4 plants that are less depleted in 13C
than C3 plants (Rochette and Flanagan, 1997; Rochette
et al., 1999) has also led to reasonable partitioning of soil
respiration. However, in most cases, the 13C/12C ratio
in soil organic matter SOM remains close to the ratio in
the original vegetation and isotopic fractionation during
respiration or diffusion is not negligible. In such condi-
tions, root-respired CO2 cannot be easily distinguished
from SOM-derived CO2.

Root exclusion techniques are the most widely used
methods in forest ecosystems. Autotrophic respiration
can be estimated by subtracting the annual soil respi-
ration recorded on small trenched plots from the one
recorded on the main plot (Ewel et al., 1987; Bowden
et al., 1993; Epron et al., 2006). At a larger scale, root
respiration can be estimated by comparing soil respira-
tion between intact and clear-felled plots (Nakane et al.,
1983, 1996; Epron et al., 2006) or between intact and gir-
dled plots (Högberg et al., 2001; Bhupinderpal-Singh
et al., 2003; Högberg et al., 2005). The first objec-
tive of this chapter is to present trenching and other
root-exclusion techniques for separating autotrophic
and heterotrophic components of soil respiration and to
provide technical recommendations for designing field
studies. Calculations and underlying assumptions will
be presented and limitations and shortcomings will be
discussed. Finally, knowledge gained from field studies
using root-exclusion approaches will be reviewed. How-
ever, readers should refer to recent reviews by Kuzyakov
(2006) and Subke et al. (2006) for a broader overview
including other approaches for partitioning soil respi-
ration.

8.2 ROOT EXCLUSION: THE TRENCHING
APPROACH

The trenching approach is the most widely used
root-exclusion method for separating autotrophic and
heterotrophic components of soil respiration and
will be considered first. Trenched plots are small,
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vegetation-free areas, surrounded by a trench that sev-
ers all roots from trees growing in the vicinity of the
plot.

Trenched plots are necessarily small as they are
installed between trees, and their size will finally depend
on tree spacing. Reported areas ranged from less than
0.5 m2 in dense forests to more than 10 m2 in tree planta-
tions (Table 8.1, Fig. 8.2). Above-ground parts of plants
growing in trenched plots have to be removed by cut-
ting them off at the soil surface. Herbicide is sometimes
applied on the cut plants or on the severed roots visible
on the trench walls to kill roots that would otherwise
survive and respire after trenching (Lee et al., 2003).
Care should be taken to avoid new vegetation develop-
ing on the trenched plots. Clipping the surface peri-
odically is more appropriate than using herbicides that
may affect the microbial community. Digging depth
depends on rooting depth and typically ranges between
30 cm in soils that exhibit a superficial clay layer and
2 m in deep sandy soils (Table 8.1). The trench should
ideally extend 20 cm below the limit of the rooting zone
(Bowden et al., 1993). The depth of the trench should
therefore be adapted to site characteristics, and should
be chosen knowing the rooting pattern. The number of
trenched plots per stand, typically around four to five
in most studies (Table 8.1), is limited by the size of the
stand and by the fact that digging trenches is labour
intensive. As a general rule it is better to install several
small trenched plots than a few larger ones, in order to
cover spatial variability adequately. Trenching is either
done by digging a large trench around the plot and lin-
ing it before filling it in again, or by making vertical cuts
with a steel knife. Lining prevents root re-growth. The
most frequently used lining materials are plastic film,
plastic board or landscaping fabric.The latter should be
recommended when lateral water circulation is impor-
tant. Potential root re-growth, especially from below
the lined trenches, cannot be completely eliminated and
should be carefully checked. Measurements should not
be made near the edge of the plot since lateral diffusion
of CO2 through some types of lining materials might
alter CO2 fluxes (Lavigne et al., 2003). Measurement
locations within trenched plots typically range between
1 and 12 depending on the plot size and number. Total
numbers of measurements should be adjusted to main-
tain the confidence interval within an acceptable range,
considering that the number of subplot measurements
will not reduce plot to plot variance. It is good practice

(a)

(b)

Figure 8.2 Typical examples of trenching experiments in (a) a
beech forest (Hesse, France; photo J. Ngao); (b) a Eucalyptus
plantation (Hinda, Congo; photo C. Jourdan).

to measure soil respiration on trenched plot locations for
a certain period of time before trenching in order to be
quite sure that differences in soil respiration following
trenching can be ascribed to the cessation of autotrophic
respiration.
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8.2.1 Calculations and assumptions

If one assumes that roots die immediately after trench-
ing, then heterotrophic respiration is the only source of
CO2 in trenched plots:

RH = RT P Eq. (8.1)

and autotrophic respiration can be simply calculated by
subtracting soil respiration recorded over the trenched
plots (RTP) from soil respiration recorded over the intact
plots (RIP):

RA = RI P − RT P Eq. (8.2)

A basic assumption is that the trenching treatment does
not affect the heterotrophic component of soil respira-
tion in the trenched plots. However, as we assume that
death and subsequent decomposition follow immedi-
ately after trenching (see discussion below), decompo-
sition of cut roots will contribute to and therefore mod-
ify heterotrophic respiration over the trenched plots.
Fine roots that decompose rapidly are expected to tran-
siently increase soil respiration during the first months
after trenching, while coarse roots will decompose more
slowly, increasing soil respiration over a longer period
of time at an extent that depends on initial root biomass
(BRO ). The CO2 efflux resulting from the decomposi-
tion of detached roots (RD) has to be subtracted from
the integrated values of RTP over the considered time
interval according to Eq. (8.4).

RA = RI P − (RT P − RD) Eq. (8.3)

RH = RT P − RD Eq. (8.4)

with RD, the CO2 efflux resulting from the decom-
position of killed roots. This correction requires addi-
tional data such as initial root biomass BRo, and the
relative mass remaining at the end of the measuring
season (RMR) for each diameter class. Integrated over
time since the trenching date, respiration associated
with the decomposition of killed roots can therefore be
calculated as:

RD =
∑n

i=1
(1 − ai ) · Ci · BROi · (1 − RMRi)

Eq. (8.5)

with ai being the fraction of carbon that enters the soil
carbon pool (microbial efficiency), 1 – ai being the loss as
CO2 during mineralization, Ci the root carbon content,
RMRi the remaining root mass for the ith diameter class,
and n being the number of diameter classes. Parameter

Ci can be easily determined and is typically about 0.48
g C g−1. Values of ai are more difficult to determine.
Using 13C depleted leaf litter we found a microbial effi-
ciency of 0.2 for leaf decomposition in a temperate beech
stand (Ngao et al., 2005). Values ranging between 0.2
and 0.5 are often assumed for carbon flow from different
kinds of plant residues in SOM models (Parton et al.,
1987; Jenkinson, 1990; Dewar, 1991; Corbeels et al.,
2005).

The RMR can be either measured or calculated
assuming a simple exponential decay function, and
knowing the decay constant (k):

RMR = BR

BRO
= exp(−ki · t) Eq. (8.6)

with t, the elapsed time from the beginning of the exper-
iment. In this case, Eq. (8.5) becomes

RD =
∑n

i=1
(1−ai ) · Ci · BROi · (1 − exp(−ki · t))

Eq. (8.7)

Instantaneous values of RD may also be calculated at any
given time t (RDt) after the trenching by differentiating
Eq. (8.7) and subtracting the result from the instan-
taneous values of RTP. This allows the calculation of
an instantaneous rate of autotrophic and heterotrophic
respiration, providing that the root decomposition is
reasonably well fitted with an exponential function:

RDt =
∑n

i=1
(1 − ai ) · Ci · ki · BROi · exp(−ki · t)

Eq. (8.8)

Other assumptions are that the lack of new below-
ground inputs or the changes in soil water content will
not alter soil respiration in the trenched plots. They will
be discussed later in the limitations section.

8.2.2 Limitations and shortcomings

There is still a debate whether trenched-plot (or girdled-
plot) respiration should be corrected for the decomposi-
tion of roots killed during the trenching stage. Bowden
et al. (1993) argued that the contribution of killed-
root decomposition was negligible. However, when esti-
mated, RD accounts for 15 to 35% of RTP (Nakane et al.,
1996; Epron et al., 1999; Lee et al., 2003). Neglecting
RD would therefore lead to overestimated values of RH

and underestimated values of RA (Fig. 8.3), and would
rule out stand comparison if root biomass is different.
A major problem when considering root decomposition
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is to decide when a cut root ceases respiring and begins
to decompose. In other words, when should we con-
sider that soil respiration of trenched plots no longer
includes any autotrophic component, and at what point
in time should the decomposition model be initiated?
High respiration rates are often reported after trenching
(Lee et al., 2003) and there is a large agreement that it
is better to allow trenched plots to equilibrate for some
months before beginning measurements. After a rea-
sonable delay, one might expect that the contribution
of cut-root respiration to soil respiration will become
negligible.

Another limitation is that trenching may strongly
influence soil water content by eliminating tree water
uptake. In many studies, differences in soil water con-
tent between normal and trenched plots have been
neglected. However, higher soil water contents in
trenched plots could strongly enhance heterotrophic
soil respiration in sandy soils, or reduce RH in soils with
high water holding capacity and low O2 diffusivity. In
a beech stand in Hesse (Eastern France), the soil water
content was twice as high in the trenched plots as in the
main plot in late summer and early autumn 1997 (Epron
et al., 1999). If we had neglected the differences in sea-
sonal courses of soil water content between the main and
the trenched plots, the contribution of root respiration
to soil carbon efflux would have been underestimated
(Fig. 8.3). Empirical models linking soil respiration to
soil water content can be used to account for these dif-
ferences, providing that soil water content is recorded in
both intact and trenched plots. Without any correction
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Figure 8.3 Annual contribution of heterotrophic respiration to
soil respiration in a beech forest (Hesse, France) (A) if no
correction is applied, i.e. RH = RTP, (B) if a correction for the
decomposition of killed root is applied, (C) if a correction for
difference in soil water content between trenched plots and intact
plots is applied and (D) if both corrections applied (adapted from
Epron et al., 1999).

for differences in soil water content, RA estimates will
be conservative and RH is more or less overestimated in
many cases.

The input of soil organic matter from fine root
mortality is suppressed in trenching experiments. Most
heterotrophic respiration is derived from recently pro-
duced material (Trumbore, 2000) and the lack of fresh
inputs below ground may lead to underestimation of
RH. Partitioning of autotrophic and heterotrophic res-
piration from root exclusion experiments relies on the
assumptions that changes in the rate of rhizodeposition
or in the rate of release of nutrients and easily accessi-
ble carbon from residue decomposition would not affect
heterotrophic respiration by their impacts on microbial
communities. However, Högberg and Högberg (2002)
and Lee et al. (2003) showed that root trenching affects
microbial communities in soil as revealed by changes in
nitrogen dynamics and microbial biomass.

8.3 ROOT EXCLUSION: OTHER RELATED
APPROACHES

8.3.1 Artificial gaps

Comparisons of soil respiration between artificial gaps
(clear-cut areas) and undisturbed areas have frequently
been used to separate autotrophic from heterotrophic
respiration (Nakane et al., 1983; Brumme, 1995; Nakane
et al., 1996; Striegl and Wickland, 1998, Table 1; Ohashi
et al., 2000; Epron et al., 2006). Artificial gaps can be
seen as large trenched plots with the same limitations
as true trenched plots, i.e. uncertainties concerning the
pattern of root decomposition, and the difference in
soil water content between clear-cut and undisturbed
areas (Epron et al., 2006). Other potential limitations of
artificial gaps are an increase in soil temperature due to
change in incoming global radiation, mechanical distur-
bance of the soil during the logging stage and a reduc-
tion in above-ground litter inputs. In large-scale gaps,
the vegetation may not be controlled, in which case
the autotrophic component of soil respiration would
gradually reappear because of new seedling growth or
sprouting vegetation. If the vegetation sprouts vigor-
ously one might conclude that the autotrophic contri-
bution was never eliminated. The main advantage of
artificial gaps versus trenched plots is a higher spatial
representativeness of the former. Since artificial gap
formation requires a large and homogeneous area, it
has mostly been used in tree plantations. The input
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of soil organic matter from fine root mortality and leaf
litter fall is suppressed in clear-cut experiments in an
even more pronounced manner than in trenching exper-
iments. This could substantially affect the estimation of
RH when fine root life span is low as expected in some
tropical species. In a Eucalyptus plantation, estimation
of annual RH was increased by 30% when a correction
was attempted for the lack of input of soil organic matter
from fine root mortality (Epron et al., 2006).

8.3.2 Girdling experiments

The large-scale girdling technique (Högberg et al.,
2001; Bhupinderpal-Singh et al., 2003; Andersen et al.,
2005; Binkley et al., 2006; Frey et al., 2006) is an inter-
esting alternative to artificial gap formation as it tem-
porarily maintains a canopy, thus limiting changes in
soil temperature and mechanical logging disturbance.
This technique was initially developed in boreal planta-
tions and it has been recently reviewed (Högberg et al.,
2005). Tree girdling is typically done by stripping the
bark and phloem of the stem, thus depriving the root and
the rhizosphere of current photosynthates. As in clear-
cut plots, measurements should not be made near the
edge of the girdled plot since roots belonging to trees
outside the plot can contribute to soil respiration. In
smaller plots, girdling can be associated with the trench-
ing of roots around the girdled plots (Scott-Denton
et al., 2006). Root death and decomposition seem to
be delayed more in girdled plots than in clear-cut or
trenched plots, and tree transpiration is partly main-
tained, at least at the beginning (Högberg et al., 2001).
However, differences in soil water content between gir-
dled and control plots suggest that the transpiration of
girdled trees is reduced (Olsson et al., 2005).

The main limitation is probably the fact that root
respiration can be sustained by carbohydrate reserves,
and that there is still an autotrophic component in the
soil respiration recorded on the girdled plot. This is
also true of trenched plots, but to a lesser degree. This
was clearly highlighted in a Norway spruce stand where
starch content decreased in roots of girdled trees, sug-
gesting that roots of girdled trees still used the stored
carbohydrates (Olsson et al., 2005). Similarly, girdling
did not reduce live fine root biomass in a Brazilian Euca-
lyptus plantation for at least five months after treatment,
indicating that large reserves of carbohydrates in the
root systems sustained root respiration (Binkley et al.,
2006). The question even arises whether the girdling

approach is likely to provide unbiased estimates of
autotrophic and heterotrophic contributions to soil res-
piration, since root respiration still contributes to soil
respiration at least in some kinds of forest ecosystems
(Binkley et al., 2006).

Girdling may also alter the activity of the micro-
bial community due to changes in both soil water and
soil nutrient balances, and the suppression of root exu-
dates. In plots with girdled trees, Scott-Denton et al.
(2006) showed that the seasonal increase in microbial
biomass was lower than in control plots for a Pinus
contorta forest. Suppression of the priming effect on
labelled litter decomposition in girdled plots of spruce
was neatly demonstrated by tracing CO2 coming from
litter decomposition (Subke et al., 2004), and putative
effects of root exclusion on relatively stable pools of soil
organic matter cannot be excluded.

8.3.3 Clipping experiments

The trenching and girdling approaches are not suit-
able for grassland ecosystems. An alternative technique
is to clip the above-ground part of the plant (Craine
et al., 1999; Wan and Luo, 2003; Bahn et al., 2006).
The root system and the rhizosphere are deprived of
current photosynthates in a similar way to girdled trees,
and RA is thought to decline progressively. As in artifi-
cial gaps, an increase in soil temperature due to changes
in incoming global radiation is expected. Indeed, clip-
ping increased soil and root respiration by increasing
soil temperature on meadows (Bahn et al., 2006). When
corrected for temperature effects soil respiration was
reduced by 20 to 50%, while respiration of excavated
roots was little affected, suggesting that carbohydrate
reserves sustained root metabolism for several days and
that microbial respiration strongly responded to short-
term changes in assimilate supply (Bahn et al., 2006).
This highlights the control of microbial decomposition
of soil organic matter by labile carbon supplied by root
through rhizodeposition.

8.4 LESSONS LEARNED FROM ROOT
EXCLUSION EXPERIMENTS

8.4.1 Seasonal variation in partitioning

The contribution of root respiration to soil respi-
ration is often higher in summer than in winter,
which reflects a higher temperature sensitivity for RA
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Figure 8.4 Relationships between soil temperature at 10 cm
depth and either autotrophic (RA, open symbols) or
heterotrophic (RH, closed symbols) component of soil respiration
in beech forest (Hesse, France, adapted from Epron et al., 2001).

than for RH (Ewel et al., 1987; Epron et al., 2001;
Lavigne et al., 2003; Bond-Lamberty et al., 2004a).
Indeed, Boone et al. (1998) reported apparent Q10 of 4.6
and 2.5 for RA and RH, respectively. Similarly, Epron
et al. (2001) also reported higher apparent Q10 for RA

(3.9 compared to 2.3, Fig. 8.4). Rhizosphere respira-
tion was more sensitive to temperature than respiration
from decomposition of above-ground litter, and respi-
ration from oxidation of soil organic matter in a tallgrass
prairie of the Great Plains (Wan and Luo, 2003). These
apparent Q10 values for RA are much higher than those
reported for enzymatic reactions or plant tissue respi-
ration. Excised or excavated roots often exhibited Q10

values of approximately 2 (Ryan et al., 1996; Bouma
et al., 1997; Epron et al., 2001). On a seasonal basis,
Q10 parameters may confound the effects of temper-
ature and those of changes in root biomass and root
and shoot activities (Epron et al., 2001). In contrast to
these results, Lee et al. (2003) reported that RA was not
related to soil temperature, probably because the peak
in root growth occurred when soil temperature was still
low. In many other situations, effects of both climate
and phenology on RA can be confounded. Similarly, a
low temperature sensitivity for RH might be explained
by high microbial activity in autumn and early spring
when fresh litter is available, while organic matter is
more limiting for RH in late spring and summer. Such
patterns in apparent Q10 should not be interpreted as
a change in Q10, but more likely as substrate-driven
changes in soil respiration (Davidson et al., 2006). Lav-
igne et al. (2004) reported lower sensitivity to a decrease
in soil water content for RH than for RA, in agreement

with a high sensitivity of root respiration to soil water
content (Burton et al., 1998). In contrast, the het-
erotrophic component of soil respiration rate is more
susceptible to seasonal drought than the rhizospheric
component in a Pinus contorta forest (Scott-Denton
et al., 2006). A low RH sensitivity to moderate drought
should be restricted to acidic soils where fungi dominate
the microbial community, whereas bacterial communi-
ties are thought to be more prone to moderate drought.

8.4.2 Site to site variations in partitioning

In balsam fir forests, variation in RS between sites along
a temperature gradient is due to large variation in RA

while RH is less variable (Lavigne et al., 2003). The
response of soil respiration to temperature on a spatial
scale is therefore controlled more by root than by micro-
bial activity, highlighting a greater carbon allocation to
roots in warm sites. Long-term fertilization is thought
to reduce both heterotrophic and autotrophic compo-
nents of soil respiration in an almost identical way in
forest ecosystems. This lack of fertilization effect on
soil respiration and on the partitioning of soil respira-
tion was observed for a boreal coniferous forest with
girdled plots (Olsson et al., 2005) and for a temper-
ate deciduous forest with trenched plots (Huet and
Epron, unpublished results). These findings contrasted
with those reported for grasslands where a stimulation
of soil respiration after fertilization has been reported
(Verburg et al., 2004).

8.4.3 Age effects on partitioning

At longer time scales, partitioning between RA and RH

changes with stand age, but in a contradictory way. A
decrease in both RA and RH accounted for the observed
decrease in RS over a Sitka spruce chronosequence
in Ireland, but the relative contribution of RA also
decreased (Saiz et al., 2006). This was explained by
a decrease in fine root biomass and the decrease in root
activity with stand aging. In contrast, the relative con-
tribution of RA increased with stand age in Pinus elliottii
plantations, from 51% in a 9-year-old stand to 62% in
a 29-year-old stand (Ewel et al., 1987). Increase in RA

relative to RH with stand age might reflect an increase in
root biomass. An increase in autotrophic contribution
to soil respiration with stand age has also been reported
in a black spruce chronosequence in young stands, but
a decrease in RA contribution to soil respiration was
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Figure 8.5 Heterotrophic contribution to annual soil respiration
(i.e. ratio of soil respiration on trenched plots and soil respiration
on intact plots, RTP/RIP) in black spruce stands of different ages
(Thompson, Manitoba, Canada, adapted from Bond-Lamberty
et al., 2004a). RTP values are not corrected for root
decomposition and difference in soil water content.

reported for the oldest stands and this decrease was
attributed to a decrease in primary production in the
oldest stands (Bond-Lamberty et al., 2004a; Fig. 8.5).
A similar increase in RA with stand age was observed in
a Eucalyptus plantation (Epron and Nouvellon, unpub-
lished data). In the youngest stand, not only the relative
value of RH is higher than in other stands, but also its
absolute value, probably because of the decomposition
of residues from the previous stands. RH was strongly
enhanced after harvest in a Eucalyptus stand where large
amounts of residue exhibiting high rates of decompo-
sition were left both in and on the soil (Epron et al.,
2006).

8.4.4 Global aspects of partitioning

On a global scale, the relative contribution of
RH declines with increasing soil respiration (Bond-
Lamberty et al., 2004b; Subke et al., 2006) highlight-
ing that partitioning between RA and RH is not con-
stant among ecosystems. Soil respiration is well related
to gross primary productivity (Janssens et al., 2001)
and root respiration is strongly coupled with photosyn-
thate supply (Ekblad and Högberg, 2001; Fessenden
and Ehleringer, 2003). A higher below-ground car-
bon allocation in productive ecosystems that would
favour the autotrophic component of soil respiration is
therefore expected. There is also a positive relationship
between detritus inputs and RH (Bond-Lamberty et al.,
2004b), and, since detritus production is also linked to
ecosystem primary productivity, both components of

soil respiration may not change in an independent way.
Moreover, the microbial decomposition of soil organic
matter is probably tightly linked to organic carbon sup-
ply into the rhizosphere.

8.5 CONCLUDING REMARKS

Most of the root-exclusion experiments suggest that
autotrophic respiration accounts for half of the total soil
respiration in mature forests, and most of these esti-
mates are conservative since fine root decomposition
and difference in soil water content have often been
neglected. No root-exclusion method is fully satisfac-
tory for partitioning RA and RH. All rely on several
assumptions and care should be taken to correct or
to constrain estimation of RA and RH. Several recent
results have highlighted the control of microbial decom-
position of soil organic matter by labile carbon sup-
plied by roots through rhizodeposition and this fur-
ther questions our ability to separate autotrophic and
heterotrophic components of soil respiration by root-
exclusion methods (Subke et al., 2004; Bahn et al., 2006).
The hyphal exclusion technique (Johnson et al., 2001),
which has been recently applied for estimating myc-
orrhizal respiration of a grassland plant (Heinemeyer
et al., 2006), is potentially of great value for improv-
ing partitioning of soil respiration. A better description
of underlying processes of both autotrophic and het-
erotrophic components of soil respiration (Subke et al.,
2004; Ngao et al., 2005) and the validation of modelled
soil organic matter decomposition using root-exclusion
data (Epron et al., 2001) offer promising perspectives for
a better understanding of soil carbon dynamics and their
response to global changes in terms of carbon seques-
tration in soils.
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9 � Measuring soil microbial parameters relevant
for soil carbon fluxes
Werner L. Kutsch, Joshua Schimel and Karolien Denef

9.1 INTRODUCTION

The role of microbiota in soil carbon dynamics is a fit-
ting example of the ‘borderland character’ mentioned in
the introduction of this book. For years, the flux com-
munity largely followed the unspoken paradigm that
‘everything is everywhere’, which means that there is a
universal potential of micro-organisms to decompose all
kinds of organic matter, and that soil carbon dynamics,
therefore, only depend on soil organic matter quality,
soil properties and climate. A key distinction that con-
trols whether the ‘everything is everywhere’ perspective
is workable, however, is considering whether environ-
mental conditions are in steady-state or non-steady-
state conditions. Under steady-state conditions, micro-
bial influences will be least apparent as they will have
acclimatized to the existing physical, chemical or cli-
matic constraints. Under non-steady-state conditions,
however, extant microbial populations may reflect past,
rather than present, conditions and their behaviour may
be paramount and potentially counter-intuitive.

There is evidence that micro-organisms respond
sensitively to changing environmental conditions by:
(1) adjusting their intra- as well as extracellular enzy-
matic repertoire and, consequently, their physiological
performance; (2) changes in the species composition
and (3) growth or reduction of the microbial biomass.

There are several approaches to analyze the res-
ponse of micro-organisms to changing environmental
conditions.

1. Microbial eco-physiology (Anderson, 1994) focuses
on the microbial biomass and its performance. More
recent approaches (Lynch et al., 2004; Zak et al.,
2006) include community oriented approaches that
allow linking metabolic pathways to species compo-
sition or, at least, functional groups.

2. Microbial biochemistry analyses to determine the
production and activity of microbial components, in
particular enzymes. Since microbiota release a high
portion of their enzymes, extracellular enzymes are
included here (Sinsabaugh, 1994).

3. Microbial capability analyses to evaluate the capa-
bility of the microbial community to process specific
substances.

4. Isotopic tracer analyses to follow the pathways from
substrate into biomass. In combination with spe-
cific molecular biomarkers, they allow different func-
tional groups to be distinguished (Boschker et al.,
1998).

This chapter will introduce the different methodolog-
ical approaches that are listed here. Each of these
approaches provides useful information for interpreting
and modelling soil carbon fluxes measured in the field,
and provides opportunities for further integrating field
with laboratory studies. The chapter will explore these
potentials by introducing the different concepts and by
showing some examples for linking them closer to field
measurements of soil carbon dynamics. The second half
of this chapter will show how the different methodolog-
ical approaches can be used to address more conceptual
questions about acclimation and plant–microbe inter-
actions.

It is important to stress that there are no ‘silver
bullets’ in that no single technique will give all the
answers. Therefore, the final topic of this chapter will
be on:

5. Scaling and models as an important tool for integrat-
ing information between different approaches and
across scales.
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9.2 METHODS FOR ECO-PHYSIOLOGICAL
CHARACTERIZATION OF SOIL
MICROBIOTA

Eco-physiology is the science of processes in organ-
isms in relation with the environmental factors and the
expression of those processes in the environment. Eco-
logical questions such as matter and energy balances,
and stress response or survival in extreme environments
are answered using physiological methods. Microbial
eco-physiology aims to characterize the physiological
state of microbial communities in relation to their envi-
ronmental constraints by ‘physiological’ or ‘metabolic
quotients’, which relate metabolic rates to the amount of
microbial biomass, and to available carbon or nitrogen.
In this concept the whole microbial biomass is usually
regarded as an entity, although newer techniques may
allow us to examine sub-group physiological processes.
According to Anderson (1994), metabolic quotients can
be a powerful tool in understanding energy transfer
or principles of homeostasis at the microbial commu-
nity level and, in turn, elucidate principles of terrestrial
ecosystem development.

Most of the eco-physiological analyses of soil
microbiota are carried out on soil samples in the lab-
oratory and are related to microbial biomass, which can
be estimated by different methods (for a comparison
see Powlson (1994), Martens (1995) and a recent review
by Jenkinson et al. (2004)). Physiological features such
as respiration or arginine ammonification are related to
the biomass or soil organic carbon to receive information
about the status of the microbial community. Method
descriptions can be found in the books written or edited
by Alef and Nannipieri (1995), Tate (2000) and Paul
(2007). An overview of concepts ‘beyond the biomass’
was edited by Ritz et al. (1994) and recent concepts of
soil biology with a focus on ‘a community and ecosystem
approach’ by Bardgett (2005).

9.2.1 Biomass

The most important parameter used to characterize bio-
logical soil processes is the microbial biomass because
it is ‘a primary catalyst of biogeochemical processes as
well as an energy and nutrient reservoir’ (Tate, 2000).
In many studies, the soil microbial biomass is seen ‘as a
whole, just as one might choose to study a forest as an
entity, although well aware that it is made up of different

kinds of trees’ (Jenkinson et al., 2004). This is of course
due to the fact that a characterization of the soil micro-
bial community to the species level has been almost
impossible, although more recent approaches allow us
to distinguish between systematic or functional groups.

The two most frequently used methods to mea-
sure biomass are based on the fact that chloroform
(trichloromethane, CHCl3) disrupts cell membranes,
allowing the contents to leak out. In an older approach,
the quantity of microbial biomass was calculated from
an increase of respiration following the fumigation with
chloroform (chloroform fumigation incubation, CFI;
Jenkinson, 1976; Jenkinson and Powlson, 1976). About
a decade later the direct extraction of fumigated biomass
components for subsequent C and N analyses was devel-
oped (chloroform fumigation extraction, CFE; Brookes
et al., 1982, 1985; Vance et al., 1987). Usually, a soil
sample is divided into two portions of which one is
fumigated with ethanol-free chloroform for 24 hours
and the other left as a control. Thereafter, the two soil
samples are extracted by 0.5M K2SO4, filtered and ana-
lyzed for total dissolved C or N. The difference between
the C or N content of the fumigated and non-fumigated
soil solution is proportional to the microbial biomass C
or N, although the proportionality may vary between
soils (Sparling and West, 1988; Beck et al., 1997). A
more recent development incorporates fumigation and
extraction into a single quick step (Gregorich et al.,
1990; Fierer et al., 2003).

Another, more indirect measure of microbial
biomass can be derived from the increase in respiration
of a soil sample following the addition of easily decom-
posable material, such as glucose or yeast extract. The
basic assumption for the substrate-induced respiration
(SIR; Anderson and Domsch, 1978) is that microflora
in different soils have a similar maximum potential res-
piration rate per unit biomass and so the maximum
respiration rate when carbon is saturating is an index of
the biomass.

The fourth commonly used method is based on
the quantification of adenosine triphosphate (ATP) as a
universal cell content that is present in living cells, but
degraded very rapidly in free soils. There are several
extraction methods of ATP from soil samples (Tate
and Jenkinson, 1982; Eiland, 1983; Martens, 1995).
For ATP analysis, the luciferin–luciferase system is
commonly used. Since the concentration of ATP per
biomass carbon is highly variable, there is no standard
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conversion coefficient and ATP content is usually used
in combination with one of the other methods.

The most important factor controlling the amount
of microbial biomass (Cmic) is substrate availability.
However, Cmic is not simply correlated to the total
organic carbon content of the soil (Corg). It can vary
between less than 0.5% and more than 3% depend-
ing on soil type, vegetation and land use (Anderson
and Domsch, 1990; Balota et al., 2003; Dilly et al.,
2003; Fig. 9.1). The Cmic/Corg ratio also depends on
the nature of the chemical substrates since microbes can
efficiently assimilate labile carbon, but poorly assimilate
more complex and stabilized carbon.

According to general ecological theory (Odum,
1969), the Cmic/Corg ratio should slightly increase dur-
ing ecosystem succession in a constant environment.
This is due to an inherent trend towards efficiency in
energy utilization, i.e. fastest catabolic activity at low-
est energy costs and lowest maintenance energy costs
(Anderson, 2003). However, since no ecosystem devel-
ops under constant environmental conditions, this trend
is overruled by the response of the microbial biomass
to plant succession, to changes in substrate availabil-
ity and quality, and to disturbances such as drought,
freezing and thawing cycles, flooding or fire. Human-
induced activities, such as pollution, land-use changes,
ploughing or fertilization may also induce changes in
the efficiency of the microbial biomass. Consequently,
the dynamics of the Cmic/Corg ratio can provide useful
information about the quality of a soil and its carbon
dynamics: a low ratio indicates low organic matter qual-
ity and/or a disturbed or stressed microbial community
that needs a high proportion of its resources for respi-
ration, whereas a high ratio indicates a highly efficient
community that usually develops under undisturbed
conditions when soil carbon is stable or even increasing
(Bardgett, 2005; Dilly, 2005).

9.2.2 Ratios of different microbial biomass
estimates

Since the above described methods of microbial biomass
assessment do not always agree with each other when
applied in parallel, the ratios between the different esti-
mates can reveal basic information about the state of
the microbial biomass. CFE and CFI reflect the whole
biomass because most organisms are lysable in chloro-
form and their releases are captured by extraction or
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Figure 9.1 Variation of biotic-fixed C (Cmic/Corg ratio) in soils with

different land-use systems and different agricultural practices; bars extend

to the 95% confidence limits (redrawn after Dilly et al., 2003).

CR: Crop rotation field, Bornhöved, northern Germany, Ap horizon

MM: Maize monoculture, Bornhöved, northern Germany, Ap horizon

Dry: Dry grassland, Bornhöved, northern Germany, Ah horizon

Wet: Wet grassland, Bornhöved, northern Germany, Aa horizon

L: Beech forest, Bornhöved, northern Germany, L horizon

Of: Beech forest, Bornhöved, northern Germany, Of horizon

Ah: Beech forest, Bornhöved, northern Germany, Ah horizon

Dys: Dystric alder forest, Bornhöved, northern Germany, nH horizon

Eut: Eutric alder forest, Bornhöved, northern Germany, nH horizon

HP: Maize, high N supply, Scheyern, southern Germany, Ap horizon

HC: Maize, medium N supply, Scheyern, southern Germany, Ap horizon

LC: Maize, medium N supply, Scheyern, southern Germany, Ap horizon

LP: Maize, low N supply, Scheyern, southern Germany, Ap horizon

LO1: Clover-lucerne-grass, Scheyern, southern Germany, Ap horizon

HO1: Clover-lucerne-grass, Scheyern, southern Germany, Ap horizon

LO2: Clover-lucerne-grass, Scheyern, southern Germany, Ap horizon

MO2: Clover-lucerne-grass, Scheyern, southern Germany, Ap horizon

HO2: Clover-lucerne-grass, Scheyern, southern Germany, Ap horizon

mineralization, respectively. In contrast, SIR is a mea-
sure for only those members of the microbial commu-
nity that quickly react to an easily decomposable energy
source (Vedder et al., 1996; Beck et al., 1997). The ATP
content represents a constituent that occurs in all living
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organisms and is, therefore, controlled by the physio-
logical state of cells (Nannipieri et al., 1990).

Based on these basic considerations, the ratios of
different microbial biomass measures can be related
to two closely corresponding ecological concepts that
describe the state of the microbial biomass: the rapidly
growing micro-organisms that primarily metabolize
easily degradable compounds are termed zymoge-
nous and r-strategists, whereas slow growing micro-
organisms that are predominantly associated with the
steady decomposition of more complex compounds
are called autochtonous or K-strategists (Winogradsky,
1924; Tate, 2000). High SIR/CFE ratios, as well as
high ATP/CFE ratios, are often found in litter or rhizo-
sphere when fresh nutrients are introduced and indicate
a microbial community dominated by r-selected species
(Dilly, 2006).

9.2.3 Basal respiration and metabolic quotients

Even if microbial biomass has proven to be a very useful
parameter to characterize the biogeochemical potential
of soils, it cannot be directly related to actual mineraliza-
tion rates. The reason for that are changes in microbial
physiological state and activity.

The physiological state of the soil microbial com-
munity and its potential to mineralize organic sub-
stance can be derived from eco-physiological indices
that describe the specific activity of the microbial com-
munity. Eco-physiological indices are generated by
basing physiological performances (respiration, car-
bon uptake, growth/death etc.) on the total micro-
bial biomass (Pirt, 1975; Slater, 1979; Anderson and
Domsch, 1986; Anderson, 1994). An environmental
impact that affects members of a microbial community
should be detectable at the community level by a change
of a particular total microbial community activity
(Anderson, 2003).

The most commonly used eco-physiological
indices related to soil carbon dynamics are the basal
respiration and the metabolic quotient (qCO2). Basal
respiration is defined as the respiration of a soil sample
in the laboratory without substrate addition (Anderson
and Domsch, 1990). It is measured with sieved and
pre-incubated soil under defined conditions in the lab-
oratory, i.e. at 50% of water-holding capacity and at
temperatures between 20 ◦C and 30 ◦C (Joergensen and
Emmerling, 2006) and either related to soil dry weight

or soil organic carbon content (Corg). Of course, this
physical disturbance creates artificially elevated respi-
ration rates. Therefore, the basal respiration rate of a soil
sample cannot directly be scaled to field fluxes. Never-
theless, it shows a physiological potential of the soil
microbes. The qCO2 describes the rate of respiration
per unit microbial biomass. It is expressed in mg CO2-
C g−1 Cmic h−1 and can vary substantially among soils.
One problem in comparing qCO2 values from different
studies is the, already discussed, uncertainty due to the
different methods for deriving soil microbial biomass.
Therefore, the method used for the biomass estimation
must be clearly documented.

Changes in the metabolic quotient can depend
on multiple factors that influence the activity and the
efficiency of the microbial biomass. Dilly and Munch
(1996, 1998) described a decreasing qCO2 with pro-
gressive litter decomposition and increasing soil depth
in a beech forest in northern Germany. Chronose-
quence studies by Insam and Domsch (1988) and Insam
and Haselwandter (1989) also showed decreasing qCO2

with successional age as well as age of agricultural soils
(Anderson and Domsch, 1990). This reflected the tran-
sition from more r-selected (zymogenous) to more K-
selected (autochtonous) organisms that are growing very
slowly, but are tolerant of poor conditions; so, they are
less active per unit biomass. This, again, conforms to
the ecological theory mentioned above that there is an
inherent trend towards efficiency in energy utilization.
The use of biomass estimates and metabolic quotients
to evaluate human impact on soil micro-organisms was
recently reviewed by Joergensen and Emmerling (2006).

In spite of the broad success of the metabolic quo-
tient as a measure of soil quality in terms of age, struc-
ture and stress status of the microbial biomass, it has
been used to a much lesser extent as a measure for the
carbon turnover potential of soils, as an indicator of
acclimation or as a tool to calibrate models. It is sur-
prising that qCO2 has been used so little as a tool for
model calibration, because it integrates all the physico-
chemical effects of the environment on the function-
ing of the microbial communities. Kutsch and Dilly
(1999) stated that eco-physiological measures can be
a bridge between studies of matter fluxes and studies
dealing with the microbiological and biocoenotic char-
acterization of soils or whole ecosystems, since the basal
respiration related to soil carbon content or the qCO2

can serve as an integrated measure of the adaptation of
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the microbial community to the actual soil quality at
hand.

9.2.4 Community oriented approaches

More recent approaches focus on community ecology to
characterize the microbial biomass. A number of them
distinguish between systematic or functional groups to
relate changes in community composition to soil func-
tioning. One useful tool for doing this is the character-
ization of microbial phospholipid fatty acids (PLFAs).
Phospholipid fatty acids are a diverse group of cell mem-
brane lipids and can serve as specific biomarkers for
microbial groups since they differ in length and struc-
ture between bacteria, fungi and actinomycetes (Vestal
and White, 1989). A PLFA profile can quantify the
contributions of key groups of micro-organisms (e.g.
gram-negative bacteria, fungi etc.) to the whole micro-
bial community, which can then be related to the func-
tioning of the community. Studies have used PLFA
profiles to discern the relative importance of environ-
mental variables in governing the composition of micro-
bial communities and to discriminate among different
soils (Bardgett et al., 1996; Porazinska et al., 2003) or
to identify microbial community responses to soil man-
agement, land use or environmental change (Boschker
et al., 1998; Treonis et al., 2004; Evershed et al., 2006).
Usually, fatty acids are extracted from a soil sample,
separated based on polarity by solid phase extraction,
and subjected to esterification to form fatty acid methyl
esters (FAMEs). The FAMEs can be identified by
comparing their chromatographic retention times and
mass spectra to those of fatty acid standards, and are
expressed using a standard nomenclature (Frostegård
et al., 1993).

Information about the composition of the micro-
bial community at the species level can be obtained
from molecular approaches that allow measuring gene
sequences from the microbial biomass. Zak et al. (2006)
promoted a concept that focuses on ‘functional genes’.
They define a functional gene as a sequence that encodes
a key enzyme in a biogeochemical process (Fig. 9.2).
The presence of a functional gene in its genome deter-
mines the membership of a species in a functional group
engaged in a particular biogeochemical process. From
this point of view one species can belong to different
functional groups.

Figure 9.2 A conceptual model linking biogeochemical processes
to functional genes via the activity of enzymes mediating key
steps in biogeochemical pathways. Plant litter decay is used as an
example to illustrate how functional genes and enzymes control a
particular biogeochemical process. Listed beneath the aspects of
functional gene analysis are the molecular techniques that
provide insight into the abundance, composition and activity of
functional genes and the organisms in which those genes occur
(Zak et al., 2006).
Abundance of functional genes

• Q-PCR: quantitative polymerase chain reactions (Hawkes
et al., 2005).

• Microarrays: oligonucleotide probes assembled on a
microscope slide (Cho and Tiedje, 2002).

Composition of functional genes

• T-RFLP: terminal restriction fragment length polymorphism
(Tiedje et al., 1999).

• DGGE: denaturing gradient gel electrophoresis
(Torsvik et al., 1998, Gelsomino et al., 1999, Tiedje et al.,
1999).

• LH-PCR: amplicon length heterogeneity polymerase chain
reaction (Suzuki et al., 1998, Ritchie et al., 2000, Mills et al.,
2007).

Gene expression

• RT-PCR: reverse transcription and subsequent amplification
(Borneman and Triplett, 1997).

Microbes regulate biogeochemical cycles by
expressing functional genes and altering gene
expression under different environmental conditions.
Therefore, molecular tools reveal the basic mecha-
nisms of microbial acclimation as described by the other
approaches for the microbial biomass as an entity. They
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can also show shifts in the species composition dur-
ing litter degradation that co-occur with shifts in eco-
physiological performance. However, one needs to con-
sider that the presence of a functional gene does not
indicate that the ‘function’ is active. A microbe may pos-
sess a functional gene without transcribing it and syn-
thesizing actual enzymes; a microbe may also synthesize
enzymes that are inactive due to a lack of substrate.

9.2.5 Extracellular enzyme activities

Being small, bacteria and fungi cannot take up and
digest large soil organic matter polymers. They there-
fore release enzymes that degrade the polymers and
assimilate only the small dissolved components for
growth. Recent studies have focused on the role of
extracellular enzymes and their activity for organic mat-
ter degradation and carbon processing (Carreiro et al.,
2000; Saiya-Cork et al., 2002; Sinsabaugh et al., 2002;
Berg and McClaugherty, 2003; Michel and Matzner,
2003; DeForest et al., 2004; Gallo et al., 2004; Marx
et al., 2005). However, the dynamics of these enzymes
remain uncertain. Few studies have investigated the
mechanisms underlying the production and activity
of extracellular enzymes and the importance of biotic
and abiotic factors in regulating enzyme stability (e.g.
Allison, 2006; Allison and Jastrow, 2006). A better
understanding of enzyme dynamics could provide more
insights in the physiological response/adaptation of
microbial communities to environmental change (e.g.
atmospheric N deposition, climate change), and will be
essential for making more accurate predictions of soil
carbon sequestration.

Many studies on extracellular enzymes focus on
lignin and cellulose degrading enzymes, because these
substrates are the two most abundant biochemical con-
stituents of plant litter and they are decomposed by
different classes of microbial extracellular enzymes.
Lignin is degraded oxidatively by phenol oxidases
and peroxidases. Cellulose is degraded hydrolytically
by exoglucanases, endoglucancases and b-glucosidases
(Sinsabaugh and Liptak, 1997).

There is a strong link between the activity of these
enzymes and N availability. Fog (1988) and Hammel
(1997) report that expression of lignin degrading
enzymes is down-regulated by high N availability in
some white-rot basidiomycetes, leading to a reduction
in the rates of lignin and humus degradation. This was

only partly confirmed in N-fertilization experiments,
however, by Waldrop et al. (2004) who found different
responses to N enrichment in different forest ecosys-
tems. Cellulose degradation is often limited by N avail-
ability (Fog, 1988; Berg and Matzner, 1997), and con-
sequently enhanced by N additions.

Similar to some eco-physiological properties,
enzyme activities can provide some kind of capacity
parameter of the microbial community that describes
the potential decay rate when all climatic parameters
are optimum. Dilly and Munch (1996) showed that
extracellular b-glucosidase activity and basal respiration
showed the same course during the degradation of lit-
ter in a 20-month litterbag experiment. Since lignin and
cellulose degrading enzymes are key enzymes of soil bio-
geochemistry, linking studies of extracellular enzymes
with functional genomics as described above offers a
great potential for future studies.

9.2.6 Specific substrate use

A common approach to assess the functional capac-
ity of the microbial community has been by evaluat-
ing the substrates that microbes are capable of metab-
olizing. The most common version of this approach is
the use of BiOLOG or ECOLOG plates (Garland and
Mills, 1991), in which a microtiter plate loaded with
solutions containing different substrates are inoculated
with a soil suspension. The greatest limitation of this
approach is that it evaluates the presence of microbes
that are capable of growing rapidly (days rather than
weeks) on that particular substrate in liquid media. It
has been known for decades (Waksman, 1932) that this
is likely a small and bacteria-dominated proportion of
the microbial community and thus it can be difficult
to interpret the results of BiOLOG measurements in
an ecologically meaningful way. Nevertheless, Balser
and Firestone (2005) found that BiOLOG profiles cor-
related well with nitrification potential and somewhat
with soil CO2 production. Another issue to consider in
evaluating BiOLOG-type results is that it is unlikely
that microbes that can process the simple substrates
used in such assays are ever actually absent from the
soil, even if they do not grow in a BiOLOG plate.

A number of particularly creative approaches
have used BiOLOG to examine ecological questions.
Lindstrom et al. (1999) inoculated BiOLOG plates
with a series of dilutions to show that the microbial
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communities from crude-oil contaminated tundra soils
were dominated by generalist bacteria, while control
soils were dominated by specialists. As samples from
control sites were diluted, they lost the ability to pro-
cess many substrates, while at high dilution with the
same cell densities, contaminated samples did not lose
the ability to use substrates. Balser et al. (2002) used
BiOLOG to compare the communities of suspended
and surface-attached bacteria and showed that they
are different. Thus, despite the inherent limitations,
BiOLOG has the power, when used carefully, to pro-
vide useful information on the functional capacity of
soil microbial communities.

9.2.7 Tracers

Isotopes are a useful supplemental tool to label sub-
stances and follow the pathways of organic matter degra-
dation and microbial functioning. Isotope tracers pro-
vide the opportunity to measure three things: (1) the
rate at which specific compounds are processed; (2)
the fate of the carbon processed (CO2, SOM) and (3)
the organisms responsible for assimilating processed
carbon. Calculating the rate at which a specific organic
molecule is processed with tracers requires measuring
the size of the native pool of that molecule at the begin-
ning and end of an assay, so that the average enrichment
of the tracer can be calculated. Then, from the amount
of the tracer processed and the enrichment of the pool
one can calculate the amount of the native molecule
processed. This is very rarely done with organic com-
pounds, though it is the basis of isotope dilution meth-
ods of estimating N mineralization and nitrification.
A modification of this approach has been merely to
estimate the turnover time of a specific compound by
measuring the rate at which the added compound is pro-
cessed and assuming that native, unlabelled molecules
have the same turnover time. Jones and Kielland (2002)
used this approach to estimate the flow of N through the
amino acid pool in a taiga forest soil. For such assays,
either 13C or 14C can be used. The sensitivity and cost
of 14C is usually less than for 13C unless solid samples
are being analyzed – few labs have biological oxidizers
for solid 14C samples. Also, for evaluating carbon flow
into microbial PLFAs, 13C is normally used.

Tracers also allow evaluating the fate of spe-
cific compounds. For carbon, the flow of substrate-
derived 13C or 14C through physical fractions, microbial

biomass, CO2, DOC and even specific molecular com-
pounds can be quantified. Tracers can also be used to
evaluate microbial substrate use efficiency (SUE) (e.g.
Frey et al., 2001; Thiet et al., 2006), which is the propor-
tion of utilized substrate-carbon that is assimilated into
microbial biomass. Microbes that are actively growing
will have high SUE, while microbes that are stressed
or starved will respire more of the carbon for mainte-
nance and so have low SUE (Fierer and Schimel, 2002).
Thus, this can be a powerful assay for characterizing
the physiological state of the microbial biomass.

9.2.8 Stable isotope probing

Stable isotope probing (SIP) is a method used for
labelling micro-organisms in situ using substrate that
is highly enriched with stable isotope (13C, 15N, 18O) in
order to link microbial identity to functional activity (see
reviews by Neufeld et al., 2007a, 2007b). Stable isotope
probing in combination with microbial biomarker anal-
yses has made it possible to identify and characterize the
microbial groups or organisms that are actively involved
in the assimilation of the labelled substrate (Murase
et al., 2006; Williams et al., 2006). Stable isotope prob-
ing experiments in combination with 13C-PLFA analy-
sis (by GC-IRMS) have proven successfully as a means
to analyze the role of microbial groups in biogeochem-
ical transformations (Boschker et al., 1998; Bull et al.,
2000; Evershed et al., 2006) or to detect rapid shifts
between active microbial populations with changing
management (e.g. liming, Treonis et al., 2004), land-
use or environmental conditions (Boschker et al., 1998;
Treonis et al., 2004; Billings and Ziegler, 2005; Ever-
shed et al., 2006).

The SIP approach has been recently extended
to nucleic acids (DNA, rRNA) to identify micro-
bial species that are actively growing on a partic-
ular 13C-labelled substrate (Radajewski et al., 2000;
Manefield et al., 2002b; Lueders et al., 2004b) and to
elucidate their role in a particular process (Manefield
et al., 2002a; McDonald et al., 2005). This method is
based on the isolation of the entire genome of a group of
micro-organisms that participate in a metabolic func-
tion of interest, followed by species identification by
molecular biological techniques. By metabolizing the
13C-labelled substrate, the active microbial populations
will incorporate the 13C-label into their biomass, includ-
ing their DNA and rRNA. Due to its increased density,
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13C-labelled DNA and rRNA can then be recov-
ered from total community nucleic acid extractions
by centrifugation in caesium chloride (CsCl) and cae-
sium trifluoroacetate (CsTFA) centrifugation gradi-
ents, respectively (Radajewski and Murrell, 2001; Mor-
ris et al., 2002; Lueders et al., 2004a, 2004b). The
nucleic acids isolated from the 13C-labelled active mem-
bers of the microbial community can be characterized
taxonomically and functionally by gene probing, PCR,
cloning and sequence analysis (Radajewski et al., 2000;
Manefield et al., 2002b). The effectiveness of the sep-
aration of 13C-labelled from unlabelled nucleic acids
requires a large amount of 13C-label to be incorporated
into the nucleic acids of the target micro-organisms.
This is especially the case for DNA-SIP. rRNA has
been suggested to be a more responsive biomarker of
the active microbial community than DNA, because
transcription is independent of cell division (in con-
trast to DNA synthesis) and RNA is present at much
higher copy numbers than DNA in the cell (Manefield
et al., 2002a, 2002b). The potential of nucleic acid-
based SIP methodology for linking metabolic function
with taxonomic identity has a number of drawbacks
(for a review see Neufeld et al., 2007a). The few suc-
cessful applications of SIP-DNA or -RNA are limited
to identifying metabolically restricted groups of micro-
organisms such as methylotrophs and methanotrophs
(Radajewski et al., 2000; Morris et al., 2002), phe-
nol degraders (Manefield et al., 2002a) and autotrophic
ammonia-oxidizing bacteria (Whitby et al., 2001) that
grow in the presence of high concentrations of 13C-
labelled substrates, although a few successful applica-
tions exist where root-carbon assimilating rhizosphere
communities were characterized by SIP-RNA upon
13CO2 pulse-labelling (e.g. Rangel-Castro et al., 2005).
In such substrate-enrichment incubation experiments,
the isolated 13C-labelled nucleic acid fraction is not
necessarily representative of the microbial population
active at natural in situ substrate concentrations. Fur-
thermore, a requirement for the use of SIP to identify
microbial species involved in specific metabolic func-
tions is the availability of PCR primers that are universal
for the small-subunit rRNA genes of bacteria, Archaea
and Eukarya.

Some potential lies in the use of selective PCR
primers targeting ‘functional genes’ to study defined
populations that are known to regulate soil processes.
An example of such an approach entails the use of 16S

rRNA gene amplificates from the 13C-labelled DNA
for cloning and hybridization probe design (e.g. flu-
orescent in situ hybridization (FISH) probe design).
In this way, entire gene clusters can be obtained from
uncultivated bacteria whose function has been defined,
enabling the design of improved PCR primers and limit-
ing the bias implicit in the use of selective PCR primers.
Using this technology, Ginige et al. (2005) successfully
probe-targeted denitrifiers capable of using methanol
(Ginige et al., 2004) and acetate (Ginige et al., 2005)
as a sole source of carbon. Another recently devel-
oped technology is based on separating particular classes
of small subunit rRNA (SSU rRNA, or 16S and 18S
rRNA) from mixtures of total RNA by biotin-labelled
oligonucleotide probes and capture by streptavidin-
coated paramagnetic beads, followed by stable isotope
analysis. In this way, the specific microbial groups of
interest are first selected and isolated from the total
RNA mixture, and examined for their 13C composition
afterwards. In a study by MacGregor et al. (2002), SSU
rRNA was found to be a suitable biomarker that could
be useful for studies on carbon flow in natural microbial
communities as the 13C signature of SSU rRNA of E.
coli grown in pure culture reflected that of the carbon
source. However, some limitations were associated with
this method, such as the requirement for relatively large
amounts of RNA for reliable isotope measurements.

A potential limitation of the SIP approach is that
only the microbes that actually assimilate carbon can be
analyzed. Under conditions of extremely low substrate
use efficiency, all the utilized substrate-carbon may be
respired, which makes it impossible to evaluate which
organisms respired the carbon.

9.3 MICROBIAL ACCLIMATION AND
STRESS RESPONSE

Every organism has to face changes in environmen-
tal factors that influence its physiological performance.
When factors shift away from the optimum range, the
conditions can become sub-optimal or even harmful.
For these situations, the term ‘stress’ is used. Microbes
must have physiological mechanisms to survive and
remain active in the face of stress or they will die.
However, in most cases there is no distinct threshold
between the ‘normal range’ of an environmental factor
and ‘stressful conditions’. Therefore, it is not always
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possible to distinguish between acclimation to a change
that still is within the normal range of variation and
stress response that might strongly alter the physiology
of single organisms or the community structure.

Nevertheless, since stress responses involve physi-
ological costs at the organism level and can alter the com-
position of the active microbial community (Schimel
et al., 2007), they can also influence ecosystem-level
carbon, energy and nutrient flows. Microbes acclimate
to stress by altering resource allocation from growth to
survival mechanisms, unless the stress is so great that
it is lethal or forces microbes into dormancy (Farrar
and Reboli, 1999; Suzina et al., 2004). Stress tolerance
involves shifting carbon allocation from cell polymers to
osmolytes, cryoprotectants, chaperones and other spe-
cialized stress-acclimation compounds that are soluble,
labile and frequently N rich (Schimel et al., 2007). Thus,
these compounds are easily metabolized when the stress
ends and at least partially responsible for the pulse of
respiration that is commonly observed after rewetting
or thaw (Fierer and Schimel, 2003).

9.3.1 Microbial acclimation to climate and stress
by climatic factors

Soil temperature and moisture are the most important
climatic factors that influence the physiological per-
formance of micro-organisms and, consequently, the
organic matter turnover in soils.

Temperature acclimation has been a widely dis-
cussed issue in the context of global warming, because
it severely influences predictions about global carbon
fluxes in a future climate (see Chapter 1). Smaller and
short-term changes (e.g. during diurnal courses) may
simply alter the process rates, whereas mid- and long-
term changes (from annual courses to long-term trends
in climate) may alter the temperature response. Prac-
tically, temperature acclimation of the soil microbiota
is difficult to measure, because one needs to unravel
the complex interactions between substrate depletion,
physiological acclimation and changes in species com-
position and activity. Nevertheless, an integrated use of
the different methods described above has a high poten-
tial to develop stronger linkages and provide deeper
insight (see also Section 9.4).

Microbial responses to low temperature are a par-
ticularly important aspect of temperature responses.
Northern environments are warming rapidly and are

therefore vulnerable to changing freeze–thaw regimes.
Microbial activity continues at temperatures below
freezing, but not only are temperature responses dis-
tinctly different than they are above freezing (Mikan
et al., 2002), microbial processes also change below
freezing. To survive low temperature, microbes must
induce a suite of cold acclimation mechanisms includ-
ing changing lipid composition, synthesizing new pro-
teins and possibly accumulating other cryoprotectants
(Methe et al., 2005). An important component of this
physiological shift is that it occurs above 0 ◦C; thus,
rather than waiting for the freeze to occur, microbes
appear to pre-acclimate, analogous to frost hardening
in plants (Lennartsson and Ogren, 2002).

If soil moisture decreases within the normal range
of fluctuations, substrate diffusion varies and microbes
may experience resource limitation that can slow bio-
geochemical process rates (Stark and Firestone, 1995).
High moisture may reduce process rates by limiting
oxygen diffusion. This is reflected by the typical opti-
mum shape of the soil moisture response curve. Beyond
a threshold, decreasing water potentials impose direct
physiological stress. As soils dry and water potentials
drop, cells must accumulate compatible solutes to avoid
dehydration (Harris, 1981). Bacteria typically accumu-
late amino compounds (Csonka, 1989), while fungi
accumulate polyols (Witteveen and Visser, 1995).

Rewetting a dry soil or thawing a frozen soil
requires microbes to rapidly reverse their physiologi-
cal acclimations to drought or freezing to prevent cell
rupture and other effects. In case of rewetting, they have
to adjust osmotically within a few minutes. Fierer and
Schimel (2003) have shown by 14C-labelling that most
of the respiratory burst after rewetting comes from the
microbial biomass and they conclude that most of it
comes from released cytoplasmic solutes. The pulse of
respiration on rewetting or thaw can be equivalent to
roughly 10% or more of the total microbial biomass
(Skogland et al., 1988; Herrmann and Witter, 2002),
and this is likely an underestimate of total microbial
carbon mobilized, since not all the carbon metabolized
is respired.

9.3.2 Microbial acclimation to chemical
soil properties

As pointed out before, the microbial community can
quickly adjust to the chemical composition of the
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organic matter, e.g. by a rapid growth or increase in
activity after addition of easily decomposable matter.
However, microbes also respond to other chemical soil
properties, such as pH. Changes in the pH of soil often
result in a shift of the microbial community that can
be detected easily by measuring the ratio of fungal
to bacterial biomass, by PLFA analysis (Bardgett and
McAlister, 1999; Bååth and Anderson, 2003; de Vries
et al., 2006) or by determining the physiological activity
of the different components of the community (e.g. by
SIR, Beare et al., 1991). Blagodatskaya and Anderson
(1999) carried out laboratory experiments to study the
pH impact on soil microbial communities under con-
trolled conditions. After an initial pH stress (shown by a
high initial qCO2 and immediate biomass loss), the sur-
vivors of a microbial community adapted to the new soil
pH. Adaptation went along with a continuous decrease
of the qCO2 and the final qCO2 values and Cmic/Corg

ratios obtained under laboratory conditions correspond
to those that are commonly found for natural sites of
similarly low pH (Anderson, 2003).

9.3.3 Plant--microbe interactions

Beside manifold direct interactions between plants and
soil microbiota (as described in Chapter 7), indirect
interactions mediated by the matter cycling in ecosys-
tems have been taken into consideration more during
the last years. Ecosystems can differ widely in the nutri-
ent availability of their habitat. In addition, the amount
of nutrients incorporated into organisms or organi-
cally bound increases during ecosystem development.
As inorganic nutrients become less available, competi-
tion for nutrients between plants and free soil micro-
organisms increases. The competitors force each other
to strategies of improved nutrient uptake and retention,
which results in changing leaf and litter traits of the veg-
etation (e.g. C:N ratios), physico-chemical properties of
litter and topsoils, and the composition and activity of
microbial communities (Wardle, 2002). Also, perturba-
tions may affect only parts of the vegetation or particular
groups of decomposers, and alter the activity spectrum
of the microbial community.

The resulting change in decomposition rates has
arisen from ‘bottom-up’ (Moorhead and Sinsabaugh,
2006) and can be characterized by the whole method-
ological equipment described above. Combined with
the novel methods for chemical characterization of litter

and soil organic matter, as described in Chapters 5 and
6, this would substantially improve our understanding
of functional groups and their activity.

9.4 INTEGRATION AND THE USE OF
MICROBIOLOGICAL INFORMATION IN
MODELLING SOIL CARBON DYNAMICS

9.4.1 The need for different scales and scale
transition

Integration of microbiological information can only be
achieved when it is considered that there is neither a
‘silver bullet’ in methods nor a ‘golden scale’. Future
research has to develop a hierarchical approach with a
focus on scale transfer of information.

� At the lowest scale, community shifts can be recorded
by different molecular and genetic tools, and com-
bined with activity patterns by stable isotope probing
of PFLAs and nucleic acids.

� At the next scale, the more ‘traditional’ view on the
physiological expression of the whole microbial com-
munity or biomass provides information about the
integral of the molecular processes, possibly emerg-
ing new properties, but also about the relevance or
irrelevance of the lower scale information.

� Finally, the insights from these scales have to be cou-
pled to the interpretation of field observations at soil
profile or even ecosystem scale, and integrated into
global modelling approaches.

The importance of stress in structuring the composition
and function of soil microbial communities suggests that
our current conception of microbial ‘functional groups’,
which is largely based on process-based groups such as
nitrifiers or denitrifiers, requires an additional dimen-
sion of environmental response, such as drought toler-
ators, or cold acclimators, to fully account for micro-
bial process responses to environmental change. This
matrix of function and environmental response creates
the niche space that presumably drives the patterns of
microbial diversity found in soil.

9.4.2 Modelling

There are few approaches that explicitly use microbio-
logical information in modelling soil respiration or soil
carbon dynamics.
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Figure 9.3 A case study by using results from basal respiration
measurements in the laboratory for calibrating a model of soil
respiration in four different ecosystems from the Bornhöved
Lake district. The model used a first-order function. The decay
rate constant was taken from the basal respiration related to the
organic carbon in the soil.

A simple but efficient approach was used by Kutsch
et al. (2001) who calibrated the rate constants by labora-
tory measurements of basal respiration while modelling
the soil respiration in different ecosystems with a first-
order reaction (Parton et al., 1987):

d C
d t

= k · C · f (T) · f (�) Eq. (9.1)

where d C
d t is the actual decomposition rate, k is the

rate constant, C is the pool size and f (T) and f (�)
are response functions to soil temperature and mois-
ture, respectively. In forest soils fresh litter, organic
matter and humic substances were defined as pools,
whereas in a crop field a two-pool model with the
fast and slowly decomposable organic matter was
used (Fig. 9.3 and Fig. 9.4). The specific rate con-
stant k for each pool was derived from its basal res-
piration and modified by temperature and moisture
conditions.

Even if models using first-order kinetics reasonably
represent carbon dynamics under steady-state condi-
tions, Schimel and Weintraub (2003) criticize that soil
organic matter decomposition is not simply a first-order
reaction, because it is catalyzed by extracellular enzymes
that are produced by micro-organisms. They argue that
the dynamics of the catalyst have to be considered to
understand the linkages between C and N, and the
dynamics of non-steady-state conditions; they propose

that the ‘return on investment’ microbes get from pro-
ducing exoenzymes is a key control of decomposition
(Fig. 9.5).

In a more complex approach, Moorehead and
Sinsabaugh (2006) stress that ‘decomposition is con-
ducted largely by a community of micro-organisms
whose collective activity is controlled by litter chem-
istry, nutrient availability, environmental conditions,
and biotic interactions’ (see also Swift et al., 1979;
Gerson and Chet, 1981; Berg and McClaugherty,
2003; Paul, 2007). In their synthesis they formu-
lated a concept to model the interaction between lit-
ter chemistry and microbial activity via the response of
extracellular enzyme production to the ratio between
holocellulose and lignin including also growth and
mortality of the microbial biomass and nitrogen
fertilization.

The challenge, however, in relating these novel
model approaches quantitatively to soil carbon dynam-
ics is that many of the parameters are difficult to
estimate. For example, the size of exoenzyme pools,
their turnover time and the actual kinetic terms for
SOM breakdown are all unknown. Therefore, many
parameters have to be either approximated from lab-
oratory experiments, which may be laborious, or by
inverse modelling that may result in arbitrary values
during the calibration of a model to field measured
fluxes.

9.5 CONCLUSIONS

In this chapter, we have reviewed the methods avail-
able for studying soil microbial communities and their
function, related to carbon cycling. We have shown
that novel approaches have become possible after sig-
nificant progress in molecular and isotope techniques.
The challenge for future research is to integrate these
approaches by finding better devices to couple field mea-
surements of soil respiration, microbiological analyses
in the laboratory and modelling. For this purpose, more
integrated studies that comprise field measurements,
micro- and mesocosm experiments and laboratory stud-
ies are required. They should point to the following
questions.

� How do microbial community dynamics influence the
mineralization or stabilization of soil organic carbon
and nitrogen?
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In particular, future research has to unravel the
role of diversity and community changes in control-
ling the different pathways of decomposition and in
partitioning between them.

� What is the role of microbial acclimation in bio-
geochemical processes in a world undergoing global
warming?

Microbial acclimation either by physiological
changes or by changes in species composition is
often denied to be an important part in the puzzle
of flux acclimation to changing temperatures. The
recent discussion has mainly focused on pool deple-
tion and temperature sensitivity of different pools
(Fang et al., 2005; Knorr et al., 2005; Davidson et al.,
2006). The techniques described in this chapter allow
much deeper insights into microbial acclimation and
may change the perspective from the substrate to the
actors of matter transformation in soils.

� Is it possible to contrast the effects of microbial accli-
mation and nutrient or energy limitation on temper-
ature sensitivity of mineralization?

The novel microbiological approaches can for sure pro-
vide useful information for general insights as well as
for prediction of soil carbon dynamics. For the first
time, it will be possible to connect structural and func-
tional aspects of soil microbial communities. A lot of
important new results about the dynamics of micro-
bial communities and the mediation of biogeochemical
cycles by micro-organisms can be expected for the next
years.
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Ökophysiologie pflanzlicher Interaktionen, ed. W.
Beyschlag and T. Steinlein. Vol. 14. Bielefelder
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10 � Trophic interactions and their implications
for soil carbon fluxes
Edward Ayres, Diana H. Wall and Richard D. Bardgett

10.1 INTRODUCTION

Trophic interactions, the consumption of one organism,
or a part of it, by another, are a fundamental compo-
nent of all ecosystems. The vast majority of net primary
productivity is eventually consumed, either by herbi-
vores if the tissue is still alive, or by decomposers if
the tissue has died (e.g. Cebrian, 2004). Similarly, these
primary consumers are themselves consumed either by
predators, parasites or decomposers (secondary con-
sumers). Thus, trophic interactions form the pathways
through which carbon flows through an ecosystem and,
to a large extent, these interactions control ecosystem
carbon dynamics, either directly (via consumption of
another organism) or indirectly (e.g. altering competi-
tion between the prey individual/population and other
organisms).

In this chapter we consider the principal ways by
which trophic interactions influence soil carbon fluxes
(Fig. 10.1). Firstly, we discuss the impacts of both
above- and below-ground herbivores on carbon flux
into, and out of, the soil and the interactions between
herbivores, plants and soil organisms (dashed box in
Fig. 10.1). Secondly, we investigate the role of soil
fauna in organic matter decomposition, either directly
via the consumption of litter, or indirectly via feeding
on saprotrophs or the movement of organic matter (dot-
ted box in Fig. 10.1). Thirdly, we examine the role of
resource availability versus predation in structuring soil
food webs, followed by the linkages between soil bio-
diversity and a range of ecosystem processes, including
plant growth, litter decomposition and carbon mineral-
ization (solid box in Fig. 10.1). Finally, we synthesize
the findings from these three topics and highlight areas
where we feel future work on the relationships between
trophic interactions and soil carbon dynamics should be
directed.

10.2 ABOVE- AND BELOW-GROUND
HERBIVORY

10.2.1 Short-term responses to herbivores

We have split the effects of herbivores on carbon fluxes
into predominantly short-term or long-term impacts,
but we recognize that these effects are manifested along
a continuum. Traditionally, the effects of selective feed-
ing by herbivores on plant communities (long term:
years to decades) and the addition of pulses of rela-
tively labile organic matter to soils (short term: hours to
months), such as excreta and carcasses, were considered
the main pathways by which herbivores influenced soils
and soil biological processes. However, over the last two
decades there has been increasing recognition that plant
physiological responses to herbivory also influence soils
and soil biota (Holland et al., 1996; Bardgett et al., 1998;
Hamilton and Frank, 2001; Bardgett and Wardle, 2003).
Given the physiological nature of these plant responses
they tend to influence soils over time scales of hours to
months, in contrast to plant community responses to
herbivory that typically occur over years to decades (see
Section 10.2.2). In this sub-section we focus on short-
term relationships between herbivory and soil carbon
fluxes, investigating the influence of herbivore-induced
changes in labile organic matter inputs, plant inducible
defences and root morphology/physiology on carbon
dynamics.

10.2.1.1 Animal waste products and soil carbon
dynamics
The addition of excreta to soils represents an indirect
pathway by which herbivores alter plant carbon fluxes
to soils. A proportion of the plant material consumed
by herbivores is returned to the soil partially digested
or digested but unassimilated, typically containing
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Litter
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Soil faunal community
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Plants Above- and below-
ground herbivores

Figure 10.1 Schematic diagram of carbon flux through the major
components of a simplified food web. The boxes represent the
topics covered in the sub-sections of this chapter: above- and
below-ground herbivory (dashed box); trophic interactions in
soils and decomposition (dotted box); and soil biota community
structure and diversity (solid box).

simpler, more labile compounds than the parent mate-
rial. It has long been known that faeces addition can
cause major changes in soil properties such as fertility;
indeed manure has been used as an agricultural fertilizer
for thousands of years (McNeill and Winiwarter, 2004).
These effects on soils are not limited to the manure of
vertebrates, since frass (invertebrate excreta), as well as
urine, body parts and carcasses, can all influence below-
ground processes (Haynes and Williams, 1993; Lovett
and Ruesink, 1995; Frost and Hunter, 2004). This
influx of labile resources typically stimulates the activ-
ity and biomass of soil microbes resulting in faster rates
of decomposition and nutrient mineralization. Several
studies have shown that dung (Pastor et al., 1993;
Lovell and Jarvis, 1996; Bardgett et al., 1998) and frass
(Lovett and Ruesink, 1995; Frost and Hunter, 2004)
addition to soil increases microbial biomass or activity,
as well as soil faunal abundance (Ettema and Bongers,
1993). Similarly, in a field experiment, Williams et al.
(2000) detected an increase in the number of soil bac-
teria in response to synthetic sheep urine additions,
as well as positive or negative effects on soil respira-
tion dependent on site. Dung and urine inputs have
been related to an enhancement of soil organic matter,
nutrient availability, microbial biomass and activity in
the field (Ruess and McNaughton, 1987; McNaughton
et al., 1997; Haynes and Williams, 1999; Bardgett and
Wardle, 2003). Haynes and Williams (1999) observed

increased soil organic carbon, soluble carbon, micro-
bial biomass and activity in areas with greater dung and
urine inputs, and experimental addition of dung and
urine to soil mirrored these changes in soil properties.

Besides promoting soil respiration, dung additions
can increase carbon loss via leaching. In a field experi-
ment in southwest England using dung with distinct
C-isotope signatures, Bol et al. (2000) detected that
dung-derived carbon in soil leachates peaked 21–26 days
after dung application. Furthermore, dung application
resulted in a ‘priming’ effect whereby it increased the
quantity of soil-derived carbon leached from soil (Bol
et al., 2000). Carbon from dung additions can be quickly
incorporated into the soil pool, with 7% of topsoil (0–
1 cm) carbon derived from dung added only one week
earlier (Bol et al., 2004). However, due to rapid turnover
and leaching, only a small quantity (∼9–17%) of dung-
derived carbon was present in soils after 70 to 150 days
(Bol et al., 2000, 2004).

As illustrated above, the positive effect of dung and
urine on soil nutrient availability represents an impor-
tant pathway by which herbivores increase plant nutri-
ent uptake and production (McNaughton et al., 1997;
Frank and Groffman, 1998; Wardle, 2002; Bardgett and
Wardle, 2003). Persistent increases in soil nutrient avail-
ability, as a result of herbivore waste inputs have the
potential to alter plant community structure, which in
turn could influence soil carbon dynamics (see Section
10.2.2).

10.2.1.2 Herbivore-induced changes in litter
chemistry and soil carbon dynamics
A second short-term effect of herbivores on soil carbon
cycling occurs via their impact on plant litter quality.
At the individual plant scale, herbivore attack can result
in changes in the chemical composition of plant mate-
rial, such as the production of compounds that make
plant material less palatable to herbivores (Zangerl,
1990; Wold and Marquis, 1997). However, only recently
has this response been related to below-ground carbon
cycling. Findlay et al. (1996) demonstrated that spider
mite damage to leaves of cottonwood plants resulted in
greater phenolic concentrations in leaf litter, and, as a
consequence, litter mass loss was reduced such that after
21 days twice as much litter mass remained from the spi-
der mite treatment than from the control. These find-
ings suggest that insect herbivory on foliage may slow
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rates of decomposition, thereby leading to the accumu-
lation of soil organic matter (Findlay et al., 1996). In
contrast, scale insects and stem-boring moths increased
nutrient concentrations, and decreased carbon:nitrogen
and lignin:nitrogen, in needle litter from pinyon pines,
probably as a result of a reduction of nutrient resorption
prior to senescence (Chapman et al., 2003). Chapman
et al. (2003) suggested that this increase in litter quality
explained why trees susceptible to herbivore attack by
either of these species produced litter that decomposed
faster than litter from unsusceptible trees. Similarly,
browsing mammals including moose have been shown
to enhance leaf litter N concentrations of taiga trees in
a boreal forest, resulting in faster rates of litter mass
loss and respiration (Kielland et al., 1997). Therefore,
the plant species, as well as the type of herbivory, may
influence the direction of any effect on litter quality, as
well as subsequent impacts on litter decomposition and
soil carbon sequestration. Moreover, as with dung and
urine inputs, herbivore-induced differences in nutrient
release from litter, and hence soil nutrient availability,
has the potential to alter plant community structure,
with further consequences for below-ground carbon
dynamics (see Section 10.2.2).

10.2.1.3 Herbivore-induced changes in roots
and soil carbon dynamics
Many studies have shown that herbivory enhances
below-ground carbon allocation and carbon inputs to
soil through changes in root biomass, turnover and exu-
dation. Although in general, large above-ground her-
bivores appear to reduce plant above-ground biomass
(Milchunas and Lauenroth, 1993), medium-intensity
herbivory can actually stimulate above-ground plant
productivity in fertile sites, with declines in plant
biomass only occurring under high-intensity herbivory
(McNaughton, 1979). Similarly, at the individual plant
scale, several studies have demonstrated positive, neu-
tral and negative effects of foliar herbivory on root
biomass for a range of plant functional types (Milchunas
and Lauenroth, 1993; Guitian and Bardgett, 2000;
Ayres et al., 2004, 2007) suggesting that carbon allo-
cation below ground may be altered by herbivory.
Response of root biomass to foliar herbivory may be
plant species specific and may relate to a species’ nat-
ural history. For instance, Ayres et al. (2004) observed
a reduction in root biomass of Abies alba, a relatively
slow growing evergreen tree, in response to clipping,

whereas, Fagus sylvatica, a faster growing deciduous
species, subjected to the same level of defoliation exhib-
ited no reduction in root biomass. Likewise, Guitian and
Bardgett (2000) found clipping reduced root biomass,
and increased resource allocation above ground, in two
grazing tolerant grasses, whereas root biomass of a graz-
ing intolerant grass was not affected by defoliation, but
resource allocation below ground was increased. As with
foliar herbivory, even root herbivores do not neces-
sarily result in a reduction in root biomass. Indeed,
root herbivory can stimulate root production (Bardgett
et al., 1999), again suggesting enhanced carbon flux
below ground, and neutral effects are also common
(Denton et al., 1999; Yeates et al., 1999; Ayres et al.,
2007).

Root exudates represent a major flux of carbon into
the soil and are an important resource for soil biota,
as evidenced by greater microbial biomass in rhizo-
sphere soil relative to bulk soil (Hamilton and Frank,
2001). Several experiments have shown that foliar her-
bivory enhances the flux of recently assimilated carbon
below ground. For example, the quantity of leaf mass
of 14CO2-labelled Zea mays consumed by grasshoppers
positively correlated with recovery of 14C in its roots,
root exudates and below-ground respiration (Holland
et al., 1996). Similarly, Hamilton and Frank (2001)
demonstrated that defoliation of Poa pratensis, a grazing
tolerant grass, enhanced soil and soil soluble carbon,
as well as the recovery of plant-derived 13C in the soil
and soil solution. This increase in plant carbon inputs
stimulated microbial biomass and activity, resulting in
enhanced soil N availability, plant N uptake and photo-
synthesis (Hamilton and Frank, 2001). Defoliation has
been shown to increase plant carbon exudation in sev-
eral other grass species (Paterson and Sim, 1999, 2000;
Paterson et al., 2003; Murray et al., 2004). There have
been fewer studies on the influence of below-ground
herbivory on plant carbon exudation. Freckman et al.
(1991) observed a reduction in the rate and quantity of
11C transport to roots, suggesting carbon exudation may
be reduced in the presence of root herbivores. In con-
trast, infection of Trifolium repens with plant-parasitic
nematodes enhanced carbon exudation and the recov-
ery of plant-derived carbon in soil microbes (Yeates
et al., 1998, 1999). Moreover, greater concentrations of
soil solution carbon have been observed in field plots
(Tu et al., 2002) and microcosms containing different
grassland plants (T. repens, Lolium perenne or Agrostis
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capillaris) (Treonis et al., 2005) inoculated with plant-
parasitic nematodes, suggesting increased rhizodeposi-
tion as a consequence of root herbivory.

The type of damage caused by a herbivore can influ-
ence its effects on soil. However, since most studies on
the effects of foliar herbivory on rhizodeposition and
soil properties involve artificial herbivory (i.e. clipping)
we have only a limited understanding of this. Frost
and Hunter (2004) found consistently greater rates of
respiration from soil planted with Quercus rubra when
defoliated by caterpillars than by clipping, despite simi-
lar reductions in leaf area. Similarly, Yeates et al. (1999)
observed differences in plant-derived 14C recovery from
soil and soil microbes in pots containing T. repens inoc-
ulated with a range of root-feeding nematode species.
More studies involving a range of herbivore species or
functional types (e.g. defoliators, sap feeders, gall form-
ers and plant parasites) are required to test the generality
of their impacts on root carbon flux to soil. There is also
a paucity of data relating to the duration of herbivore-
induced impacts on root carbon flux. Patterson and Sim
(1999, 2000) measured root exudation from grasses in
response to clipping and found that although there was
an increase in plant carbon exudation, the effect dis-
appeared after three to five days, suggesting increases
in carbon flux to soils may be relatively minor over
longer time scales. However, other studies suggest the
effects of defoliation on soils, and the consequences of
this for plants, can last for months (Ayres et al., 2004;
Mikola et al., 2005). Ayres et al. (2004) observed sig-
nificant differences in response to foliar herbivory in
soil planted with two tree species several months after
the last defoliation event. In particular, faster rates of
N mineralization were observed in soils planted with
defoliated trees, indicating increased microbial activity,
and there were signs that the trees would exhibit differ-
ences in carbon assimilation in the following growing
season (Ayres et al., 2004) with potential consequences
for carbon flux below ground.

The unimodal relationship between plant produc-
tivity and intensity of herbivory (McNaughton, 1979),
typical of productive grasslands (De Mazencourt et al.,
1999), may also occur for plant carbon inputs to soils, i.e.
with maximum carbon flux to soils at intermediate lev-
els of herbivory, although this hypothesis has not been
tested. Support for this is provided by observations of
peak microbial biomass in the presence of intermediate
numbers of a root herbivore (Denton et al., 1999) and

at intermediate grazing intensity (Bardgett et al., 2001).
Soil microbes are commonly carbon limited (Zak et al.,
1994; Wardle, 2002), so an increase in their abundance
may suggest increased plant carbon inputs to soil. How-
ever, in two microcosm experiments, which varied the
intensity of defoliation, there was no evidence of greater
carbon fluxes to soils at intermediate levels of herbivory,
since microbial biomass either increased (Guitian and
Bardgett, 2000) or decreased (Mikola et al., 2001a) with
defoliation intensity. It should be noted that enhanced
plant carbon inputs to soils as a result of herbivory may
not result in increased soil carbon. Increased carbon
exudation is typically accompanied by increased soil
microbial biomass and/or activity, and plant-derived
carbon is often detected in below-ground respiration
(Holland et al., 1996; Bardgett et al., 1999; Hamilton
and Frank, 2001; Tu et al., 2002). Indeed, a two-year
experiment in which two tree species were subjected
to 50% defoliation, isotopic techniques revealed that
soil sequestration of plant-derived carbon did not differ
from the control for either species (Ayres et al., 2004).

10.2.2 Long-term responses to herbivores

The long-term effects of herbivory on soils, typically
via their influence on plant community composition,
differ markedly from their short-term effects. As dis-
cussed in the previous section, there are several indirect
ways that herbivores can influence plant community
structure and, hence, soil carbon dynamics. Selective
feeding represents a direct mechanism by which herbi-
vores can substantially alter plant communities. Plant
species, and individuals within a species, differ in the
nutritional quality and accessibility of their tissues to
herbivores, and therefore herbivores selectively target
or avoid certain plant functional types, species or indi-
viduals (Cates and Orians, 1975; Fraser and Grime,
1999; Moore and Foley, 2005). This selective feed-
ing frequently alters the competitive balance between
plant species, resulting in changes in plant commu-
nity structure, with positive or negative effects on pri-
mary productivity and plant litter quality (Augustine
and McNaughton, 1998; Bardgett and Wardle, 2003).
Since palatability and decomposition of plant material
correlate positively (Grime et al., 1996), these changes
in plant community structure influence the amount,
quality and turnover of carbon entering soil (Bardgett
and Wardle, 2003).
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Figure 10.2 Ecosystem properties and organic matter flow
through an ecosystem as influenced by herbivory: (a) herbivores
retard plant succession and increase organic matter cycling; (b)
herbivores accelerate plant succession and decrease organic
matter cycling. Arrow thickness denotes magnitude of organic
matter flux. After Bardgett and Wardle (2003).

Herbivory typically enhances below-ground nutri-
ent cycling, including carbon turnover, when it pro-
motes the dominance of fast growing, grazing tolerant
plant species over late successional species that typi-
cally produce poor quality litter (Bardgett and Wardle,
2003). This can be seen in fertile grasslands, where
herbivory often increases primary productivity, plant
nutrient uptake, litter quality, soil nutrient availabil-
ity and below-ground respiration (McNaughton, 1979,
1983; Ruess and McNaughton, 1987; Holland and
Detling, 1990; Bardgett et al., 1997; McNaughton et al.,
1997; Tracy and Frank, 1998), suggesting faster rates
of carbon turnover in soils (Fig. 10.2). Positive effects
of herbivory on below-ground nutrient dynamics occur
in exclosure experiments in other ecosystems, includ-
ing early successional taiga forest (Kielland et al., 1997;
Ruess et al., 1998), arctic tundra (Molvar et al., 1993;
Van der Wal et al., 2004) and, to some extent, in Scots
pine forests (Stark et al., 2000). Furthermore, despite
apparently faster rates of carbon turnover, several stud-
ies reported increased soil carbon content associated
with herbivory (Ruess and McNaughton, 1987; Molvar
et al., 1993; Bardgett et al., 2001; Reeder and Schuman,
2002); however, this does not always occur (Tracy and
Frank, 1998).

In contrast to the findings outlined above, herbi-
vores have also been shown to have negative effects

on soil biological properties and nutrient cycling. This
occurs when herbivory leads to a decline in the abun-
dance of faster growing, palatable plant species, and
their replacement by slower growing, less palatable
species (Bardgett and Wardle, 2003). For instance, the
classic study by Pastor et al. (1993) demonstrated that
moose browsing of hardwood trees in boreal forests
increased the abundance of unpalatable spruce trees,
resulting in reductions in the quality of litter inputs
to soils, which in turn reduced microbial activity, soil
C and N content, and N mineralization rates. Simi-
larly, an exclosure study in an oak savanna ecosystem
showed that herbivory decreased above-ground stand-
ing crop, plant and litter N content, and soil N availabil-
ity (Ritchie et al., 1998) and, in an upland regenerating
forest, browsing by red deer reduced litter decompo-
sition, soil N availability and dissolved organic C in
the soil solution (Harrison and Bardgett, 2003, 2004)
(Fig. 10.2b).

It should be noted, however, that the effects of
herbivory on ecosystems are difficult to predict. For
example, in an extensive survey of the effects of intro-
duced browsing mammals at 30 sites in New Zealand,
Wardle et al. (2001) found that, despite often reducing
the abundance of palatable plant species, herbivores had
idiosyncratic effects on a range of ecosystem properties,
including soil and litter C and N content, and soil micro-
bial biomass and activity. These idiosyncrasies were
attributed to the different mechanisms by which her-
bivores influence soils (Wardle et al., 2001), therefore,
although the schematic diagram presented in Fig. 10.2
provides a useful framework to understand the effects
of herbivory on carbon dynamics, there are likely to be
community- and site-specific exceptions.

10.2.3 Impacts of herbivores on food webs

As outlined earlier, both above- and below-ground her-
bivory can alter the abundance and activity of the soil
microbial community, with consequences for nutrient
cycling. However, the effects of herbivory on soil organ-
isms are not limited to microbial primary consumers;
they also influence the abundance of soil fauna that
feed on microbes, thereby altering soil carbon dynamics.
Herbivory has been shown to influence the abundance of
protozoa, rotifers, enchytraeids, microarthropods and a
range of nematode feeding groups in pot (Mikola et al.,
2001a, 2001b; Techau et al., 2004; but see Ilmarinen
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et al., 2005) and exclosure experiments (Bardgett et al.,
1997; Stark et al., 2000; Wardle et al., 2001). However,
the direction of the response of soil fauna to herbivory
may be context dependent. For example, Bardgett et al.
(1997) observed positive effects of sheep grazing on
total nematode abundance in brown earth soils, but not
in acidic podzol soils. Likewise, in an exclosure study
in New Zealand forests, Wardle et al. (2001) observed
site-specific increases or decreases in microbial feeding
and predaceous nematodes, tardigrades, copepods and
rotifers in response to above-ground herbivores; how-
ever, significant effects of herbivory on mites, collem-
bolans and soil macro-fauna were almost universally
negative regardless of trophic position. A meta-analysis
of above-ground herbivore effects on the mycorrhizal
associations of 37 plant species showed negative effects
in 23 cases, whereas positive effects were only seen in
two species (Gehring and Whitham, 1994). Negative
effects of herbivory on mycorrhizal associations have
been broadly attributed to reductions in photosynthe-
sis and plant carbon allocation below ground due to
reduced leaf area (e.g. Gehring and Whitham, 1991;
Rossow et al., 1997; Gange et al., 2002).

It is very difficult to draw conclusions about the
effects of herbivore-induced changes in soil food web
structure on carbon cycling (Bardgett and Wardle,
2003); however, a shift in the relative importance of
the bacterial and fungal energy channel might be asso-
ciated with changes in rates of decomposition and soil
respiration. The bacterial energy channel (e.g. bacteria,
protozoa and bacterial-feeding nematodes) is associated
with rapid rates of decomposition, nutrient cycling and
plant growth, whereas the fungal energy channel (e.g.
fungi and fungal-feeding microarthropods and nema-
todes) is associated with slower rates of organic matter
turnover and plant productivity (Moore and de Ruiter,
1991; Coleman and Crossley, 1996). It has been sug-
gested that herbivores may shift the soil decomposer
subsystem towards a bacterial-dominated energy chan-
nel when they increase the quality of plant inputs, e.g.
when herbivory benefits the dominant plant species and
retards colonization by later successional plant species
which produce poor quality litter, as typically occurs
in grasslands (discussed in Section 10.2.2) (Bardgett,
2005) (Fig. 10.2a). In contrast, herbivores may shift
the food web towards fungal dominance when they are
detrimental to the dominant plant species and accelerate
colonization by species that produce poorer quality litter

(Bardgett, 2005) (Fig. 10.2b). In agreement with this,
heavily grazed temperate grasslands have been shown
to promote bacterial-dominated microbial communi-
ties (Bardgett et al., 2001; Grayston et al., 2001, 2004)
and greater numbers of bacterial-feeding nematodes
(Ingham and Delting, 1984), whereas the removal of,
or reductions in, grazing promotes fungal dominance
within the microbial community (Bardgett et al., 2001).
More studies are needed, however, to test the generality
of these responses.

To date, experiments investigating herbivory and
soil processes have not considered predators and para-
sites of herbivores, despite their role in limiting herbi-
vore abundance and activity. Given that several plant
species have been shown to actively attract these sec-
ondary consumers when exposed to both above- and
below-ground herbivory via emission of volatile com-
pounds (Turlings et al., 1990; De Moraes et al., 1998;
Rasmann et al., 2005), parasites and predators of herbi-
vores may alter the direct and indirect effects of herbi-
vores on soil carbon dynamics. For instance, Rasmann
et al. (2005) demonstrated that maize exposed to root-
feeding beetle larvae releases a compound that attracts
entomopathogenic nematodes and increases infection
of beetle larvae. Moreover, the presence of specific
soil fauna has been shown to influence populations of
both above-ground herbivores and parasitoids (Beze-
mer et al., 2003, 2005). Preisser (2003) showed that the
addition of an entomopathogenic nematode to the rhizo-
phere of bush lupines being attacked by the root-feeding
ghost moth caterpillar significantly reduced caterpillar
abundance and increased plant growth and seed pro-
duction. Moreover, bush lupines, which are N-fixers,
can strongly influence the coastal ecosystems where they
occur (Preisser, 2003), with potential consequences for
soil carbon dynamics. Thus, multi-trophic experiments
that examine the extent to which predators/parasites
alter the effects of herbivores on soils are needed.

10.3 TROPHIC INTERACTIONS IN SOILS
AND DECOMPOSITION

Soil organic matter and plant litter represent the main
sources of carbon entering the soil food web and
trophic interactions can substantially alter the rate of
organic matter decomposition. Decomposition is a fun-
damental determinant of soil carbon pools and the bal-
ance between decomposition and plant litter inputs
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determines whether soils are sinks or sources of car-
bon, as well as controlling the re-cycling of a range
of nutrients that are essential for both plants and soil
organisms. The vast majority of plant production enters
the soil food web as exudates, dead leaves, roots and
their associated mycorrhizal mycelia, or wood. Soil
microbes are directly responsible for decomposing most
of this material since they are often the only organisms
in soils that produce enzymes capable of degrading
recalcitrant plant-derived compounds such as lignin.
However, numerous experiments have shown that the
presence of a range of different soil fauna, including
collembolans, mites, enchytraeids, isopods and earth-
worms, typically increase rates of mass loss and car-
bon mineralization (Seastedt, 1984; Setälä et al., 1996;
Cortez and Bouche, 1998; Edsberg, 2000; Hedlund and
Öhrn, 2000; Hättenschwiler and Bretscher, 2001) sug-
gesting soil animals mediate decomposition. The gener-
ally positive effect of soil animals on decomposition has
been attributed to several mechanisms: (1) partial diges-
tion of dead plant matter and returning it to the soil;
(2) fragmentation of plant material, thereby increasing
the surface area available for microbial colonization; (3)
bringing microbes and organic matter into direct con-
tact and (4) grazing on soil microbes (Swift et al., 1979;
Seastedt, 1984; Wardle, 2002; Bardgett, 2005). These
mechanisms are discussed in turn below; however, it
should be noted that they occur simultaneously in soils.

Saprotrophic soil fauna (i.e. fauna that consume
dead organic matter) derive carbon and other nutri-
ents from organic matter that is partially physically and
chemically degraded in their gut. However, some of this
organic matter is returned to the soil in faecal pellets. As
with herbivores (see Section 10.2.1), the organic matter
that is returned to the soil is typically more labile and
easier to decompose than the original material (Zaady
et al., 2003), leading to accelerated rates of decompo-
sition. For example, termite faecal matter had a lower
C:N ratio than partially decomposed litter, their food
source, as well as surface litter and soil (Zaady et al.,
2003); low C:N ratios are indicative of palatable sub-
strates and often correlate with decomposition rates.
Similarly, isopod and collembolan faeces contain greater
concentrations of potassium and calcium than their food
source, possibly indicating greater palatability; how-
ever, concentrations of phosphate were reduced in fae-
ces from both taxa, as were N concentrations in collem-
bolan faeces (Teuben and Verhoef, 1992). Indeed, fresh

earthworm casts exhibit greater levels of carbon loss
than soil, suggesting faster rates of decomposition (Mar-
tin, 1991; Lavelle and Martin, 1992); however, this is
probably due to the fragmentation of organic matter
as well as its partial digestion. Moreover, although the
rate of carbon loss from earthworm casts was initially
greater than that from soil, the decomposition rate of
casts declined rapidly, such that after 420 days the car-
bon content of the casts was 10% greater than that of the
soil (initial cast and soil carbon content were similar).
This suggests that over longer time scales earthworm
casts may enhance below-ground carbon sequestration
(Martin, 1991; Lavelle and Martin, 1992).

Fragmentation of organic matter, resulting in
increased surface area available for colonization by bac-
teria and fungi, is thought to be one of the main ways
that soil fauna enhance decomposition (Swift et al.,
1979; Seastedt, 1984). Schulmann and Tiunov (1999)
fed the earthworm Lumbricus terrestris on intact leaf
laminae and observed litter fragments in casts ranging
from 0.03–0.25 mm2 depending on the availability of
sand particles, and Heemsbergen et al. (2004) demon-
strated variation in litter fragmentation between eight
species of soil macro-fauna. Several other faunal groups,
including mites and collembolans, probably fragment
organic matter, but this has rarely been investigated
due to technical difficulties in measuring fragmentation
(Anderson, 1975; Seastedt, 1984). Moreover, increased
fragmentation has been shown to result in enhanced
respiration from beech litter amended with glucose,
although in some cases respiration declined from the
smallest fragments (<5 mm2), possibly due to damage
to microbes as a result of the fragmentation method
(Maraun and Scheu, 1995).

One place where soil fauna bring plant litter and
soil microbes into close contact is in their gut. Micro-
organisms live in the gut of many soil fauna, indeed
in some cases these microbes form symbiotic relation-
ships with their host, producing enzymes that break
down recalcitrant organic compounds, thereby allow-
ing the fauna access to nutrients that would otherwise
be inaccessible, while the microbes receive a continu-
ous substrate supply (Slaytor, 2000; Dillon and Dillon,
2004). For example, microbes and protozoa in the gut
of termites produce enzymes capable of decompos-
ing cellulose and lignin (Slaytor, 2000). However, the
contribution of these nutrients to termite metabolism
is thought to be minor (Slaytor, 2000) and their
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relative importance in organic matter decomposition
is currently unknown. The role of soil fauna in bringing
microbes and organic matter in contact does not end in
the gut. Along with the remaining undigested organic
matter that is excreted into the soil, microbes from the
gut are visible in faecal material (Adamo and Gealt,
1996; Frouz et al., 2002, 2003) where they continue to
decompose organic matter.

Termites and leaf cutter ants play an important
role in bringing plant matter into contact with decom-
posers as a result of their external symbioses with fungal
saprotrophs. Yamada et al. (2005) showed that termite
populations and fungal combs (i.e. ‘gardens’) respired
11% of annual leaf litter carbon in a dry forest in Thai-
land, with the fungi accounting for 64% of the respired
carbon. Moreover, they estimated that termites and
their fungal combs respire 5–39% of annual litter car-
bon from three tropical savannas and three dry tropical
forests, but less (∼1%) in three wet tropical forests
(Yamada et al., 2005). Likewise, earthworms are known
to drag litter from the surface into their burrows, which
may increase its availability to soil dwelling biota. This
continuous supply of organic matter, along with earth-
worm mucilage, sustains respiration rates and micro-
bial populations that are 4–9 and 2–5 times greater,
respectively, in the walls of burrows than in control
soil (Tiunov and Scheu, 1999). However, using 13C-
labelled plant material, Bossuyt et al. (2005) found that
earthworms can increase the quantity of plant-derived
carbon incorporated into soil aggregates, where it is
likely to receive physical protection from soil organisms,
potentially limiting carbon cycling. Dung beetles also
play an important role in fragmenting animal waste and
relocating it from the surface into the soil (Yokoyama
et al., 1991), as well as stimulating microbial activity in
dung, resulting in enhanced rates of carbon loss (Steven-
son and Dindal, 1987) and sometimes enhancing fungal
(Yokoyama et al., 1991) or bacterial (Lussenhop et al.,
1980) growth. Moreover, dung beetles have been shown
to enhance C and N fluxes from dung to soil, where it
acts as a substrate for microbes (Yokoyama et al., 1991).

The relative importance of each of these mecha-
nisms (partial digestion of organic matter, litter frag-
mentation, and bringing microbes and organic matter
into direct contact) that are carried out by soil fauna
in relation to decomposition is extremely difficult, if
not impossible, to determine because these mechanisms
typically occur simultaneously. In contrast, the effect

of soil faunal grazing of microbes on rates of decom-
position, which is discussed below, can be seen more
clearly. Grazing by microarthropods and nematodes
can influence the activity and growth of soil bacteria and
fungi (Bengtsson and Rundgren, 1983; Dyer et al., 1992;
Vreeken-Buijs et al., 1997; Hedlund and Öhrn, 2000;
Moore et al., 2003; Bonkowski, 2004), suggesting it may
alter rates of decomposition. Hedlund and Öhrn (2000)
observed greater soil respiration rates when the collem-
bolan Folsomia fimetaria was added to soil microcosms
inoculated with one of three fungal species. Moreover,
when a mite species that preyed upon F. fimetaria was
added the respiration rate was even greater, suggest-
ing low levels of grazing stimulate fungal activity more
than high-intensity grazing (Hedlund and Öhrn, 2000).
The addition of microbial-feeding fauna has been shown
to increase respiration and litter mass loss (Cragg and
Bardgett, 2001), indicative of faster rates of decom-
position. These findings emphasize the importance of
multi-trophic interactions in regulating soil respiration
and decomposition.

In addition to altering the activity of microbes,
soil fauna may alter the microbial community struc-
ture through selective feeding, which in turn may alter
rates of decomposition. Soil fauna are often assumed to
be generalist feeders; however, there are a number of
examples that demonstrate a degree of specificity, sug-
gesting they are capable of altering microbial commu-
nity structure. Evidence of selective feeding is provided
by variation in the natural abundance of 15N between
oribatid mite species, suggesting different species select
different food sources (Schneider et al., 2004). Collem-
bola have been shown to preferentially feed on specific
fungal species (Hedlund and Öhrn, 2000), metabol-
ically active hyphae, in contrast to inactive or dead
hyphae (Moore et al., 1985), and nutrient rich parts of
fungal biomass (Leonard, 1984). Furthermore, selec-
tive feeding by soil fauna has been linked to changes
in rates of decomposition by individual fungal species
(Newell, 1984a, 1984b). In the presence of two fungal
species, the collembolan Onychiurus latus fed prefer-
entially on Marasmius androsaceus, rather than Mycena
galopus (Newell, 1984a). M. androsaceus had a faster
growth rate, and colonized and decomposed spruce lit-
ter faster than M. galopus. Moreover, grazing by O. latus
further increased mass loss when litter was inoculated
with M. androsaceus, but inhibited mass loss when inoc-
ulated with M. galopus (Newell, 1984b).
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As illustrated above, earthworms play a key role in
decomposition: partially digesting and fragmenting lit-
ter, moving leaf litter from the soil surface into the soil
and bringing microbial decomposers into direct contact
with organic matter (Cortez and Bouche, 1998). How-
ever, the relative importance of organisms in relation to
carbon cycling does not just vary between functional
groups of soil organisms; species within functional
groups also differ in their effects on soil properties. For
example, Laakso and Setälä (1999) found that model
ecosystems that contained the enchytraeid Cognettia
sphagnetorum had greater soil ammonium concentra-
tions, plant N uptake and plant growth than model
ecosystems that contained other microbial-detritivore
fauna, indicating that it plays a unique role in ecosys-
tem processes. Similarly, in a microcosm experiment
where litter was inoculated with one of three fungal
feeding collembolan species, Cragg and Bardgett (2001)
observed that Folsomia candida increased respiration,
leaching of dissolved organic carbon and litter mass loss
more than other species, suggesting it plays a greater
role in decomposition.

10.4 SOIL BIOTIC COMMUNITY
STRUCTURE AND DIVERSITY

In this section we first discuss the relative importance
of bottom-up versus top-down regulation of soil food
webs in relation to carbon fluxes between trophic levels.
This is followed by a summary of current knowledge on
the relationship between soil biodiversity and carbon
dynamics.

10.4.1 Trophic interactions and carbon fluxes
through soil food webs

Top-down or bottom-up control of soil organisms can
have important consequences on the effect of various
biotic interactions, e.g. predation and competition, on
carbon fluxes through the soil food web. In general,
long-term additions of labile carbon substrates to soils
increase microbial biomass, indicating bottom-up con-
trol of microbes (Jonasson et al., 1996; Mikola and
Setälä, 1998a; Wardle, 2002), in agreement with food
web models (Fu et al., 2000). However, some authors
have suggested that top-down forces control bacte-
ria, whereas fungi are typically bottom-up controlled
(Wardle and Yeates, 1993; Wardle, 2002). Assuming

soil microbes are generally bottom-up controlled, the
presence of microbial consumers may have little effect
on the size, and carbon content, of the microbial com-
munity; yet evidence from the literature often does not
support this view. For instance, bacterial consumers
reduced bacterial biomass in microcosm (Allen-Morley
and Coleman, 1989) and field studies (Santos et al.,
1981; Ingham et al., 1986). Other studies have shown
that various bacterial groups respond differently to
grazing, some increasing and others decreasing (Grif-
fiths et al., 1999; Ronn et al., 2002). Likewise, fun-
gal hyphal length or biomass has been shown to either
increase or decrease in response to grazing (Hedlund
and Augustsson, 1995; Hedlund and Öhrn, 2000).

There is an ongoing debate on the importance
of multi-trophic interactions in terrestrial ecosystems
(Strong, 1992; Polis, 1994; Pace et al., 1999; Wardle,
2002); however, there is clear evidence that trophic
interactions can influence carbon fluxes across multi-
ple trophic levels, at least under certain conditions. For
example, the addition of labile carbon substrates has
been shown to increase the abundance of micro- and
macro-arthropods, earthworms and microbial-feeding
nematodes (Seastedt et al., 1988; Mikola and Setälä,
1998a; Scheu and Schaefer, 1998). In contrast, sub-
strate addition did not affect millipedes or predatory
nematodes, and reduced the abundance of centipedes
(Mikola and Setälä, 1998a; Scheu and Schaefer, 1998).
Likewise, the removal of plants from 0.8 × 1.2 m field
plots reduced soil microbial biomass and the abundance
of collembolans, earthworms and predatory nematodes,
but did not affect mites or microbial-feeding nema-
todes (Wardle et al., 1999). Preisser (2003) provided evi-
dence of a trophic cascade between entomopathogenic
nematodes, root-feeding caterpillars and bush lupines,
with potential consequences for soil carbon dynamics
(discussed in Section 10.2.3). Correspondingly, there
is compelling evidence from experimental and mod-
elling studies that microbial consumers stimulate N
mineralization and promote primary productivity, with
associated changes in carbon dynamics (Ingham et al.,
1985; Hunt et al., 1987; Moore and Hunt, 1988; Setälä
and Huhta, 1991; Laakso and Setälä, 1999, discussed in
Section 10.2.3; Moore et al., 2003; Bonkowski, 2004).
Results from other studies are mixed, with some demon-
strating trophic cascades in soil (Allen-Morley and
Coleman, 1989; Hedlund and Öhrn, 2000), while others
do not (Mikola and Setälä, 1998b).
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Trophic cascades can also be manifested through
mutualisms between soil organisms and plants with con-
sequences for carbon dynamics (Moore et al., 2003).
Johnson et al. (2005) showed that the addition of fungal-
feeding collembolans to grassland soils disrupted arbus-
cular mycorrhizal fungal networks and reduced 13C-
enrichment of mycorrhizosphere respiration by 32%,
indicating the presence of some soil fauna may inhibit
carbon fluxes through certain pathways. Since myc-
orrhizas may contribute some of the most recalcitrant
carbon compounds to soils (e.g. chitin and glomalin),
changes in their biomass or physiology could have pro-
found effects on soil carbon dynamics (Rillig and Allen,
1999; Langley et al., 2006). In addition, grazing of myc-
orrhizas by soil fauna can result in positive (Setälä,
1995) or negative (Warnock et al., 1982) effects on plant
growth, which could influence plant carbon fluxes to the
soil either directly or indirectly via shift in plant com-
munity composition. Long-term field studies as well as
models are needed to determine the conditions that
result in bottom-up or top-down control of various
parts of the soil food web. In addition, the effect of
multi-trophic interactions on carbon dynamics requires
further attention to determine their importance in soils.

10.4.2 Biodiversity and ecosystem function

Soils are extremely diverse, containing tens or hundreds
of thousands of species per square metre. Globally,
species of bacteria, fungi and mites number tens of thou-
sands, and thousands of nematode, protozoa, collem-
bolan, ant and earthworm species have been described
(Brussaard et al., 1997; Wall and Virginia, 1997; Wall,
2004 and references therein). In recent years, the rela-
tionship between biodiversity and ecosystem function,
particularly in relation to carbon dynamics, has come
under increasing scrutiny. The realization that rates of
species extinctions are increasing, probably as a result
of anthropogenic actions (Vitousek et al., 1997; Dirzo
and Raven, 2003), has made the need for such data all
the more pressing.

Microcosm studies have provided little support for
the notion that greater species richness within a tax-
onomic group enhances carbon cycling. For example,
Cragg and Bardgett (2001) exposed grassland plant lit-
ter to zero, one, two or three species of collembolan
and monitored rates of mass loss and respiration. The
results showed that community composition, rather

than species richness, influenced litter decomposition;
communities that contained the dominant collembolan
Folsomia candida had greater rates of mass loss and res-
piration, whereas these measures were not significantly
different between microcosms containing the two other
species and microcosms incubated without collem-
bolans (Cragg and Bardgett, 2001). In contrast, greater
fungal species richness resulted in greater respiration
from microcosms containing forest humus; however,
the effect was limited to the species-poor treatments
(between one and six species) suggesting considerable
species redundancy (Setälä and McLean, 2004). Simi-
larly, Liiri et al. (2002a) showed that mite and collem-
bolan species richness enhanced tree growth in micro-
cosms, but that this effect was limited to the species-
poor end of the spectrum. In this study, variation in
community composition did not affect tree growth and
growth was not related to the presence of any of the
dominant faunal species, suggesting the enhancement
was a ‘true’ biodiversity effect, not a ‘sampling effect’
(Liiri et al., 2002a). Other studies that have examined
the association between species richness within taxa and
ecosystem properties in soils typically observe neutral
or weakly positive relationships, with positive effects
generally limited to species-poor treatments (Mikola
and Setälä, 1998a; Scheu et al., 2002; Cole et al., 2004).
Thus, although there is some evidence from microcosm
studies that species richness in soil may enhance ecosys-
tem processes related to carbon cycling, the effects are
typically weak and generally only occur at low levels of
diversity, which are not typical of most soils. Rather,
species-specific traits appear to be more important in
regulating ecosystem properties and processes.

There is more experimental evidence to support the
hypothesis that greater functional or trophic diversity in
soils result in an enhancement of ecosystem processes,
although this does not always occur (Huhta et al., 1998;
Setälä, 2002). At the coarse scale several studies have
shown an increase in a range of ecosystem processes,
including litter mass loss, respiration and plant growth,
when meso- and macro-fauna are present, rather than
absent, in soil (Bengtsson et al., 1988; Setälä and Huhta,
1990; Setälä and Huhta, 1991; Laakso and Setälä, 1999).
Moreover, as well as enhancing rates of decomposition,
the presence of soil macro-fauna can greatly alter the
relationship between litter species richness and litter
mass loss (Hättenschwiler and Gasser, 2005). At a finer
resolution, studies that have employed various mesh
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sizes to exclude different size fauna from litter have
demonstrated enhanced decomposition when all fauna
could access litter, and decomposition decreased succes-
sively as macro-fauna and meso-fauna were excluded
from the litter bags (Setälä et al., 1996; Irmler, 2000;
Smith and Bradford, 2003), lending support to the
notion that functional or trophic diversity influences
soil carbon dynamics. Similarly, Bradford et al. (2002)
observed faster rates of decomposition and altered plant
community structure in microcosms containing more
complex soil faunal communities (based on body size);
however, primary productivity and total ecosystem car-
bon balance were not affected. In a microcosm experi-
ment where both species richness and functional rich-
ness of soil macro-fauna were manipulated indepen-
dently, Heemsbergen et al. (2004) observed a positive
relationship between functional diversity and ecosys-
tem processes, including soil respiration and litter mass,
whereas there was no relationship between species rich-
ness and these processes, suggesting functional diver-
sity is of greater relevance to ecosystem processes than
species richness alone. Similarly, others have demon-
strated that soil containing fauna from a range of tax-
onomic groups, rather than fauna from a single taxon,
result in greater soil microbial biomass, litter mass loss,
soil respiration and plant nutrient content (Bardgett and
Chan, 1999; Zimmer et al., 2005), suggesting increased
carbon cycling. Other studies have found no relation-
ship between functional or trophic complexity of the
soil community, based on body size or taxonomic group,
and ecosystem processes such as primary productivity
and nutrient retention (Setälä, 2000; Liiri et al., 2002b).
Moreover, in a model of C and N transfer between
plants, microbes and soil fauna where 15 functional
groups of soil organisms were deleted one at a time, only
three deletions (bacteria, saprotrophic fungi and root-
feeding nematodes) resulted in changes of an ecosystem
process by over 10%, suggesting that ecosystem func-
tions are resilient to loss of biodiversity (Hunt and Wall,
2002). In general it appears that greater complexity of
the soil faunal community in terms of functional and
trophic diversity typically, but not always, results in
faster rates of carbon cycling through the soil in the
form of enhanced decomposition and respiration.

Although soils are typically very species rich,
soils in extreme environments such as hot and cold
deserts are species poor. For instance, only 23 and 3
nematode species have been observed in the Mojave

desert, Nevada, USA (Freckman and Mankau, 1986),
and the Dry Valleys of Antarctica (Freckman and
Virginia, 1997), respectively; by comparison temper-
ate forests and grasslands often support over one hun-
dred nematode species (Johnson et al., 1972; Yeates,
1972; Bongers and Ferris, 1999). Given that the rela-
tionship between biodiversity and ecosystem func-
tioning appears strongest at low levels of biodiversity
(discussed above), even small reductions in species rich-
ness in low-diversity ecosystems have the potential to
result in large changes in soil carbon cycling and other
processes. However, due to a lack of studies that have
investigated the link between soil biodiversity and car-
bon dynamics in species-poor ecosystems, we are not
aware of any examples that demonstrate such an effect.
The Dry Valleys of Antarctica may represent a good
ecosystem to study these relationship since they are
species poor (Freckman and Virginia, 1997) and the
distribution of the dominant soil faunal species, the
nematode Scottnema lindsayae, is associated with soil
organic carbon (Barrett et al., 2004), suggesting it plays
a role in carbon cycling. Moreover, the abundance of
nematodes, including S. lindsayae, has declined by over
40% in recent years in the Dry Valleys, associated with
declining air temperature (Doran et al., 2002), suggest-
ing a possible shift in soil biodiversity in future decades,
which could impact carbon dynamics.

10.5 CONCLUSION

In this chapter we have attempted to highlight the
importance of trophic interactions in relation to soil
carbon fluxes with a particular emphasis on key mech-
anisms and topical areas of research. Here, we syn-
thesize findings from the three broad areas we consid-
ered in relation to carbon cycling, namely, above- and
below-ground herbivory, trophic interactions in soils
and decomposition, and soil biota community structure
and diversity, and suggest some directions for future
research.

In the short term, and typically at the individual
plant scale, above- and below-ground herbivores influ-
ence rates of organic matter turnover through a range
of mechanisms. Firstly, the partial digestion and addi-
tion of high-quality, labile plant material to soil, e.g.
excreta, frequently stimulates the soil microbial com-
munity resulting in enhanced rates of soil respiration
and decomposition. Secondly, herbivory can influence
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soil carbon dynamics via effects on plant litter quality,
with both positive and negative effects on litter qual-
ity reported, dependent on the type of herbivory and
plant species. Thirdly, both above- and below-ground
herbivory typically enhance root exudation, stimulating
the microbial population and enhancing soil respiration
rates. Over longer time scales, and at the plant commu-
nity level, herbivores can either stimulate or retard soil
carbon cycling, depending on the response of the plant
community. Although we currently appear to have a
relatively good understanding of the mechanisms that
mediate the relationship between herbivory and soil car-
bon dynamics, we feel that future work should strive to
improve the realism of such studies by: (1) employing
real herbivores, i.e. not clipping; (2) investigating the
effects of a range of herbivore species/functional types
on soil carbon fluxes and (3) employing a more holistic
approach that considers interactions between herbivore
species, and also the influence of predators/parasites of
herbivores. The effect of various global change factors
(e.g. temperature, precipitation, land-use change and
ultraviolet radiation) on herbivores, and other biota that
influence soil carbon dynamics, also requires greater
attention (Bale et al., 2002).

As with herbivory, there is a range of mechanisms
by which the trophic interactions of soil fauna influ-
ence rates of decomposition, a fundamental component
of ecosystem carbon cycling. Since these mechanisms
operate concurrently it is difficult to determine their
relative importance; however, it is clear that litter frag-
mentation, the partial digestion of plant material, and
the role of soil fauna in bringing microbes and organic
matter into contact, strongly influence rates of decom-
position. Similarly, faunal grazing on microbial pop-
ulations frequently results in faster rates of decom-
position and carbon cycling in soils. At the coarsest
level there is compelling evidence that soil fauna in
general enhance organic matter decomposition, but at
finer resolution individual species or functional groups
differ in their relative contribution to the decomposi-
tion of organic matter. Biotic interactions clearly influ-
ence carbon fluxes through the soil food web; however,
these effects are often inconsistent suggesting context
is highly important. For instance, whether soil micro-
organisms are controlled by top-down or bottom-up
forces greatly influences the impact of microbial con-
sumers on carbon fluxes, yet it is not clear what circum-
stances control the switch from one type of regulation

to the other. Models have proved useful in studying
nutrient fluxes through food webs; however, there is
a need to test their predictions in laboratory and field
experiments to determine their importance. Although
relatively simple experiments provide useful evidence
of the mechanisms that control soil carbon dynamics,
more complex experiments and models are required to
understand the relationships between the soil food web
and carbon fluxes, in particular because of the emergent
properties that are not captured in studies of simple
communities.

Results from a number of microcosm studies sug-
gest that greater functional or trophic diversity accel-
erates organic matter turnover, although this does not
always occur. However, experimental evidence of a pos-
itive relationship between soil species richness and car-
bon dynamics is scarce, and the positive effects that are
sometimes observed tend to be weak. Only at low levels
of biodiversity are stronger associations between rich-
ness and carbon cycling detected. Since soils are typi-
cally highly species rich the biodiversity of soil fauna
may be relatively unimportant in many ecosystems.
However, in certain circumstances, e.g. in low diver-
sity ecosystems or in relation to specialist processes,
soil species richness may be an important determinant
of ecosystem process rates. Certainly more studies on
the relationship between diversity and soil carbon flux
are required before we can accurately describe the cir-
cumstances under which it regulates carbon cycling.
There is a particular need for field-based experiments
of this type, which can be more reliably related to natural
ecosystems and the threats they face, although there are
inherent difficulties with such studies. A good starting
point for such experiments may be biological coldspots
where low species richness may make manipulations
easier and where the effects of biodiversity on carbon
dynamics are likely to be strongest.

One of the main challenges for the future is dis-
entangling the role of specific groups of soil organ-
isms in processes of carbon cycling. To date, isotopic
techniques have proved especially useful in determin-
ing the effect of trophic interactions on carbon fluxes,
and new techniques are available, such as stable isotope
probing (SIP), that allow carbon fluxes to be linked
directly to functionally active members of the soil com-
munity in intact soils, in particular, the role of specific
microbes (Staddon, 2004; Zak et al., 2006). This is illus-
trated by the use of stable isotope probing to identify
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microbial methylotrophs by exposing soil to 13C-
labelled methanol and sequencing 13C-enriched DNA
extracted directly from soil (Radajewski et al., 2000,
2002). Similarly, Treonis et al. (2004) determined
that fungi and gram-negative bacteria rapidly con-
sume exudates from 13CO2-labelled plants by mea-
suring 13C-enrichment of phospholipid fatty acids
(PLFAs), whereas gram-positive bacterial PLFAs were
less enriched, indicating lower rates of consumption.
The application of isotope probing, and future techno-
logical advancements, to the topics raised in this chap-
ter will enhance our understanding of the relationship
between trophic interactions and soil carbon dynam-
ics. However, we stress that carbon dynamics cannot be
fully understood without considering the cycling and
relative availabilities of other nutrients, such as nitro-
gen and phosphorus, which often influence food selec-
tion and decomposition rates (Leonard, 1984; Fraser
and Grime, 1999; Moore and Foley, 2005), and thereby
rates of carbon cycling in soil.
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Setälä, H. (1995) Growth of birch and pine seedlings in
relation to grazing by soil fauna on ectomycorrhizal
fungi. Ecology, 76, 1844–51.
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11 � Semi-empirical modelling of the response of
soil respiration to environmental factors in
laboratory and field conditions
Markus Reichstein and Ivan A. Janssens

11.1 INTRODUCTION

Soil respiration, globally 68–80 Pg C y−1, represents
the second largest carbon flux between ecosystems and
the atmosphere (Schimel et al., 1996; Raich et al., 2002).
This is more than ten times the current rate of fossil fuel
combustion and indicates that each year around 10%
of the atmosphere’s CO2 cycles through the soil. Thus,
even a small change in soil respiration could significantly
intensify – or mitigate – current atmospheric increases
of CO2, with potential feedbacks to climate change.
Despite this global significance and the considerable
scientific commitment to its study over the last decades,
there is still limited comprehensive understanding of
the factors controlling temporal and across-ecosystem
variability of soil respiration.

This understanding is largely hampered by the fact
that studies are often conducted and compared at differ-
ent temporal and spatial scales that are not compatible.
Since, particularly in large-scale studies, factors influ-
encing soil respiration often correlate with each other,
responses of soil respiration to those factors are con-
founded and only apparent relationships are obtained.

For the purpose of this chapter, methods (and their
associated problems) for analyzing soil respiration data
from different scales are reviewed and jointly inter-
preted with emphasis on the temperature dependence
of soil respiration.

11.2 MODELLING SOIL RESPIRATION: AN
OVERVIEW

11.2.1 General modelling approaches

Soil respiration – defined as the CO2 efflux from
the soil surface – originates from the metabolic activ-
ity of roots (autotrophic respiration), micro-organisms

(bacteria, actinomycetes and fungi) and soil meso- and
macro-fauna (heterotrophic respiration). Under certain
circumstances significant amounts of CO2 can abioti-
cally evolve through geochemical processes in carbonate
soils (Kowalski et al., 2008).

While photosynthetic assimilation and soil respi-
ration are reciprocal ecosystem processes, from a mod-
elling point of view it is important to note that their
characteristics differ substantially. These differences
can be clearly identified by analyzing questions such as:
‘What is the functional unit?’, ‘What are the biochem-
ical processes involved?’ or ‘What do we know about
the organisms performing the process?’ (Table 11.1).
In the case of photosynthesis, the leaf is easily iden-
tified as the functional unit with clear boundaries, a
well-known organization of tissues and a general bio-
chemistry (Calvin cycle). In contrast, the soil is very
heterogeneous and does not consist of a single functional
unit. Instead, a large number of organisms and enzymes
are decomposing a large variety of chemical substances.
Moreover, while virtually all higher plants are described
at the species level and many plant species of various
functional types have been studied extensively, only a
vast minority of soil microbes have been described at all.
Consequently, for photosynthesis modelling, species-
oriented and reductionistic approaches have been suc-
cessful, while soil respiration is often modelled as a
whole (‘holistic’ approach), and processes are more eas-
ily related to the substances that are decomposed rather
than to decomposing species.

For soil respiration modelling, the soil has virtually
always been assumed as homogeneous or horizontally
homogeneous (i.e. layer structure). However, soil is also
horizontally a very heterogeneous system, which is con-
stantly modified and organized by organismic activity
(Fig. 11.1). This leads to a clustering of the respiratory
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Table 11.1 Differing characteristics of the processes of photosynthetic assimilation and decomposition and their
consequences for modelling approaches.

Photosynthesis Decomposition

• leaf as functional unit • very heterogeneous and no single functional unit
• CO2 assimilation: ‘simple’

reaction kinetics and substrate, secondary
metabolism not very important

• ‘very complex’ kinetics, as substrate is very diverse
and high molecular

• species relatively well-known • less than 10% of species described at all
→ species-oriented approach → substrate-oriented approach
→ reductionistic approach possible → holistic approach more appropriate

activity. Hence, one has to consider, that the prevailing
environmental conditions within those hot spot areas
govern soil activity and respiration (and not necessarily
the average conditions within that soil layer).

Also in the temporal domain processes from vari-
ous time scales overlap and superimpose on the resulting
soil biological activity and soil respiration (Fig. 11.2).
Consequently, a currently observed soil flux can be the
result of processes that have occurred a long time ago.
A typical example for this would be the unusually high
and persisting soil respiration from crop fields that have
been established on drained peatland. Another relevant
example are the flushes of CO2 that evolve after a long
soil drying and subsequent rewetting. Under these con-
ditions soil respiration rates often exceed rates under
well watered conditions before the drying. This so-
called Birch effect has been first observed in the lab-
oratory and is usually explained by the rapid mineral-
ization of microbes that died during the drying (Birch,
1958). Recently this effect was found to play an impor-
tant effect also for ecosystem carbon dynamics (Borken
et al., 2003; Xu and Baldocchi, 2004). The scheme in
Fig. 11.2 also elucidates that the type of model devel-
oped to describe soil respiration (i.e. the processes
included) must be in accordance with the temporal scale
of the model application.

11.2.2 Biotic factors

Given that soil respiration is predominantly a combi-
nation of biological processes, it is conceptually evident
that biotic factors are important determinants of soil

respiration. Roots as well as micro-organisms ultimately
depend on the carbon supply that is assimilated by the
green vegetation and enters the soil via phloem trans-
port to the root and subsequent root exudation, or via
the deposition and incorporation of dead plant mate-
rial into the soil (litter fall). The proportion of root
respiration has been shown to vary between 30 and
70% (Bond-Lamberty et al., 2004; Subke et al., 2006).
Extreme values of 10% and 90% have been reported,
but those numbers have resulted from extreme condi-
tions or methodological problems. Global analysis of soil
respiration datasets has clearly shown that soil respira-
tion is strongly correlated with both gross and net pri-
mary productivity (Raich and Schlesinger, 1992; Raich
and Tufekcioglu, 2000; Janssens et al., 2001).

Despite the obvious importance of biological con-
trol over soil respiration, empirical models have often
not included those factors but focused mainly on the abi-
otic controls. Even for global and inter-annual variation,
models have been developed that predict soil respiration
solely from climate variables (Raich and Potter, 1995;
Raich et al., 2002). The hypothesis behind these climat-
ically driven models is that vegetation productivity and
climate are correlated and their effect on soil respira-
tion cannot be disentangled. However, Reichstein et al.
(2003a) showed that it is possible and necessary to sep-
arate climatic and biological effects on soil respiration,
since their biologically driven model explained an order
of magnitude more site-to-site variability than a climate
driven model.

Mechanistic models generally rely on a few
common paradigms when modelling soil respiration.
Root respiration is modelled – as for other plant
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Soil heat dynamics,
unsaturated flow

Root, microbial
macrofauna dynamics

Varying litter pools

Succession of
vegetation

sSOM formation

Diffussion,
infiltration of water

minute hour day month year Log time scale(s)

1 2 3 4 5 6 7 8 9 10 11 120

Figure 11.2 Dominant temporal scales of factors and processes influencing soil respiration. (sSOM = stabile soil organic matter.)

tissues – as the sum of growth and maintenance respira-
tion, according to the 30-year-old so-called Penning-de-
Vries paradigm (Amthor, 2000). In these mechanistic
models, heterotrophic respiration is usually modelled
as the decomposition of two to eight soil organic mat-
ter pools with different turnover times. According to
this approach each pool decomposes with a first-order
kinetic, analogue to nuclear decay

d Ci

d t
= Ii − ki · Ci

where Ii is the input to the pool I, Ci is the pool size
(e.g. kg m−2) and ki is the first-order decomposition rate
constant (cf. Fig. 11.3). Labile pools with high decom-
position rates are sugar, alcohols and starch, while cel-
lulose, ligno-cellulose, waxes and lignin are considered
more stabile components. Humification is modelled as
transition from a more labile to a more stabile pool. This
concept goes back to Meentemeyer (1978).

In these mechanistic models a number of processes
(e.g. priming or microbial growth dynamics) are typ-
ically not explicitly considered, nor is there a direct
link (other than litter fall) from assimilation to below-
ground processes. Moreover, the parameterization of

i

Young
carbon

C1

Old carbon 
C2

CO2

r·k1·(1 – h)C1

r·k2·C2

r·k1·h·C1

Figure 11.3 Simplest useful soil organic matter decomposition
model (two pools, five parameters), the Introductory Carbon
Balance Model (ICBM) (Andrén and Kätterer, 1997).

these models is quite uncertain, because the assumed
two to eight soil carbon pools cannot be separately quan-
tified, nor can the transfers of carbon between them.
Recent girdling experiments seem to indicate that cur-
rent mechanistic models underestimate the importance
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Table 11.2 Typical function used for describing soil respiration in relation to temperature.

Name/author Function Background Properties df a

Q 10, van’t Hoff f (T) = a∗ Q [(T−Tref )/10]
10 empirical always above 0 2

Ratkowsky et al.
(1982)

f (T) = a∗(T − Tmin)2 empirical studies on
microbial growth

zero respiration at T = Tmin 2

Arrhenius f (T) = a∗e−Ea/(R∗T) physical chemistry always > 0, very similar to Q 10, 2
Lloyd & Taylor

(1994)
f (T) = a∗e−Ea/(T−Tmin) Arrhenius + study on

field respiration
zero respiration at T = Tmin, no

optimum
3

O’Connel &
Kirschbaum
(1990)

f (T) = a∗e b∗T(1−0.5T/Topt) empirical studies on soil
respiration in
laboratory

optimum function 3

adegrees of freedom (i.e. number of free parameters).

of the interactions between above-ground and below-
ground processes (Högberg et al., 2001; Subke et al.,
2004). Biological-focused, food web-based models of
soil respiration have been developed (Hunt, 1977;
Hunt et al., 1977), but did not receive much general
attention.

11.2.3 Abiotic factors

Temperature influences virtually all biological and
physico-chemical processes. This has been empirically
observed in the nineteenth century (Arrhenius, 1889;
van’t Hoff, 1898). Not surprisingly, temperature has
also been the most obvious and most often studied fac-
tor influencing soil respiration, with studies dating back
to the 1920s (Waksman and Gerretsen, 1931). All stud-
ies confirm a non-linear, positive direct relationship
between temperature and soil respiration. A number
of shapes have been proposed, but the most commonly
used are the ones that have been analyzed in a num-
ber of reviews (Lloyd and Taylor, 1994; Kirschbaum,
1995; Kätterer et al., 1998). The simplest, but theoret-
ically not justified function is the so-called exponential
Q10 relationship (Table 11.2), where the parameter Q10

is the factor by which soil respiration increases with
a 10 ◦C temperature increase. The overall median Q10

of soil respiration is 2.4 (Raich and Schlesinger, 1992),
but there is huge variation both spatially and tempo-
rally (Reichstein et al., 2003a). Moreover, the exponen-
tial Q10 equation does not always provide the best fit of
the soil respiration data. Svante Arrhenius worked with

Q10

Figure 11.4 Dependence of Q10 (calculated a posteriori from
fluxes predicted with the Arrhenius equation) on temperature
and activation energy.

van’t Hoff to improve the temperature response func-
tion of biochemical reactions and developed his world-
famous Arrhenius function. The Arrhenius function
reveals that for reactions with an activation energy (Ea)
around 50 kJ mol−1, and at temperatures between 273
K and 303 K, the Q10 is around two, in agreement
with field observations. The Arrhenius equation fur-
ther predicts that the Q10 decreases with increasing
temperature (Fig. 11.4), as is also commonly observed
in nature (Tjoelker et al., 2001; Atkin and Tjoelker,
2003; Janssens and Pilegaard, 2003; see Davidson and
Janssens, 2006 for a more theoretical explanation of this
phenomenon). The Arrhenius function also predicts
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that decomposition of compounds with higher activa-
tion energies (i.e. less reactive and more recalcitrant
molecules) should have higher Q10s of decomposition.

One should, however, keep in mind that the tem-
perature sensitivity refers to relative rates, and that the
absolute rate of the reaction is much lower for com-
pounds requiring high Ea. While the relative rate of
decomposition of recalcitrant soil organic matter with
high activation energy may be very sensitive to tem-
perature, the change in absolute rate may be small and
difficult to detect in experiments.

While Arrhenius kinetics are the best mechanis-
tic description of biochemical reaction rates under
unlimited conditions, they might not be applicable
under conditions of changing substrate availability.
This is because decomposition is an enzyme-catalyzed
process, best described by Michaelis–Menten kinetics
(Michaelis and Menten, 1913; Davidson and Janssens,
2006). Michaelis–Menten kinetics predict a decline in
the Q10 as substrate availability declines (Davidson et al.,
2006). Thus, in addition to substrate quality and tem-
perature, temporal and spatial differences in substrate
availability can also contribute to the large variability in
Q10 observed in nature.

Neither Arrhenius, nor Michaelis–Menten kinetics
are likely to integrate over the entire soil column per-
fectly, because they assume constant enzyme concen-
trations, which is unlikely to be the case given the fluc-
tuating microbial population size and structure. These
processes occurring at higher scales could offset any cli-
mate change-induced increase in respiratory activity at
lower scales (the direct effect on the reaction rates) and
are commonly referred to as ‘temperature acclimation’.
However, although the existence of these acclamatory
processes is beyond doubt, their ecological importance
remains to be tested.

Thus, it is questionable whether a simple transfer
from first principles-based temperature response func-
tions to the complex process of soil respiration is jus-
tified. Instead, more flexible, exponential relationships
have been derived from empirical field data that imply
an even stronger variation of the Q10 with temperature.
Since all biological processes exhibit optimum tempera-
tures (enzymes are deactivated at higher temperatures),
the optimum function (Kirschbaum, 1995) may be con-
sidered the most appropriate description. However, soil
temperatures rarely reach the typically high optimum
temperatures, such that within the normal range of

temperatures the monotonic exponential function may
be equally valid and often reproduces the observed data
best (Janssens et al., 2003).

The effect of soil water status on soil respiration
has been described empirically via absolute or relative
measures of volumetric water content and soil water
potential as reviewed by Rodrigo et al. (1997) (see exam-
ples in Table 11.3). It is usually assumed that both very
low and very high water contents reduce soil respira-
tion, via direct inhibition of biological activity or inhi-
bition of oxygen diffusion, respectively. The relation-
ship between soil water status and soil respiratory pro-
cesses is complex, since many individual processes vary
either with soil water content, with soil water potential
or both (in particular gas and solute diffusion, enzyme
activities, and growth and mortality of micro-organisms
(Marshall and Holmes, 1988; Killham, 1994). Never-
theless, in most models of drought effects on soil respi-
ration, soil water content is assumed to multiplicatively
affect soil respiration together with temperature, i.e.
Rsoil = f(temperature) x g(soil water status). Soil water
potential has often been considered the physiologically
more appropriate predictor of activities in soil, because
it expresses the actual availability of water independent
of texture (Miller and Johnson, 1964; Davidson et al.,
1998). However, plausible arguments for soil water con-
tent as a predictor have also been presented, such as
the number and extent of micro-environments where
microbial activity may take place being a function of
the volume of the water in the soil (Orchard and Cook,
1983; Fang and Moncrieff, 1999). Furthermore, nutri-
ent, substrate and oxygen diffusion seems to be better
described as dependent on soil water content (Skopp
et al., 1990). A practical advantage of water content as
a predictor is that it is more readily measured in the
field than water potential, but the criticism remains that
water content is not comparable among different soil
texture classes. A possible way to partly overcome this
problem is to express soil water content as a propor-
tion of water holding (field) capacity or available water,
because then the effect of texture on water availability
is included to some extent.

Obviously, there are indirect effects of drought
on soil respiration, for instance the impact on soil
macro-fauna, which may retreat into deeper soil layers
and/or become dormant under drought. Also, rewetting
events often increase soil respiration by large amounts,
which can only be explained by remineralization of dead
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Table 11.3 Typical model formulations used for soil drought effects on soil respiration.

Formulationa References

Dependency on volumetric soil moisture θ

f (θ ) = a · θ + b (plain linear) Stanford and Epstein, 1974
f (θ ) = a · θ−θb

θopt −θb
+ b (scaled linear) Myers et al., 1982

f (θ ) = a · e b ·θ · (exponential) Keith et al., 1997
f (θ ) = e−e (a−b ·θ ) · (Gompertz) Janssens et al., 2003
f (θ ) = a · θ b · (power) Skopp et al., 1990
f (θ ) = a·b ·θ

a·θ+b · (first degree polynomial) Hanson et al., 1993

f (θ ) = θ
a1+θ

(hyperbolic) Bunnell et al. 1977

Dependency on soil water potential �

f (�) = m · log10 (−�) + c

f (�) = log10(−�)−log10(−�min)
log10(−�opt )−log10(−�min)

(log-linear) Sommers et al., 1981; Orchard and Cook,
1983; Andrén and Paustian, 1987

f (�) = a · e b ·� (exponential) Davidson et al., 1998

Dependency on proportion of water holding capacity P

f (P) = e
(

a·(P−Pref )+b ·(P−Pref )2
)

(exponential) Howard and Howard, 1993

asymbols a, b, θ opt, θ b, a1, m, c, �min, �opt, Pref are model parameters determining the shape and scale of the
functions.

biomass or by desorption processes, which make labile
substrate available to microbes (Orchard and Cook,
1983). Rewetting may also mitigate substrate limita-
tion and thus increase the temperature sensitivity of
decomposition (Davidson and Janssens, 2006). How-
ever, modelling efforts at the plot scale are currently
far from being able to include such biotic effects. Sim-
ilarly, the seasonality of other processes such as root-
exudation and growth respiration, which might also be
drought influenced, are typically neglected in models
of soil respiration. While the temperature dependency
of soil respiration has been analyzed for different com-
partments (roots, litter and mineral soil), with often
quite different results, however (partly due to method-
ological problems discussed in this chapter) (Anderson,
1991; Boone et al., 1998; Liski et al., 1999; Bååth and
Wallander, 2003; Moyano et al., 2007), no such efforts
have been undertaken with respect to drought effects
that confound temperature effects. Finally, the assump-
tion of a simple multiplicative effect of temperature and
moisture on respiration without any interaction is often
made without further testing, and the validity of this
assumption is questionable (Carlyle and Than, 1988;
Borken et al., 1999; Reichstein et al., 2003b).

Abiotic factors other than soil water availability
and soil temperature have been much less systemati-
cally studied, but include soil acidity, oxygen and nutri-
ent availability. Oxygen can be a limiting factor of soil
respiration in waterlogged soils, or after rain events
that cause anaerobic conditions within aggregates. The
response of soil respiration to soil acidity is thought to be
an optimum function, where bacteria allegedly operate
optimally under neutral conditions while fungi prefer
slightly acidic soil pH. A recent study has shown that
such optimum curves can be found through analysis
of field data of respiration (Reth et al., 2005), although
confounding factors have to be considered.

11.3 EXTRACTING THE RESPONSE
OF SOIL RESPIRATION TO
ENVIRONMENTAL FACTORS

While a general description of the response of soil respi-
ration to environmental factors (see above) seems quite
straightforward, there are a number of complications
that occur when a formal modelling of soil respira-
tion, e.g. in response to temperature, is looked for.
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These complications mainly arise from misunderstand-
ings about what ‘the response of soil respiration to
temperature’ actually is and from different interpre-
tations at different scales. The largest misunderstand-
ing may occur between field ecologists and mechanistic
modellers of soil respiration. The former would define
the response of soil respiration to temperature basically
from the scatter between observed soil CO2 efflux and
measured temperature. The latter would say there is
no such definition of ‘the response of soil respiration
to temperature’ as a whole, but defines how individ-
ual components – e.g. rate constants of decomposition,
root maintenance and growth respiration – depend on
temperature. These two opposite approaches can lead
to very different results that are per se not comparable
as will be outlined in the next sections.

11.3.1 Analyzing soil respiration at the
laboratory scale

Measuring and modelling soil respiration in the labo-
ratory has the advantage that the influence of different
factors can be analyzed under controlled conditions.
Disadvantages of such methods can be summarized
under the notion of introducing artificial conditions
that are not further discussed here. In the laboratory
usually only respiration stemming from the mineraliza-
tion of soil organic matter is observed, while roots are
either sieved out or considered inactive, since they do
not get any supply of photosynthates. Thus, with such
experiments it should be possible to easily obtain the
temperature dependence of soil organic matter min-
eralization. However, even in this case the situation
is not as ‘controlled’ as it might appear, mainly due
to the dynamic nature of the decomposition process
(Fig. 11.5). At higher temperatures, the easily decom-
posable fraction will be mineralized more quickly than
at lower temperatures. This implies that after a cer-
tain time there will be more easily decomposable mat-
ter left over in the low-temperature than in the high-
temperature treatment, resulting in a relatively higher
soil respiration rate in the low-temperature treatment.
Estimating the Q10 of the decomposition process by
comparing the different temperature treatments there-
fore would suggest a decreasing Q10 with incubation
time (i.e. acclimation). When the easily decomposable
fraction in the low-temperature treatment is nearly
completely decayed, then the Q10 rises again. So, the
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Figure 11.5 (a) Theoretical dynamics of the available SOM
substrate during an incubation experiment at high (dotted line)
and lower temperature (dashed line). (b) Resulting apparent Q10

time-series that would result from relating the instantaneous
fluxes from the high- and the low- temperature treatment (see
Reichstein et al. (2000) for details and real data analysis). The
Q10 relationship was only used for simplicity; the principle holds
for any function.

Q10-dynamics actually are dominated by the changing
amount of decomposable matter in the different tem-
perature treatments. In the incubations literature, it is
very often not reported when and how the Q10 was
derived. Hence, the large scatter of Q10s in the review
by Kirschbaum (1995) may have been caused by similar
spurious changes in Q10.

Consequently it is dangerous to derive the Q10 of
carbon mineralization from the respiration rates at only
one arbitrary incubation time, because then the temper-
ature effect is confused with the incubation-time effect.
There are four ways to solve this problem: (1) Calcu-
late the Q10 values from only the respiration rates at the
beginning of the incubation (e.g. Winkler et al., 1996),
because the composition of the samples is still unal-
tered. This solution would provide comparable Q10s,
but only for the labile carbon pools that dominate the
early fluxes. (2) Use the respiration rates at a very late
incubation time (e.g. Ross and Cairns, 1978), when the
light fration is (nearly) mineralized and respiration rates
are nearly constant. This solution would again provide
comparable Q10s, but only for the less labile carbon
pools that dominate the late fluxes. (3) Fit a model
of carbon mineralization combined with a temperature
response function of the rate constants to the minerali-
sation curves. (4) Express fluxes per unit carbon remain-
ing or per gram of dry matter remaining. Thus, fluxes
measured in the warmer conditions at time t will be
comparable with fluxes in the colder conditions at time
t + a. With approaches (1) and (2) only a small part of
a long-term incubation is considered. Moreover, at the
beginning of an incubation soil respiration may still be
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influenced by disturbance introduced by sample prepa-
ration (Blet-Charaudeau et al., 1990; Schinner et al.,
1993), while at the end of an incubation experiment
inhibiting metabolites may have accumulated, which
could adulterate the temperature dependence of car-
bon mineralization (Kirschbaum, 1995). Therefore, it is
strongly recommended to fit a model of carbon mineral-
ization combined with a temperature response function
of rate constants to the temperature-dependent miner-
alization curves (e.g. Updegraff et al., 1995; Kätterer
et al., 1998). This approach provides the temperature
dependence of decomposition rate constants, and, addi-
tionally, the model is compatible with current carbon
balance models (e.g. Parton et al., 1987; Andrén and
Kätterer, 1997), which also use temperature-dependent
rate constants. Solution (4) would solve the problems
depicted in Fig. 11.5, because Q10s would be compared
by comparison of fluxes at similar y-values rather than at
similar x-values. The advantage is that information on
changes in Q10 throughout the decomposition process is
gained, but unfortunately this information is not appli-
cable to other studies without the use of a mechanistic
model, as suggested in solution (3).

11.3.2 Analyzing soil respiration at the plot scale

The rapid development of soil respiration chambers
with reliable infrared gas analyzers has allowed diur-
nal as well as year-round observations of in situ soil
respiration. These studies have also been used to derive
the response of soil respiration to environmental factors,
most often soil temperature and water availability. How-
ever, the observed response can be easily confounded
by other biotic or abiotic factors, such that care has to be
taken when interpreting and extrapolating the results,
e.g. in the context of global change. Here, the effect of
seasonally varying factors and the effect of fluxes coming
from different soil layers are discussed.

When analyzing seasonal variation of soil res-
piration, the problem is that several factors co-vary
(e.g. temperature, moisture, plant assimilation and root
activity). When the variation is then attributed to one
factor only, background correlations with other fac-
tors can confound the relationship. A typical situa-
tion is depicted with the temperature–soil respiration
relationship in Fig. 11.6. In a summer active ecosys-
tem (e.g. a summer-green deciduous forest) the typi-
cally higher biological activity in summer adds on to

Confounded response
summer active

Direct ‘true’ response
to temperature

Confounded response
summer passive

Temperature

R
es

pi
ra

tio
n

Figure 11.6 Schematic representation of the confounding effects
introduced into a temperature dependence of soil respiration
derived from annual data. Triangles and squares are hypothetical
data for summer active and summer passive ecosystems,
respectively.

the ‘pure’ or direct temperature response. In such an
ecosystem the true temperature sensitivity would be
overestimated using seasonal data. This phenomenon
was clearly described by Curiel Yuste et al. (2004)
for a mixed coniferous-deciduous temperate forest. In
that particular study, apparent annual Q10s were much
higher in deciduous than in coniferous plots, while
short-term Q10s did not differ. In this study, the (spu-
rious) annual Q10s were strongly correlated with the
annual changes in leaf area index (LAI), a proxy for
photosynthetic activity. The opposite effect occurs in
summer passive (e.g. summer-drought affected) ecosys-
tems (Fig. 11.6). Another prominent example of such
a misinterpretation of seasonal data is the study from
a trenching experiment (Boone et al., 1998), where the
temperature sensitivity of root respiration appeared to
be higher than that of bulk soil respiration. In view of the
fact that the actual physiological temperature response
of root respiration probably does not differ from het-
erotrophic respiration (Bååth and Wallander, 2003), this
result can only be explained by a stronger seasonality
of root biomass or by the increased carbon allocation to
roots during summer, hence a spurious apparent tem-
perature sensitivity. Also it cannot be ruled out that
the strong decline of Q10 at higher temperatures in the
review by Lloyd and Taylor (1994) is partly caused by
interaction with soil moisture limitations, i.e. that the
currently most commonly used function is a spurious
or confounded one.

The relation between observed in situ respiration
rates and soil temperature is also ill defined since soil
respiration originates from different depths, with each
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Figure 11.7 Upper panel: soil temperature at soil surface, 5 cm and 10 cm depth; centre: soil respiration; lower panel: scatter
plots of soil respiration versus surface, 5 cm and 10 cm temperature (from left to right), with fitted exponential function. Artificial data.

depth having its own temperature dynamics. Depend-
ing on which depth for soil temperature is used as a
predictor in the regression with soil respiration, vary-
ing temperature sensitivities will result: the deeper the
depth of temperature, the smaller is the amplitude of
temperature and consequently the larger the estimated
temperature sensitivity, e.g. the Q10, will be (Pavelka

et al., 2007, see also Fig. 11.7). Moreover apparent hys-
teresis effects are observed through this effect (Reich-
stein et al., 2005). Theoretically, solving this problem
would require fitting a multi-source model to the respi-
ration data, but experience shows that such a model
is often over-parameterized. An alternative solution
would be to use the temperature at that depth where
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the best correlation is obtained (5 cm in Fig. 11.7),
although there are indications that even this introduces
a bias (Graf et al., 2008). Nevertheless, even if the depth
were standardized, temperature sensitivities obtained
from different studies would still be only partly compa-
rable, because thermal properties (insulation and heat
capacity), as well as the depth of the main respiratory
activity, differ between soils (and even seasonally within
the same soil). From these examples it should be clear
that empirically derived apparent Q10 values are not
comparable to Q10s used in mechanistic models.

11.3.3 Analyzing soil respiration at larger scales

Analyzing soil respiration at larger scales brings the
spatial dimension into play, where site-to-site variabil-
ity has to be modelled. From site to site, all factors that
were discussed above, potentially (co-)vary strongly.
Thus, because of the likelihood of confounding effects,
a direct link from empirical results obtained at this scale
to mechanistic model parameters is even less likely than
from results at the field scale. For example, a result
showing that decomposition rates did not vary signif-
icantly with temperature along a continental gradient
(Giardina and Ryan, 2000) does not invalidate the fun-
damental temperature dependence of decomposition
rate constants that is used in carbon balance models.
Instead, the correct interpretation is that there are other
factors that override the temperature effect.

Similarly, there has been some controversy about
biological and climatic controls of soil respiration stem-
ming from different interpretation of large-scale analy-
sis. In several studies, Raich and co-workers have shown
that a major fraction of the spatio-temporal variabil-
ity of soil respiration can be statistically explained by
monthly temperature and precipitation, i.e. by purely
climatic drivers (Raich and Potter, 1995; Raich et al.,
2002). This apparently contradicts other findings that
indicate that productivity (biological control) is the main
determinant of soil respiration across continental scales
(Valentini et al., 2000; Janssens et al., 2001). Again,
these are only correlative relationships being obscured
by the background correlation between productivity and
climate. With a careful analysis it may be possible, how-
ever, to statistically separate biological and climatic con-
trols on soil respiration. Reichstein et al. (2003b) have
done such an analysis with a model that used tempera-
ture, precipitation and leaf area index as predictors, and

showed that both categories are important for describ-
ing spatial and temporal variation of soil respiration.
While this model has an equally good statistical fit to the
data, it is expected that it better accounts for variations
caused by biotic and abiotic factors, e.g. with respect
to inter-annual variations of soil respiration, that were
very small according to the climate-driven model (Raich
et al., 2002).

Instead of trying to directly establish fundamen-
tal relationships (like the temperature dependence of
decomposition rate constants) from large-scale patterns,
it would be more fruitful to test whether soil carbon
balance models generate the spatial patterns (e.g. conti-
nental or environmental gradients) that are empirically
observed. Model-data synthesis approaches promise a
better capability to link observed data and ecosystem
model parameters by parameter optimization schemes
(Tarantola, 1994; case studies for ecosystem productiv-
ity: Reichstein et al., 2003b; Knorr and Kattge, 2005;
Sacks et al., 2006).

11.4 CONCLUSION

The most important conclusion from this overview is
that modelling the response of soil respiration to envi-
ronmental factors depends on the spatial (and temporal)
scale one is looking at. Results from one scale cannot be
easily transferred to another scale and require an appro-
priate interpretation at the scale of interest. In par-
ticular field studies results may easily be confounded
by co-varying factors that hamper the direct deriva-
tion of univariate relationships between soil respira-
tion and environmental factors. The best link between
response functions in mechanistic models and soil res-
piration data can be obtained via controlled laboratory
experiments and model-data synthesis techniques using
field data. Instead of directly comparing field-derived
dependencies and functional dependencies in ecosys-
tem models, one should rather evaluate whether those
models are able to reproduce the emergent patterns at
field and global scale.
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12 � Modelling soil carbon dynamics
Pete Falloon and Pete Smith

12.1 INTRODUCTION

The need for models of soil organic matter (SOM)
turnover is similar to the need for many models of
environmental processes: they are used to better under-
stand processes; extrapolate or interpolate experimen-
tal results in time, space and to different environmental
conditions; and to investigate scenarios and hypotheses
that are beyond the realm of experimental work. As a
result of this, a wide variety of SOM models have been
developed, differing in their formulation and purpose.
There are a number of approaches to modelling SOM
turnover including process-based multi-compartment
models, models that consider each fresh addition of
plant debris as a separate cohort that decays in a con-
tinuous way, and models that account for carbon and
nitrogen transfers through various trophic levels in a soil
food web. This chapter aims to give a broad overview
of currently available SOM models, highlighting areas
of model application, identifying strengths and weak-
nesses and future directions for model development. We
focus on two of the most widely used (mineral) SOM
models, RothC and CENTURY, to provide detailed
case studies of model formulation, development and
application.

12.2 SOIL ORGANIC MATTER MODELS

There are several sources of metadata and information
on SOM models. CAMASE (Plentinger and Penning de
Vries, 1996) contains 98 agro-ecosystems models having
soil components, and the Global Change and Terres-
trial Ecosystems Soil Organic Matter Network (GCTE-
SOMNET) database (Smith et al., 1996a; Richter et al.,
(2007): online at http://ltse.env.duke.edu/) contains
metadata on over 30 current operational SOM models.

Several authors have previously reviewed SOM mod-
els extensively. Molina and Smith (1998) reviewed 24
SOMNET registered models for carbon and nitrogen
processes in soils; McGill (1996) classified and reviewed
10 SOM models, with respect to environmental condi-
tions, scale, regulation by soil properties and compart-
mentalization; Jenkinson (1990) classified SOM models.
Smith et al. (1999) reviewed SOM modelling in tropi-
cal ecosystems, covering model use, input requirements
and outputs; Smith et al. (1998) reviewed SOM models
with respect to the description of soil biota; Donigian
et al. (1994) extensively reviewed 14 soil organic carbon
models.

There is a huge diversity in the understanding and
interpretation of SOM processes in current SOM mod-
els (Molina and Smith, 1998), the first of which were
conceived some 60 years ago (Henin and Dupuis, 1945;
Henin et al., 1959). Soil organic matter models can be
broadly classified as (1) single homogeneous compart-
ment; (2) two compartment; (3) non-compartmental
decay or (4) multi-compartmental. Models in categories
(1) and (2) are mostly (but not exclusively) static (i.e.
where the model status does not depend on the model
status in the previous timestep, e.g. constant environ-
mental conditions), whereas the models in categories
(3) and (4) are mostly dynamic (i.e. where the cur-
rent model status depends on the status in the previous
timestep, e.g. time-varying environmental conditions);
the dynamic models can be further split into organism-
oriented and process-oriented models (Paustian, 1994).
A SOM model is concerned with simulating the decom-
position of SOM and thus may simulate SOM as a
whole, or soil organic carbon (SOC), nitrogen or other
nutrients. Soil organic matter models may also be part
of a larger model package – for example the RothC
model (Coleman et al., 1997) includes a simple soil water
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Published by Cambridge University Press. © Cambridge University Press 2009.
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module, while the CENTURY model system (Parton
et al., 1987) includes more complex modules or sub-
models for plant growth, management operations, and
soil water and temperature.

12.2.1 Process-based, multi-compartment
SOM models

Most models are process based, i.e. they focus on the
processes mediating the movement and transforma-
tions of matter or energy and usually assume first-
order rate kinetics (Paustian, 1994). Early models sim-
ulated the SOM as one homogeneous compartment
(Jenny, 1941). Some years later Beek and Frisel (1973)
and Jenkinson (1977) proposed two-compartment mod-
els, and as computers became more accessible, multi-
compartment models were developed (McGill, 1996;
Molina and Smith, 1998). Of the 33 SOM models
currently represented within the GCTE-SOMNET
database accessible at http://ltse.env.duke.edu/ (Smith
et al., 1996b; Richter et al., 2007), 30 are multi-
compartment, process-based models. Each compart-
ment or SOM pool within a model is characterized by
its position in the model’s structure and its decay rate.
Decay rates are usually expressed by first-order kinetics
with respect to the concentration (C) of the pool

dC/dt = −kC

where t is the time. The rate constant k of first-order
kinetics is related to the time required to reduce by half
the concentration of the pool when there is no input. The
pool’s half-life (h = (ln2)/k), or its turnover time (τ =
1/k) are sometimes used instead of k to characterize a
pool’s dynamics: the lower the decay rate constant, the
higher the half-life, the turnover time and the stability
of the organic pool.

The flows of carbon within most models represent
a sequence of carbon going from plant and animal debris
to the microbial biomass, then to soil organic pools
of increasing stability. Some models also use feedback
loops to account for catabolic and anabolic processes,
and microbial successions. The output flow from an
organic pool is usually split. It is directed to a microbial
biomass pool, another organic pool and, under aerobic
conditions, to CO2. This split simulates the simulta-
neous anabolic and catabolic activities and growth of
a microbial population feeding on one substrate. Two
parameters are required to quantify the split flow. They

are often defined by a microbial (utilization) efficiency
and stabilization (humification) factor, which control
the flow of decayed carbon to the biomass and humus
pools, respectively. The sum of the efficiency and humi-
fication factors must be inferior to one to account for the
released CO2. Molina and Smith (1998) provide a thor-
ough review of the structure and underlying assump-
tions of different process-based SOM models.

12.2.2 Cohort models describing decomposition
as a continuum and analytically solved models

Another approach to modelling SOM turnover is to
treat each fresh addition of plant debris into the soil
as a cohort (McGill, 1996). Such models consider
one SOM pool that decays with a feedback loop into
itself. Q-SOIL (Bosatta and Ågren, 1995), for exam-
ple, is represented by a single rate equation. The SOM
pool is divided into an infinite number of compo-
nents, each characterized by its ‘quality’ with respect to
degradibility as well as impact on the physiology of the
decomposers. The rate equation for the model Q-SOIL
represents the dynamics of each SOM component of
quality q and is quality dependent. Exact solutions to
the rate equations are obtained analytically (e.g. Bosatta
and Ågren, 1994). In analytically solved models such
as ICBM (e.g. Andrén and Kätterer, 2001) the ‘model’
can be restricted to the equations describing soil carbon
transformations and other functions (e.g. weather-to-
soil-climate) can be made external to the model (but they
can be included in the model package). One advantage of
this is that the model, in an analytically solved form, can
be used for very simple ‘what if?’ calculations and pro-
jections without the need for computationally demand-
ing simulations required by discrete models (Andrén
and Kätterer, 2001).

12.2.3 Food web models

Another type of model simulates carbon and nitrogen
transfers through a food web of soil organisms (Paus-
tian, 1994; Smith et al., 1998); such models explicitly
account for different trophic levels or functional groups
of biota in the soil (e.g. Hunt et al., 1984; de Ruiter
et al., 1993; de Ruiter and Van Faassen, 1994; de Ruiter
et al., 1995). Some models have been developed that
combine an explicit description of the soil biota with a
process-based approach (McGill et al., 1981). Food web
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models require a detailed knowledge of the biology of
the system to be simulated (mostly unknown) and are
usually parameterized for application at specific sites.

12.2.4 Factors affecting SOM turnover
in models

Rate ‘constants’ (k) are constant for a given set of biotic
and abiotic conditions. For non-optimum environmen-
tal circumstances, the simplest way to modify the maxi-
mum value of k is by multiplication by a reduction factor
μ – ranging from 0 to 1. Environmental factors consid-
ered by SOM models include temperature, water, pH,
nitrogen, oxygen, clay content, cation exchange capac-
ity, type of crop/plant cover and tillage.

Many studies show the effect of temperature on
microbially mediated transformations in soil, either
expressed as a reduction factor or the Arrhenius equa-
tion, as shown in Eq. (12.1)

k2 = k1 Q (T2−T1)/10
10 Eq. (12.1)

In this equation, k2 and k1 are rate constants at two
observed temperatures T2 and T1. Agren et al. (1996)
stated that this relationship lacks any theoretical justi-
fication and could be hard to apply to a system such as
a population of soil organisms, where the total activity
is determined by a whole range of different organisms
with quite different responses to temperature. A further
difficulty is that Q10 values also change with tempera-
ture and between systems (Ågren et al., 1996; Loman-
der et al., 1998). There is evidence to suggest that there
is little change in the rate constant, but a change in
the utilization of substrate pools and a shift in func-
tion and composition of microbial communities (Zogg
et al., 1997). More recently Giardina and Ryan (2000)
challenged the assumption that SOM decomposition is
temperature dependent by showing that old SOM in
forest soils does not decompose more rapidly in soils
from warmer climates than in soils from colder regions.

Water and oxygen have a major impact on the
microbial physiology. While some models simulate O2

concentrations in soil explicitly (Grant, 1991; Sierra and
Renault, 1996), many define the extent of anaerobiosis
on the basis of soil pore space filled with water (WFPS;
e.g. Doran et al., 1988; Skopp et al., 1990). Soil clay
content and total SOM are correlated. Various schemes
simulate the effect of clay on rate equations to obtain
SOM accumulation. Nitrogen is an essential element for

microbial growth, which will be maximal when enough
N is assimilated to maintain the microbial C:N ratio (e.g.
Molina et al., 1983). Table 12.1 presents an overview
of the 33 models represented in the GCTE-SOMNET
including the factors affecting SOM turnover.

12.2.5 Soil organic matter model evaluation

There are many reasons for evaluating the performance
of a SOM model. Model evaluation shows how well
a model can be expected to perform in a given situa-
tion. It can help to improve the understanding of the
system (especially where the model fails), provide con-
fidence in the model’s ability to predict future changes
in SOM or, where there is no data, and it can be used
to assess the uncertainties associated with the model’s
predictions. Models can be evaluated at a number of
different levels. They can be evaluated at the individual
process level, at the level of a sub-set of processes (e.g.
net mineralization), or the model’s overall outputs (e.g.
changes in total SOM over time) can be tested against
measured laboratory and field data. Models can also be
evaluated for their applicability in different situations,
e.g. for scaling up simulated net carbon storage from a
site-specific to a regional level (Izarraulde et al., 1996).
Molina and Smith (1998) provide many examples of
different forms of SOM model evaluation.

At the most basic level, comparing the performance
of SOM models involves comparing predicted changes
in SOM from a number of models. If more complex
model packages including plant growth and soil climate
modules are being compared then comparison of more
variables and model sensitivity to them may be nec-
essary to identify the reasons for differences between
models. However, the differences between the central
SOM decomposition modules in compartmental SOM
models are generally small and may give similar results
when driven with equivalent input data (e.g. Falloon
and Smith, 2002).

Smith et al. (1997) completed the most compre-
hensive evaluation of SOM models to date. Nine mod-
els were tested against twelve datasets from seven
long-term experiments representing arable rotations,
managed and unmanaged grassland, forest planta-
tions and natural woodland regeneration. The results
showed that six models had significantly lower over-
all errors (RMSE) than another group of three models
(Fig. 12.1). The poorer performance of three of the
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Figure 12.1 Overall RMSE (root mean square error) value for
nine SOM models when simulating changes in total soil organic
carbon in up to twelve datasets from seven long-term
experiments. The RMSE values of the models with the same
letter (a or b) do not differ significantly (two sample, two tailed
t-test; p > 0.05), but the RMSE values of the two groups (a and
b) do differ significantly (two sample, two tailed t-test; p < 0.05).
See Smith et al. (1997) for further details.

models was related to failures in other parts of the
ecosystem models, thus providing erroneous inputs into
the SOM module (Smith et al., 1997).

The difficulty in accurately measuring SOC
presents both problems and opportunities for SOM
modellers. Challenges in measuring SOC include:
obtaining representative undisturbed soil cores, obtain-
ing samples for different layer depths accurately, using
adequate replicates, conversion of SOC concentration
to mass through accurate bulk density measurements,
the high random spatial variation in SOC and changing
methodology – thus unbiased and high-precision time-
series measurements of SOC are rare. On the other
hand, eddy covariance flux tower measurements of total
net ecosystem exchange (i.e. net uptake or C-release)
flux tower measurements are often unreplicated and
make measurements at time scales incompatible with
most SOM models and dependent on many assump-
tion and correction factors. Detection of relatively small
differences in SOC compared to a large background
value may also present problems. In reality, this means
that there is rarely enough adequate data for model
calibration and validation (Andrén and Kätterer, 2001)
and the absence of replicated SOC measurements for
many experiments makes it difficult to critically assess
model fit to measurements (Falloon and Smith, 2003),
although this also implies that models may be of equal
(or even greater) use than measurements in assessing

SOC changes particularly over large areas (Andrén and
Kätterer, 2001). However, SOM models do not usu-
ally include root respiration, making validation difficult
(Heinemeyer et al., 2010).

12.2.6 Soil organic matter model application

Soil organic matter models are often used as research
tools in so far that their different representation of the
dynamics of carbon and nitrogen in soil and can be
used to distinguish between competing hypotheses (e.g.
Molina et al., 1990) or to further understanding of SOM
turnover processes more generally (e.g. Jenkinson and
Coleman, 1994; Smith et al., 1997; Falloon et al., 1998a,
2000; Romanya et al., 2000; Falloon and Smith, 2002;
Falloon et al., 2002). Another increasing application
of SOM models is in agronomy; many SOM models
are now being used to improve agronomic efficiency
and environmental quality through incorporation into
decision support systems, e.g. SUNDIAL-FRS (Smith
et al., 1996a), DSSAT (Hoogenboom et al., 1994) and
APSIM (McCown et al., 1996).

Soil organic matter models are now used, more
than ever, to extrapolate our understanding of SOM
dynamics both temporally (into the future) and spa-
tially (to assess carbon fluxes from whole regions or
continents). An early example of a regional scale appli-
cation was the use of the CENTURY model to pre-
dict the effects of alternative management practices and
policies in agro-ecosystems of the central United States
(Donigian et al., 1994). Since then, many studies have
adopted similar methodologies to assess SOM dynamics
at the regional (Falloon et al., 1998b; Falloon and Smith,
2002), national (Lee and Phillips, 1993; Parshotam et al.,
1996) and global scales (Post et al., 1982, 1985; Parton
et al., 1987; Esser, 1990; Goto et al., 1993; Potter et al.,
1993; Goldewijk et al., 1994; Schimel et al., 1994;
Melillo et al., 1995; Post et al., 1996). Soil organic
matter models of outcomes or predictions are increas-
ingly being used by policy makers at the national,
regional or global scales, for example in the post-
Kyoto Protocol debate on the ability of the terres-
trial biosphere to store carbon (IPCC, 2000) accord-
ing to the IPCC Good Practice Guidelines (IPCC,
1996); models can also be used in countries’ reports
under the United Nations Framework Convention on
Climate Change (UNFCCC) and the Kyoto Protocol
(see Chapter 13, Smith et al.). With such an impor-
tant role in society, it is important that SOM models
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are transparent, well evaluated and well documented.
There is still a variety of understanding and differ-
ent percentage assumptions incorporated in our cur-
rent SOM models. Future developments in SOM mod-
els will further improve our understanding and ideally
allow models to be used truly predictively, without the
need for site-specific calibration. These developments
will then improve estimates of, and reduce, the uncer-
tainty associated with SOM model predictions.

12.2.7 Model weaknesses

There may be many weaknesses and limitations of
SOM models, since most were parameterized under
particular management or climatic regions. Ideally,
SOM models should account for all major SOM con-
trolling factors, such as parent material, time, climate,
litter quality (decomposed) biota and management.
These factors may have complex interactions, and sep-
arate analysis of controls could limit predictions of their
effects on SOM (Burke et al., 1989). Many models have
been evaluated under different climatic and manage-
ment conditions, but rarely compared using common
datasets.

Few models simulate aggregation processes, which
may be important in the stabilization of plant residues,
microbial biomass and humic substances (Parton et al.,
1989; Paul et al., 1995). Differences in drainage are
often not accounted for in SOM models. However,
SOM accumulation in grassland and forest soils may
be partly attributable to reduced drainage (Jenkinson,
1988). Soil organic matter models also need better inte-
gration with landscape processes, and better description
of plant root development (Paul et al., 1995), layering,
dissolved organic carbon and deep soil processes (Par-
ton et al., 1989, 1994; Jenkinson et al., 1999). Few com-
partmental models explicitly account for meso-fauna
and macroorganisms such as earthworms (Parton et al.,
1989; Woomer, 1993; Lavelle et al., 1997), which are
an important part of the SOM system (Buringh, 1984;
Smith et al., 1998).

In terms of soils, it is generally suggested that mod-
els such as RothC and CENTURY (Parton et al., 1989;
Jenkinson et al., 1992; Motavalli et al., 1995) may be lim-
ited by failing to account for pH effects on soil carbon
turnover (Jenkinson, 1988). This may be important
in soils with low litter quality and fungal decomposi-
tion and thus pronounced litter layer development, or
grasslands with constant mineral fertilizer applications

(Kelly et al., 1997). Soil organic matter models gener-
ally predict faster carbon turnover than observed in very
acid soils (Motavalli et al., 1995), since decomposition is
up to two-thirds slower (Kelly et al., 1997, especially in
the early stages) under acid conditions, although over-
all model errors may be small (Jenkinson et al., 1999).
Model improvement needs information on both the
short- and long-term effects of pH on SOM, in particu-
lar the effects on the microbial biomass (Jenkinson et al.,
1992). Few models are able to predict SOC changes in
variable charge and allophanic soils (Oades et al., 1989;
Jenkinson et al., 1991; Motavalli et al., 1995; Smith et al.,
1996b; Falloon et al., 1998a; Falloon and Smith, 2000;
Falloon et al., 2000). Some authors have used ‘effec-
tive’ clay contents, based on % clay, % ferrihydrite and
% allophane to get model agreement with measured
data (Parshotam and Hewitt, 1995; Tate et al., 1996);
others have suggested using surface area measurements
(Saggar et al., 1994) or accounting for mineralogy
(Parton et al., 1989). Most models are also unable to
simulate SOC changes in subsoils, permanently water-
logged and consequent CH4 fluxes, very dry (Falloon
et al., 2011), highly organic and recent volcanic soils
(Jenkinson et al., 1991; Smith et al., 1997; Falloon et al.,
1998a). However, recently ECOSSE has been devel-
oped from RothC and SUNDIAL for organic soils
(Smith et al., 2007) and RothC has been extended
to subsoils (Jenkinson and Coleman, 2008). However,
long-term peat accumulation models should include
dynamic cohort structures such as in MILLENNIA
(Heinemeyer et al., 2010).

Several authors have suggested that current SOM
models may be limited in their applicability to tropical
systems, and few models have been tested under arid
conditions. Possible reasons could include differences
in soil fauna, the much faster turnover time of slow and
passive SOM pools in the tropics, different tempera-
ture and moisture relationships with metabolic rates,
differences in mineralogy (Woomer, 1993; Shang and
Tiessen, 1998) and solution chemistry (Parton et al.,
1989) in tropical soils. Inadequate description of nutri-
ents (N, P and K) and inability to account for alu-
minium (Al) toxicity may also limit SOM model pre-
dictions in tropical soils (Parton et al., 1989; Shang
and Tiessen, 1998). Finally, the compartments of SOM
models (i.e. C pools) are usually theoretical without
measurable counterparts making it difficult to initialize
the models and validate model-calculated results for the
individual pools.
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12.3 ROTHC AND CENTURY: TWO OF
THE MOST WIDELY USED SOM MODELS

The Rothamsted carbon model (RothC, Coleman and
Jenkinson, 1996) and CENTURY (Parton et al., 1987)
are the most widely used and evaluated (mineral) SOM
models worldwide (Parshotam and Hewitt, 1995), and
are now being used at scales from site to globe in car-
bon cycling studies. Both models were originally devel-
oped in the 1970s and 1980s, and many other SOM
models are similar in structure to RothC and CEN-
TURY. RothC was originally calibrated using data
from long-term arable experiments at Rothamsted, UK,
and extended to other systems, while CENTURY was
developed for the grassland systems of the Central Great
Plains and then extended to arable ecosystems and
forests.

There are a number of differences in the ways in
which RothC and CENTURY simulate SOM turnover
processes. Before describing these differences in detail,
a major difference is in the type of model. RothC is
purely concerned with soil processes, and as such is not
linked to a plant production model. The CENTURY
SOM model, however, is part of a larger ecosystem
model that simulates crop, grass and tree growth and
the effects of different management practices on both
plant production and SOM. Coleman and Jenkinson
(1996) and Metherell et al. (1993) give full descrip-
tions of RothC and CENTURY, respectively. While
both models have also been adapted to simulate N and
S dynamics, only CENTURY simulates P dynamics.
Model structure is discussed in detail below. Figure 12.2
shows the structure of the RothC and CENTURY
SOM models. The actual SOM model pool names

are in italics in these figures and RothC/CENTURY
equivalents are shown in normal type for compari-
son. Important to note is that the RothC SOM models
dynamics only simulates the top 30 cm of soil while the
CENTURY model simulates the top 20 cm.

12.3.1 Carbon inputs to the SOM models

In RothC, the user defines carbon inputs to the soil
in terms of both quantity and quality. The amount of
carbon entering the soil is defined in ‘land manage-
ment’ files, and residue/litter quality is defined using
the ratio of decomposable plant material (DPM) to
resistant plant material (RPM). There are three sug-
gested values for DPM/RPM, based on simulation of
SOM dynamics in Rothamsted long-term experiments,
although user-defined values may also be used. The
default DPM/RPM values are: 1.44 for arable crops
and managed grasslands; 0.67 for unmanaged grass-
lands and scrub; and 0.25 for woodlands and forests.
In other words, there is a greater proportion of decom-
posable carbon input in arable crops, whereas tree litter
is assumed to be much more resistant in nature. As
well as plant carbon inputs, the user may also define
any organic amendments to the soil, such as farmyard
manure (FYM). The model assumes that FYM is more
decomposed than normal plant carbon inputs, and con-
tains DPM 49%, RPM 49% and HUM 2% (Coleman
and Jenkinson, 1996).

In CENTURY, the relevant (crop, grass or forest)
plant-growth model determines plant carbon inputs.
The user defines parameters that set the maximum
potential plant production, which is then modified by
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Figure 12.2 The structure of the SOM models of (a) RothC and (b) CENTURY.
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temperature and water and nutrient availability, thus
indirectly setting carbon returns to the soil. So it is
of much importance to validate modelled Net Primary
Production (NPP) in relation to SOM turnover and pre-
dicted soil C-fluxes. CENTURY uses lignin : N ratios
to define litter quality, which is determined by the plant
production model. The lignin : N ratio also determines
how incoming litter is split between structural (more
resistant) and metabolic (more labile) compartments.
Organic amendments such as FYM are also partitioned
between the structural and metabolic compartments.
With material containing a greater proportion of lignin,
more of the carbon input is partitioned into the struc-
tural pool. The structural compartment contains all
of the lignin matter. The model has both above- and
below-ground input compartments, which represent
carbon inputs from litter and branch fall, and root death
and senescence, respectively (Metherell et al., 1993).

12.3.2 Water budget models

RothC uses a simple water balance model that calcu-
lates the soil moisture deficit (SMD). The maximum
SMD for the 0–23 cm layer of a particular soil is cal-
culated using a function related to soil clay content. To
allow for the reduction in evaporation, this maximum
SMD is divided by 1.8 for bare soils. Next, the accu-
mulated SMD is calculated from the first month when
0.75 (open-pan evaporation) exceeds rainfall until it
reaches the maximum SMD. Once the maximum SMD
is reached, the soil remains at this maximum SMD
until the rainfall starts to exceed 0.75 (evaporation) and
the soil wets up again. The factor 0.75 is conventional
for converting open pan evaporation to evapotranspi-
ration from a growing crop (Coleman and Jenkinson,
1996).

The CENTURY model includes a simplified water
budget model, which calculates monthly evaporation
and transpiration water loss, water content of a variable
number of 15 cm soil layers, snow water content and
saturated flow of water between soil layers (Fig. 12.3).
The potential evapotranspiration rate (PET) is calcu-
lated as a function of the average monthly maximum
and minimum air temperature using equations based
on those of Linacre (1977). Bare soil water loss is a
function of standing dead and litter biomass (lower
for high biomass levels), rainfall and PET. Intercep-
tion water loss is a function of above-ground biomass
(increases with biomass), rainfall and PET. Potential
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Figure 12.3 The CENTURY water sub-model (after Metherell
et al., 1993).

transpiration water loss (PTTR) is a function of the
live leaf biomass and PET. Interception and bare soil
water losses are calculated as fractions of the monthly
precipitation and are subtracted from the total monthly
precipitation. Remaining water is then added to the
soil.

Water is distributed to the different layers by
adding the water to the top layer (0–15 cm) and then
draining excess water (water above field capacity) to
the next layer. Transpiration water loss occurs after the
water is added to the soil. Water loss occurs first as
interception, then by bare soil evaporation and tran-
spiration. The maximum monthly evapotranspiration
water loss rate is equal to PET. Water leached below
the last soil layer is not available for evapotranspiration
and is a measure of inter-flow, runoff or leaching losses
from the soil profile. Water going below the profile can
be lost as fast stream flow or leached into the subsoil
where it can accumulate or move into the stream flow.
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CENTURY’s water model also simulates leaching of
the labile mineral N (NO3 and NH4), P and S pools.

12.3.3 Soil temperature models

In RothC, air temperature is used rather than soil
temperature – monthly air temperature often satisfac-
torily represents the monthly mean soil temperature in
the surface soil layer (Coleman and Jenkinson, 1996)
and furthermore, air temperature data is more easily
obtainable for most sites

In CENTURY, average monthly soil temperature
near the soil surface is calculated using equations devel-
oped by Parton (1984). This method calculates maxi-
mum soil temperature as a function of the maximum
air temperature and the canopy biomass (lower for high
biomass), and minimum soil temperature is calculated
using a function of the minimum air temperature and
canopy biomass (higher for larger biomass). The actual
soil temperature used for decomposition (and plant
growth rate) functions is the average of the monthly
minimum and maximum soil temperatures.

12.3.4 Model SOM pools, exchanges and
turnover rates

In RothC (Fig. 12.2a), SOC is split into four active
compartments that decompose by a first-order pro-
cess and have their own characteristic rate constants.
The model also assumes a small amount of SOC is
resistant to decomposition (inert organic matter, IOM),
which is totally inert and also receives no carbon inputs.
The four active compartments (and their maximum
decomposition rates) are decomposable plant material
(DPM; k = 10.0 y−1), resistant plant material (RPM;
k = 0.3 y−1), microbial biomass (BIO; k = 0.66 y−1) and
humified organic matter (HUM; k = 0.02 y−1). These
k values were set by calibrating the model to data from
long-term field experiments at Rothamsted (Jenkinson
et al., 1987, 1992) and are not normally altered when
using the model.

Both DPM and RPM decompose to form CO2 (lost
from the system), BIO and HUM. The proportion that
goes to CO2 and to BIO + HUM is determined by the
clay content of the soil. The BIO + HUM is then split
into 46% BIO and 54% HUM. BIO and HUM both
decompose to form more CO2, BIO and HUM. If an
active compartment contains Y t C ha−1, this declines

to Y e−abckt t C ha−1 at the end of the month. In this
equation, a is the rate modifying factor for temperature,
b is the rate modifying factor for moisture, c is the plant
retainment rate modifying factor, k is the decomposition
rate constant for that compartment and t is 1/12, since
k is based on a yearly decomposition rate. Therefore
Y (1 – e−abckt) is the amount of the material in any
compartment that decomposes in a particular month
(Coleman and Jenkinson, 1996).

The rate modifying factor for soil moisture, (b),
used each month is calculated as follows. If the accu-
mulated SMD is less than 0.444 of the maximum SMD,
then b is set to 1.0, i.e. no effect of moisture. Otherwise,
b is calculated as in the following equation (and shown
in Fig. 12.4a):

b = 0.2+ (1.0−0.2)∗
(max. SMD - acc. SMD)

(max. SMD − 0.444 max. SMD)

The model uses average monthly air temperature
(tm) to calculate the decomposition rate modifier for
temperature (a) according to the following equation
(Fig. 12.4b):

a = 47.9

1 + e ( 106
tm+18.3 )

The plant retainment factor (c) slows decomposition if
growing plants are present. If soil is vegetated, c = 0.6
and if soil is bare c = 1.0. Finally, RothC allows for dif-
ferences in soil texture by changing the proportion of
CO2 evolved and (BIO + HUM) formed during decom-
position, rather than by using a rate modifying fac-
tor, such as that used for temperature. The ratio CO2/
(BIO + HUM), x, is calculated from the clay content
of the soil using the equation below:

x = 1.67(1.85 + 1.60 exp(−0.0786%clay))

Then x/(x + 1) is evolved as CO2 and 1/(x + 1) is
formed as BIO + HUM. The scaling factor 1.67 is used
to set the CO2/(BIO+HUM) ratio in Rothamsted soils
(23.4% clay) to 3.51, based on experimental data: the
same scaling factor is used for all soils. Figure 12.4c
shows how the clay content of the soil affects the soil
texture factor (Coleman and Jenkinson, 1996).

The CENTURY SOM sub-model (Fig. 12.2b)
includes three soil organic matter pools and four lit-
ter pools (two surface and two sub-surface), and a
surface microbial pool, that decompose by first-order
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kinetics and have characteristic decomposition rate con-
stants. The soil organic matter pools (and their max-
imum decomposition rates) are active (k = 7.3 y−1),
slow (k = 0.2 y−1) and passive (k = 0.0066 y−1). The lit-
ter pools are surface structural (k = 3.9 y−1), surface
metabolic (k = 14.8 y−1), soil structural (k = 4.9 y−1)
and soil metabolic (k = 18.5 y−1), and the surface micro-
bial pool is surface active (k = 6 y−1, Metherell et al.,
1993). In a similar way to RothC, the decomposition of
both plant residues and SOM are driven by the micro-
bial pools and decomposition results in CO2 loss via
respiration.

The loss of CO2 on decomposition of the active pool
increases with increasing soil sand content. The effect
of sand content on the decomposition rate of active
SOM (EFTEXT; Fig. 12.4d) is calculated according to
Metherell et al. (1993):

EFTEXT = 0.25 + 0.75 (%SAND)

Decomposition products flow into a surface active pool
or one of three SOM pools. The maximum potential
decomposition rate is reduced to an actual decom-
position rate by functions of soil moisture and soil
temperature. Decomposition may also increase due to
cultivation. The impact of temperature on the actual
decomposition rate is driven by average monthly soil
temperature. The decomposition rate modifier for tem-
perature (TFUNC; Fig. 12.4e) is calculated from the
average monthly soil temperature (STEMP) as follows
(Metherell et al., 1993):

TFUNC = 0.125 + e (0.07 STEMP)

The ratio of (stored topsoil water + current month’s
precipitation) to potential evapotranspiration deter-
mines the impact of moisture on decomposition. The
decomposition rate modifier for moisture (WFUNC;
Fig. 12.4f) is calculated from the ratio of (stored
water + precipitation) to potential evapotranspiration
(RAT), from the equations below (Metherell et al.,
1993):

WFUNC = 1.0
1.0 + 30∗e (−8.5∗RAT)

if RAT > 1.5

WFUNC = 1.0 − 0.7∗ (RAT − 1.5)
1.5

Lignin material is assumed to go directly to the slow car-
bon pool during the decomposition of structural plant
material. Soil clay and silt content also affect the effi-
ciency of stabilizing active SOM into slow SOM and
passive SOM. This has the effect of creating more stable
SOC in finer textured soils. The efficiency of stabilizing
active SOM into passive SOM (FPS1S3; Fig. 12.4g) is
calculated (Metherell et al., 1993) from:

FPS1S3 = 0.003 + 0.032(CLAY%)

The efficiency of stabilizing slow SOM into passive
SOM (FPS2S3) is calculated (Metherell et al., 1993)
from:

FPS2S3 = 0.003 + 0.009(CLAY%)

CENTURY also simulates leaching of organic matter.
Finally, the model uses a soil drainage factor that allows
a soil to have different degrees of wetness. Anaerobic
conditions have the effect of reducing the decomposi-
tion rate (Metherell et al., 1993).

12.3.5 Other model processes

CENTURY is able to simulate the fate of 14C and
13C tracers in the soil–plant system, while RothC can
model the 14C age of the topsoil. CENTURY simu-
lates N, P and S dynamics, and recent developments
to a daily version of RothC have enabled N and S
dynamics to be modelled. CENTURY is also capa-
ble of modelling DOC loss from soils, while RothC
currently cannot. Both models are applicable to arable,
grassland and forest systems. However, neither model
has been developed to accurately simulate the develop-
ment of pronounced litter, i.e. humus layers (although
CENTURY simulates litter production, litter decay
does not account for pH and is not well simulated),
so applicability to forested systems may be limited to
the mineral soil only. Both RothC and CENTURY can
simulate the effects of FYM application on SOM. The
CENTURY model is also able to simulate the impact
of several management practices and other factors on
SOM, such as tillage, harvesting, different organic
amendments, irrigation, grazing, erosion, fire and tree
removal.
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Table 12.2 Major input variables for the RothC and CENTURY models.

RothC CENTURY

Soil variables Clay content
IOM
% SOC

Sand content
Silt content
Clay content
Bulk density
SOC content

Monthly
weather variables

Total precipitation
Mean temperature
Total evaporation

Total precipitation
Mean maximum temperature
Mean minimum temperature

Management variables Residue quality (DPM/RPM)a

Soil cover
Residue carbon input
Manure carbon inputs

Residue lignin/N ratio
Plant C and N content
Atmospheric N deposition

a DPM/RPM = ratio of decomposable plant material/resistant plant material.

12.3.6 Data requirements and output
variables

RothC uses two input files, a land management file
(with C inputs, FYM and plant cover), a weather file
(with rainfall, temperature, evaporation, clay content
and sample depth) and input from the command line,
and can be run in DOS batch mode or via a Win-
dows user interface. The data required to run RothC
are shown in Table 12.2.

RothC produces output data on a monthly timestep
including total C, C in DPM, RPM, BIO and HUM,
CO2 evolved, IOM and radiocarbon age. Predictive use
of the model requires estimation of (1) the IOM pool
for the model and (2) C inputs to the soil.

The user may specify many input variables and
parameters in CENTURY. Major input variables for
CENTURY are given in Table 12.2.

The CENTURY model takes input from monthly
weather data files, files containing fixed parameters
primarily relating to organic matter decomposition (not
normally adjusted between runs) and files containing
site-specific parameters such as precipitation, soil
texture and the initial conditions for soil organic
matter. The user can also specify crop, cultivation,
fertilization, fire, grazing, harvest, irrigation, organic
matter addition, tree and tree removal options.
Radiocarbon dates may also be input. Runs of the

model are executed using ‘schedule’ files that specify
the order and timing of events such as harvesting
and fertilization. The model runs using a monthly or
daily (DAYCENT, Parton et al., 1998) timestep. The
model has many output variables, of interest here are
labelled, unlabelled and total carbon in SOM pools
and total carbon, carbon inputs and CO2 loss from
decomposition (although DAYCENT estimates root
respiration). Predictive use of CENTURY requires
setting of the distribution of SOC between model pools,
especially the ‘passive SOM’ pool, which changes very
little throughout the course of normal simulations.

12.3.7 Examples of RothC and CENTURY
evaluation and application: short term and
small scale

There have been relatively few applications of RothC
or CENTURY to investigate short-term (decadal time
scales or less) aspects of the soil carbon cycle – the
observed data available for such studies have largely
been used in calibrating the models themselves. Since
the original development of RothC and CENTURY,
applications have also tended to focus on longer term
(annual to decadal time scales or greater) issues as dis-
cussed in the section on SOM model application and in
the examples given in the section below.
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Figure 12.5 RothC calibration to labelled decomposition of plant materials in different climates: (a) Rothamsted, UK; (b) Ibadan,
Nigeria; (c) Northfield, Australia; (d) Patarra, Costa Rica; (e) Vienna, Austria; (f) Pawnee, USA (Jenkinson et al., 1991).

Datasets describing the decomposition of
uniformly 14C-labelled plant materials under field
conditions have been widely used to parameterize
RothC and CENTURY, covering time scales of one to
ten years and a variety of litter types and environmental
conditions (e.g. Parton et al., 1987; e.g. Jenkinson et al.,
1991; Parton et al., 1994). Exercises such as these were
used to fit model parameters (such as the DPM/RPM
ratio in RothC for different vegetation types, and
decomposition constants for CENTURY). An example
of this is given in Fig. 12.5, which shows how RothC
was fitted to labelled plant material decomposition
data from different environments. These datasets
confirm the ability of RothC and CENTURY to mimic
short-term soil carbon dynamics.

Virtually no studies have attempted to use RothC
or CENTURY to investigate the dynamics of the
soil microbial biomass (SMB) pool in the short term,
although Fig. 12.6 depicts a comparison of measured
and modelled SMB values from long-term experi-
mental studies. The measured data shown here rep-
resent SMB values at one point in time. More recently,
Niklaus and Falloon (2006) combined carbon isotope
labelling and modelling with RothC to investigate soil
carbon dynamics under an elevated CO2 grassland for a
six-year period.
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biomass measurements from different experiments (data from
Jenkinson et al., 1992, 1999).
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12.3.8 Examples of RothC and CENTURY
evaluation and application: long term and
small scale

The vast majority of RothC and CENTURY applica-
tions have focused on evaluating the models against
measured datasets of changes in SOC over decadal
to century time scales. Data from many sites across
the globe have been utilized (for a detailed multi-site
intercomparison, see Smith et al., 1997), discussed in
the section on SOM model application. Figure 12.7
shows a comparison of RothC and CENTURY for the
Rothamsted Broadbalk Experiment FYM plot, which
receives 35 t ha−1 FYM annually. Both models are able
to capture long-term SOC dynamics, including a period
in the middle of the experiment where fallowing was
introduced. The plots also demonstrate the different
pool concepts of the model – the fast (BIO and active)
pools are smallest and most responsive, while the inter-
mediate pools reflect the behaviour of total SOC most
closely; RothC has a very small inert pool of carbon
while CENTURY uses a larger, very stable (but not
inert) pool of carbon.

Figure 12.8 shows a comparison of (a) CENTURY,
(b) RothC and (c) RothC driven by CENTURY carbon

inputs for the Rothamsted Woburn Ley Arable Experi-
ment (after Falloon and Smith, 2002). Three treatments
were simulated on this sandy soil – an all-arable rota-
tion (arable-roots), an arable rotation with one year in six
under hay (arable-hay) and an arable ley rotation with
three years in six under grass (grazed-ley) treatment.
Both models reproduced measured trends in SOC,
which highlights their ability to simulate the effects
of management on SOC in the long term. These simu-
lations were part of an exercise to evaluate RothC and
CENTURY against relevant long-term datasets before
application to estimate carbon sequestration potential
for an area of Central Hungary (Fig. 12.9, Falloon et al.,
2002).

12.3.9 Examples of RothC and CENTURY
evaluation and application: large scale

The section on SOM model application lists a num-
ber of regional SOM model studies. Figure 12.9 shows
results from the application of RothC and CENTURY
to investigate land management scenarios for carbon
sequestration in a region of Central Hungary (Falloon
et al., 2002). This approach, linking detailed spatial
databases to dynamic SOM models, is a powerful
method for studying regional-scale SOM dynamics,
integrating detailed knowledge on soils, climate and
land use with state-of-the-art SOM models, and allow-
ing identification of ‘hot spots’ for carbon sequestration.

RothC has also been applied to 1 km-level databases
of soil and land use, and coarser resolution databases of
climate in the UK (Falloon et al., 2006). Most of Great
Britain was shown to lose soil carbon, which clearly has
an impact on soil quality issues, as well as being a poten-
tial positive feedback mechanism to climate change via
the enhanced release of CO2. By investigating carbon
sequestration scenarios either alone or in combination
with climate change scenarios (Fig. 12.10, Falloon et al.,
2006), RothC also showed that carbon mitigation poten-
tial could be weakened in the future by climate change. It
is also important to note that the modelled impact of (cli-
mate scenario + carbon sequestration scenario) does not
equal the impact of (climate scenario) + (carbon seques-
tration scenario): models predict interactions between
management, soil and climate that are non-linear and
non-additive.
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Figure 12.10 Carbon mitigation potential of land management
options with/without climate change interactions for the UK,
predicted by the RothC model from 1 km data (Falloon et al.,
2004).

The impact of future climate on global SOC stocks
was investigated by Jenkinson et al. (1991), who pre-
dicted a significant release of soil carbon due to increased
global temperatures. A more sophisticated approach
was taken by Jones et al. (2005), who showed a simi-
lar trend using both the SOM decomposition model of
the coupled-carbon-climate Global Circulation Model
HadCM3 and the RothC model. Some regions of the
globe lost soil carbon while others gained soil carbon,
due to differences in the balance between changes in
litter input and changes in decomposition rate under
climate change, although the predicted vegetation loss
in the Amazon had the largest negative influence on soil
carbon stocks globally overall.

12.4 CONCLUSIONS AND FUTURE
DIRECTIONS

Soil organic matter models are being increasingly used
to support policy decisions regarding future climate
change and land management. It is thus more impor-
tant than ever before that (1) the science behind SOM

models is robust, (2) SOM models are comprehensively
evaluated using reliable observed datasets as widely as
possible and (3) SOM models encompass appropriate
mechanisms for the tasks required of them.

Although there is a wealth of measured data from
carefully monitored long-term agronomic experiments
for evaluating SOM models, there are comparatively
few similar datasets from natural ecosystems, and
relatively few long-term experiments related to land-
use change rather than land-management changes. Fur-
thermore, soil carbon measurements from the available
experiments are rarely available in replicate and hence
attributing uncertainty to these measurements, and ulti-
mately confidence in SOM model predictions, is limited
(Falloon and Smith, 2003). There has been relatively
little stringent testing of SOM models using short-
term datasets of soil carbon dynamics such as microbial
biomass or CO2 flux since their original development.

Specific areas for scientific development of SOM
models include: linking model SOM pools to mea-
surements; improving understanding of subsoil pro-
cesses; better modelling of litter decomposition pro-
cesses; modelling carbon turnover in organic very wet,
very dry or allophanic soils; linking soil, plant and cli-
mate models; estimating carbon inputs to soil for model
validation; and better understanding spatial heterogene-
ity in SOC in the landscape.
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13 � The role of soils in the Kyoto Protocol
Pete Smith, Pete Falloon and Werner L. Kutsch

13.1 INTRODUCTION

The world’s soils contain approximately 1500 Pg
(1 Pg = 1 Gt = 1015 g) of organic carbon (Batjes, 1996),
roughly three times the amount of carbon in vegetation
and twice the amount in the atmosphere (IPCC, 2001;
Denman et al., 2007). The annual fluxes of CO2 from
atmosphere to land (global net primary productivity,
NPP) and land to atmosphere (respiration and fire) are
of the order of 60 Pg C y−1 (IPCC, 2000b). During the
1990s, fossil fuel combustion and cement production
emitted 6.4 ± 1.3 Pg C y−1 to the atmosphere, while
land-use change emitted 1.6 ± 0.8 Pg C y−1. Atmo-
spheric carbon increased at a rate of 3.2 ± 0.1 Pg C y−1,
the oceans absorbed 2.3 ± 0.8 Pg C y−1 and there was an
estimated terrestrial sink of 2.6 ± 1.3 Pg C y−1 (Schimel
et al., 2001; Denman et al., 2007). The amount of car-
bon stored in soils globally is therefore large compared
to gross and net annual fluxes of carbon to and from
the terrestrial biosphere, and the pools of carbon in the
atmosphere and vegetation. Because of this, increasing
the size of the global soil carbon pool by even a small
proportion has the potential to sequester large amounts
of carbon, and thus soils have an important role to play
in mitigating climate change.

Human intervention, via cultivation and distur-
bance, has decreased and still is decreasing the soil
carbon pools relative to the store typically achieved
under native vegetation. Historically, these processes
have caused a loss of soil carbon of between 40 and
90 Pg C globally (Paustian et al., 1998; Houghton
et al., 1999; Lal, 1999). Thus, stopping further land-
use change has become an important issue. Soil carbon
sequestration can be achieved by increasing the net flux
of carbon from the atmosphere to the terrestrial bio-
sphere by increasing global NPP (thus increasing car-
bon inputs to the soil), by storing a larger proportion of

the carbon from NPP in the longer term carbon pools in
the soil, by adding additional carbon-containing mate-
rials to the soil (such as manures or cereal straw) or by
slowing decomposition. For soil carbon sinks, the best
options are therefore to increase carbon stocks in soils
that have been depleted in carbon, i.e. agricultural soils
and degraded soils (Lal, 2004a; Smith, 2004a), since the
capacity for increasing carbon storage is greatest in these
soils. It is also important to minimize further losses of
soil carbon stocks by more judicious land management,
for example avoiding land degradation and the drainage
of peatlands (e.g. Bellamy et al., 2005).

The aim of this chapter is to discuss the role of soils
in the Kyoto Protocol framework, indicate the possible
magnitude of expected carbon mitigation potential for
soils, and outline future challenges for scientists and
policy makers. This chapter will focus particularly on
agricultural soils that have a special role to play in the
Kyoto framework since they (1) tend to have a depleted
soil carbon relative to comparable soils under native
vegetation and thus have a large capacity for increasing
soil carbon storage and (2) are actively ‘manageable’ and
thus can be manipulated for carbon sequestration.

It is important to note that the trace gases methane
(CH4) and nitrous oxide (N2O) are also potent green-
house gases and are emitted from, and absorbed by,
soils. For this reason, soils also have a second role to
play – reducing emissions of other trace gases than
CO2 to the atmosphere – in combating climate change.
Nitrous oxide is formed primarily from nitrification
and denitrification processes. Nitrous oxide is a by-
product of nitrification and an intermediate during
denitrification. Nitrous oxide fluxes from agricultural
soils (0.53 Pg C equivalents y−1) account for more than
50% of the global anthropogenic N2O flux (Robertson,
2004).
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Table 13.1 Soil carbon sequestration measures in agricultural land (after Smith, 2004c).

(a) Cropland (b) Grazing land

• Zero/reduced tillage
• Set-aside/Conservation Reserve Programme
• Convert to permanent crops
• Convert to deep-rooting crops
• Improve efficiency of animal manure use
• Improve efficiency of crop residue use
• Agricultural use of sewage sludge
• Application of compost to land
• Rotational changes
• Fertilizer use
• Irrigation
• Bioenergy crops
• Extensification/De-intensification of farming
• Organic farming (a combination of many

different individual practices)
• Convert cropland to grassland
• Management to reduce wind and water erosion

• Improve efficiency of animal manure use
• Improve efficiency of crop residue use
• Improve livestock management to reduce soil disturbance
• Improve livestock management to maximize manure C

returns
• Agricultural use of sewage sludge
• Convert to deeper-rooting species
• Application of compost to land
• Fertilizer use
• Irrigation
• Extensification/De-intensification of farming
• Improved management to reduce wind and water erosion

The majority (52%) of the methane flux from
agriculture arises from enteric fermentation in rumi-
nants, with biomass burning (19%) and animal waste
treatment (8%) accounting for other significant pro-
portions (Robertson, 2004). The only significant soil
source of methane in agriculture arises from rice cul-
tivation (0.25 Pg C equivalents y−1), which accounts
for 22% of agricultural emissions or 12% of total
anthropogenic fluxes (Robertson, 2004). There are also
significant fluxes of N2O and methane from natural
ecosystems, and, conversely, CH4 might be oxidized
in considerable amounts under certain land-use man-
agement. However, since carbon storage and trace gas
fluxes from natural ecosystems offer less greenhouse
mitigation potential and are harder to manage, we focus
on the role of agricultural soils in this chapter.

13.2 HOW MUCH COULD AGRICULTURAL
SOILS CONTRIBUTE TO COMBATING
CLIMATE CHANGE?

Agricultural soils can act as sources and sinks for CO2

and other greenhouse gases. Whether soils act as a sink
or source, and the sink/source strength, depends criti-
cally upon the management of the soil. The greenhouse
gas mitigation potential for agricultural soils results

from reducing emissions or from increasing carbon
inputs. For CO2 this entails reducing the CO2 efflux
from the soil or sequestering carbon in the soil. For
N2O, this entails reducing N2O emissions. For CH4,
this entails reducing CH4 emissions from soils emitting
CH4 (e.g. rice paddy soils) and maximizing the methane
oxidation potential of other soils.

Cropland soils can be a large source of CO2

(Janssens et al., 2003). There is significant potential to
reduce the efflux of carbon from agricultural soils, and
to sequester carbon in them. Estimates of the poten-
tial for additional soil carbon sequestration vary widely.
The most recent global estimate is that of Lal (2004a)
of 0.9 ± 0.3 Pg C y−1; over 50 years, this level of car-
bon sequestration would potentially restore a large part
of the carbon lost from soils historically. However, soil
carbon sequestration rates have a limited duration and
cannot be maintained indefinitely. Mitigation options
for agricultural soil carbon are given in Table 13.1.

Options for N2O mitigation are given in Table 13.2.
Mitigation of CH4 fluxes from agricultural soils needs
to focus almost entirely on the rice paddy fluxes. Rice
crop management to reduce CH4 emissions including
yield improvement with well managed, high-yield rice
crops have significantly lower CH4 emissions due to
more carbon being allocated to the grain than to the
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Table 13.2 Nitrous oxide mitigation options for agricultural soils (after Smith et al., 2004).

Practices

Inorganic fertilizer Suitable type and characteristics e.g.
– ammonium providing fertilizer vs. nitrate fertilizer
– slow-release inhibitors
– inhibitors
Application techniques
– synchronization/timing (e.g. split-application to coincide with crop demand)
– placement, burial may reduce flux
Amount/rate of application, appropriate fertilizer recommendations required

Organic Type
fertilizer – Farm/yard manure (flux dependent on degree of maturity/degradation,

moisture content)
– Liquid fertilizer/slurry (give higher fluxes than dried material, avoid spreading

with mineral fertilizer)
– industrial waste
– household waste
– biogas residue
– fermented manure
Timing (less critical than inorganic)
Application techniques
Storage, processing, and handling (temperature, duration, capacity, cover etc.)
Amount/rate of application (apply at recommended rate to coincide with crop

demand

Biological N fixation Avoid mono cropping, flux dependent on legumes/grass mixture ratio and is
mostly after ploughing; net effect is unknown

Crop residue (Important for C sequestration)
Quality and size (C : N ratio, total N)
Quantity (weight)
Application/incorporation techniques (note the interaction with tillage; priming

effect on soil N2O flux mainly with incorporation) avoid wet conditions

Farming system and
management

Extensive cropping may be better than intensive – further research needed to
assess this difference and the effect of the arable/livestock ratio. Also compare to
intensive areas with other land use on spare land

Tillage Important for carbon sequestration but interacts with soil physical conditions
Ploughing or deep ploughing may reduce trace gas emissions but decrease carbon

sequestration
Conservation (reduced) tillage may be intermediate but more information required

Crop rotation Catch crops reduce bare soils (possible link to BNF)
Amelioration crops (crop type, i.e. deep rooting or shallow rooting)

Water management Drainage useful but irrigation should be avoided, flooding water buffers may have
an effect

Compaction status Appropriate timing and size of machinery required
Manage grazing to avoid poaching
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rhizosphere where it can undergo methanogenesis.
Other mitigation options in rice include residue man-
agement and irrigation scheduling (Robertson, 2004).

Robertson (2004) emphasizes the need for a systems
approach for assessing greenhouse gas mitigation poten-
tial in agriculture. For example, increasing soil carbon
stocks in the soil through reduced tillage can lead to
anaerobic zones in some soils and thereby increase N2O
emissions (MacKenzie et al., 1998; Smith et al., 2001;
Six et al., 2004; Li et al., 2005). Similarly, management
to reduce CH4 emissions in rice paddy fields might
increase N2O emissions. Trade-offs between the green-
house gases are complex (Robertson et al., 2000), but
should always be considered.

Estimation of mitigation potential is often con-
founded by the choice of constraints. Some authors
quote biological potentials (Metting et al., 1999),
others consider either limitation of available land or
resources (Smith et al., 2000), or economic and social
constraints (Cannell, 2003; Freibauer et al., 2004).
Smith (2004a) provided a figure showing how these mit-
igation potential estimates differ and how the potential
is reduced by a number of constraints (Fig. 13.1).

An analysis of the estimates presented in Freibauer
et al. (2004) and the assumptions used by Cannell (2003)
suggest that the realistic sustainable (or conservative)
achievable potential of greenhouse gas mitigation (tak-
ing into account limitations in land use, resources, eco-
nomics, and social and political factors) may be about
10 to 20% of the biological potential. Although this
value is derived predominantly from so-called ‘expert
judgement’, it may be useful in assessing how different
estimates of greenhouse gas mitigation potential can be
compared and how they might realistically contribute
to greenhouse gas stabilization.

Biological potential

Biologically/physically
constrained potential
(e.g. land suitability) 
constrained potential 

Maximum value Minimum value

Economically
constrained
potential Socially/politically

constrained
potential – estimated
realistically achievable
potential (~10% of
biological potential)

Greenhouse gas mitigation potential

Figure 13.1 How different constraints reduce the greenhouse gas
mitigation potential from its theoretical biological maximum to
realistically achievable potentials that are much lower (adapted
from Smith, 2004a).
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Figure 13.2 Estimates of cropland soil carbon sequestration
potential in EU-15 from previous studies and from this study.
Study 1 is from Vleeshouwers and Verhagen (2002) with the low
estimate for straw incorporation and the high figure for
conversion of all cropland to grassland. Study 2 is from Smith
et al. (2000) with figures scaled from geographical Europe
(including Baltic States but excluding Russia) to EU-15 as per
Smith et al. (1997). The low estimate is from the combined
land-management scenario with extensification of surplus arable
land and straw incorporation; the high estimate is for the
combined ‘optimal’ scenario (see Smith et al., 2000 for further
details). Study 3 is from Freibauer et al. (2004) with values
assessed for realistically achievable potential by 2010 (about 1/5
of the estimated biological potential). Study 4 uses figures based
on measured trends in 1990 to 2000 and extrapolations to 2010
(Smith et al., 2004).

In a study of European agricultural greenhouse
gas mitigation potential, a range of estimates of car-
bon sequestration potential were compared. The results
(Fig. 13.2) show that by including more constraints
in the calculation, the estimated mitigation potential is
drastically reduced.

Estimates on the left of Fig. 13.2 are for biological
potential while those on the right extrapolate from cur-
rent trends. These findings show that, despite a high
biological potential for carbon sequestration in Euro-
pean agricultural soils, lack of policy incentives to imple-
ment carbon sequestration measures means that virtu-
ally none of this potential will be realized by the end of
the first Kyoto commitment period in 2012.

13.3 THE FUTURE FOR SOIL CARBON
SEQUESTRATION

Smith (2004b) recently calculated how future car-
bon emissions and CO2 stabilization targets might
influence the relevance of soil carbon sequestration
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as a greenhouse gas mitigation measure. The future
trajectory of carbon emissions over the next century
depends upon many factors. The IPCC developed a
range of standard reference emission scenarios (SRES)
to provide estimates of possible emissions under a
range of different possible futures (IPCC, 2000a). These
possible futures depend upon the degree to which
greenhouse gas mitigation policies become global and
upon whether environmental or economic concerns take
precedence over the next century.

For example, among the A1 family of scenarios
(global – free market), a number of possible emissions
trajectories exist depending upon whether the energy
sector remains fossil fuel intensive (A1FI), whether the
rapid introduction of new energy technologies allows a
move away from carbon-intensive energy sources (A1T)
or whether there is a mix of fossil fuel/alternative energy
sources (A1B).

The A2 scenario family represents a very heteroge-
neous world with continuously increasing global pop-
ulation and regionally oriented economic growth that
is more fragmented and slower than in other story-
lines. The B1 scenario family depicts a convergent
world with the same global population as in the A1
situation but with rapid changes in economic struc-
tures toward a service and information economy, with
reductions in material intensity, and the introduction of
clean and resource-efficient technologies. Finally, the
B2 assumption represents a world in which the empha-
sis is on local solutions to economic, social and envi-
ronmental sustainability, with continuously increasing
population (lower than A2) and intermediate economic
development.

In all of these scenarios, the global population will
grow, become wealthier and per-capita energy demand
will increase over the next century (IPCC, 2000a), but to
a different extent. Consequently, for each of the scenar-
ios carbon emission trajectories have been determined
(IPCC, 2000a) and annual carbon emissions (Pg C y−1)
by 2100 are estimated to be A1FI ∼ 30, A1B ∼ 17,
A1T ∼ 7, A2 ∼ 28, B1 ∼ 6, B2 ∼18.

Emissions trajectories can also be calculated for a
range of atmospheric CO2 stabilization targets (e.g. 450,
550, 650 and 750 ppm). For each stabilization target, the
allowed carbon emission trajectories, which cannot be
exceeded if the target is to be reached, can be calculated.
The difference between the allowed emission trajectory
for stabilization at a given target concentration, and the
emissions associated with the estimated global energy

demand is the carbon emission gap. For a stabilization
target of 550 ppm, carbon emission gaps for each sce-
nario by 2100 (in Pg C y−1) are A1FI = 25, A1B = 12,
A1T = 2, A2 = 22, B1 = 1, B2 =13 (IPCC, 2001).

The current annual emission of CO2-carbon to the
atmosphere is 6.3 ± 1.3 Pg C y−1. Carbon emission
gaps by 2100 could be as high as 25 Pg C y−1 mean-
ing that the carbon emission problem could be up to
four times greater than at present. The maximum (bio-
logical, Fig. 13.1) annual global carbon sequestration
potential is 0.9 ± 0.3 Pg C y−1 meaning that even if
these rates could be maintained until 2100, soil carbon
sequestration would contribute only a maximum of 2
to 5% towards reducing the carbon emission gap under
the highest emission scenarios. Considering the limited
duration of carbon sequestration options in removing
carbon from the atmosphere, we see that soil carbon
sequestration could play only a minor role in closing
the emission gap by 2100. It is clear from these figures
that if we wish to stabilize atmospheric CO2 concentra-
tions by 2100, the increased global population and its
increased energy demand can only be supported if there
is a large-scale switch to non-carbon emitting technolo-
gies for producing energy.

Given that soil carbon sequestration can play only
a minor role in closing the carbon emission gap by 2100,
is there any role for carbon sequestration in climate mit-
igation in the future? The answer is yes. If atmospheric
CO2 levels are to be stabilized at reasonable concentra-
tions by 2100 (e.g. 450–650 ppm), drastic reductions
in emissions are required over the next 20 to 30 years
(IPCC, 2000a). During this critical period, the sum of all
measures to reduce net carbon emissions to the atmo-
sphere will play an important role – there will likely
be no single solution (IPCC, 2000a). Given that soil
carbon sequestration is probably to be most effective
in its first 20 years of implementation, it should form
a central role in any portfolio of measures to reduce
atmospheric CO2 concentrations over the next 20 to
30 years while new energy technologies are developed
and implemented (Smith, 2004b).

13.4 THE ROLE OF SOILS IN THE
KYOTO PROTOCOL

The Kyoto Protocol (Annex B, available from
www.cop3.de/) lists the Quantified Emission Limita-
tion or Reduction Commitments for 39 of the parties
that ratified the United Nations Framework Convention
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on Climate Change (UNFCCC). For example, the
European Union (EU) is committed to an 8% reduc-
tion in CO2 emissions compared to baseline (1990) levels
during the first commitment period (2008–12). The EU
member states have rearranged this commitment inter-
nally since the Kyoto Protocol was signed, such that
the sum of the EU commitments is still an 8% reduc-
tion, but, for example, the UK is committed to a 12.5%
reduction (DETR, 1998) while Greece is allowed to
increase emissions by 25%.

The Kyoto Protocol allows carbon emissions to
be offset by demonstrable removal of carbon from the
atmosphere. Thus, land-use/land-management change
and forestry activities that are shown to reduce atmo-
spheric CO2 levels can be included in the Kyoto
emission reduction targets. These activities include
afforestation, reforestation and deforestation (Article
3.3 of the Kyoto Protocol) and may include the
improved management of agricultural soils, grazing,
land management, forest management and revegeta-
tion (Article 3.4). On the other hand, additional car-
bon emissions caused by land-use change (e.g. due to
deforestation) have also to be accounted for. These car-
bon emissions as well as the offset by carbon seques-
tration have to be reported as part of national green-
house gas inventories. The respective guidelines (IPCC,
2006) define precise rules for preparing annual green-
house gas inventories in the Agriculture, Forestry and
Other Land Use sector (AFOLU, see also: www.ipcc-
nggip.iges.or.jp/public/2006gl/vol4.html). In the fol-
lowing sections, we briefly describe the AFOLU pro-
cedure and methods.

13.4.1 The AFOLU guidelines

The AFOLU guidelines define six land-use categories:
Forest Land (FL), Cropland (CL), Grassland (GL),
Wetlands (WL), Settlements (SL) and Other Land
(OL). Within each land-use category different strata
or subdivisions of land area (depending on, e.g. climate
zone, ecotype, soil type and management regime) can be
defined. Carbon stock changes within a stratum are esti-
mated by considering carbon cycle processes between
the five carbon pools:

�CLUi = �CAB + �CBB + �CDW + �CLI

+�CSO + �CHWP

where �CLUi: carbon stock changes for a stratum of a
land-use category.

Subscripts denote the following carbon pools:

AB: above-ground biomass
BB: below-ground biomass
DW: deadwood
LI: litter
SO: soils
HWP: harvested wood products.

Depending on relevance, data and model availability,
as well as resources and capacity to collect and ana-
lyze additional information, the reporting country has
to choose between different tiers in estimating changes
in carbon pools and fluxes. These tiers increase in com-
plexity as shown in the box below.

Tiers

Tier 1 methods are designed to be the simplest to use,
for which equations and default parameter values are
provided by the guidelines (IPCC, 2006). Tier 2 can
use the same methodological approach as Tier 1 but
applies emission and stock change factors that are based
on country- or region-specific data. Higher temporal and
spatial resolution and more disaggregated activity data
are typically used in Tier 2. At Tier 3, higher order meth-
ods are used, including models (as described in Chapter
12, Falloon and Smith) and inventory measurement sys-
tems (as described in Chapter 4, Rodeghiero et al.) tai-
lored to address national circumstances, repeated over
time, and driven by high-resolution activity data and
disaggregated at sub-national level. These higher order
methods provide estimates of greater certainty than
lower tiers. Such systems may include comprehensive
field sampling repeated at regular time intervals and/or
GIS-based systems of age, class/production data, soils
data, and land-use and management activity data, inte-
grating several types of monitoring (IPCC, 2006).

The choice of the tier methods depends on
the relevance of the land-use category. So-called key
source/sink categories have to be reported at least with
Tier 2 methods. A key source/sink category is priori-
tized within the national inventory system because its
estimate has a significant influence on a country’s total
inventory of greenhouse gases in terms of the abso-
lute level, the trend, or the uncertainty in emissions
and removals. Key category analysis helps a country to
achieve the most reliable inventory given the resources
available (IPCC, 2006).
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The guidelines distinguish between lands that
remain in the same category but are affected by manage-
ment changes and lands which are converted to another
category. Changes in management or land-use category
are called activities (reported in area) and have to be
multiplied with an emission factor that describes the
source/sink strength of each kind of activity (reported
in tonnes CO2 per area and year).

13.4.2 Methodological challenges

Since there is a significant role for carbon sequestration
in climate mitigation in the next 20 to 30 years, it will be
essential to accurately monitor the amounts of carbon
sequestered in order to estimate its role in closing the
carbon emission gap. The ambitious Tier 2 and Tier 3
methods regarding changes in soil carbon stocks reflect
these requirements (Aalde et al., 2006).

Changes in soil carbon sinks and sources have to be
accounted for on a net–net basis, comparing the net flux
of carbon from a given activity during the commitment
period with the equivalent net flux of carbon in the base-
line year. Sinks and sources of carbon must be accounted
for ‘taking into account uncertainties, transparency in
reporting, verifiability’. Several methodological chal-
lenges arise.

� Levels of soil sampling need to be adequate to repre-
sent spatial variation, overcome resolution problems
(detectable levels of change) and satisfy verification
requirements; this could be extremely costly, depend-
ing on the scale and design of carbon sequestration
projects.

� To achieve the highest levels of certainty, any cho-
sen method (such as stock changes) would need to
be backed up by a second independent assessment
method such as flux methods or models. However,
flux measurements at a sufficient density to repre-
sent individual land-use sectors and specific land-use
and management activities are expensive. It is also
difficult to factor out the individual contributions of
soil, roots and above-ground vegetation (Aalde et al.,
2006).

� Further, with any measurement system, it is very dif-
ficult to demonstrate that changes in carbon stocks are
directly due to human-induced activity rather than
other causes such as nitrogen deposition, CO2 fertil-
ization or indeed changes in climate – although well
validated models could have a role to play in this
regard.

13.4.2.1 Field measurements
There are three levels in the current Kyoto verification
framework:

� Level 1: Monitoring and self-reporting by parties
on emissions and removals of greenhouse gases by
Article 3.4 activities according to IPCC reporting
guidelines and good practice guidelines.

� Level 2: Validation and verification at the national
level, including by peer and public review.

� Level 3: Validation and verification at the interna-
tional level by expert review teams according to Arti-
cle 8 of the protocol.

Measurement methods for assessing changes in land
carbon stocks are summarized in Table 13.3. At its most
stringent, verifiability under Kyoto activities would
require the sampling of each geo-referenced piece of
land subject to an Article 3.4 activity at the begin-
ning and end of a commitment period, using a sam-
pling regime that gives adequate statistical power (see
Chapter 3, Subke et al., and Chapter 4, Rodeghiero
et al.). Soil and vegetation samples would be archived
and the data from each piece of land aggregated to
produce a national figure. Separate methods would be
required to deliver a second set of independent verifica-
tion data (Smith, 2004c). However, such an undertaking
at the national level would likely be prohibitively expen-
sive. An intermediate level of stringency would require
areas under a given practice to be geo-referenced from
remote sensing or ground survey. Changes in carbon
would be derived from controlled experiments on rep-
resentative climatic regions and soil types, or modelled
using a well evaluated, well documented and archived
model. Intensively studied benchmark sites would also
be available for verification. At its least stringent, ver-
ifiability would entail the reporting of areas under a
given practice (without geo-referencing) and the use of
default values for a carbon stock change for each prac-
tice, to infer a change for all areas under that practice. A
less stringent definition of verifiability would allow sim-
ple methods, such as those derived from IPCC default
values for CO2 fluxes from soil, to be used for estimat-
ing changes in soil carbon. These may enable low-level
verifiability to be achieved by most parties during the
first commitment period (2008–12).

In practice, most parties could achieve only the least
stringent level of verification. The most sophisticated
systems currently in use would achieve intermediate
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Table 13.3 Measurement methods for assessing losses or accumulations of carbon on land. Compiled from information
in IPCC (2000b) after Smith (2004c).

Stock change measurements Flux measurement Remote sensing to determine
methods methods geographic extent and change

• Vegetation inventory • Chambers, eddy covariance
– for scales less 1 km2

• Current resolution (NOAA-AVHRR) is
1 km2 but 30 m possible soon

• Stemwood volume – forest
inventory

• Tall towers, balloons for
convective boundary layer
budgeting – landscape,
regional scale

• Geographic extent possible, vegetation
type possible, residue over, tillage, and
perhaps soil organic carbon and
moisture content of bare soil will
become possible in near future

• Total tree biomass –
allometry

• Wood products – models of
wood products

• Soil and litter
• Woody debris – volume and

mass measured
• Litter – sampling and carbon

analysis – highly spatially
variable

• Flask measurements and
flux measurements from
aircraft; coupled with
inversion analysis –
continental scale

• Mineral soil – sampling and
carbon analysis – highly
spatially variable (sampling
strategy, methods and
sampling depth all need to be
considered)

verification, and none could meet the most stringent
standards. It is generally felt that the IPCC is likely
to recommend, and COP likely to choose, the least
stringent level of verifiability for Kyoto accounting.
This would entail simple area-based accounting with
country-specific emission factors. Several countries
(e.g. Denmark and Portugal in the EU) have elected
for cropland management, but have no complex verifi-
cation systems in place.

A particular consideration with measurement-
based approaches is cost. A recent study by Garten
and Wullschleger (1999) showed that demonstrating a
change in soil carbon of 5 t C ha−1 over five years (or
10 to 15% of background C) would require 16 sam-
ples to obtain 90% statistical significance. The smallest

changes that can be reasonably detected are 1 t C ha−1

over five years (or 2 to 3% of background C) with the
same level of confidence (90%), but only with very large
(>100) sample numbers. Soil carbon sample costs typ-
ically range from US$3 to about US$20 depending on
labour costs. Since demonstrating a change in soil car-
bon of 1 to 5 tonnes C ha−1 would require 16 to 100
samples (at 90% confidence), the sample costs (at $10,
or $160 to $1000) would likely exceed the current value
of the carbon sequestered (1 to 5 tonnes C at $20, or $20
to $100).

13.4.2.2 Modelling
The need to provide information on uncertainty
in carbon sequestration estimates presents further
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challenges, not least given that the IPCC (2000b)
recommends the use of models in combination with
direct sampling methods. For example, consider the use
of a dynamic modelling approach for carbon sequestra-
tion estimates. Such models (as presented in Chapter 12,
Falloon and Smith) are usually tested against datasets
of long-term changes in soil organic carbon (SOC), but
many datasets have only mean SOC values available
at each sample date, with no estimates of error about
the mean. Falloon and Smith (2003) showed that when
using datasets that do not include estimates of error
about the mean, it is not possible to reduce the error
(root mean squared error) between modelled and mea-
sured values below 6.8 to 8.5%, even with site-specific
model calibration. Using error as an indicator of the
certainty that can be attached to model projections, a
significant reduction in uncertainty would be needed
for Kyoto Protocol accounting. This could be achieved
by better replication of soil measurements at benchmark
sites, which would allow model error to be separated
from measurement error. Thus more comprehensive
model testing could be completed, and more certainty
could be attached to model projections. This would
be a practical option for benchmark testing of models
at a small number of global sites, but would be pro-
hibitively expensive to implement were it needed for
more routine monitoring assessments at a large number
of sites. At the national scale, information on uncertainty
is even scarcer (Smith, 2004c). A further limitation with
national or regional scale approaches is the availability
and quality of input data, such as spatial information on
land use, productivity and soil types. One possibility is
to employ probabilistic approaches such as Monte Carlo
statistical techniques with dynamic models, although
this would only address uncertainties in model outputs,
and would be computationally expensive for larger scale
applications.

Finally, there are a number of limitations in many
of the current soil carbon models – some of these are dis-
cussed by Falloon and Smith (Chapter 12). Importantly,
most soil carbon models currently do not account for
organic soils (with the exception of ECOSSE – Smith
et al., 2007). Most soil carbon models are not gener-
ally applicable to permanently waterlogged or very dry
soils (Falloon et al., 2011) and have not been param-
eterized for use with subsoils or recent volcanic soils
with a high allophane content (Falloon et al., 2006)
although the RothC model has recently been extended

for subsoils (Jenkinson and Coleman, 2008). For more
information on challenges for soil modelling, see
Chapter 12 (Falloon and Smith).

13.4.2.3 Integrating different methods
Future challenges lie in developing robust, transparent
carbon accounting and verification systems that com-
bine models with a variety of direct and indirect mea-
surement techniques that are repeatable and can be per-
formed quickly and cheaply, allowing for projections to
be verified by two independent datasets where possible.
Collection of information to contribute to uncertainty
estimates in these assessments is crucial, and replica-
tion of soil measurements at global benchmark sites is
an example of how this might be achieved. Modelling
techniques that can separate the influence of human-
induced changes in activity on changes in carbon stocks
from changes driven by other causes (such as statis-
tical detection and attribution, and data assimilation)
will help contribute to these aims. Recent work (see
Chapter 12, Falloon and Smith) has also shown that
the carbon cycle itself could be vulnerable to future
climate change, which implies that the impact of cli-
mate change on future soil carbon sequestration poten-
tial should be carefully considered (Falloon et al., 2009).
This implies that models with a systems approach are
likely to be of great use by integrating the different driv-
ing factors – such as changes in climate, land use and soil
properties, and their interactions. These issues should
be met with urgency if carbon sequestration is to play
the significant role it deserves in climate mitigation in
the next 20 to 30 years.

13.4.3 Multiple benefits from greenhouse gas
mitigation by agricultural soils

Soil carbon sequestration is a process under the con-
trol of human management and, as such, the social
dimension needs to be considered when implement-
ing soil carbon sequestration practices. Since there will
be increasing competition for limited land resources in
the coming century, soil carbon sequestration cannot be
viewed in isolation from other environmental and social
needs. The IPCC (2001) has noted that global, regional
and local environmental issues such as climate change,
loss of biodiversity, desertification, stratospheric ozone
depletion, regional acid deposition and local air quality
are inextricably linked. Soil degradation clearly belongs
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in this list. The importance of integrated approaches
to sustainable environmental management is becoming
ever clearer.

In any scenario, there will be winners and losers.
The key to increasing soil carbon sequestration, as part
of wider programmes to enhance sustainability, is to
maximize the number of winners and minimize the
number of losers. One possibility for improving the
social/cultural acceptability of soil carbon sequestra-
tion measures would be to include compensation costs
for losers when costing implementation strategies. By
far the best option, however, is to identify win–win
measures (Lal, 2004a), i.e. those that increase carbon
stocks while at the same time improving other aspects
of the environment, e.g. improved soil fertility, soil tilth,
nutrient cycling, water holding capacity and drainage,
decreased erosion or greater profitability, e.g. improved
yield of agricultural or forestry products. For instance,
soil carbon sequestration on degraded soils would con-
siderably aid their restoration, thus both increasing
carbon stocks and bringing additional environmental
improvements. There are also a number of manage-
ment practices available that could be implemented to
protect and enhance existing carbon sinks now, and in
the future, i.e. a no-regrets policy. Smith and Powlson
(2003) developed these arguments for soil sustainability,
but the no-regrets policy option is equally applicable to
soil carbon sequestration. A no-regrets climate change
policy is a choice among policies that are equally ben-
eficial, apart from the consideration of climate change.
A no-regrets climate policy should therefore have non-
climate benefits (for example, the benefits of increasing
soil carbon mentioned above) as well as being robust
to climate change. Therefore soil carbon storage is a
legitimate no-regrets climate policy using this defini-
tion because, for example, increasing carbon storage
means improving agricultural land while also mitigat-
ing climate change.

Since such practices are consistent with, and
may even be encouraged by, many current interna-
tional agreements and conventions, their rapid adoption
should be encouraged as widely as possible.

13.4.4 Integration of different conventions

The soil carbon sequestration strategy is the com-
mon link between three UN Framework Conventions:

Climate Change, Biodiversity and Desertification
Control. Soil carbon sequestration can reduce the rate
of enrichment of atmospheric CO2 by 0.6 to 1.2 Pg C
y−1 while enhancing biodiversity and controlling deser-
tification. Restoration of degraded/desertified soils and
ecosystems is an important ancillary benefit of soil car-
bon sequestration.

Of all the ancillary benefits, the impact of soil car-
bon sequestration in advancing global food security can
neither be ignored nor overemphasized. Severe soil
degradation is a common problem among all regions
threatened by food insecurity including sub-Saharan
Africa, Central and South Asia, the Andean region, the
Caribbean etc. The soil carbon pool in these regions
has been strongly depleted because of the extractive
agricultural practices such as complete residue removal
for fodder and fuel, uncontrolled and excessive grazing,
nutrient mining caused by low external input of chem-
ical fertilizers and organic amendments etc. Increasing
the soil’s carbon pool is necessary to improving its qual-
ity and enhancing productivity of crops, pastures and
tree plantations grown on them. The soil carbon pool
of many soils of South Asia and sub-Saharan Africa is
as low as 0.1 to 0.2%, in contrast to the critical limit
of the soil carbon concentration of 1.1% for mainte-
nance of an adequate level of soil quality (Aune and Lal,
1997). The entry point for breaking the vicious cycle of
degraded soils – depleted soil carbon pool – low crop
yields – poverty – hunger – further degradation of soils –
is through adopting land-use and management systems
that restore soil carbon pools (Lal, 2004b). There is
a very close link between soil carbon sequestration and
global food security. Indeed, soil carbon sequestration is
an important ancillary benefit of the inevitable necessity
of enhancing soil quality for feeding the global popu-
lation of 6 billion in 2000, which is expected to reach
7.5 billion by 2020 and 9.4 billion by 2050.

13.5 SUMMARY AND CONCLUSIONS

There is considerable biological potential to reduce
greenhouse gas emissions from agricultural soils but
many factors prevent the realization of the full biological
potential. When considering greenhouse gas mitigation,
it is important to consider all of the greenhouse gases
together, as a management practice suitable for reduc-
ing one gas may increase emissions of another. The
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potential impact of future climate change on mitigation
potential should also be carefully considered (Falloon
et al., 2008a; and see Chapter 12, Falloon and Smith).
Successful greenhouse gas mitigation options for agri-
cultural soils will likely be those that provide other eco-
nomic and environmental benefits, and win–win strate-
gies should be targeted. In the long term, soil-based
greenhouse gas mitigation options (including carbon
sequestration) can play only a small role in reducing the
gap between projected emissions and the reduction in
emissions necessary to achieve atmospheric CO2 stabi-
lization. Nevertheless, since it is critical that we reduce
greenhouse gas emissions over the next 20 to 30 years
to achieve CO2 stabilization within a century, and since
there is no single solution, soil-based greenhouse gas
mitigation options should form an important part of
a broad portfolio of measures aimed at reducing and
monitoring greenhouse gas emissions.
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14 � Synthesis: emerging issues and challenges for an
integrated understanding of soil carbon fluxes
Michael Bahn, Werner L. Kutsch and Andreas Heinemeyer

14.1 INTRODUCTION

In view of a rapidly changing climate system the ter-
restrial carbon cycle has received an increasing amount
of attention over the last two decades, both from scien-
tists and the public. Much progress has been made on
characterizing the net exchange of CO2 between terres-
trial ecosystems and the atmosphere (NEE) (Baldocchi
et al., 2001; Schimel et al., 2001; Chapin et al., 2006;
Friend et al., 2007; Luyssaert et al., 2007; Baldoochi
et al., 2008). However, to improve our estimates of
the carbon sequestration potential of ecosystems and
to be able to project current flux observations into the
future, it is important to obtain a better understand-
ing of the component fluxes of NEE, and how they are
regulated in response to changing environments. Our
knowledge of the assimilatory component of the car-
bon cycle (i.e. photosynthesis) is well advanced both at
the leaf and the canopy level (Farquhar et al., 1980; de
Pury and Farquhar, 1997). In contrast, there are still
substantial gaps in our understanding of the respiratory
component, which is a major determinant of ecosystem
carbon balance (Valentini et al., 2000; Huxman et al.,
2003; Luo and Zhou, 2006; Trumbore, 2006). Even
though emissions of CO2 from soils globally constitute
the second largest flux of carbon between terrestrial
ecosystems and the atmosphere (Raich and Schlesinger,
1992; Schlesinger and Andrews, 2000), their potential
response to global change is still largely assessed on
the basis of simplistic assumptions and relationships
(for recent critical reviews cf. Davidson and Janssens,
2006; Davidson et al., 2006; Högberg and Read, 2006;
Trumbore, 2006).

A prime reason why our progress in the under-
standing of soil carbon fluxes has lagged behind and
remains a major challenge is related to the fact that
soils are the result of complex physical, chemical and

biological interactions that are intrinsically linked, and
are highly dependent on above-ground processes such
as photosynthesis, above-ground biomass quality and
turnover, herbivory and nutrient demand for growth
(Fig. 14.1). To be able to advance our ability for assess-
ing the role of soils in the terrestrial carbon balance and
evaluating effects of globally changing environments,
it appears desirable – if not mandatory – to develop
and apply an integrated methodology for studying soil
carbon fluxes, spanning a range of disciplines includ-
ing traditional soil sciences, plant, microbial and animal
ecology and physiology, and to reconcile experimental
(both laboratory and field based) with modelling efforts.
In this book we have compiled current and emerging
concepts and methodological approaches for a broad
range of perspectives. Although each chapter may well
stand alone and advance our knowledge in the respec-
tive field, the individual chapters relate to a number
of neighbouring disciplines that deserve recognition for
developing an integrated understanding of processes.
This brief synthetic summary attempts to depict some
of the emerging key issues and links between topics and
perspectives, and to outline some major challenges that
lie ahead.

14.2 PARTITIONING SOIL RESPIRATION

Separating and linking the various sources of soil CO2

efflux is required for identifying whether the soil is a
net sink or source of CO2 (Randerson et al., 2002), and
is a prerequisite for better understanding and predict-
ing the response of soil respiration to changing envi-
ronments. For example, it is of major importance for
global climate modelling to account for possible effects
of increased temperature on emissions of CO2 from soils
and its subsequent feedback on the global climate. It is,
however, still unclear whether and to what extent the
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Figure 14.1 Fluxes of carbon into, in and from the soil and its various compartments in the context of the continua of substrate input
quality, of respiratory fluxes from soil autotrophs and heterotrophs, and of the physical and chemical stability of soil organic matter.
On the left side major abiotic factors are listed that may affect soil carbon fluxes and may also be partly influenced by biotic effects.
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decomposition of soil organic matter is enhanced by
global warming (Cox et al., 2000; Luo et al., 2001;
Melillo et al., 2002; Eliasson et al., 2005; Jones et al.,
2005), and what is the potential role of acclima-
tion of various components of soil respiration ver-
sus that of a non-uniform depletion of soil organic
compounds of different stability and kinetic proper-
ties (Kirschbaum, 2004; Davidson et al., 2006; Conant
et al., 2008; Gu et al., 2008). Temperature sensi-
tivity of the various autotrophic and heterotrophic
components might differ (e.g. Heinemeyer et al.,
2007, 2011a) and respiratory acclimation may occur
to differing degrees and at different temporal scales,
and possibly involve different mechanisms, which
still deserve to be clarified in more detail (Atkin
et al., 2005). Apart from climate warming, a range of
environmental changes have been shown to affect soil

respiration with potentially differential effects on the
different flux components, including elevated CO2

(Hungate et al., 1997; Gill et al., 2002; Pendall et al.,
2003; King et al., 2004; Steinmann et al., 2004), drought
or changing precipitation patterns (Knapp et al., 2002;
Harper et al., 2005; Borken et al., 2006; Heinemeyer
et al., 2007), fire (Harden et al., 2000; Johnson and
Matchett, 2001; Czimczik et al., 2006; Irvine et al., 2007)
and changes in land management and land use (David-
son et al., 2000; Bremer and Ham, 2002; Verburg et al.,
2004; Bahn et al., 2006).

While it is obvious that an improved partitioning
of soil respiration into its major component fluxes is
highly relevant, it should be acknowledged that the
separation of components in the plant–mycorrhiza–soil
and microbe–soil organic matter continuum (Fig. 14.1)
may pose a profound conceptual and experimental
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challenge (Chapters 7, Moyano et al. and 8, Epron;
Borken et al., 2006; Högberg and Read, 2006; cf. also
the recent discussion between Kuzyakov 2006a, 2006b
and Högberg et al., 2006). For example, the separa-
tion of roots and mycorrhizas, as well as their respective
respiration rates, is practically impossible without inter-
fering with their symbiotic exchange of carbohydrates,
water and nutrients, which in turn may influence res-
piration rates (Chapter 7, Moyano et al., but see recent
advances, e.g. Heinemeyer et al., 2006, 2007, 2011;
Moyano et al., 2007). Likewise, it has been shown that an
input of fresh organic carbon from litter or root exudates
may stimulate or inhibit the microbial decomposition
of older soil organic matter (Kuzyakov, 2002; Pendall
et al., 2003; Fontaine et al., 2004; Subke et al., 2004;
Fontaine et al., 2007; Chapter 6, Denef et al.), indicat-
ing that the involved components are intimately linked.
It still needs to be demonstrated – but appears likely –
that such rhizosphere priming effects may potentially
also feed back on the autotrophic component. Exper-
imental evidence indicates that amendments of fresh
organic carbon may affect competition between micro-
bial populations (Fontaine et al., 2004) and increase
nitrogen immobilization (Jonasson et al., 1996; Wardle,
2002). Nitrogen immobilization may in turn affect plant
respiratory activity related to nutrient uptake and inter-
specific competition, thereby altering the autotrophic
component of soil respiration.

As summarized in a number of recent reviews
(Hanson et al., 2000; Kuzyakov, 2006a; Subke et al.,
2006; Chapters 7, Moyano et al. and 8, Epron), parti-
tioning of soil CO2 fluxes has been attempted by physi-
cal separation, manipulative reduction of the assimilate
supply and subsequent elimination of root and rhizo-
sphere respiration (trenching, girdling, mesh exclusion,
clipping and shading), as well as isotopic approaches.
Non-isotopic approaches provide direct measures of
CO2 emissions from the various soil components, but
typically disturb the soil environment. Hence, these
approaches need to account for a range of direct and
indirect transient effects related to the disturbance of the
soil system and/or the alteration of rhizosphere priming
effects (Chapters 7, Moyano et al. and 8, Epron). As a
recently emerging field, isotopic approaches to tracing
sources of CO2 flux appear preferable because they are
non-intrusive and potentially provide a clue as to the
metabolic origin of respired CO2. Labelling with 13C
can be achieved by converting the dominant vegetation

from C3 to C4 species (Rochette et al., 1999), by adding
13C-enriched or depleted litter (Subke et al., 2004; Ngao
et al., 2005), by continuous addition of CO2 of different
13C signature to an ecosystem, e.g. in FACE experi-
ments (cf. review by Pendall et al., 2004), by pulse-
labelling (Ostle et al., 2000, 2003, 2007; Högberg et al.,
2008; Bahn et al., 2009), or by making use of a decreased
photosynthetic discrimination of 13C during periods of
low air humidity (Bowling et al., 2002; Ekblad et al.,
2005). Such experiments have indicated that much of
the carbon assimilated by a canopy is respired within a
few hours (grassland) or days (forests), (Kuzyakov and
Gavrichkova, 2010), while a portion is also incorporated
in plant, faunal and microbial biomass. Unfortunately,
it remains extremely difficult to interpret isotopic sig-
natures of soil respired CO2, because our knowledge of
post-photosynthetic isotopic fractionation is still very
limited (Badeck et al., 2005; Brandes et al., 2006; Bowl-
ing et al., 2008). Such fractionation may occur during
biosynthesis, the transport of assimilates, during res-
piratory processes (with species-specific and phenolog-
ical differences) and during diffusion of CO2 in the
soil and, in addition, might be related to sink–source
relationships (Brüggemann et al., 2011). In pulse-chase
labelling experiments also the direct physical diffusion
of labelled CO2 into and out of the soil may compli-
cate the interpretation of results. Much work is still
needed to illuminate such processes, but is pivotal for
improving the potential of applying stable isotopes for
a consistent partitioning of soil CO2 efflux into its com-
ponent sources.

Radiocarbon (14C) has also been used for pulse-
chase labelling studies, mostly in mesocosms (Kuzyakov
and Domanski, 2000), and only very recently also in
the field, applying accelerator mass spectrometry for
detecting the signal provided by a low-level 14C label
(Carbone et al., 2007). The strong global label of radio-
carbon produced by nuclear weapons testing in the late
1950s and early 1960s has been used for estimating the
mean residence time of organic matter compounds in
the soil, as well as determining the age of the respira-
tory carbon source (Dorr and Munnich, 1986; Gaudin-
ski et al., 2000). Ultimately, the only source of varia-
tion of radiocarbon values of respiration fluxes is the
residence time of carbon within the ecosystem (Trum-
bore, 2000). Thus, radiocarbon permits a separation of
the contribution of fast (short ecosystem residence time
and thus root and rhizosphere respiration) versus slower
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(microbial decomposition of SOM) cycling carbon
(Gaudinski et al., 2000; Schuur and Trumbore, 2006;
Brüggemann et al., 2011).

To be able to advance our possibilities of tracing
carbon sources and fluxes, the assumptions underly-
ing isotopic approaches deserve rigorous testing. We
therefore recommend the application of isotopes to be
embedded in a range of complementary approaches
(e.g. manipulation experiments and incubation of com-
ponents) that help constrain assumptions and related
uncertainties.

Ultimately, the topic of partitioning soil respira-
tion into its component sources should be regarded
in the broader frame of allocation of assimilated car-
bon to maintenance, growth, storage and transfer to
other organisms and the related respiratory processes
(Lambers et al., 1998; Larcher, 2004; Trumbore, 2006;
for a representation of carbon fluxes between biota and
SOM see Fig. 14.1). A way forward will be to nest
integrated experiments in larger carbon flux studies,
combining environmental gradients, ecosystem manip-
ulations and mesocosm studies, and to link experimental
observations at different temporal scales with process-
based models (see Sections 14.5 and 14.6).

14.3 SOIL ORGANIC MATTER QUALITY

Revealing the linkages between the biophysical–
chemical state and the turnover of SOM remains one of
the major challenges that needs to be addressed more
explicitly in future research. In particular, the following
efforts are needed:

1. exploration of new avenues to characterize SOM as
a complex ensemble of distinct fractions;

2. quantification of the turnover of these fractions
accounting for physical and chemical stabilization
and destabilization mechanisms; and

3. linking SOM dynamics more explicitly to micro-
bial functioning (see Chapters 5 Cotrufo et al. and 9
Kutsch et al.).

In this context it is important to see that there is still no
consistent theory of recalcitrance available (Trumbore,
2006; Kleber et al., 2011), partly for the reason that the
concepts of molecular recalcitrance of substrates and
those of stabilization and destabilization mechanisms
have not been separated (Marschner et al., 2008). For
example, a simple amino acid can be stabilized onto a
clay mineral, but it is not recalcitrant in the molecular

sense, as it would be readily decomposed once desorbed.
Addressing these issues will result in further develop-
ment of a functional fractionation scheme as outlined
by von Lützow et al. (2007), providing meaningful
SOM fractions with specific stability and an indication
of different mechanisms of stabilization and destabiliza-
tion. Furthermore, a tool to bridge the gap between the
physical–chemical characteristics of SOM and micro-
bial functioning and resulting SOM turnover is needed
(Fig. 14.1). For this purpose, stable isotope techniques
such as 13C-labelled substrate addition to follow the
incorporation into and transfer among SOM fractions
and microbial communities could be applied. In this
context, new technologies such as RNA-SIP (stable
isotope probing) appear very promising, which enable
an identification of micro-organisms that are actively
involved in specific metabolic processes under in situ
conditions (Radajewski et al., 2000; Vandenkoornhuyse
et al., 2007). Also, combined 13C and 14C measurements
of respired CO2 and SOM pools could be conducted to
follow dynamics and determine responses of older soil
carbon to environmental change (Fontaine et al., 2007).
Finally, it remains a major task to assess the effects of
soil carbon input (quantity and quality, allocation) on
SOM decomposition, stabilization and destabilization
(Fig. 14.1). The dynamics of litter fragmentation, the
inclusion of litter fragments into SOM and its control
over soil carbon turnover need to be studied in more
detail, especially in relation to priming effects and
to variations in microbial composition and diversity
(Chapters 6 Denef et al. and 9 Kutsch et al.). Alterna-
tives to current definitions of input quality, which are
based, for example, on C:N or lignin:N ratios, could
represent more biologically meaningful measures,
such as respiratory quotient (CO2produced/O2consumed)
or incorporation of 13C (from labelled substrate) into
microbial biomass or PLFAs (Chapter 5 Cotrufo et al.).

Apart from the above aspects that focus on the
interface between the quantity and quality of litter
and SOM and microbial communities, it should be
acknowledged that the soil fauna may play an impor-
tant and sometimes overlooked role in soil carbon
turnover (Chapter 10 Ayres et al.). This may, on the
one hand, concern the fragmentation of litter and the
response of decomposition to changing litter diver-
sity (Hättenschwiler and Gasser, 2005; Hättenschwiler
et al., 2005), as well as bioturbation (Lavelle and Spain,
2001). On the other hand, there is growing evidence
that variations in the architecture of the decomposer
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food web may strongly influence the breakdown and
dynamics of fresh organic carbon entering the soil
(Mikola et al., 2002; Heemsbergen et al., 2004; Bradford
et al., 2007) as well as the sensitivity of non-labile soil
carbon to climate change (Briones et al., 2007).

In the context of global change (Fig. 14.2) it should
be noted that future research needs to consider more
explicitly a vertical stratification of SOM and its qual-
ity. Also microbial community composition and its link
to the carbon cycle may substantially vary with soil
depth (Allison et al., 2007). For example, earlier studies
suggesting that less intensive forms of tillage, such as
conservation tillage, not only reduce loss of soil organic
carbon (SOC) from agricultural soils, but even sequester
substantial amounts of carbon (e.g. Lal et al., 2003) and
were often based on a sampling of not more than the
upper 20 to 30 cm of the soil. Baker et al. (2007) ques-
tioned the general validity of such conclusions, pointing
out that different forms of tillage may affect the vertical
distribution of SOC in soil layers well below 30 cm.
Deeper soil layers often also bear the memory of previ-
ous land use (e.g. conversions between forest and grass-
land), which may increase uncertainties to estimates of
SOM at larger scales, when based on remotely sensed
current land cover and SOM data for the uppermost
soil layer. Furthermore, there is evidence that climate
warming and/or changes in land use and agricultural
practice that increase the distribution of nutrients or
fresh carbon along the soil profile could stimulate the
loss of ancient buried carbon in deeper soil layers (Fierer
et al., 2003; Fontaine et al., 2007).

14.4 THE ROLE OF BIOTA AND THEIR
INTERACTIONS

Soil carbon fluxes are intrinsically mediated by inter-
actions between biota, both above and below ground
(Fig. 14.1; Chapter 10 Ayres et al.). Such interactions
include competition, facilitation, symbiosis, inhibition,
herbivory and predation, and are often highly species
specific, thus also need to be considered in a biodiver-
sity context (Loreau et al., 2002; Bardgett et al., 2005).
Biota may change not only in response to changes in cli-
mate and land use, but also through biotic invasions
(Fig. 14.2), which may have substantial impacts on
ecosystem processes, such as soil carbon fluxes (Bohlen
et al., 2004; for an overview see Bardgett, 2005). Also,
global change-induced shifts in plant and soil micro-
bial communities, and their respective effects on sub-
strate quality (litter, root exudates and SOM quality),
may feed back on plant–plant and plant–microbial com-
petition for growth-limiting nutrients such as nitro-
gen, and in turn influence carbon turnover (Fig. 14.1;
Chapter 10 Ayres et al., Fontaine et al., 2003; Wardle
et al., 2004; Bardgett, 2005). Such interactions between
the carbon and the nutrient cycle need to be consid-
ered more explicitly when analyzing potential effects
of global change (climate, land use, atmospheric chem-
istry) on soil carbon fluxes (Fig. 14.2) and carbon storage
(van Groenigen et al., 2006; Bradford et al., 2008).

The role of soil biota in soil aggregation and thus
physical SOM protection has yet to be unravelled.
Key questions that need to be addressed include the
following.
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1. How can the contribution of biological vs. physical
aggregation be quantified (Jastrow et al., 1998)?

2. How do global changes influence microbial diversity
and composition, including shifts between bacterial-
and fungal-dominated food webs in soil, and what are
the functional implications of such changes in micro-
bial communities for carbon dynamics? As recently
discussed by van der Heijden et al. (2008), answer-
ing this question is complicated and will require the
development of experimental systems in which it
is possible to manipulate microbial diversity without
influencing other factors and contamination from the
outside.

3. How does altered food web architecture and diversity
influence the fate of carbon entering the soil? Here,
it is important that work is not limited to decom-
poser food webs, but should also consider the role of
more complex trophic interactions and trophic cas-
cades, for example involving effects of herbivores,
predators and parasites (Chapter 10 Ayres et al.) in
response to global change. Furthermore, effects of
changing CO2 concentrations, water availability and
temperature on mycorrhizosphere components, as
well as degrees of acclimation, can play an important
role in determining soil carbon dynamics in future
scenarios (Heinemeyer et al., 2006, 2007; Bardgett
et al., 2008) and need to be explored in more detail
in the future (see Chapters 7 Mayano, 8 Epron,
9 Kutsch et al. and 10 Ayres).

14.5 SOIL CARBON MODELS

In general, current modelling approaches focus on min-
eral soils and describe SOM as conceptual pools, pas-
sively decomposing according to first-order kinetics
modified mainly by soil temperature and soil moisture
(but often also soil texture and litter quality). Because
physical and chemical stabilization and destabilization
as well as interactions between SOM, microbiota, meso-
and macro-fauna, and root-derived carbon input are not
or only marginally included in most models, they are
often not able to describe potentially important phe-
nomena such as priming effects (see above), respira-
tory flushes after drought and rewetting (Birch, 1958;
Franzluebbers et al., 2000; Fierer and Schimel, 2003;
Borken and Matzner, 2009) or temperature acclima-
tion (Chapters 1 Kutsch et al. a, 7 Moyano et al. and 9
Kutsch et al. b; Atkin et al., 2005). Since these models –
which we may classify as ‘dead-soil paradigm models’ –

under-represent the role of soil biological–physical–
chemical interactions they are not well suited for extrap-
olation to future climate conditions, such as required
e.g. for the IPCC assessments. Furthermore, root-
derived respiration is rarely included in SOM model
output, making model validation with real field data
difficult (Luckai and Larocque, 2002). Consequently,
the following challenges need to be met by the soil
modelling community in order to incorporate recent
insights into the next generation of soil carbon models.

� Respiration of the autotrophic and heterotrophic soil
components may respond differently to carbon sup-
ply, temperature and moisture, which needs to be
addressed jointly by modellers and experimental sci-
entists. In this context, it would be useful to develop a
new type of carbon allocation model that also accounts
for root exudation and its potential effects on soil res-
piration (Ryan and Law, 2005; Sacks et al., 2006).

� Realistic representation of SOM fractionation in
models seems to become possible as new techniques
have been developed in soil chemistry. Zimmermann
et al. (2007) showed that a fractionation scheme can
be used to calibrate the RothC Model. They state
that the ‘use of measured fractions to initialize RothC
has the advantage that processes that are ignored
in the model, but which influence SOC, are taken
into account in SOC partitioning. Thus, measured
fractions reflect better than any model the conditions
under which SOC is accumulated. Moreover,
measured fractions are determined independently of
the model.’

� There are several conceptual approaches to include
the dynamics of microbial populations into SOM
models. A model approach by Schimel and Wein-
traub (2003) takes microbial biomass and extracel-
lular enzymes into account. A more complex con-
cept to model the interaction between litter chem-
istry and microbial activity was suggested by Moor-
head and Sinsabaugh (2006; see details in Chapter 9
Kutsch et al.). Once the dynamics of microbial pop-
ulations are explicitly modelled, the ‘priming effect’
can be incorporated in simulation studies (Fontaine
and Barot, 2005). In addition, the microbial dynam-
ics can be related exemplarily to SOM fractions. To
be able to account for stabilization mechanisms of
SOM more explicitly, our understanding of processes
causing spetial inaccessibility of OM to decomposers
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needs to be improved and considered in future mod-
elling approaches (von Lützow et al., 2008). There-
fore, novel model structures may be required for inte-
grating knowledge from differently specialized scien-
tific communities.

� Also, the exact presentation of soil heterogeneity and
soil physical processes (e.g. heat conduction and water
distribution) has been identified as an important issue
(Reichstein et al., 2005; Bahn et al., 2008), particularly
when field experiments are conducted, where possi-
ble confounding factors (e.g. lag effects introduced
by lagged heat penetration into the soil, as opposed to
direct coupling to photosynthate transport) may be
corrected for by high-precision modelling. Further-
more, preferential flows may play an important role
for water relations on clayey soils and the transport
of POM and may be biological ‘hot spots’ in the soil
(Bundt et al., 2001), but have rarely been considered
in models.

There is a clear trade-off between model complexity
(aimed at ‘realism’) and the ability to parameterize the
model from observations. However, once one is con-
fident with the model structure, Bayesian multiple-
constraint inverse modelling techniques (Chapter 11
Reichstein and Janssens) can strongly facilitate the
identification of model parameters of apparently over-
parameterized models. The best link between response
functions in mechanistic models and soil respiration
data can be obtained via controlled laboratory experi-
ments and data assimilation techniques using field data
(Williams et al., 2005). Instead of directly comparing
derived (e.g. temperature) dependencies to functional
dependencies in ecosystem models, one should rather
evaluate if those models with their functional dependen-
cies are able to reproduce the emergent pattern at field
and global scale (Chapter 11 Reichstein and Janssens).
Finally, there is an urgent need to improve organic
SOM models and adequately include peatland carbon
dynamics in global C-cycle models (e.g. Heinemeyer
et al., 2010).

14.6 TOWARDS MORE INTEGRATED
EXPERIMENTAL APPROACHES

Figure 14.2 summarizes a range of key factors determin-
ing soil carbon fluxes in a globally changing environ-
ment and identifies a range of issues that might need to
be addressed by experiments. The above sections clearly
underline that a major progress in our understanding

of the controls of soil carbon fluxes under changing
environmental and climatic conditions will ultimately
require integrated plant–soil experiments that are car-
ried out at a range of scales.

Purely observational studies may be useful for a
general description of ecosystems at their current stage
of development and a given set of environmental con-
trols, but effects are often confounded. For example:
firstly, global radiation jointly affects photosynthesis
and soil temperature, which may both influence soil
respiration rates; secondly, low soil moisture tends to
occur during hot periods and may result in both desic-
cation stress and a reduction in the diffusion of organic
solutes (Grant and Rochette, 1994), thus reducing sub-
strate supply to soil microbial communities; and thirdly,
in temperate regions plant and microbial biomass often
peak during summer when soil temperatures are high-
est, which may bias Q 10 estimates of soil respiration on
an annual basis. Such a co-variation of parameters pre-
cludes a clear analysis of the individual effects of abiotic
and biotic determinants of soil carbon fluxes, as would
be needed for more process-based models (Davidson
and Janssens, 2006; Davidson et al., 2011).

The shortcomings of manipulative or simplified
(e.g. micro- or mesocosms) studies are the likely occur-
rence of artefacts, which may substantially alter the
carbon supply and allocation processes. Consequently,
results, though based on well defined conditions, may
have little relevance at the ecosystem scale. Poten-
tial problems that are inherent to a number of eco-
physiological approaches include the following.

� Trenching (also considering collar insertion, see
Heinemeyer et al., 2011b), girdling and mesh-
exclusion experiments manipulate not only the assim-
ilate supply to roots and the mycorrhizosphere but
may also affect root turnover, soil moisture and soil
nutrient availability (Chapter 8 Epron).

� Soil laboratory incubations may lead to initially unre-
alistic high initial values of basal respiration (due to
initial disturbance of soil aggregates when remov-
ing roots) and subsequent underestimation of het-
erotrophic respiration due to a depletion of fresh
organic carbon (as no root turnover or exudation is
taking place).

� Seedlings (as used in many micro- and mesocosm
studies) may differ in their physiology from mature
plants (Garnier and Freijsen, 1994). In this con-
text Ayres et al. (2004) conclude that more complex
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experiments and models (than those based on simple
mesocosm studies) are required to understand the
relationships between the soil food web and carbon
fluxes, in particular because of the emergent proper-
ties that are not captured in studies of simple com-
munities (see also Chapter 10 Ayres et al.).

A promising approach would be to design inte-
grated experiments in which comparative studies across
soil, vegetation or climatic gradients are combined
with ecosystem manipulation experiments and with
laboratory-based mesocosm studies nested in larger
ecosystem studies. Moreover, transplanting soil mono-
liths across environmental gradients may yield use-
ful insights (Briones et al., 1997). Key parameters to
manipulate could include the quantity (e.g. changing
the amount of litter or exudate inputs, plant productiv-
ity, LAI) and quality of carbon input (see Section 14.3;
Chapters 5 Cotrufo et al. and 6 Denef et al.), as well
as nutrient availability and the composition of the food
web (Chapter 10 Ayres et al.). Clearly, pulse labelling
and the incubation of isotopically labelled substrate will
be a useful tool for tracing carbon fluxes within such
manipulative approaches (see Section 14.2; Chapters 5
Cotrufo et al. and 6 Denef et al.).

14.7 LINKING EXPERIMENTS AND
MODELLING

The link between experiments, observational studies
and process modelling is an important cross-cutting
issue that deserves increased attention in the future. A
close link between modelling and experimental work
strongly helps with (1) the design of experiments,
(2) the interpretation of results from observational stud-
ies and experiments and (3) evaluation of the sig-
nificance of experimental findings at higher levels of
integration, e.g. ecosystem, region and earth system
(up-scaling).

Increased interactions between experimentalists
and modellers can be useful to:

� test different fundamental model hypotheses and
parameterizations (model structural development)

� test model and parameter identification techniques (a
methodological development that could be done with
artificial data, but where real data provides added
‘real-world’ tests)

� test the ‘information content’ of experimental designs
via identification of sensitive and uncertain parame-
ters and optimal experimental design strategies

� separate patterns/signals in experiments and to help
to interpret experimental data (with ‘established’
models).

Important prerequisites for successful model–data inte-
gration include a harmonization of the terminology
between modellers and experimentalists and the dis-
closure of errors and uncertainties in models and exper-
imental data (Reichstein and Beer, 2008).

14.8 GLOBAL DATABASE

Deepening our understanding of the controlling fac-
tors of soil carbon fluxes is undoubtedly one of the
major challenges for future research in the terrestrial
carbon cycle. It is obvious that a comprehensive inte-
grated assessment of processes underlying soil carbon
fluxes can only be achieved for a very limited num-
ber of case studies. To improve our global estimates of
soil carbon fluxes in changing environments (Fig. 14.2)
these process-oriented studies should therefore cover a
range of key ecosystems representing the variability of
the major global biomes.

At the same time it will be important to continue
a global assessment of soil carbon stocks and fluxes,
especially for ecosystems and regions that have so far
been heavily under-represented, e.g. in the Southern
hemisphere. Particular attention will need to be paid
also to ecosystems whose carbon turnover is restricted
by groundwater table and/or permafrost, as they may
potentially release large quantities of CO2 in response to
environmental change. Notably, peatlands and wetlands
are important sources of methane (a highly climate-
relevant carbon compound not considered in this book)
and can also emit considerable amounts of CO2 when
groundwater levels fall or land use changes (Lafleur
et al., 2001; Whiting and Chanton, 2001; Hirano et al.,
2007). Ecosystems with permafrost soils are highly sus-
ceptible to climate warming, as thawing of these soils has
been shown to induce significant carbon losses (Oechel
et al., 1993; Goulden et al., 1998; Melillo et al., 2002;
Dutta et al., 2006; but see Turetsky et al., 2007).

A number of reviews and meta-analyses have
attempted to synthesize the wealth of information
already available on soil carbon stocks (Chapter 3 Subke
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et al.; Lal, 2004) and fluxes (Raich and Schlesinger,
1992; Raich et al., 2002) at a global scale. While provid-
ing important estimates and showing interesting trends,
such meta-analyses have often suffered from datasets
based on diverging definitions (e.g. concerning defini-
tions of sample depth or the components of soil res-
piration) and methodologies (e.g. in particular SOM
to SOC conversion factors or sampling frequency, col-
lar insertion and use of static vs. dynamic chambers).
Therefore, future studies on soil carbon stocks and
fluxes need to be carried out in a comparable way (for
collaborative transect studies see e.g. Janssens et al.,
2001; Bahn et al., 2008), considering important rules
of experimental design and avoiding common pitfalls
(see Chapters 3 Subke et al., 4 Rodeghiero et al. and 15
Bahn et al.). Furthermore, access to global datasets, in
particular on soil CO2 efflux, need to be facilitated.

14.9 CONCLUSIONS

In summary, a number of key topics emerge that need
to be addressed for advancing our understanding of soil
carbon fluxes which include the following.

� Considering carbon allocation within plants and the
carbon flow through the plant–soil continuum (both
depending strongly on plant species composition) and
their consequences for soil respiration and its com-
ponent fluxes.

� Assessing the accessibility of soil carbon compounds
(i.e. fresh vs. older organic carbon) to decomposi-
tion will need to be considered and embedded in a
biologically relevant context, as interactions of dif-
ferent trophic levels may play an important role for
soil carbon turnover.

� Unravelling processes determining SOM stabiliza-
tion versus mobilization, as modulated by the abi-
otic and biotic environment, thereby accounting for
priming effects, microbial composition and func-
tional diversity, memory effects related to site history
and subsoil processes more explicitly.

� Improving process-based models, which should
strive towards linking carbon pools and fluxes and
improving the representation of interactions between
plants, soil biota, SOM and the mineral matrix. Fur-
thermore, accounting for the vertical differentiation
of microclimate, soil structure, carbon pools and biota
in soils may substantially improve the usefulness of

models for disentangling factors that determine soil
CO2 production and efflux.

In short, scientists interested in a more complete under-
standing of soil carbon fluxes need to overcome their dis-
ciplinary boundaries and link their work to adjacent but
immediately relevant fields. A suggested way forward
will be to nest integrated experiments in larger car-
bon flux studies, combining environmental gradients,
ecosystem manipulations and mesocosm studies, and
to link experimental observations at different temporal
scales with process-based models. It is hoped that such
concerted efforts will increase our capacity to under-
stand, predict and mitigate effects of a globally changing
environment on soil carbon fluxes.
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Högberg, P., Högberg, M. N., Göttlicher, S. G. et al. (2008)
High temporal resolution tracing of photosynthate
carbon from the tree canopy to forest soil
microorganisms. New Phytologist, 177, 220–8.

Hungate, B. A., Holland, E. A., Jackson, R. B. et al. (1997)
The fate of carbon in grasslands under carbon dioxide
enrichment. Nature, 388, 576–9.

Huxman, T. E., Turnipseed, A. A., Sparks, J. P., Harley, P.
C. and Monson, R. K. (2003) Temperature as a control
over ecosystem CO2 fluxes in a high-elevation,
subalpine forest. Oecologia, 134, 537–46.

Irvine, J., Law, B. E. and Hibbard, K. A. (2007) Postfire
carbon pools and fluxes in semiarid ponderosa pine
in Central Oregon. Global Change Biology, 13,
1748–60.

Janssens, I. A., Lankreijer, H., Matteucci, G. et al. (2001)
Productivity overshadows temperature in determining
soil and ecosystem respiration across European forests.
Global Change Biology, 7, 269–78.

Jastrow, J. D., Miller, R. M. and Lussenhop, J. (1998)
Contributions of interacting biological mechanisms to
soil aggregate stabilization in restored prairie. Soil
Biology and Biochemistry, 30, 905–16.

Johnson, L. C. and Matchett, J. R. (2001) Fire and grazing
regulate belowground processes in tallgrass prairie.
Ecology, 82, 3377–89.



Synthesis: emerging issues and challenges 269

Jonasson, S., Vestergaard, P., Jensen, M. and Michelsen, A.
(1996) Effects of carbohydrate amendments on nutrient
partitioning, plant and microbial performance of a
grassland–shrub ecosystem. Oikos, 75, 220–6.

Jones, C., McConnell, C., Coleman, K. et al. (2005) Global
climate change and soil carbon stocks: predictions from
two contrasting models for the turnover of organic
carbon in soil. Global Change Biology, 11, 154–66.

King, J. S., Hanson, P. J., Bernhardt, E. et al. (2004) A
multiyear synthesis of soil respiration responses to
elevated atmospheric CO2 from four forest FACE
experiments. Global Change Biology, 10, 1027–42.

Kirschbaum, M. U. F. (2004) Soil respiration under
prolonged soil warming: are rate reductions caused by
acclimation or substrate loss? Global Change Biology, 10,
1870–7.

Kleber, M., Nico, P. S., Plante, A. et al. (2011) Old and
stable soil organic matter is not necessarily chemically
recalcitrant: implications for modeling concepts and
temperature sensitivity. Global Change Biology, 17,
1097–1107.

Knapp, A. K., Fay, P. A., Blair, J. M. et al. (2002) Rainfall
variability, carbon cycling, and plant species diversity in
a mesic grassland. Science, 298, 2202–5.

Kuzyakov, Y. (2002) Review: factors affecting rhizosphere
priming effects. Journal of Plant Nutrition and Soil
Science, 165, 382–96.

Kuzyakov, Y. (2006a) Sources of CO2 efflux from soil and
review of partitioning methods. Soil Biology and
Biochemistry, 38, 425–48.

Kuzyakov, Y. (2006b) Response to the comments by Peter
Hogberg, Nina Buchmann and David J. Read on the
review ‘Sources of CO2 efflux from soil and review of
partitioning methods’ (Soil Biology and Biochemistry,
38, 425–448). Soil Biology and Biochemistry, 38,
2999–3000.

Kuzyakov, Y. and Domanski, G. (2000) Carbon input by
plants into the soil. Review. Journal of Plant Nutrition
and Soil Science – Zeitschrift Fur Pflanzenernahrung Und
Bodenkunde, 163, 421–31.

Kuzyakov, Y. and Gavrichkova, O. (2010), Review: Time lag
between photosynthesis and carbon dioxide efflux from
soil: a review of mechanisms and controls. Global
Change Biology, 16, 3386–3406.

Lafleur, P. M., Griffis, T. J. and Rouse, W. R. (2001)
Interannual variability in net ecosystem CO2 exchange
at the arctic treeline. Arctic Antarctic and Alpine
Research, 33, 149–57.

Lal, R. (2004) Soil carbon sequestration impacts on global
climate change and food security. Science, 304, 1623–7.

Lal, R., Follett, R. F. and Kimble, J. M. (2003) Achieving soil
carbon sequestration in the United States: a challenge to
the policy makers. Soil Science, 168, 827–45.

Lambers, H., Chapin, F. S. I. and Pons, T. L. (1998) Plant
Physiologial Ecology. New York: Springer.

Larcher, W. (2004) Physiological Plant Ecology: Ecophysiology
and Stress Physiology of Functional Groups. Berlin:
Springer-Verlag.

Lavelle, P. and Spain, A. V. (2001) Soil Ecology. Dordrecht:
Kluwer Academic Publishers.

Loreau, M., Naeem, S. and Inchausti, P. (eds) (2002)
Biodiversity and Ecosystem Functioning: Synthesis and
Perspectives. Oxford: Oxford University Press.

Luckai, N. and Larocque, G. R. (2002) Challenges in the
application of existing process-based models to predict
the effect of climate change on C pools in forest
ecosystems. Climatic Change, 55, 39–60.

Luo, Y. Q., Wan, S. Q., Hui, D. F. and Wallace, L. L. (2001)
Acclimatization of soil respiration to warming in a tall
grass prairie. Nature, 413, 622–5.

Luo, Y. and Zhou, X. (2006) Soil Respiration and the
Environment. Academic Press.

Luyssaert, S., Inglima, I., Jung, M. et al. (2007) CO2

balance of boreal, temperate, and tropical forests
derived from a global database. Global Change Biology,
13, 2509–37.

Marschner, B., Brodowski, S., Dreves, A., Gleixner, G.,
Gude, A., Grootes P. M., Hamer, U., Heim, A., Jandl,
G., Ji, R., Kaiser, K., Kalbitz, K., Kramer, C.,
Leinweber, P., Rethemeyer, J., Schäffer, A., Schmidt,
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15 � Appendix: Towards a standardized protocol for
the measurement of soil CO2 efflux
Michael Bahn, Werner L. Kutsch, Andreas Heinemeyer and Ivan A. Janssens

15.1 INTRODUCTION

Soil CO2 efflux, more commonly termed soil respi-
ration, is considered to be the second largest flux of
carbon between terrestrial ecosystems and the atmo-
sphere. Current estimates of global soil respiration are
in the range of 68–80 Pg C a−1 (Raich and Potter, 1995;
Raich et al., 2002), which exceeds estimated annual rates
from fossil fuel combustion by an order of magnitude
(Schlesinger and Andrews, 2000; IPCC, 2007). It must
be noted that these estimates of global soil CO2 efflux are
based on a very limited dataset: (1) the distribution of
data for biomes is biased towards forests in the North-
ern hemisphere; (2) a considerable proportion of the
data is based on static chamber measurements, which
tend to underestimate soil respiration at high flux rates
(Norman et al., 1997; Chapter 2, Pumpanen et al.); (3)
annual estimates are often based on simplistic relation-
ships (generally only temperature and sometimes also
soil moisture) that capture only a limited fraction of
the diurnal, seasonal, annual and inter-annual variation
of soil respiration and (4) the spatial variation of soil
respiration is generally not well captured, both within
ecosystems and across similar ecosystems at a regional
scale.

A further major problem for obtaining sensi-
ble estimates of global soil CO2 efflux is related to the
fact that even though an increasing amount of data is
becoming available, these more recent datasets are often
not easily comparable due to different methodologies
and to the limited availability of ancillary parameters.
Consequently, the global implementation of a standard-
ized approach for measuring soil CO2 fluxes would be
a major step ahead, similar to what has recently been
achieved for eddy covariance measurements of the net
ecosystem exchange of CO2 between ecosystems and the
atmosphere (Aubinet et al., 2000; Baldocchi et al., 2001).

In the following, we discuss major issues that need to
be considered towards achieving this goal and suggest
a common protocol for measuring soil CO2 efflux that
aims to provide a baseline for making datasets com-
parable across ecosystems and biomes. Many of these
suggestions may also be of general interest to studies
on soil CO2 fluxes at different temporal and spatial
scales.

Given a finite availability of project resources, the
question addressed by a study will ultimately determine
what parameters are to be measured at what tempo-
ral and spatial resolution. However, regardless of how
limited the resources, the aim of a protocol for esti-
mating annual total soil fluxes should be to reduce the
uncertainty within and across sites by making measure-
ments in a comparable way, avoiding measurement bias
or artefacts, and covering the annual range of envi-
ronmental conditions prevailing at a site. As there are
inevitable trade-offs in the spatial and temporal resolu-
tion of measurements (Savage and Davidson, 2003), the
experimental design should carefully account for both
spatial and temporal variability, as required by the spe-
cific hypotheses addressed in the study (see Chapter 3,
Subke et al.).

15.2 METHODOLOGICAL
CONSIDERATIONS

15.2.1 Initial site survey

A first, but commonly overlooked, necessity is to evalu-
ate the spatial variability of soil CO2 efflux and its poten-
tial drivers at the site (see Chapter 3, Subke et al.). This
will not only determine the required number of repli-
cates to capture spatial variability (e.g. semivariogram)
but will also allow meaningful spatial allocation of sam-
ple points (e.g. stratified sampling). Moreover, this
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initial assessment should be linked to moisture gradi-
ents or variation in soil depth, amounts of litter, organic
matter etc. across the site or to an identification of the
effects of tree distance on measured fluxes, as all of these
will influence soil respiration measurements.

15.2.2 Chamber design

Among the chamber methods currently available the
closed dynamic chamber is the most commonly used.
Soil respiration systems available on the market gen-
erally provide comparable flux rates, even though soil
diffusivity to CO2 (as related to soil structure/porosity
and soil water content) may change the performance of
the system and thus affect the result (Pumpanen et al.,
2004; Chapter 2, Pumpanen et al.). Furthermore, it
should be noted that different handling even by experi-
enced scientists may cause larger errors within a system
than among systems (Pumpanen et al., 2004). Thus,
it is highly recommended that the system applied for a
study is cross-compared under a range of environmental
conditions against those used by other research groups
(Le Dantec et al., 1999; Bahn et al., 2008). Compar-
isons between closed and open dynamic systems should
consider that the effective volume (i.e. the total volume
of air covered by the chamber headspace, including the
air-filled soil pores) may be a sensitive parameter for
closed systems (Drewitt et al., 2002), while it is not rel-
evant for flux calculations in open systems (see Chapter
2, Pumpanen et al., Eqs. (2.1) and (2.2)). Generally, it
should be noted that the effective volume correction is
still an unresolved issue, as the underlying assumptions
may deserve a closer inspection (E. Davidson, personal
communication).

There are a number of basic aspects that need to be
considered when operating chamber systems, including
(1) a proper sealing between the collar (see below) and
the chamber to avoid leaks and (2) a sufficient mixing
of the chamber headspace air, while avoiding pressure
effects (see below). Especially on wet soils with low
soil CO2 efflux rates, dilution effects of water vapour
on chamber CO2 concentrations may lead to an under-
estimation of CO2 flux rates (e.g. Welles et al., 2001)
and may need to be accounted for, though they nor-
mally only cause minor errors. When working with a
closed system the ratio of chamber volume to surface
area of the collar should be optimized to achieve ade-
quate measurement resolution. Furthermore, chambers

should always be placed carefully on a collar to avoid
pressurization of chamber (see below), which may cause
a transient reduction of soil CO2 efflux (Davidson et al.,
2002). When using an open system care should be taken
that the CO2 concentration of the system inlet air is
stable, as both rapid changes or slow drifts of ambient
air may cause differential values between analysis and
reference air that do not correspond to real soil CO2

efflux rates.
A major error concerning all chamber-based stud-

ies of soil respiration is related to the differential
pressure between the soil and the chamber headspace
(PDC), which may have substantial effects on measured
soil CO2 efflux rates (Kutsch, 1996; Lund et al., 1999;
Longdoz et al., 2000; Chapter 2, Pumpanen et al.). PDC
effects should be taken into account in the whole sys-
tem setup, in particular chamber construction (pump
and fan). Vents have been shown to minimize PDC
effects, however, they may increase soil CO2 flux into
the chamber headspace during wind (Venturi effect, see
Bain et al., 2005). Thus the design and positioning of
vents may be critical for avoiding PDC effects during
windy conditions (Xu et al., 2006). Such effects might
need to be tested especially for home-made chambers,
using a sealed chamber bottom rather than an open soil
chamber collar, so as to avoid equilibration of pressure
differences in the soil pores. Changes in soil moisture
may alter the above described PDC effects considerably,
effects being more pronounced in dry than moist soil.

A second potential error inherent to all chamber-
based measurements is that soil CO2 efflux depends
on the concentration gradient between soil and atmo-
sphere, thus the CO2 concentration in the chamber
headspace should resemble that normally occurring
at the soil surface (e.g. Heinemeyer and McNamara,
2011). An underestimation of soil respiration rate
due to a reduced CO2 concentration gradient is likely
to increase with increasing soil CO2 efflux rate and,
depending on the type of system used, measurement
time (closed type) or mass flow rate through the system
(open type).

Thirdly, turbulent transport of CO2, especially
during windy situations (‘pressure pumping’, Takle
et al., 2004), may have short-term effects on soil CO2

efflux that might need to be considered when interpret-
ing soil respiration measurements (Kutsch et al., 2001).

For calculating soil CO2 efflux rates from closed
chamber measurements both linear and non-linear



274 M. BAHN et al.

models have been used, which may yield different
results. Before the appropriate model is chosen it is
essential to remove data that have been influenced by
measurement artefacts, such as pressure changes related
to chamber placement or high CO2 concentrations in the
chamber headspace (Davidson et al., 2002). For quality
assessment of data see Section 15.3.

15.2.3 Manual chambers versus autochambers

While manual chambers are well suited for covering
spatial variability, automated chambers offer an impor-
tant opportunity to study the temporal variation of soil
CO2 efflux also during periods that are unfavourable
for manual measurements, e.g. at night, during rainfall
etc. (Savage and Davidson, 2003). There is increasing
evidence that soil respiration at a given soil temperature
may vary during the day, resulting in a diurnal hysteresis
in the temperature–respiration relationship (Reichstein
et al., 2005a; Tang et al., 2005). Irrespective of whether
this effect is caused by an inappropriate selection of
the depth at which soil temperature is measured or not
(Reichstein et al. 2005a, Bahn et al. 2008, see below),
this phenomenon may be relevant for assessing short-
term effects of rain events or assimilate supply on soil
CO2 efflux (Baldocchi et al., 2006; Heinemeyer et al.,
2007) or for estimating annual totals of soil respiration
(but see Savage and Davidson, 2003). While providing
soil CO2 efflux rates at a high time resolution and thus
offering new insights into the processes determining
soil CO2 efflux, automated soil respiration systems also
introduce the challenge of handling large quantities of
data that deserve a rigorous quality assurance and qual-
ity control (Savage et al., 2008). Such larger datasets also
offer a statistically sound basis for analyzing systematic
sampling uncertainties and random measurement errors
and estimating uncertainties of fluxes aggregated for
different time scales (Hollinger and Richardson, 2005;
Richardson and Hollinger, 2005), an issue that has so
far been insufficiently considered by the soil respiration
community.

15.2.4 Collars

Collars are mainly important for (1) providing a stable
seal between the soil chamber and the soil surface and (2)
identifying unique spatial reference points enabling sta-
tistically sound analyses of temporal changes in soil res-
piration. The diameter of collars will obviously depend

on the dimension of the chamber. There is a size-
dependent trade-off between physical and physiological
effects of a collar. The larger the collar, the smaller the
edge effect related to the physical presence of the collar
(especially soil cracks channelling CO2 and water). The
smaller the collar, the smaller the effect on disturbance
of the root and mycorrhizal system, including severing
of roots and effects of reduced assimilate transport to
the rhizosphere (Heinemeyer et al., 2011). To mini-
mize these effects it is pivotal to insert collars as little
as possible into the soil. Chamber legs or collar hooks
can help in stabilizing even very shallow collars. Collar
installation may furthermore disturb the soil structure
and cause a flush of CO2, thus should be made at least
24 hours before measurements start. In case it is neces-
sary to remove above-ground vegetation to obtain soil
– rather than ecosystem – respiration rates in short
vegetation (e.g. grassland), it is important to protect
the bare soil from heating up and drying out, e.g. by
using a water permeable shading cloth. Although latest
membrane-based systems like the ‘Gas-Snake’ (Heine-
meye et al., 2012) could offer an interesting chamber
alternative, particularly also in other conditions such
as under snow, on water or stems. While long-term
installation of collars is helpful for improved analysis of
time-courses (repeated measures, see above) it should
be considered that possible artefacts caused by collars
may change over time (e.g. soil moisture, litter accumu-
lation, faunal and microbial composition).

15.2.5 Profiles of soil CO2 concentration

Besides chambers, CO2 profile measurements are
emerging as a very useful approach to monitor the pro-
duction and diffusion of CO2 in and across soil lay-
ers, which permits a vertical partitioning of sources
of soil CO2 efflux (Hirano et al., 2003; Tang et al.,
2003; Davidson et al., 2006a). However, it must be
emphasized that their suitability for estimating soil CO2

efflux depends very much on the availability of a vali-
dated model of soil diffusivity (Moldrup et al., 1999),
which requires air-filled porosity and tortuosity as input
parameters. It is strongly advised that soil diffusivity is
measured also independently for a range of soil moisture
conditions either on intact soil cores in the lab (Jassal
et al., 2005) or in the field using independent measure-
ments of fluxes of tracers such as radon of SF6 (Werner
et al., 2004; Davidson et al., 2006a).
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In earlier studies soil CO2 profiles were obtained
by periodical suction of soil air through gas sampling
tubes buried at various depths, and subsequent anal-
ysis of CO2 concentration. This approach may induce
a pressure gradient in the soil, which may affect soil
air movement and ultimately alter CO2 concentrations.
More recently, solid-state CO2 sensors have become
available that permit a continuous monitoring of CO2

concentrations at various soil depths. When installing
and activating solid-state CO2 sensors in the soil, care
should be taken to avoid disturbance of the soil environ-
ment and to minimize effects of local soil heating by the
sensors (Hirano et al., 2003; Jassal et al., 2004). The lat-
ter can be achieved by thermal insulation of sensors and
by activating sensors for shorter time intervals, which
should be defined by considering also the warm-up time
required for stable sensor readings under different envi-
ronmental conditions.

15.2.6 Ancillary parameters

Ancillary parameters are essential for calculating, inter-
preting and up-scaling soil CO2 efflux rates, as well
as for later cross-site synthesis activities. Determining
which ancillary parameters are most essential depends
on the scope of the study and the means available.
A complete list of such parameters is provided in
Table 15.1, some parameters being required for all soil
respiration studies and some to be included depend-
ing on the scope (e.g. hypotheses) and possibilities of a
particular study.

15.2.6.1 Minimum requirements
As for any ecosystem study a general site description
should be provided, which should characterize the soil
(type, texture, depth, bulk density, carbon content and
pH), geology (indicating potential contributions of inor-
ganic carbon), and current and past land management
and disturbance that may exert a strong influence on
soil carbon dynamics.

Soil temperature is a critical parameter, accounting
for most of the variability of soil respiration. Soil mois-
ture is particularly important for the interpretation of
soil CO2 efflux rates when limiting either physiological
activity and substrate diffusion (low soil moisture) or
diffusion of O2 and CO2 (high soil moisture). It is
of crucial importance that each measurement of soil
respiration can be related to a measurement of soil

temperature and soil moisture. This is particularly true
for discontinuous measurements with portable systems
that target spatial heterogeneity or differences between
treatments or sites. Simultaneous measurements of soil
temperature and soil moisture should ideally be made
adjacent to each collar during each measurement of soil
respiration. Likewise, systems designed for continuous
measurements of soil respiration should be equipped
with soil temperature and soil moisture sensors at each
chamber, to be able to interpret temporal discontinu-
ities between chambers. Independent of the system
used, each site where soil respiration measurements are
conducted should have a continuous monitoring of soil
temperature and moisture at several depths.

Estimates of the in situ temperature sensitivity of
soil respiration (Q 10) are based on the relationship of
observed soil CO2 efflux rates versus the temperature
at an often arbitrarily chosen soil depth, which may not
represent the layer in which most of the CO2 is actu-
ally produced. However, as temperature and its diel and
seasonal amplitude change with soil depth, the apparent
Q 10 value varies depending on the measurement depth
(Pavelka et al., 2007; Graf et al., 2008). Reichstein et al.
(2005a) showed that considering more than a single soil
layer as a source of CO2 may significantly increase the
explained diurnal variability in the temperature sensi-
tivity of respiration (see also Chapter 11, Reichstein and
Janssens). Thus a continuous measure of soil tempera-
ture and moisture at three soil depths is recommended,
the depths depending on the presence and thickness of
any site-specific litter layer that may be present, on root-
ing depth and soil horizons. The one soil temperature
against which soil respiration yields the best regression
fit should indicate the soil layer that contributes most
actively to total CO2 production (but see Graf et al.,
2008). Note that this layer may vary during the course
of the season, e.g. due to phenological changes or root
growth and specific activity or changes in soil moisture
with depth. Pavelka et al. (2007) showed that soil tem-
perature profiles can be used to normalize the Q 10 of soil
efflux to one reference temperature, which is important
for site inter-comparisons.

In addition to obtaining a vertical profile of soil
temperature and moisture it is desirable to measure the
horizontal heterogeneity by adding further sensors at a
given soil depth.

Soil moisture should ideally be measured at the
same positions as soil temperature. While soil water
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Table 15.1 Ancillary parameters required for calculating, interpreting and up-scaling soil CO2 flux and efflux rates.
L1, L2 and L3 refer to different levels of investigation and indicate minimum requirements, additional interesting
information and in-depth information that requires a higher input of human/financial resources, respectively. For
further details see text.

Minimum requirement (L1) L2 L3

General site characteristics
Vegetation
Soil: type, texture, depth, bulk

density, pH
Soil water characteristics for each soil

layer/horizon
Geology
Land management/disturbance

history

Meso-/microclimate
Soil temperature (3 depths,

1–many horizontal reps per site)
Air temperature and humidity

(possibly in canopy)
Soil water content (3 depths,

1–many horizontal reps per site)
Soil water potential (3 depths,

1–many horizontal reps per site)
Precipitation Snow cover
Wind speed (possibly near

chamber vent)
Photosynthetically active radiation

(see site productivity)

Carbon source
Site productivity (proxies): Leaf Area

Index (peak/seasonal dynamics),
litter fall

Gross Primary Productivity

Litter quality (proxies): residence
time of litter (measure litter fall
and litterstock), C:N ratio

Litter chemical compounds

Litter and soil C content (both on
mass and area basis) separately for
each layer/horizon

Soil organic matter quality

Further biotic factors
Fine root biomass Components of soil respiration

(in situ)
Phenology Ecosystem engineers (fauna)
Microbial biomass/basal respiration Plant–microbe–SOM

interactions

potential is the more appropriate measure for phys-
iological interpretations, soil water content is critical
information for assessing the diffusion component,
which is needed for obtaining flux rates from profiles
of soil CO2 concentration. Quality control of moisture
probes is an important but often overlooked factor.

Moisture probes may also need to be calibrated for
site-specific conditions. Ideally, soil moisture charac-
teristics are measured for each soil layer, linking water
potential and volumetric water content.

Continuous measurements at the site should also
include at least continuously recorded precipitation
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and wind speed at chamber level (to identify poten-
tial errors in flux measurements related to the Venturi
effect and pressure pumping). Further parameters that
might be helpful for linking soil respiration rates to
photosynthetic activity of the canopy include photo-
synthetically active radiation (PAR), air temperature
and humidity.

15.2.6.2 Additional parameters
To allow a more profound interpretation of soil CO2

efflux rates at different temporal and spatial scales it
is necessary to obtain information on the carbon inputs
and on biotic factors that may strongly influence soil res-
piration. Carbon inputs that support the heterotrophic
component of soil respiration can be estimated from
above-ground litter production (in agricultural systems:
crop residues) and fine root turnover. The latter is diffi-
cult to measure and, therefore, constitutes a large source
of uncertainty in soil carbon balances.

Estimates of gross primary productivity are use-
ful parameters to interpret root and mycorrhizal
(autotrophic) component soil respiration at different
time scales (Janssens et al., 2001; Sampson et al., 2007;
Bahn et al., 2008). If data from net ecosystem CO2

exchange measurements are not available, proxies such
as leaf area index (LAI) (Reichstein et al., 2003; Hibbard
et al., 2005) might be used and could be combined with
PAR, air temperature and humidity for improving esti-
mates and obtaining a better time resolution.

Litter carbon content, both on a mass and surface-
area basis, may be of great interest for interpreting soil
respiration (Hanson et al., 2003). Proxies of litter qual-
ity include the residence time of litter (derived either
from measured litter fall and litter stock or from mesh
bag experiments) and C:N ratios. Analysis of chemi-
cal compounds yields better insights into litter quality
(Chapter 5, Cotrufo et al.), but in most cases will be
far too elaborate for interpreting soil respiration rates.
Soil carbon content has also been used to interpret soil
respiration (Rodeghiero and Cescatti, 2005), but the
degree to which soil efflux is coupled to soil carbon con-
tent may be largely determined by the proportions of
labile versus recalcitrant carbon (Gu et al., 2004; David-
son and Janssens, 2006), as well as priming effects on
soil organic matter decomposition through fresh organic
carbon from litter fall and root exudation (Kuzyakov,
2002; Pendall et al., 2003; Subke et al., 2004). Thus
information on organic matter quality/decomposability

should ideally complement a standardized assessment
of soil carbon content (Chapter 4, Rodeghiero et al.;
Chapter 6, Denef et al.).

Biotic factors affecting soil respiration have already
been discussed as related to photosynthetic soil car-
bon input. A separation of plant and microbial compo-
nents of soil respiration is expected to yield important
information on the response of soil respiration compo-
nents to changing environments (see Chapter 14, Bahn
et al.), but leads beyond the scope of this chapter (for a
review of approaches see Chapter 7, Moyano et al.; Han-
son et al., 2000; Kuzyakov, 2006; Subke et al., 2006).
Also the importance of ecosystem engineers and inter-
actions between plants, microbes and soil organic matter
quality is treated in more detail elsewhere in this book
(Chapter 6, Denef et al.; Chapter 9, Kutsch et al.; Chap-
ter 10, Ayres et al.).

15.3 QUALITY ASSESSMENT AND
QUALITY CONTROL

Quality assessment is difficult for soil respiration data,
because many datasets are discontinuous and, for
example, temperature responses may be influenced by
confounding effects (Davidson et al., 2006b) and by
acclimation (see Chapter 1, Kutsch et al; Chapter 7,
Moyano et al.; Chapter 14, Bahn et al.). Automated
soil respiration systems have recently become more
commonly used, and produce larger quantities of
data that require consistent protocols for data analysis
(Savage et al., 2008). Generally, the most robust
approach is to first remove raw measurements that
provide physically impossible or unreasonable data
and to make sure that calculated flux rates are based
on constant chamber headspace concentration changes
over time (closed systems) or steady-state conditions
(open systems). In a second step, spike detection in time
series and deviations from temperature response curves
are important criteria to flag uncertain data within a
dataset.

Quality check should comprise the following:

� test for completeness of data
� Grubbs’ test for outliers after Grubbs (1969) and

Sachs and Hedderich (2006)
� spike detection (MAD – median absolute deviation,

Papale et al. (2006)
� Non-linear regression and prediction interval.
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In the test for completeness it should be checked
whether each dataset is complete, containing time
stamp, collar number, respiration rate, soil temperature
and soil moisture. Applying Grubbs’ test and MAD to
analyze time series for spikes and outliers, each value
should be tested in relation to values measured before
and thereafter. The latter test applies a non-linear tem-
perature and moisture response function to the mea-
surements from each single collar (as for example based
on the soil respiration model described by Reichstein
et al. (2005b) and flags values beyond the confidence
interval of the regression function.

Spike detection is usually applied to continuous
datasets and can fail with discontinuous data, whereas
the application of a temperature and moisture response
model should be possible for both types of data. Flagged
datasets should not be rejected automatically, because
extraordinarily high or low fluxes may be the result of
another factor that is not included in the data. For exam-
ple, spikes can naturally occur due to rain events (Fierer
and Schimel, 2003), changes in the groundwater table
(Kutsch et al., 2001) and sudden PAR or temperature
changes (Elberling and Brandt, 2003; Monson et al.,
2006). It is strongly advised that continuously recorded
microclimate data are considered for the interpretation
of flagged data. Especially during windy conditions, soil
CO2 efflux data may be noisy due to pressure effects.
Thus, while identification of critical data can be well
achieved by automated approaches, the final decision
on including or excluding data needs to be taken from
the overall context, which is best judged by the respon-
sible scientist.
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