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Series Editors” Preface

The Blackwell Handbook of Social Psychology

The idea for a new, international handbook series for social psychology was conceived in
July 1996 during the triannual meeting of the European Association of Experimental
Social Psychology (EAESP) in the idyllic setting of Gmunden, Austria. Over a glass of
wine and pleasant breezes from the Traunsee, Alison Mudditt (then Psychology Editor
for Blackwell Publishers) engaged the two of us in a “hypothetical” discussion of what a
multi-volume handbook of social psychology at the start of the 21st century might look
like. By the second glass of wine we were hooked, and the project that has culminated
in the publication of this four-volume Blackwell Handbook of Social Psychology was
commissioned.

The EAESP meeting provided a fitting setting for the origin of a project that was
intended to be an international collaborative effort. The idea was to produce a set of
volumes that would provide a rich picture of social psychology at the start of the new
millennium — a cross-section of the field that would be both comprehensive and forward-
looking. In conceiving an organizational framework for such a venture, we sought to go
beyond a simple topical structure for the content of the volumes in order to reflect more
closely the complex pattern of cross-cutting theoretical perspectives and research agendas
that comprise social psychology as a dynamic enterprise. Rather than lengthy review
papers covering a large domain of social psychological research, we felt that a larger
number of shorter and more focused chapters would better reflect the diversity and the
synergies representative of the field at this point in time.

The idea we developed was to represent the discipline in a kind of matrix structure,
crossing levels of analysis with topics, processes, and functions that recur at all of
these levels in social psychological theory and research. Taking inspiration from Willem
Doise’s 1986 book (Levels of Explanation in Social Psychology) four levels of analysis —
intrapersonal, interpersonal, intragroup, and intergroup — provided the basis for
organizing the Handbook series into four volumes. The content of each volume would
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be selected on the basis of cross-cutting themes represented by basic processes of social
cognition, attribution, social motivation, affect and emotion, social influence, social com-
parison, self and identity, as they operate at each level. In addition, each volume would
include methodological issues and areas of applied or policy-relevant research related to
social psychological research at that level of analysis.

Armed with this rough organizational framework as our vision for the series, our role
was to commission editors for the individual volumes who would take on the challeng-
ing task of turning this vision into reality. The plan was to recruit two experts for each
volume who would bring different but complementary perspectives and experience to the
subject matter to work together to plan, commission, and edit 25-30 papers that would
be representative of current and exciting work within their broad domain. Once selected,
co-editors were encouraged to use the matrix framework as a heuristic device to plan the
coverage of their volume but were free to select from and embellish upon that structure
to fit their own vision of the field and its current directions.

We have been extremely fortunate in having persuaded eight exceptionally qualified
and dedicated scholars of social psychology to join us in this enterprise and take on the
real work of making this Handbook series happen. Once they came on board, our role
became an easy one: just relax and observe as the project was brought to fruition in capable
hands. We are deeply indebted and grateful to Abraham Tesser and Norbert Schwarz,
Margaret Clark and Garth Fletcher, Michael Hogg and Scott Tindale, Rupert Brown and
Samuel Gaertner for their creative leadership in producing the four volumes of this series.
Through their efforts, a rough outline has become a richly textured portrait of social psy-
chology at the threshold of the 21st century.

In addition to the efforts of our volume editors and contributors, we are grateful to
the editorial staff at Blackwell who have seen this project through from its inception.
The project owes a great deal to Alison Mudditt who first inspired it. When Alison went
on to new ventures in the publishing world, Martin Davies took over as our capable
and dedicated Commissioning Editor who provided guidance and oversight throughout
the operational phases. Our thanks to everyone who has been a part of this exciting
collaborative venture.

Miles Hewstone
Marilynn Brewer



Preface

“A whole volume on groups? One-fourth of the entire Handbook? In social psychology?
Well ic’s about time!” Such was our shared reaction when asked to edit the present volume
of the Blackwell Handbook of Social Psychology. There was a time in the history of social
psychology when such a response would have been out of place. Much of the early work
on human social behavior focused on groups. In fact, the earliest empirical undertaking
in the field was concerned with why people perform differently in groups, as compared
to alone (Triplet, 1898). The key aspects that defined the field were group concepts: social
facilitation and inhibition, norms, roles, group cohesiveness, social comparison, social
interaction, etc. Even attitudes — often defined as individual-level phenomena — were
studied in a group context (Lewin, 1943). Thus, a heavy emphasis on groups in a hand-
book of social psychology would have been (and in fact was) the norm (see Lindzey, 1954;
Lindzey & Aronson, 1969).

However, by the late 1960s and early 1970s, the group began to lose its central posi-
tion in the field. And by the mid-1980s, the notion of groups as a central focus in the
field had all but evaporated — so much so that the 3rd edition of the Lindzey and Aronson
(1985) handbook had but one chapter with the word “group” in the title, and that one
focused on inter- rather than intragroup phenomena (Stephan, 1985). The decline of
group research in social psychology has been well documented and lamented, and the
reasons for the decline have been discussed and debated at length (see Abrams & Hogg,
1998; Davis, 1996; Moreland, Hogg, & Hains, 1994; Steiner, 1974; 1986; Tindale &
Anderson, 1998). However, recent reviews have also noted a resurgence in group research
— both in terms of intergroup (Moreland et al., 1994) and intragroup (Sanna & Parks,
1997) behavior. Although not all of this work has been published in the standard social
psychology outlets, much of it is still performed by researchers trained in social psychol-
ogy. Thus, it seems quite appropriate to us that separate volumes of the present four-
volume Handbook have been devoted to intragroup (the current volume) and intergroup
(the volume edited by Brown & Gaertner) processes. However, it is actually quite diffi-
cult and probably unwise to study intragroup processes in isolation from the intergroup
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context in which groups exist — and so, many of the chapters in this volume quite natu-
rally place a strong emphasis on intergroup aspects of processes within groups.

Although one could justify dedicating an entire volume to intragroup processes based
on increased quantity of research in the field, we feel the true justification stems more
from recent reconceptualizations that have in part fueled the resurgence. Part of the
decline of group research in social psychology can be attributed to the cognitive revolu-
tion in psychology in general. Since cognitions were seen as contained within the indi-
vidual, the important questions seemed to be at the individual level. However, more recent
attempts at explaining human cognition have begun to realize that often cognitions are
social in nature. The idea that cognition is not simply a mapping of physical reality to
mental representation, but is often defined by social consensus once again places the group
as social context into an important role (Resnick, Levine, & Teasley, 1991). The social
nature of our thoughts, beliefs, even memories, has had important implications for
what we mean by the notion of cognition, and the reasons why so many of them are
shared among people in common social environments (Farr & Moscovici, 1984; Nowak,
Szamrej, & Latane, 1990). Thus, as cognitions have taken on a more social definition,
groups have become a more reasonable place to study them.

A related shift in conceptualization involves the notion of the self. Prior to the 1970s,
most social psychological research was performed in the United States. As is now known,
the United States is a relatively individualistic culture. Thus, social psychological defini-
tions of the self were individualistic as well. However, research on intergroup relations
by Tajfel, Turner, and their associates (see Tajfel & Turner, 1979; Turner, Hogg, Oakes,
Reicher, & Wetherell, 1987) demonstrated that self-definitions are largely social and shift
depending on the social/group context. In addition, cross-cultural research (Markus &
Kitayama, 1991; Triandis, 1989) has shown that the self-concept in many cultures is more
collectivist than individualistic. For people in those cultures, the most important ingroup
plays a central role in defining the self. Once again, this shift in conceptualization has
placed the group in a more central position for understanding social behavior.

The present volume reflects both of the aforementioned trends as well as more stan-
dard issues associated with behavior in and by groups. Consistent with the other three
volumes in the Handbook, we sought contributors who spanned international boundaries
and theoretical perspectives. Given that groups have taken on a more central role in social
psychological thinking, it was easy to find prominent scholars with a group perspective
for each of the fundamental social psychological processes used to organize the entire
project (cognition, motivation, emotion/affect, etc.). The difficult part was deciding who
we would, unfortunately, not be able to include from our original long list of leading
scholars. Space constraints forced us to exclude many excellent group researchers.
However, the current list contains many of the most notable and active researchers in the
field of group research and comprehensively covers the major topics of the field.

The general organization of the volume follows the framework originally devised for
the entire Handbook, and revolves around basic social psychological processes: cognition
and cognitive processes, social motivation, affect/emotion, social influence, attribution,
social comparison, and self and identity. Although each chapter was chosen based on this
list of processes, many if not all of the chapters can readily be cross-listed and many could
just as readily be relocated under a different “process.” In addition, the volume includes
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chapters on methods and on applications. There is also a chapter on cross-cultural issues.
Because of the cost associated with studying groups as the unit of analysis, rarely are
groups in different cultures directly compared, although each of the chapters discusses
what we do know about culture and groups within specific domains. However, in general,
there is a need for research on groups outside of the confines of Western, industrialized
societies.

The opening section on cognition in groups flows nicely from the recent conceptual-
izations discussed above. Tindale, Meisenhelder, Dykema-Engblade, and Hogg’s chapter
(Chapter 1) focuses on socially shared cognitions and how this “sharedness” is important
for understanding not only the cognitions of group members but also group performance
and process in general. The notion of shared cognition resurfaces in a different form in
Chapter 13, where Lorenzi-Cioldi and Clémence describe the wider social processes that
produce and maintain social representations, and the consequences of such representa-
tions for social conduct.

Stemming from the other social trend in cognition represented by social identity/self-
categorization processes, Hogg (Chapter 3) discusses the implications of social catego-
rization and depersonalization for intragroup processes, showing how such ideas inform
standard group research areas such as cohesiveness, leadership, and organizational effec-
tiveness. This chapter describes the social identity perspective and its contribution to our
understanding of processes within groups. The social identity theme is also pursued in
Chapter 18, by Abrams and Hogg, but here the emphasis is on the collective self-concept
and on the presentation of self in different social/group contexts. Marques, Abrams, Paez,
and Hogg (Chapter 17) also adopt a social identity perspective to analyze people’s reac-
tions to and treatment of deviant members of their group. Darley’s chapter (Chapter 14)
takes a different perspective on deviance — as part of a general discussion of social com-
parison processes, the emphasis is on the ways in which groups try to include deviant
members or people who do not fit the defining membership characteristics very well.

Returning to Chapter 2, Stasser and Dietz-Uhler continue the cognitive theme of
Chapter 1. They discuss theory and research on group performance on cognitive tasks
(decision making and problem solving), with a special emphasis on the development of
mathematical and computer formalizations of groups and what we have learned from
such endeavors. Group performance is also dependent upon motivation. Kerr and
Park (Chapter 5) discuss group performance in both collaborative and social dilemma
situations from a motivational perspective. Using some standard motivational models
(instrumentality — value, self-efficacy), they provide novel explanations for both classic
and more recent research findings while showing that motivation can be gained as
well as lost in groups.

Motivation to join groups and to remain a member, and motivation for groups to
recruit and retain members are important constructs in group socialization theory. Levine,
Moreland, and Choi discuss group socialization in Chapter 4. Taking a slightly different
tack, but still emphasizing the temporal dimension of group life, Worchel and Coutant
(Chapter 19) discuss how different types of group and individual identities interrelate in
group contexts. This discussion invokes the notion of roles, which is discussed in detail
by Ridgeway in Chapter 15 — the status characteristics of particular roles are seen to be
important determinants of influence within groups.
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The idea of there being different roles within groups and that roles vary in how much
power to influence is attached to them leads us in two directions. First the study of
leadership. Chemers (Chapter 16) and Lord, Brown, and Harvey (Chapter 12) discuss
leadership, both emphasizing that leadership is a group process. Chemers provides an
integrative review, whereas Lord and his colleagues focus upon a new connectionist model
of leadership in groups. The other direction is the study of influence, conformity, and
normative conduct. Cooper, Kelly, and Weaver (Chapter 11) discuss how attitudes are
related to norms through the context of groups, and generally review attitude change and
attitude-behavior research from this group perspective. Martin and Hewstone (Chapter
9) provide a detailed and comprehensive discussion of how majorities and minorities can
influence people — a particular emphasis is placed on the process of minority influence
that is often considered to be the vehicle of social change. The idea of social change is
explored further by Reicher (Chapter 8) who provides a wide-ranging analysis of crowd
behavior. Far from being an irrational aggregate of deindividuated souls, Reicher consid-
ers the crowd to have a tight logic that is tied to the identity of the crowd. Crowd behav-
jor is often a manifestation of collective protest or collective identity expression, and is
often closely tied to the pursuit of social change. The final social influence chapter is by
Latané and Bourgeois (Chapter 10). Latané and Bourgeois describe dynamic social
impact theory which is a detailed and fine-grained analysis of the power (and limit) of
numbers to gain influence. They show how particular distributions of people with vary-
ing impact can produce stable group arrangements that are more or less diverse or
homogenous.

Although cognition and motivation have received a fair amount of attention in group
research, affect and emotion, until recently, have received little if any. However, as has
been demonstrated at the individual level, cognition and emotion are intricately entwined
and it is difficult to understand one without the other — a fact that is beginning to impact
research at the group level as well. Thompson, Medvec, Seiden, and Kopelman (Chapter
6) focus on the role of emotional expression in bargaining and negotiating. By discussing
three different myths available as prescriptions for effective negotiation, they demonstrate
both the complex role that emotion may play and describe the variables that may
moderate the degree to which each myth holds some truth. Kelly (Chapter 7) describes
what theory and research is available on emotion/affect and small group performance,
and points out the importance of thinking about mood as both an individual and
group-level phenomenon. She also points out a number of areas ripe for future research
attention.

The last set of chapters focuses on cultural influences, methodological issues and inno-
vations, and on how group research has been used for, and developed through, various
applications. Carnevale and Leung (Chapter 20) place the self center-stage in their analy-
sis of the impact of culture on negotiation and other mixed motive situations. McGrath
and Altermartt (Chapter 22) describe both classic and recent developments in techniques
for observing and analyzing group interaction. Sadler and Judd (Chapter 21) provide the
basis for, and a variety of examples of, techniques that allow variance due to group-level
phenomena to be differentiated from variance attributed to differences between individ-
uals. And much like most other aspects of human behavior, groups are also changing as
a function of technology. Hollingshead (Chapter 23) discusses how technology both has
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changed and is changing the way we think about and study groups, and how the very
definition of what a group is has been altered by recent technological innovations.

In terms of applications, one of the major areas where group research has had an impact
on society is in relation to juries and legal decision making. Indeed, this area of group
research continued to flourish even during the general decline of group research in the
1970s and 80s. It is an area which has helped to understand what factors impact a jury’s
ability to render justice. Tindale, Nadler, Krebel, and Davis (Chapter 24) focus on just
such questions from a procedural perspective. Probably the applied area that has meant
more for the resurgence of groups than any other is team performance in organizations.
Taking a dynamical systems approach, McGrath and Argote (Chapter 25) discuss recent
trends in research on groups in organizations and show the necessity for a dynamic, multi-
leveled research agenda for understanding how groups function in an organizational
context. Finally, Forsyth (Chapter 26) reviews the extensive role that groups have played
in mental health care, both discussing what we currently know and making a plea for
greater rigor and diversity in future research endeavors.

Bringing together such a diverse set of authors, ideas, and research agendas into a single
volume has been both challenging and inspiring. We would like to express our deepest
appreciation to all of the authors, for it was their efforts and insights that made the volume
what it is. We would also like to thank the series editors and the publishers for their con-
tinued support and help along the way. We hope that this volume will show how valu-
able the group perspective is to both social psychology and our understanding of human
behavior in general. This volume will both close the first century of group research and
set the agenda for the next. We hope the ideas set forth in these chapters will provide
both a strong foundation and a clear vision for the promising future research that is sure
to come.

Michael A. Hogg and R. Scott Tindale
Brisbane and Chicago, June 2000
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CHAPTER ONE
Shared Cognition in Small Groups

R. Scott Tindale, Helen M. Meisenhelder,
Amanda A. Dykema-Enghlade, and Michael A. Hogg

Two of the earliest texts in social psychology were Le Bon’s (1896/1960) Psychologie des
Foules (Psychology of Crowds) and McDougall’s (1920) The Group Mind. Both espoused
as a central tenet the view that behavior in social aggregates was not simply a function of
some combination of individual acts. Rather, they saw social behavior as being guided by
forces defined by the aggregate — a “collective consciousness” or “group mind” — that
could not be understood fully by simply understanding individual behavior or individ-
ual minds. Such ideas were not unusual for the times. Durkheim (1893/1984, 1965),
Mead (1934) and other sociologists and social philosophers also saw collective or shared
meaning as an integral component for understanding social behavior (see Farr, 1996).
However, with the onset of behaviorism, psychology’s focus moved almost exclusively
onto the individual, and the notion of collective thought and meaning fell out of favor
(Allport, 1924). In mainstream social psychology, focus on aggregates versus individuals
has waxed and waned (see Steiner, 1974, 1986; Moreland, Hogg, & Hains, 1994 for
reviews), but the key explanatory variables have remained mainly at the individual level.
Thus, in recent social psychology textbooks, the early ideas concerning “collective cog-
nition” are rarely mentioned except for historical context, if they are mentioned at all
(e.g., Baron & Byrne, 2000).

However, social psychology has seen a recent resurgence of the notion of cognition at
the level of the collective, typically referred to as “socially shared cognitions” (Resnik,
Levine, & Teasley, 1991; Thompson & Fine, 1999). This resurgence has developed from

Preparation of this chapter was supported by NSF Grant #SBR-9730822 to the first author, a US Air Force
Institute of Technology Ph.D. Fellowship to the second author, and a Loyola University Chicago Graduate
Fellowship to the third author. We would like to thank Dick Moreland for his helpful ideas, insights, and
suggestions.
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a number of different directions. Probably the most central influence has been European
social psychology, through the writings of Henri Tajfel and his colleagues (Tajfel & Turner,
1979, Turner, Hogg, Oakes, Reicher, & Wetherell, 1987; Hogg & Abrams, 1988; see
Abrams & Hogg, this volume, chapter 18; Hogg, this volume, chapter 3; Reicher, this
volume, chapter 8). Tajfel’s social identity theory placed the group front and center stage
for understanding a number of aspects of behavior. These ideas eventually influenced
theory and research in most of the major areas of the field: person perception, stereo-
typing, prejudice, attribution, attitudes, self-concept, and so forth (see Abrams & Hogg,
1999 for recent summaries in each of these areas), as well as work on small groups (Hogg,
1996). Another European influence that promoted the notion of shared thoughts and
beliefs was Moscovici’s (1984) notion of “social representations” (see Lorenzi-Cioldi &
Clémence, this volume, chapter 13). Drawing on Durkheim’s (1965) notion of “collec-
tive representations,” Moscovici argued that collectives rely on shared images and ideas
to form the basis of “common sense.” These shared meanings then become the cognitive
context within which members of the collective communicate and coordinate their
actions. Similar ideas have more recently been developed by Bar-Tal (1990) in relation
to group beliefs and their impact on individual and collective behavior.

Another major influence on the shared cognitions approach came from theory and
research on organizations (Thompson, Levine, & Messick, 1999). Theorists such as Weick
(1979) argued that organizations are defined by the process of organizing, which is
defined, in part, at the cognitive level. Thus, organizations are defined by the “sense
making” and “heedful interrelating” (Weick & Roberts, 1993) that occurs, and the shared
cognitions that result. The popularity of work teams in organizations has also spawned a
strong research tradition in the study of group performance in organizations (Guzzo &
Shea, 1992; Hackman, 1998). Within this tradition, the notion of common under-
standings (Helmreich, 1997), and shared mental models (Klimoski & Mohammed, 1994;
Thompson, 1998) have played significant roles in recent theorizing.

Specifically within the small-group literature in social psychology, probably the biggest
influence in moving the field toward a focus on shared cognitions was the “hidden profile”
paradigm formulated by Stasser and Titus (1985, 1987; see also Stasser & Dietz-Uhler,
this volume, chapter 2). Although this paradigm and its offshoots will be discussed in
depth later, the basic finding that shared information in groups plays a much more sig-
nificant role in group process and performance than does information that is not shared,
shattered a number of the prior basic assumptions underlying group research. A number
of researchers have followed up on this finding (e.g., Larson, Foster-Fishman, & Keys,
1994; Gigone & Hastie, 1993, 1996), and this body of literature helped to crystallize the
idea of groups as information-processing systems (Hinsz, Tindale, & Vollrath, 1997;
Larson & Christensen, 1993) with “social sharedness” as an underlying theme (Kameda,
Tindale, & Davis, in press; Tindale & Kameda, 2000).

The notion of socially shared cognitions has permeated virtually all areas of social
psychology. Thus, a comprehensive review is beyond the scope of the present chapter (see
Thompson & Fine, 1999 for a more thorough treatment of socially shared cognitions in
general). True to the theme of the present volume, we will focus almost exclusively on
intragroup phenomena and how the shared cognitions resurgence has influenced theory
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and research on small-group process and performance. The remainder of the chapter is
divided into two main sections. The first briefly discusses recent (and not-so-recent) ideas
concerning how groups develop shared cognitions. Drawing on traditional (e.g., symbolic
interactionism, social comparison, etc.) and more recent (e.g., models of evolution, com-
munication, group identity, and dynamical systems) orientations, we will show that shared
cognitions develop naturally in groups, often with little or no effort on the part of the
constituent members. The second section discusses the effects that shared cognitions have
on groups, in terms of both process and performance. We discuss both recent findings
and some reinterpretations of earlier classic findings in the field. Although grounded in
some of the earliest work in the field, the shared cognitions framework for studying groups
is still evolving. Thus, we close the chapter with a few speculations as to where these ideas

may be able to take the field.

How Shared Cognitions Develop
Common experience, learning, social interaction, and social comparison

Obviously, some of the cognitions, beliefs, knowledge, and so forth, that members of
social groups share come from their shared experiences with the world around them.
Human physiology is mainly constant in terms of how our sensory systems operate, so it
is not surprising that we experience things in similar ways. In addition, the laws of physics
are constant (at least at the level at which our senses operate) so that we fall down when
we lose our balance, and feel pain when our flesh is exposed to fire, etc. (Although as is
argued below, most — if not all — of the meanings we attribute to such common experi-
ences are socially mediated.) In addition, all societies/cultures have in place mechanisms
for teaching their younger members the shared z7uths as defined by them. Children learn
math, science, history, and so forth, in schools or through family elders and are told that
these ideas and procedures are both true and relevant. However, instruction and common
experience are not the only ways that shared cognitions develop.

Some of the earliest discussions of shared social meanings in psychology and
sociology stem from the symbolic interactionist approach (see Farr, 1996; Fine, 1990;
Thompson & Fine, 1999). This perspective argued that collective meaning is an essen-
tial feature of social life and that social order depends on the subsequent shared inter-
pretations based on those collective meanings. Even the definition of self was seen as
dependent on our ability to take on the role of the other. By our ability to see the world
through another person’s eyes (so to speak), we develop a perspective of our place as an
entity in the social environment. Symbolic interactionists contend that socially shared
meaning develops through interaction among social actors, and is continually modified
by those same interactions. Although the approach does not claim thart all individual per-
spectives on a situation are identical, it does argue that the ability to share perspectives is
what allows social interaction to exist in any meaningful way.

Moscovici’s (1984) notion of social representation fits nicely with the symbolic inter-
actionist perspective, though he attributes the basis of the idea to Durkheim (1964).
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Through interactions with others, we learn what beliefs and attitudes are considered
“givens” in our social environment. Thus, social representations are seen as the basis of
what is typically referred to as “common sense.” Although some social representations
have a physical basis for their existence (e.g., brick walls are hard — don’t pound your
fist against them), others are more purely social or cultural in nature (i.c., the Sabbath
is a day of rest — do not work on that day). Many of the social representations concern-
ing social groups (e.g., stereotypes) are learned through a combination of social
consensus and subsequent experience biased by social perceptions. Although
social representations are dynamic — they change over time as both situations and knowl-
edge bases change — they remain the common-sense basis for interpretation and
understanding for the people that share them. (See Lorenzi-Cioldi & Clémence, this
volume, chapter 13.)

Recent work on the role of communication also shows that simply exchanging infor-
mation increases the perceived validity of the information (Hardin & Higgins, 1995;
Higgins, 1992). Higgins (1992) has argued that part of the rules associated with com-
munication is that the speaker “tunes” his/her message to the recipient so as to improve
comprehension. This can often lead to recipients perceiving a greater degree of conver-
gence in meaning than may have been the case. During the continued exchange, both
participants gradually shift their perspectives to match what has been communicated.
Thus, information that has been shared through communication acquires some validity
purely from the sharing. This change in meaning seems to occur even when the com-
municator intentionally distorts the communication to match expectations concerning
the audience (Higgins, 1992). Such ideas are quite consistent with theories of cognitive
consistency (Festinger, 1957; Heider, 1958). When we tell someone else that something
is true, it becomes truer to us as well.

Another way in which social interaction leads to shared cognitions is through
social comparison (Festinger, 1950, 1954). Festinger argued that when physical
reality does not provide cues for appropriate behavior or opinion, people use social
reality (i.e., the other people around them) as cues for appropriateness. Thus, people
compare their behavior, beliefs, attitudes, etc. with those of others around them
in order to reduce uncertainty. Although some have argued that in fact all such compar-
isons are social because our perceptions of physical reality are also heavily socially
mediated (Moscovici, 1976), the evidence that social comparisons guide many if not
most of our behaviors is well established (see Suls & Wills, 1991; Darley, this volume,
chapter 14).

Probably the best empirical example of this process is the work by Sherif (1936) on
the development of social norms. Using the perceptual illusion of the autokinetic effect
(perceived motion of a stationary light in a darkened room), Sherif had participants in
small groups publicly judge how far the light had moved. Within a fairly small number
of trials, Sherif found a fairly large degree of convergence among the judgments within
the group. Thus, in the absence of any “real” physical cues, group members used the judg-
ments of others to modify their own judgments. Social comparison processes are prob-
ably even more prevalent in situations where new members are intentionally trying to “fit
in” in a new group or organizational context (Levine & Moreland, 1991, 1999; Levine,
Moreland, & Choi, this volume, chapter 4).



Shared Cognition in Small Groups 5

Recent ideas on naturally occurring shared cognitions

Latané (1981) formulated a theory of social impact that posited three key aspects of social
influence associated with the influence source — strength (e.g., power, persuasiveness),
immediacy (physical and/or social distance) and number of influence sources compared
to the number of targets. Recently, Latané and colleagues (Nowak, Szamrej, & Latané,
1990; Latané & Bourgeois, this volume, chapter 10) have adapted the theory, using a
dynamical systems approach, to incorporate the dynamic and reciprocal nature of social
influence. In addition to the assumptions specified above, the dynamic version of the
model adds three more. First, it assumes that individuals (varying in strength and other
attributes) are distributed in a social space. Where they are located in the space defines
their immediacy in terms of other individuals within the space. Second, each individual
is influenced by his/her own position (e.g., belief, attitude, preference) and by the other
people in proportion to a multiplicative function of their strength, immediacy, and
number. Third, a person will change his/her position if and only if the total persuasive
impact (the pressure to change to a different position) outweighs the pressure to main-
tain one’s own position (the strength of the initial position plus any supportive impact).
Dynamic social impact is then taken to be the cumulative effect of the iterative, recur-
sive influence present during interaction. The model makes no assumptions about inten-
tions of the other people in the social space to influence someone.

Using computer simulations (SITSIM; Nowak & Latané, 1994), Latané and colleagues
have discovered a number of consistent findings, which have then been tested in differ-
ent experimental settings. The most central finding for current concerns is that people
tend to cluster in the social space in terms of position similarity. In other words, a random
distribution of positions within the space will soon become organized into “belief clus-
ters.” Second, the space will tend to consolidate in such a way that majority positions
tend to become stronger (more prevalent) and minority positions weaker. However, unless
the initial majority is extremely large, minority clusters remain even after thousands of
iterations. Thus, diversity of opinion continues despite the consolidation process. An
additional aspect of the simulations shows that people in clusters tend to become similar
to each other on multiple issues — what Latané has called correlation. Each of these simu-
lation results have received empirical support in a number of different social aggregates,
even in situations where there are few if any reasons for people to change their positions
to match those around them (Latané & LU'Herrou, 1996). Thus, it appears that shared
cognitions are a natural product of even limited social interaction (simply exchanging
position information), and they form as a consequence of self-organizing principles of
the social system.

Two other recent ideas, born from thinking about social psychology and groups in
evolutionary terms, help to elucidate how and why shared cognitions develop. Kameda
and Hastie (1999) have run a number of simulations exploring the potential adaptive
value of different social decision heuristics or group decision-making strategies. In their
work, they assumed that a small band of foragers is to choose one patch or area out of
many (10 in their simulations) to search for food/resources. They also assume the patches
differ in resource level, and that individuals/groups can only know the resource levels of
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different patches stochastically, based on environmental cues (using a Brunswik’s lens
model framework — Brunswik, 1956; Gigone & Hastie, 1996). They then simulated dif-
ferent group decision strategies and compared them both in terms of necessary compu-
tational resources to use the strategy and opportunity costs (resource differences between
chosen patch and optimal patch). Although strategies with high computation demands
performed best, they found that majority decision processes performed best of the low
computations strategies — even better than “best member” (going with the most optimal
individual choice) strategies. Research on group decision making has shown that major-
ity processes are quite common (Kameda, Tindale, & Davis, in press) and often lead to
post-decision convergence in individual member opinion. Thus, heuristically adaptive
group decision strategies can lead to greater opinion sharing in groups.

On a more general scale, Caporael (1997) has argued that human evolution has at its
core a social or group component. She argues that the notion of “repeat assembly” can
be viewed as operating at many levels, not just in terms of genes. Given that one aspect
of the human environment that has probably not changed from early evolutionary history
is the social (face-to-face) group, it would not be surprising if a number of individual and
group structural characteristics were “repeated,” as part of human evolution, in order to
promote the adaptiveness of group life. A full discussion of these ideas is beyond the scope
of the present chapter, but one of the key aspects of her “core configurations model” is
that “demes” (bands of individuals larger than the single family unit) require and promote
a shared reality. In other words, one of the functions of social groups is to promote a
shared construction of reality (see Hogg, in press a). The shared reality then allows for
behaviors such as group movement, general maintenance of the group, and work group
coordination. Shared language and language capabilities play a large role in such shared
realities, and thus, these ideas are quite consistent with the aforementioned symbolic inter-
actionist perspective. Another natural function of such social groups is the development
of social identity, a topic to which we now turn.

Social identity and self-categorization

The social identity perspective in social psychology is a systematic attempt to develop a
model of the social group and of group and intergroup behaviors that rests upon collec-
tive self-conceptualization — social identity (e.g., Hogg & Abrams, 1988; Tajfel & Turner,
1979; Turner, 1982; see Hogg, this volume, chapter 3). Developing out of the collectivist
and “social dimension” agenda of post-War European social psychology (Tajfel, 1984),
the social identity perspective is an integrated theoretical framework that has a number
of distinct but compatible conceptual components. It integrates categorization processes
(e.g., Tajfel, 1972), social comparison processes (see Hogg, in press b; Turner, 1975), self-
enhancement motivation (see Abrams & Hogg, 1988), and people’s beliefs about rela-
tions between groups (see Tajfel & Turner, 1979), in order to explain intergroup behavior
and the collective self/social identity. More recently the categorization process has been
more fully elaborated (self-categorization theory: Turner et al., 1987) as has the motiva-
tional role of uncertainty reduction (e.g., Hogg, in press ¢; Hogg & Mullin, 1999). This
approach continues to generate a great deal of research, and has been influential in placing
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the study of groups back in the limelight of contemporary social psychology (see Hogg
& Abrams, 1999; Moreland et al., 1994). Of particular relevance here, is that shared
cognition lies at the heart of social identity processes.

People in groups categorize themselves and others in terms of relevant ingroup or out-
group prototypes. Prototypes form according to the principle of metacontrast — they opti-
mize the balance between minimization of differences among people in the same group
and maximization of differences between ingroup and outgroup (or non-ingroup). Pro-
totypes define and prescribe the properties of group membership (perceptions, attitudes,
feelings, behaviors) in such a way as to render the ingroup distinctive and high in enti-
tativity (e.g., Campbell, 1958). Above all, prototypes are shared — they are shared repre-
sentations of ingroup and outgroup properties. The process of categorizing someone as a
group member perceptually assimilates them to the relevant ingroup or outgroup proto-
type, and thus depersonalizes them (i.e., they are not viewed as idiosyncratic persons, but
as embodiments of the prototype). Categorization of self, self-categorization, has the same
effect on self-perception, but more profoundly it transforms self-conception, attitudes,
feelings, and behaviors. Self is experienced as collective self, and attitudes, feelings, and
behaviors become group normative.

This analysis quite clearly identifies shared cognition as a fundamental feature of group
life. In psychologically salient groups people form a shared representation of who they
are and how they differ from people who are not in the group, or who are in specific out-
groups. Information is selectively weighted and processed in order to clarify intergroup
distinctiveness and intragroup uniformity and entitativity. The resulting group represen-
tations depersonalize our perceptions of other people and transform our own self-
conception, attitudes, feelings, and behavior.

Thirty years of social identity research have assembled substantial empirical evidence
for the way that psychologically salient group membership produces effects based on the
emergence or existence of shared cognitions. For example, patterns of attraction within
groups become based on shared prototype-based criteria (Hogg, 1992), ingroup and out-
group perceptions become based on shared stereotypes (Oakes, Haslam, & Turner, 1994),
and social influence processes produce and are guided by shared membership-defining
norms (Turner, 1991).

The Impact of Shared Cognitions on Group Process
and Performance

A number of recent reviews of the small-group performance literature have used a cog-
nitive or information-processing model as an organizing framework for understanding
how small task-performing groups operate (Hinsz, Tindale, & Vollrath, 1997; Larson &
Christensen, 1993; Kameda, Tindale, & Davis, in press; Tindale & Kameda, 2000). Hinsz
et al. defined group information processing as “the degree to which information, ideas,
or cognitive processes are shared, and are being shared, among the group members . . .”
(1997, p. 43, italics added). Kameda et al. (in press; Tindale & Kameda, 2000) coined
the phrase “social sharedness” as a general theme underlying group information process-
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ing. The basic notion is that things that are shared among group members have a stronger
impact on both group process and performance than do things that are not shared. We
will restrict the present review mainly to cognitive aspects of “sharedness,” and will borrow
heavily from these early reviews. Our purpose is to show how shared cognitions at many
levels influence the types of processes and outcomes exhibited by groups. (For related dis-
cussions of some of the same theory and research, see Stasser & Dietz-Uhler, this volume,
chapter 2 and Kerr & Park, this volume, chapter 5.)

Shared preferences

Much of the early research on group decision making or choice focused almost exclu-
sively on member preferences as the legitimate inputs for aggregation (Kameda et al., in
press). Social choice theorists (e.g., Arrow, 1963; Black, 1958) devised models of how
these preferences should be aggregated in order to produce optimal group outcomes. In
social psychology, the early work on small groups by Lorge and Solomon (1955), Smoke
and Zajonc (1962), Steiner (1972), and others also devised models that used member
preferences as the key inputs, although these models were more descriptive than pre-
scriptive. Probably the most influential work on combining individual preferences in
order to reach group decisions has been Daviss (1973) social decision scheme (SDS)
theory (see Davis, 1973, 1982, or Stasser & Dietz-Uhler, this volume, chapter 2 for a
description of the theory).

The SDS approach has generated a large body of research findings concerning the
match between differing task demands and the related group consensus processes (see
Davis, 1982; Stasser, Kerr, & Davis, 1989 for reviews). Although a number of factors
have been found to influence group decision processes (Davis, 1982; Laughlin, 1980),
one of the more consistent and robust findings from this research has been that “majori-
ties/pluralities win” most of the time. This is particularly true when no “demonstrably”
correct alternative exists (Laughlin & Ellis, 1986). When groups cannot demonstrate that
a particular alternative is “optimal” or “correct” during discussion, “correctness” tends to
be defined by the group consensus, and larger factions tend to define the group consen-
sus. Majority/plurality type processes have been found for groups working on a variety
of decision tasks/situations, including mock juries (Kameda, 1991; Tindale & Davis,
1983), risk taking (Davis, Kameda, & Stasson, 1992), duplex bets (Davis, Kerr, Sussman,
& Rissman, 1974), choosing political candidates (Stasser & Titus, 1985), reward alloca-
tion decisions (Tindale & Davis, 1985), and promotion decisions (Tindale, 1989).

One limitation of the SDS approach is that it is restricted to decision situations with
discrete decision alternatives. However, a number of recent models have been developed
that describe preference aggregation for continuous response dimensions. Crott, Szilvas,
and Zuber (1991) developed a model based on Black’s (1958) work with single-peaked
preference curves. Black showed that the median position among the group members
dominates (in the game theoretic sense) any other possible position along the continuum,
assuming member preference distributions are single peaked. Crott et al. (1991) found
that a median model provided a good fit to group decision data from three different deci-
sion tasks. Davis, Au, Hulbert, Chen, and Zarnoth (1997) also found support for a
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median-based model (i.e., median of the 7— 1 closest members, with 7= group size) using
a civil trial mock jury task. In both of the aforementioned studies, the arithmetic mean
of the member preferences provided rather poor fits to the data.

Recently, Davis (1996) proposed a social judgment scheme (SJS) model for groups
reaching consensus on a continuous response scale. The model is a weighted linear
combination of member preferences where the weights are an exponential function of
the distances between a given member’s preference and all other members’ preferences.
(See Davis, 1996, or Kameda et al., in press for a more complete description of
the model.) The amount of weight given to any member decreases exponentially as an
increasing function of the discrepancy of that member’s preference from the other
members of the group. Thus, members whose preferences are similar to one another
receive larger weights and members whose preferences deviate from most other members
receive very little weight. Although formulated recently, the model has fared well in
empirical tests (Davis, 1996; Davis, Stasson, Parks, Hulbert, Kameda, Zimmerman, &
Ono, 1993).

The models discussed previously all share two common elements. First, they all show
the influence of social sharedness at the preference level. This is most clearly demonstrated
with the majority/plurality models in that the largest faction of members that share a par-
ticular preference are able to put forth that preference as the group’s decision. In other
words, the preference that shows the greatest degree of sharedness among the members
wins. However, both the Black (1958) median model and Davis’s (1996) SJS model also
empbhasize the degree of preference sharing. The SJS model emphasizes shared preferences
explicitly by giving more weight to those members whose preferences are similar (i.e.,
close to one another on the response dimension). It is easiest to see the sharedness aspect
of the median model by comparing it to a model based on the mean. In a six-person
group with four members whose preferences are quite similar and two members whose
preferences deviate substantially from the other four, the median of the member prefer-
ences would fall within the range of the four similar members. However, the mean would
be influenced to a much greater degree by the two deviant members. Thus, if most of
the members of a group have similar preferences, the median will reflect the shared pref-
erences of those members.

The second common element relates to the implications of such models for group
decision outcomes. All three models will tend to exacerbate in the group response distri-
bution those preferences that are dominant at the individual level. Thus, all three models
are consistent with the group polarization effect (Myers & Lamm, 1976). Again, this is
rather easy to see with the majority/plurality models. For example, assume a group size
of five and a response distribution containing two alternatives (Plans A and B). If one
randomly selects members from a population where 55% favor Plan A and 45% favor
Plan B, a majority process predicts that 59% of the randomly composed groups would
choose Plan A. If the population were 60% in favor of A, then groups functioning under
a majority process and sampled from that population would choose A 68% of the time.
These effects are even larger with larger group sizes (e.g., 62% and 73% respectively with
10-person groups). The relationship between the other two models and the exacerbation
or polarization effect can also be seen by comparison to a simple average of the group
member preferences (which is often how group polarization is defined — as a deviation
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from the mean of the pre-group discussion member preferences). Both the SJS and
median models predict that group responses will be more influenced by members whose
preferences are similar, relative to a simple average of preferences within the group. Thus,
any skewness in the population distribution toward a particular end of a response con-
tinuum would be exacerbated in the group response distribution due to the higher like-
lihood of members having preferences in the smaller tail. In essence, all of these models
give greater weight to preferences that are socially shared by a majority/plurality of
members relative to the actual degree of preference sharing (i.e., the actual proportion of
members who share the preference).

The above models do not make predictions concerning the individual-level preference
structure after group consensus has been reached. However, a large body of research shows
that group members tend to agree with, or move closer to, the group consensus choice
after it has been made (e.g., Tindale & Davis, 1985; Tindale, Davis, Vollrath, Nagao, &
Hinsz, 1990). Even in situations where consensus is not required, members are influenced
by the positions held and arguments generated by other members (Sherif, 1936; Myers
& Lamm, 1976). Thus, after group discussion, preference sharing tends to increase,
regardless of whether the members must all agree on a single choice alternative or judg-
ment position. In other words, the degree to which preferences are shared among group
members both influences, and is influenced by, group decision making.

Shared information

The common knowledge effect. Although much of the early work on group decision
making focused on preferences, some work did focus on the information distribution
underlying those preferences (Graesser, 1982; Vinokur & Burnstein, 1974). Probably the
best-known early attempt to understand groups at the information or argument level was
Vinokur and Burnstein’s persuasive arguments theory. In an attempt to explain group
polarization, Vinokur and Burnstein argued that for any given issue, there is a popula-
tion of arguments associated with it. They also argued that group discussion could be
seen as members sampling arguments from that population. If there were more and/or
more persuasive arguments favoring positions at one end of the continuum, then the
sample of arguments would favor that end and would lead group members to move in
that direction — thus, group polarization. One of the key assumptions of the theory was
the importance of unshared or unique arguments. They assumed that shared arguments
would have little impact when brought up during discussion because everyone already
had that information. In contrast, they argued that unshared or unique information
would affect member preferences and was crucial for polarization to occur.

However, more recent research has demonstrated exactly the opposite. Stasser and Titus
(1985) designed a paradigm for studying the effects of shared and unshared information
on group decision making that had a major impact on the field of small-group research.
The paradigm has been referred to as the hidden profile technique and the basic finding
has been called the common knowledge effect (Gigone & Hastie, 1996). Stasser and Titus
had four-person groups choose one of three political candidates based on information
profiles about the candidates. In some of the groups, all members were given complete
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information about all three candidates. However, in other conditions, some information
was shared by all members and some information was only held by individual members.
With complete information, most individuals typically preferred a particular candidate
(e.g., candidate A). However, in the hidden profile (unshared information) condition, the
positive information about candidate A was divided among the group members while the
negative information about A was shared. This led individual members to prefer some
other candidate at the beginning of discussion. Even though the groups, with a thorough
discussion, should have been able to discover that candidate A was optimal, this rarely
happened. Most of the groups chose an alternative candidate, and the group discussions
contained mainly shared information. In addition, a majority model tended to describe
the group decision processes at the preference level.

Stasser and Titus (1987) showed that a simple information-sampling model could
account for the above effects. First, research has shown that the likelihood of a piece of
information being recalled by a group is a function of the number of members presented
with that information (Hinsz, 1990; Tindale & Sheffey, 1992). Thus, shared informa-
tion is more likely to be recalled than unshared information at the group level. In addi-
tion, even with perfect recall, the probability that a piece of information gets brought up
is also a function of the number of members who have it. Based on these assumptions,
Stasser and Titus (1987) formulated their information-sampling model. The model (based
on Lorge and Solomon’s (1955) model A for predicting group problem-solving outcomes)
basically assumes that the probability, p(D), that a given piece of information will be dis-
cussed is 1 minus the probability that no one mentions the item during discussion. This
can be mathematically described as p(D) = 1 — [1 — p(M)]", where p(M) is the proba-
bility of any given member mentioning an item that he/she has, and # is the number of
members having that item. When only one member knows a given piece of information
(D) = p(M). However, as 7 increases, so does p(D) so that shared information always
has an advantage over unshared information in terms of it entering into the discussion
content. Gigone and Hastie (1996), using a rather different paradigm, demonstrated
similar findings and shed additional light on the processes underlying the common knowl-
edge effect. Gigone and Hastie used a multi-cue judgment task, and varied whether the
cues were shared or unshared among the group members. Each group made multiple
judgments so that Gigone and Hastie could assess the degree of importance each cue had
for predicting individual member and group judgments. Consistent with the Stasser and
Titus (1985) findings, shared cues were more important for predicting group judgments
than were unshared cues, with importance generally being a linear function of the degree
of sharedness (i.e., cues increased linearly in importance as more members received them).
Interestingly, cues that were actually brought up during discussion did not increase in
weight as a function of their being mentioned. In addition, the effects of the cues on
group judgments were totally mediated by the member preferences. Thus, it seems that
the distribution of information in the group (i.e., information sharedness) influences
group judgments only indirectly through member preferences (i.e., preference sharedness)
(though see Winquist & Larson, 1998 for an exception).

Although very robust and often replicated (see Wittenbaum & Stasser, 1996; Stasser,
1999 for review), the common knowledge effect can be attenuated by some procedural
mechanisms. First, Larson, Foster-Fishman, and Keys (1994) have shown that unshared
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information becomes more prevalent in group discussion over time. Thus, extending the
discussion time of groups should help to insure that unshared information gets brought
up during discussion. However, the opposite seems to happen when time pressures are
put on the group. Groups focus on fewer alternatives and place more emphasis on shared
information when under time pressure (Janis, 1982; Karau & Kelly, 1992). Recent work
by Sawyer (1997) and Sheffey, Tindale, and Scott (1989) has shown that allowing group
members to have access to informational records during discussion can attenuate hidden
profile effects. Sawyer (1997) also found that instructing group members not to form a
priori judgments helped to reduce the effects, although this has not always been found
to be effective (Sheffey et al., 1989). Stasser and Stewart (1992) found that framing the
task as a problem to be solved (implying a correct answer) led to greater sharing of
unshared information during discussion. Finally, Stewart and Stasser (1995) demonstrated
that assigning roles associated with the information distribution (e.g., “you are the expert
on candidate x”) led to more discussion of unshared information, but only when the roles
were known by all of the group members.

Cognitive centrality of group members. Work on the common knowledge effect has focused
on the effect of shared information or knowledge per se on consensus. Little emphasis has
been placed on group members status or power as a function of degree of knowledge
sharing with other members. For example, one member may share a substantial amount
of information with other members, while another member may share only a portion of
it. Since shared information has a greater impact on final group decisions, it seems likely
that members having more shared information may acquire pivotal power in the group.
This idea was tested in a recent set of studies by Kameda, Ohtsubo, and Takezawa (1997).
Using a social network framework, Kameda et al. devised a model to represent the degree
to which any given member was “cognitively central” in the group. Much like Davis’s
(1996) SJS model, which locates members’ preference centrality, Kameda et al.’s measure
of cognitive centrality defines members in terms of the degree of centrality in the sociocog-
nitive network. The greater the degree of overlap between the information held by a given
member and the information held by other members on average, the greater the degree
of centrality for that member.

Kameda et al. (1997) ran two studies to assess whether cognitively more central
members would be more influential in their groups, regardless of their preference status
(i.e., whether they were in minority or majority factions). In Study 1, they had three-
person groups discuss whether a defendant in a highly publicized trial deserved the death
penalty. By coding contents of knowledge each member held prior to group interaction,
they calculated a cognitive centrality score for each member in each group. They then
used the members’ cognitive centrality score to predict participation rates and opinion
change after group discussion. Members’ ranking in terms of centrality were positively
related to their ranking in terms of participation. For members in minority factions, their
degree of centrality also predicted (inversely) their amount of opinion change, though
centrality was unrelated to opinion change for majority members.

In Study 2, Kameda et al. manipulated the information given to each group member
to create two different situations. In one condition, the most cognitively central member
of the group was a lone minority (in terms of preference) against a two-person majority.
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In the other condition, the most cognitively central person was part of the two-person
majority, with the minority member being the least cognitively central. When the minor-
ity person was most cognitively central, the group went with the minority position (over
the majority position) 67% of the time. When the minority person was most peripheral,
the minority won only 42% of the time. In addition, groups were considerably more con-
fident in the conditions where the central minority person’s preference was chosen by the
group. Thus, being the most central person in the group allows that person a greater
degree of influence, even when he/she is a minority in terms of preference. Kameda et al.
(1997) argue that such an enhanced social power accrues from perceptions of expertise
for the cognitively central member in the focal knowledge domain.

Shared task representations

Research on the common knowledge effect tends to show that shared information plays
a central role in group decision making. In addition, it shows that shared information
and shared preferences tend to correspond with each other. Thus, the research on shared
information has tended to fit nicely with the work on majority/plurality processes.
However, there are a number of instances in the small-group literature where deviations
from majority processes have been observed. Probably the most notable is the work by
Laughlin and his associates (Laughlin, 1980; Laughlin & Ellis, 1986) on group problem
solving. Problem solving, or “intellective” tasks are defined by Laughlin as tasks where a
“demonstrably correct solution” exists, as opposed to decision-making tasks where “cor-
rectness’ tends to be defined by the group consensus (Kameda et al., in press). A demon-
strably correct solution is one where the group members can “demonstrate” a particular
alternative is correct or optimal during the group discussion. Research has shown that
majority/plurality models tend to severely under-predict group performance on such
tasks. Models such as “truth wins” or “truth supported wins” (where either one or two
members, respectively, who prefer the correct alternative can win out over incorrect
majorities) provide much better fits to the experimental data (Laughlin, 1980). In defin-
ing demonstrability, Laughlin and Ellis (1986) argued that a key feature was a system of
axioms or beliefs that were shared among the group members. This shared belief system
serves as a background for the members understanding the logic behind the correctness
of a given alternative. Thus, using the shared belief system, minority factions arguing for
a correct alternative can win out over majorities favoring an incorrect alternative.
Tindale, Smith, Thomas, Filkins, and Sheffey (1996) generalized this notion and
argued that whenever a “shared task representation” exists, alternatives consistent with the
representation will be easier to defend and thus more likely to end up as the group’s col-
lective choice. Tindale et al. define a shared representation as “any task/situation relevant
concept, norm, perspective, or cognitive process that is shared by most or all of the group
members” (p. 84). Task/situation relevant means that the representation must have impli-
cations for the choice alternatives involved, and the degree to which a shared representa-
tion will impact on group decision processes will vary as a function of relevance. Its impact
should also vary as a function of the degree to which it is shared among the group
members. If no shared task representation exists (or if multiple conflicting representations
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are present), then groups will tend to follow a symmetric majority/plurality type process.
However, when one does exist, the group process will tend to take on an asymmetric
structure favoring the decision alternative that is consistent with the representation. Thus,
majorities or minorities favoring the alternative consistent with the shared representation
will be more powerful within the group.

Although the work by Laughlin (1980) on group problem solving is the strongest
example of such effects, a number of others also exist. For example, much of the work
on mock jury decision making (Davis, 1980; MacCoun & Kerr, 1988; Tindale & Davis,
1983) has shown that “not guilty” is an easier verdict to defend than “guilty,” which is
consistent with the shared processing objective of looking for “reasonable doubts” given
to juries in all U.S. criminal cases. Thus, both majorities and minorities favoring not
guilty are more powerful than comparably sized factions favoring guilty (Tindale et al.,
1990). More recently, Tindale and associates (Tindale, 1993; Tindale et al., 1996) have
shown that shared decision biases or heuristics can produce similar deviations from sym-
metric majority processes. For example, Tindale (1989) showed that biased feedback
procedures intended to produce conservative hiring or promotion practices allowed
minorities voting against a job candidate’s promotion to win out over majorities favoring
promotion. Tindale, Sheffey, and Scott (1993) found that groups given the “loss” version
of the standard “Asian Disease” problem (Tversky & Kahneman, 1981) would choose the
riskier alternative even when a majority of the members favored the less risky alternative
(see also Laughlin & Early, 1982).

A recent study by Smith, Dykema-Engblade, Walker, Niven, and McGrough (in press)
also showed how a shared-belief system could be used by a minority to influence a major-
ity. In the sample of students used by Smith et al., between 80-85% were in favor of the
death penalty. However, the population of students at the university also had rather strong
religious (Christian) convictions. In group discussions concerning the death penalty,
Smith et al. found that minorities arguing against the death penalty were effective in
moving majority members toward their position if they used religious arguments to sub-
stantiate their positions. Minorities had little if any influence if they did not rely on the
shared religious convictions of the majority. Other minority influence research has also
shown that if a local minority (a minority within the current discussion group) argues in
favor of positions that are shared by the larger population, they are more effective than
local minorities that argue for positions that are also less prevalent in the population
(Clark, 1990). This analysis is consistent with the social identity idea that minorities are
more effective if they can be viewed as sharing social identity with the majority (e.g.,
Turner, 1991; see Martin & Hewstone, this volume, chapter 9).

Recent research has shown that shared representations potentially operate in two dif-
ferent ways to affect group decisions. First, Smith, Tindale, and Steiner (1998), using a
“sunk-cost” problem, found that sunk-cost arguments were persuasive, even if only a
minority of members mentioned them as reasons for their decisions. Thus, arguments
that are consistent with the shared representation can be especially influential in a group-
decision context. Second, a recent study by Tindale, Anderson, Smith, Steiner, and Filkins
(1998), continuing a program of research looking at the estimation of conjunctive prob-
abilities by individuals and groups (Tindale, Sheffey, & Filkins, 1990; Tindale, Filkins,
Thomas, & Smith, 1993), videotaped the group discussions for conjunctive probability
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problems. Earlier research had shown that minorities making non-normative (“erro-
neous”) estimates were more powerful than majorities making normative estimates. The
videotaped group discussions showed that groups rarely discussed strategies as to how to
make the estimates, but rather simply exchanged information concerning their individ-
ual judgments. Quite often (greater than 60% of the time), groups went with a single
member’s judgment. When groups went with a single member’s judgment as the group
judgment, they were more likely to endorse the judgment of an incorrect member for
conjunction problems that typically led to errors. For conjunction problems that typi-
cally did not lead to errors, groups were more likely to endorse the judgment of a correct
member. These patterns were relatively independent of the preference distribution in the
group. Thus, it seems that shared task representations can affect group decisions even
when only preference information is exchanged. As long as a given individual preference
is plausible within the shared representation, the group members will find it acceptable
without thorough debate.

Collective efficacy

A topic that is just beginning to receive attention in the groups literature is collective effi-
cacy (Bandura, 1997; Mischel & Northeraft, 1997). An extension of Banduras notion
of self-efficacy, collective efficacy is “a group’s shared belief in its conjoint capabilities to
organize and execute courses of action required to produce given levels of attainment”
(Bandura, 1997, p. 477). As a relatively young area of research, there is still a number of
conceptual and methodological issues that need to be resolved, but the early findings tend
to locate collective efficacy as a critical aspect of group performance (e.g., Prussia &
Kinicki, 1996). Much like self-efficacy, it is seen as a central component of various aspects
of motivation. Both amount of effort and persistence are seen as a function of whether
the group collectively believes it is good at or can accomplish a specific task.

One of the earliest questions addressed by this research was whether collective efficacy
was really different from member self-efficacy. Most of the research findings to date imply
that they are separate constructs. For example, Feltz and Lirgg (1988) assessed both
members self-efficacy and beliefs about team efficacy for seven collegiate hockey teams
during a season. Early in the season, the average rating of member self-efficacy was a
better predictor of team performance, but by the end of the season, collective efficacy was
a better predictor of several different performance measures. Thus, it appears that accu-
rate assessments of team efficacy take time to develop. Spink (1990) found similar effects
with elite volleyball teams. He found that collective efficacy was particularly effective in
terms of persistence and dealing with adversity (losses). Teams high in collective efficacy
outperformed low efficacy teams after losses.

Although much of the research on collective efficacy has focused on sports teams, the
concept has also been applied to organizational work teams. For example, Litde and
Madigan (1997) found a positive relationship between collective efficacy and performance
in a field study of manufacturing work teams. These results are particularly interesting
because they controlled for other factors such as members™ technical job skills. Prussia
and Kinicki (1996) tested whether collective efficacy, goal setting, and affective evalua-
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tions mediated the effects of feedback on task performance in a laboratory setting. By
providing bogus performance feedback to the groups, they showed that both feedback
and vicarious learning affected collective efficacy, but had no direct effects on performance
after collective efficacy (and affective evaluations) were taken into account. The effect of
goal setting on performance was also mediated by collective efficacy. A recent study by
Peterson, Mitchell, Thompson, and Burr (in press) assessed the degree to which group
efficacy and shared mental models (discussed more fully in a later section) would predict
performance over time in classroom groups. Group efficacy was one of the stronger pre-
dictors of the variables measured and its relationship with performance was not mediated
by measures of teamwork or liking for other group members. Collective efficacy has also
been found to be important in social dilemma and public goods problems, wherein higher
senses of efficacy in terms of being able to provide the good (even if illusory) increases
cooperative behavior (Kerr, 1989; see also Kerr & Park, this volume, chapter 5).

Collective or group efficacy has also been viewed as an important aspect of leadership
(see Chemers, this volume, chapter 16). One of the most important predictors of lead-
ership effectiveness has been found to be the degree to which leaders can instill in group
members perceptions of group efficacy. Such a finding is consistent with the findings of
Prussia and Kinicki (1996) in that leaders are often in roles of providing groups with
feedback. They are also often responsible for setting goals for and providing motivation
to groups. It would seem that groups with effective leaders would be likely to form strong
efficacy beliefs for their ability as a group to perform. However, some theorists have argued
that collective efficacy might have a potential down side as well. Lindsley, Brass, and
Thomas (1995) argue that very high levels of group efficacy could lead to overconfidence
and complacency. Thus, having a leader that continues to set challenging goals for the
group and focuses the group’s attention on improvement strategies could be very impor-
tant for avoiding these potential problems.

Shared metacognitions — Transactive memory

Thus far, our discussion of socially shared cognitions has dealt mainly with things that
group members share (e.g., preferences, information, etc.) irrespective of whether the
members realize the degree of sharedness. Although group discussion may make certain
aspects of sharedness apparent, it does not necessarily have to (thus, the hidden profile
effect). However, recent trends in small-group research have begun to focus on not only
the degree of sharing, but also whether members know what is shared and not shared
among the group members (Hinsz, 1996; Hinsz, et al., 1997). In cognitive psychology,
knowledge about what one does and does not know is referred to as “metacognition”
(Metcalfe, 1996). Considering small groups as information-processing systems, metacog-
nition at the group level can be viewed as members’ knowledge of what other group
members know. Shared metacognition is not really a new area in the groups literature,
given it was a key aspect of the symbolic interactionism movement in sociology (Mead,
1934). However, it has only recently resurfaced in social psychology. Probably the best
recent example of metacognition in groups is transactive memory (Wegner, 1987). Using
an individual-level metaphor, Wegner argued that groups of individuals encode, store,
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and retrieve information much like single individuals do. Early on in a group’s existence,
much of the transactive memory system must be negotiated. For example, when new
information enters the group, the group may discuss where and how it should be stored
and who is to be responsible for it. This can be seen as parallel to memory encoding at
the individual level when learning material in a new domain. Once encoded, informa-
tion can then be retrieved by the appropriate memory cues — by asking the appropriate
person. However, as the group’s transactive memory system becomes established, new
information is simply encoded by the member whose role within the system it is to deal
with that type of information. Thus, over time, the transactive memory system can work
almost automatically. Much like a chess master remembers board positions with ease,
groups that have been working together for many years can encode and retrieve infor-
mation as a group with little if any effort. This then frees up group members’ time for
other task relevant actions.

Wegner (1995) argues that groups can serve memory functions much like external
memory aids. In fact, he has compared group transactive memory systems to computer
networks in terms of things like data sharing, directory updating, and the like. Just as
other aspects of collective tasks can be distributed among group members, memory
storage can also be distributed. Wegner argues that group members can rely on other
members to remember information that is more consistent with their areas of expertise
or preferences. Thus, other group members can serve as memory aids for information not
directly relevant to a given member’s main duties or role within the group. In this way,
the group can remember much more than any given member, yet each member has access
to the entire information in the group by knowing which members know what. It is the
shared metacognitive knowledge that allows each member access to the group’s entire store
of information.

Most of the research on transactive memory to date has focused on dating and marital
relationships (e.g., Wegner, Erber, & Raymond, 1991) — partly because transactive
memory systems develop over time, and they are therefore difficult to study in labora-
tory settings. However, recent work by Moreland, Argote, and Krishnan (1998) has
demonstrated the usefulness of transactive memory in work groups. Moreland et al.
hypothesized that training group members together as a group would help foster trans-
active memory systems, and thus, improve group performance. Moreland et al. report
a series of studies that had three-person groups learn the various aspects of a radio as-
sembly task. The studies contained two parts: a training session and a final performance
session. In the initial study, the group members were either trained individually or trained
together as a group. Then, all participants worked as three-person groups to assemble a
radio. Moreland et al. found that groups trained together performed better than groups
whose members were trained as individuals. In addition, they found that the performance
increases were due to enhanced transactive memory systems rather than other potential
mediating variables, such as cohesiveness or social identity. Memory differentiation, task
coordination, and trust among members as to their respective levels of expertise were
found to be the critical factors involved in the transactive memory system. In later studies,
they showed that being trained in one group and working in another did not produce
the same benefits. Thus, simply experiencing group work was not the key factor — actu-
ally working with the same people was of central importance (Moreland, 1999).
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Hollingshead (1998a, b, also this volume, chapter 23) has also isolated certain key
aspects of transactive memory systems in intimate couples. She found that dating couples
were better at a collective recall task than were pairs of strangers when no communica-
tion was allowed. She hypothesized that the main advantage for the couples was that they
knew what the other person would expect them to remember. However, this advantage
disappeared when communication was allowed, and in fact, strangers tended to outper-
form couples. Thus, explicit negotiation of the transactive memory system at encoding
tends to improve its performance. The couples in the communication condition may have
relied too heavily on implicit expectations whereas the strangers were forced to explicitly
distribute responsibility. Hollingshead (1998b) also showed that non-verbal and paralin-
guistic aspects of communication can be important retrieval cues in a transactive memory
system. Although couples performed better than strangers in both face-to-face and
computer-mediated interaction settings, couples performed better in the face-to-face
environment. A follow-up study showed that the lack of access to paralinguistic and
non-verbal cues could account for the difference.

Shared mental models

A number of researchers have begun to borrow the concept of a mental model from the
cognitive literature and apply the notion to small groups (Brauner, 1996; Cannon-
Bowers, Salas, & Converse, 1993; Hinsz, 1996). A mental model can be seen as a tem-
plate or mental representation of how a particular system operates. For example, a car
mechanic may have a mental model of the internal combustion engine. Although engines
in different cars may be designed slightly differently, the same mental model can be used
as a template for understanding each of them. Cognitive psychologists have argued that
mental models are important for understanding how people interact with various aspects
of their environment (Rouse & Morris, 1986). In relation to task performance, a mental
model allows the task performer to estimate the important variables and bring the requi-
site skills to bear on completing the task. In relation to groups, mental models have two
major components: knowledge about the task and knowledge about the group and its
members (Cannon-Bowers et al., 1993).

Sports teams are good examples where mental models can be applied to group per-
formance. For example, each of the nine members of a baseball team must have an under-
standing of the rules of the game and the roles for each player in order for the team to
work together. Thus, team players must have a mental model of the task (rules of the
game) and the group (the roles of each player) in order to play effectively. However, this
knowledge must be shared among the members in order for it to aid in team effective-
ness. Two players who have different models of how to react in a given situation could
each behave in ways that would interfere with the other’s behavior.

Although research on mental models in groups is in its infancy, a number of interest-
ing findings have already emerged. First, thorough group discussion tends to lead to
a convergence of mental models among group members (Brauner, 1996; Hastie &
Pennington, 1991). Hastie and Pennington have argued that deliberation (particularly
evidence-driven deliberation) leads to a convergence in the stories that jurors use to make
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sense of the evidence presented, in order to make a verdict decision. Brauner (1996) had
groups work on a city planning task, where the groups were composed of two teams —
economic experts and social/environmental experts. During early discussions, it was clear
that the two teams had different mental models of the task. However, after two group
discussion sessions, a large degree of convergence was evident. This was in spite of the
fact that the teams still differed in attitudes and social categories. Conversely, Tindale
et al. (1993) found little convergence in cognitive frames among group members after
discussing a risky decision task. However, groups in the Tindale et al. experiment typi-
cally reached consensus in less than four minutes. Thus, it appears that mental model
convergence among group members takes time to develop. Another area where the use-
fulness of shared mental models has been demonstrated is negotiation. Thompson (1997)
compared expert and novice negotiators and discovered that not only do experts reach
better negotiation outcomes than novices, but they also show a greater similarity in their
mental representations of the negotiation situation. Thus, experience in negotiation leads
to similar mental models, which can help negotiators find mutually beneficial tradeoffs
and areas of common interest.

Although mental models can be shared without member awareness of the sharedness,
there are reasons to assume that a meta-knowledge of such sharedness could aid group
performance (Klimoski & Mohammed, 1994). Again using a sports team metaphor, a
particular player’s knowledge that other players share his/her knowledge of the game
allows the player to concentrate on only those aspects of the task important for his/her
role, without worrying about what the other players will be doing. Thus, the transactive
memory systems discussed above are often seen as key components in shared mental
models, but other components are also important. Knowledge of who knows what is
important for gaining knowledge when needed, but knowledge of who is going to do
what and when is important for making sure that all parts of a task are coordinated and
completed.

Cannon-Bowers et al. (1993) have delineated four separate aspects or types of mental
models that may be important for team functioning. The “equipment model” involves
knowledge of the function and operations of the equipment to be used, which should
remain fairly stable over time. The “task model” involves strategies for task performance
and the various contingency plans that may be necessary. They argue that these are only
moderately stable. Third, members need a shared “team interaction model” so that they
can coordinate their activities and have complete and efficient lines of communication.
These are also seen as moderately stable. Finally, they define the “team model” as the
knowledge, skills, preferences, and tendencies of the team members. These obviously
change as a function of turnover in the group. Thus, they might remain stable for long-
term groups with few member changes, but could change rapidly as members are replaced.

Like transactive memory, mental models take time to develop, particularly those asso-
ciated with the team and team interaction. However, Cannon-Bowers et al. (1993) argue
that training, using the shared mental models orientation, can aid groups in both devel-
oping and using their shared knowledge systems. Recent evidence for this has come from
research on airplane crews using the training system known as crew resources manage-
ment (CRM; Helmreich, 1997; Weiner, Kanki, & Helmreich, 1993). CRM attempts to

teach cockpit and complete airline crews how to use their collective resources to operate
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efficiently in a crisis. It attempts to get all members of a team well versed in the exper-
tise and duties of each member, and then to get them to effectively communicate (through
both active participation and listening) the crucial knowledge they have to the other
members of the team. Thus, the technique incorporates both task and group mental
models. The key ideas are team based and assume that if low-status members don’t provide
their information, it can’t be used. However, even if provided, if it is not listened to by
the leaders of the team (pilots, copilots, etc.) then it can’t serve its purpose. Through the
use of simulators, research has shown that CRM can lead to improved safety and effi-
ciency by airline teams (Helmreich, 1997). In addition, similar techniques are being used
to train surgical teams in hospitals (Helmreich & Schaefer, 1994).

Shared identity

Although originally a theory of intergroup relations, social identity theory (e.g., Hogg &
Abrams, 1988; Tajfel & Turner, 1979) more recently has begun to play a major role in
understanding intragroup processes as well (e.g., Hogg, 1996). Both social identity (Tajfel
& Turner, 1979) and related ideas on self-categorization (Turner et al., 1987) have been
used to explore both new and old topics in the small-group literature. Since these theo-
ries and findings are well represented in a number of other chapters in this volume (see
chapters by Abrams & Hogg; Hogg; Marques, Abrams, Pdez, & Hogg; Reicher; and
Worchel & Coutant) we will only touch on a few of the major findings here.

Earlier we discussed the notion of group polarization in terms of majority decision
processes and preference sharing. However, a number of studies has shown that group
identification also influences polarization (e.g., Hogg, Turner, & Davidson, 1990; Mackie,
1986; Mackie & Cooper, 1984). Where social identity is salient, for example in a salient
intergroup comparative context, people categorize themselves in terms of the prototypi-
cal features of the ingroup, and assimilate themselves to the ingroup prototype — they
exhibit normative behavior, or conform to the ingroup normative position. Since proto-
types form according to the principle of meta-contrast, they not only capture ingroup
similarity but they also accentuate intergroup difference. Thus, ingroup prototypes are
typically polarized away from salient outgroups. Polarization is conformity to a polarized
ingroup prototype or norm. Group interaction (or even just preference sharing) when a
salient outgroup is present can, therefore, lead to more polarized attitudes within the
group. The degree of polarization on a given issue can be predicted by the degree to which
that issue clearly differentiates the ingroup from the outgroup.

Another traditional area in the small-group literature where social identity/self-
categorization theory has been applied is group cohesiveness. Hogg and his associates have
redefined group cohesiveness from a social identity perspective (Hogg, 1992; Hogg &
Hains, 1996; Hogg & Hardie, 1991; Hogg, Hardie, & Reynolds, 1995). In contrast to
carly approaches to cohesiveness that focused on interpersonal attraction among group
members, the social identity approach distinguishes between interpersonal attraction and
attraction to the group, specifically attraction to the group prototype as it is embodied
by group members. Of particular relevance here is the finding that when people identify
(self-categorize) with a salient group, shared cognitions, in the form of shared ingroup
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prototypes, transform reciprocal patterns of mutual regard into consensual regard
for more prototypical group members. One of the main problems with the group-
cohesiveness literature has been a lack of consistent findings concerning how cohesive-
ness influences group outcomes like performance. This new conceptualization of group
cohesiveness may help to clarify some of these issues in future research.

The notion of social identity has also been fruitfully used to help explain cooperation
in social dilemma situations (Dawes, van de Kragt, & Orbell, 1988; Rapoport &
Amaldoss, 1999). Groups that are allowed to discuss the dilemma situation before being
asked to donate to some group-level good are much more cooperative than groups pre-
vented from discussion. Dawes et al. (1988) have shown that group identity created
through discussion is the likely cause of such cooperation. In addition, placing a group
in a competitive situation with an outgroup will also increase cooperative behavior among
the members of the ingroup (Rapoport & Amaldoss, 1999). One of the more interest-
ing recent findings in the small-group literature is the “discontinuity effect” (Schopler &
Insko, 1992). Their research has shown that while individuals playing a prisoners
dilemma game with communication are quite likely to cooperate, three-person groups
playing against three-person groups are much more likely to defect. At least part of this
discontinuity between individual and group behavior stems from efforts to protect the
ingroup (fear of exploitation) and compete with the outgroup (greed). Since there is no
group membership that is salient when individuals play the game, such intergroup forces
are not operating, thus allowing for greater cooperation. The use of social identity/self-
categorization theory to explain intragroup phenomena is still fairly recent, and we expect
that the effects of shared identity on a number of small-group processes would be a prof-
itable area for future research (for example, leadership — see Hogg, 2000; Hogg, Hains,
& Mason, 1998).

Summary and Future Direction

Although the idea of socially shared cognitions in groups has a long history, its absence
from mainstream social psychology for many years means that the potential yield in
knowledge from such an approach is far from realized. We have attempted in this chapter
to outline some of the key ideas and findings concerning shared cognitions in groups,
but we feel the future will hold a much greater wealth of insight from this approach.
Although there are many potential avenues for future research, we feel three might be
particularly fruitful.

First, most of the research discussed here has tended to focus on one type of shared
cognition — shared preferences, information, task representation, metacognition, and so
forth. However, most group settings have the potential for sharing at multiple levels. One
would expect some degree of consistency across dimensions, as some of the research has
already demonstrated. Shared information tends to lead to shared preferences, as does a
shared identity. However, Kameda et al. (1997) showed that members who share more
information with other members can be influential even when they do not share the
majority preference, and Tindale et al. (1996) have shown that shared task representa-
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tions can be used advantageously by preference minorities. It would be interesting to see
how other types of inconsistencies in degrees of sharedness impact on both group process
and performance.

Second, very little work has been done on how sharedness at one level affects shared-
ness at other levels. Again, some of the research discussed here has shown interdimensional
affects. Stewart and Stasser (1995) showed that giving a group a shared metacognitive
framework in terms of member expertise increased the likelihood of unshared information
being mentioned in the group discussion. Brauner’s (1996) work on shared mental models
also showed how discussion can lead to increased sharedness on some dimensions (cogni-
tive models of the issue), while other dimensions (identity, attitudes) remained relatively
unshared. Thus, further work on how different degrees of sharedness on one dimension
affect sharing on other dimensions should prove interesting.

Finally, the processes by which shared cognition comes about on different levels is still
relatively under-explored. Although we discussed a number of theories as to why shared
cognitions should exist, studies of which forces are most salient, or which predate others
in terms of time have received scant attention. Latané and Bourgeois (this volume,
chapter 10) hypothesize that the belief clustering predicted by dynamic social impact
theory could lead to perceptions of group identity for members within those belief
clusters. Obviously, many groups in society are formed around issues (political parties,
environmental groups, etc.) and often members join groups because they expect to find
like-minded people. However, the self-categorization processes associated with group
identities can also lead to a greater degree of cognitive sharedness. It might be interest-
ing to compare the effects of shared cognitions in interactive groups that formed in part
on the basis of shared social identity, with those that formed on a different basis.

Studying groups on any level is not an easy prospect, in terms of time, resources, and
the general complexity of the focus of study. However, we hope that by showing how
cognitions emerge from group life, and how groups themselves are defined by their
cognition, we will inspire a new generation of researchers to find the difficulties worth
the effort.
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GHAPTER TWO

Collective Choice, Judgment,
and Problem Solving

Life presents many tasks that can be performed by either individuals working alone or
by small groups (teams) working collaboratively. Sarah can buy a car by herself. Or she
can take her husband Frank with her; they can both kick tires, compare features, and col-
lectively pick a car to buy. Jim can work crossword puzzles by himself but enjoys it more
when his date does them with him. Hiring and promotions decisions can be made by the
boss, or she can delegate these decisions to a personnel committee. Tasks that can, quite
naturally, be completed alone or together present an intriguing set of theoretical and
applied issues. For example, Sarah and Frank may buy a different car than either of them
would buy acting alone. This unexpected joint decision may arise because Sarah and Frank
prefer different cars and compromise on one that neither prefers. Or it could be that they
go about making the joint decision quite differently than they would have made indi-
vidual decisions. The presence of Frank may remind Sarah that he and his St. Bernard
occasionally ride with her. The salience of this consideration in the presence of Frank may
result in her never test-driving the sports car that would have captured her heart. One
also wonders how Jim and his date would fare on the New York Times crossword puzzle.
Would they complete more of the puzzle than Jim could working alone? On the one
hand, it seems that the two together may be able to solve more clues by pooling their
knowledge than either could solve individually. On the other hand, the social interaction
may be distracting, resulting in under par performance by each.

Collective, Cognitive, and Cooperative Performance

It is helpful in thinking about collective performance to make some distinctions among
tasks. Implicitly, we have already made one important distinction. We are interested
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primarily in tasks that are amenable to either individual or group completion. Of course,
this focus excludes some interesting examples of teamwork. For example, a basketball
game is inherently a collective endeavor whereas a slam-dunk contest is an individual per-
formance. Additionally, we are interested primarily in cognitive tasks. McGrath’s (1984)
circumplex model of group tasks includes as one dimension a continuum ranging from
predominantly cognitive (solving a math problem) to predominanty physical tasks
(moving a couch). Our review of collective choice, judgment, and problem solving nat-
urally focuses more on the cognitive end of this continuum. McGrath’s circumplex model
also distinguishes cooperative from competitive tasks. We will focus more on the coop-
erative end of this continuum. Thus, for example, bargaining and negotiation are pri-
marily competitive tasks in McGrath’s scheme and are areas not covered in this chapter.
None the less, we note that collective choice may often fall in the middle of the cooper-
ative/competitive continuum. Sarah and Frank may share the overarching goal of buying
a car but have to resolve conflicts of interest and preference to reach this shared goal. Sim-
ilarly, Jim and his partner may both want to finish the crossword puzzle correctly, but
there may be competitive overtones to their performances as they test their skills against
each other’s. (Who solved the most or the hardest clues?)

Selection versus Rating

Within this domain of cooperative cognitive tasks, we will make two further distinctions.
The first comes from the individual decision literature (Payne, 1982; Payne, Bettmen, &
Luce, 1998) and, distilled to its simplest form, refers to the response format: Select one
or rate. Selection tasks require selecting one of two or more options whereas rating tasks
require locating a target along a continuum (e.g., attitudinal or magnitude judgments).
The options in a selection task may be ordered along a continuum but typically they are
more appropriately represented as discrete instances located in a multi-dimensional space.
Thus, for example, Sarah and Frank have to select one of many car options. They could
array their car choices along a continuum of price but this dimension by itself would
hardly characterize the many considerations that would likely inform their selection. In
contrast, they could rate one or each of several cars on a seven-point scale of comfort
ranging from “very uncomfortable” to “very comfortable.” Two additional points about
selection and rating tasks should be made at the outset. First, selection often involves,
either implicitly or explicitly, rating. Sarah and Frank may value comfort in their vehi-
cles, and therefore, the judged comfort of the cars under consideration may be influen-
tial in determining their final choice. Second, collective selection and collective rating
may foster different types of social process. For example, disparate individual ratings along
a continuum may be easily resolved by compromise (e.g., split the difference) to yield a
collective rating. (Sarah gives the Jeep Wrangler a comfort rating of “1” and Frank gives
ita “3.” In filling out their shared decision matrix, they agree to assign the Jeep a “2” for
comfort.) However, compromise solutions to selection tasks, if they exist at all, may not
be easily identified. (If Sarah wants a Honda Prelude and Frank wants a Ford Escort, is
a Ford Probe the compromise choice?)
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Intellective versus Judgmental Tasks

A second distinction that we wish to use was originally suggested by Laughlin (1980).
He proposed that it is useful to distinguish between tasks that have a demonstrably correct
answer (intellective tasks) and those that do not (judgmental tasks). Laughlin and Ellis
(1986) further elaborated this distinction by proposing a continuum running from purely
intellective to purely judgmental tasks. In practice, most collective, cognitive tasks fall
somewhere between these pure forms. The location of a task depends on the degree to
which a response can be demonstrated to be correct or incorrect. Degree of demonstra-
bility, in turn, depends on the extent to which four conditions are met. First, there must
be a shared system of inference or procedural knowledge for obtaining a correct answer.
Second, there must be sufficient information to determine the correct answer within
this consensually embraced system of inference. Third, individuals with the correct answer
must be able and sufficiently motivated to show how the given information leads to
the correct answer. Fourth, others who do not know the correct answer must be suffi-
ciently familiar with the system of inference to understand and accept the demonstration
of correctness.

To the degree that any or all of these conditions are degraded, a task becomes less intel-
lective and more judgmental. For example, a math problem is seemingly a good example
of an intellective task. Consider a classic problem from finite mathematics: What is the
probability of obtaining a matching pair of socks when selecting two socks at random
from a drawer with seven blue, five black, and three white socks? Elementary probabil-
ity theory provides well-defined procedures for combining the given information to
obtain the correct answer (which is 0.32). Solving this problem would likely be a highly
demonstrable task for a group of advanced math majors. Correct members would likely
find it easy to convince others who momentarily lost their way and were incorrect.
However, the same problem may not have a demonstrably correct answer for a group of
students selected from a remedial algebra class. Even if one member were able to obtain
the correct answer, she/he may find it too taxing to convince the others that the answer
is right. Indeed, there may be considerable disagreement about the appropriate way to
combine the information to get the answer. The student who argues, “You will either get
a match or you won'; thus you would have a 50-50 chance of getting a match,” may
win more converts than the student who meticulously applies the multiplication and addi-
tion rules of elementary probability to obtain the answer that most of us consider correct.
Thus, task demonstrability does not reside solely in the characteristics of the task but also
depends on the abilities and motivations of the group members. One group’s intellective
task may be another group’s judgmental task.

Collective Choice, Judgment, and Problem Solving

The foregoing distinctions provide a convenient way of making explicit how we will
differentiate choice, judgment, and problem solving in this chapter. As Table 2.1
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Table 2.1. Schema for Categorizing Group Tasks

Response Format

Select Rate
Judgmental Choice Judgment
Demonstrability
Intellective Problem-solving Estimation

summarizes, we view both choice and problem solving as convergent tasks that typically
require a group to select one of several options. However, problem solving connotes the
existence of a demonstrably correct answer whereas choice does not. Thus, we will refer
to tasks that require selection of one option and that fall on the intellective end of the
demonstrability continuum as problems to be solved. We will reserve the term collective
choice to denote selection tasks that fall on the judgmental end of this continuum.
Rating tasks are often referred to as judgments. However, we are avoiding that termi-
nology because of the likely confusion with Laughlin and Ellis’ (1986) term judgmental
which signifies the lack of a demonstrably correct answer. In our scheme, rating tasks can
be either intellective or judgmental although we admit that most of the studies that
examine collective ratings use tasks that are highly judgmental (e.g., attitudinal judg-
ments). None the less, ratings tasks can have demonstrably correct answers (e.g., esti-
mating the number of beans in a jar by checking a location on a numeric continuum).
Thus, we will reserve the term collective judgment to refer to rating tasks that are judg-
mental, as opposed to intellective. There is not a term known to us that is widely used
to denote intellective, rating tasks. We use the label collective estimation to denote such
tasks where estimation implies guessing a correct answer by inspection (as in estimating
the number of beans in the jar as opposed to counting them). There has been little work
in social psychology that seemingly fits exclusively under the collective estimation cat-
egory although some work on judgmental bias and accuracy comes close (e.g., Gigone &

Hastie, 1997; Hastie, 1986; Tindale, 1993).

Historical Themes: Problem Solving

The study of collective problem solving has a long history in social psychology (see Davis,
1969; Hill, 1982; Shaw, 1973; and Steiner, 1972 for reviews of the early literature). In
much of the early work, the emphasis was on comparing the solution rates of individu-
als and groups. The emergent theme from this era is that groups are more likely to solve
a problem than are individuals working alone. This theme of group “superiority” goes
back to Marjorie Shaw’s (1932) classic study comparing the performance of four-person
groups and individuals on several “brainteasers.” She found that groups were much more
likely to solve her brainteasers than were individuals. For example, on one class of prob-
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lems, she found that 14% of individuals and 60% of groups solved the problems cor-
rectly. Explanations for such apparent superiority of groups were many. A popular view
was that members corrected each other’s errors in reasoning — mutual error correction.
Another type of explanation suggested that members pooled complementary resources
(knowledge, skills, etc.) to solve collectively problems that none could solve alone (akin
to Collins & Guetzkow’s, 1964, assembly bonus effects). Pooling of complementary
resources provided a compelling explanation of group superiority for muld-stage, multi-
part, or sequential problems. In a crossword puzzle, for example, it is evident that
members with complementary word knowledge could perform better as a team than indi-
vidually.

With the advent of more sophisticated ways of framing individual and group com-
parisons, this early era of optimism about the benefits of team problem solving gave way
to a more skeptical view of group superiority in the 1950s. The central objection to group-
versus-individual comparisons was that they did not necessarily reflect the benefits of co/-
lective action. That is, to properly capture the benefits of collective performance, one
should show that a group of individuals working together perform better than the same
(or comparable) individuals working alone. Thus, the basis of comparison for group per-
formance shifted from the isolated individual to the best individual in the group. The
argument was that if the group contained a solver, the group should solve. Otherwise, far
from providing emergent benefits, the collective performance was inferior to its poten-
tial given the abilities of its members (process loss in Steiner’s, 1972, terminology).

Staticized groups provided one comparison technique (Marquart, 1955). Individuals
who had worked alone were randomly grouped, and the resulting pseudogroups were
credited with a correct answer if at least one of the “members” was correct. This tech-
nique yielded an estimate of the number of actual groups that should have been correct
if they were performing at the level of their best member. Similarly, and more elegantly,
Lorge and Solomon (1962) suggested that the expected group solution rate, P, under a
“best-member” model could be obtained from individual solution rates, 7, by the
following:

Po=1-(1-1) (1)

where 7 is group size. This formulation has been dubbed the Lorge—Solomon Model A
and follows from the reasoning that, under a “best-member” model, a group will fail only
if no member can solve. The theme from this era was that groups rarely performed better
than their best member and frequently did not perform as well as predicted by a “best-
member” model.

Reflecting the pessimistic tone of this era, Steiner (1972) proposed his process loss
model. In his view, task demands and member resources combine to determine porential
productivity and, to the degree that group process is faulty, actual performance falls below
potential performance. In elaborating on the notion of task demands, he developed a
typology of tasks and, in doing so, developed a vocabulary that is still in vogue. For
example, he distinguished tasks in terms of their inherent divisibility: divisible tasks (e.g.,
writing a report) can be easily divided into subtasks (e.g., writing major sections of a
report), permitting but not requiring the allocation of subtasks to different individuals.



36  Garold Stasser and Beth Dietz-Uhler

In contrast, unitary tasks defy such divisions of labor (e.g., writing a sentence). He also
described several key variants of permirted process. On disjunctive tasks, the group is
successful if any member is successful — a “best-member” task. On a conjunctive task,
the group’s performance is determined by the least capable member (e.g., a task that all
members must complete for the group to complete). On an additive task, members’ con-
tributions can be summed. Beyond providing a vocabulary for thinking about types of
group tasks, Steiner’s (1972) work promoted the shift of emphasis in collective problem
solving from making simple individual and group comparisons to thinking more con-
ceptually about how member resources could (should) be combined to yield a group
solution.

Historical Themes: Collective Judgment

During the 1960s and 1970s, the study of small-group process in social psychology was
dominated by the study of group polarization. Reviews of this literature are numerous
(e.g., Myers & Lamm, 1976; and Isenberg, 1986). Much of this literature focused on the
comparison of “average” individual opinions before and after group discussion and, thus,
does not necessarily involve collective judgment. However, the impact on our thinking
about collective judgment has been considerable. The intriguing finding was that group
discussion polarized judgments. Typically, polarization is defined relative to a subjective
neutral point on a bipolar continuum of judgment (e.g., attitudinal judgments along a
scale from negative to positive affect; see Myers & Lamm, 1976). Group polarization cap-
tured the attention of social scientists partly because it countered the prevailing notion
that groups were instruments of moderation and conformity. However, of more interest
here is the impact that the group polarization frenzy had on the study of collective per-
formance. First, it kept interest in group phenomena alive in social psychology at a time
when the popularity of individual social psychology (e.g., attribution theory; cognitive
dissonance) threatened to kill it. Second, the lively debate over theoretical explanations
of polarization focused attention on social influences processes at work in groups.

Two kinds of theoretical accounts emerged from the fray of competing theories
(Isenberg, 1986). These accounts continue to inform our thinking about group process
and performance. The social comparison explanations claim that judgments polarize as a
result of learning each other’s opinions. The social comparison view holds that the average
pre-group judgment typically falls on the normatively favored pole of the continuum. As
people learn that others hold more extreme opinions in this valued direction they tend
also to express more extreme judgments. The other dominant explanation centers on
informational influence and is most completely articulated in persuasive arguments theory
(Burnstein & Vinokur, 1973, 1977). This view claims that judgments polarize because
group members are persuaded by the informational content of discussion to adopt a more
extreme position. In a nutshell, the theory posits that both pre-group opinions and dis-
cussion content are shaped by sampling from an available pool of relevant information
(arguments). Thus, the content of discussion tends to bolster the predominant pre-group
sentiment.
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In the end, the empirical evidence supports both the social comparison and informa-
tional influence explanations (Isenberg, 1986; Myers & Lamm, 1972). Either process can
polarize judgments. The legacy of group polarization research is twofold. First, the
distinction between normative and informational social influence, first articulated by
Deutsch and Gerard (1955), re-emerged in an important distinction in the understand-
ing group action. Second, it became apparent that efforts to characterize group influence
as solely normative or informational influence were doomed to be unsuccessful. The more
fruitful approach is to address the factors that facilitate one or the other type of influence
and to think about how they interact (Kaplan, 1987).

Historical Themes: Collective Choice

The study of collective choice thrived in the 1970s in the form of jury research (Davis,
Bray, & Holt, 1977; Hastie, Penrod, & Pennington, 1983; Stasser, Kerr, & Bray, 1982;
Tindale, Nadler, Krebel, & Davis, this volume, chapter 24). Controversies in judicial pro-
cedure fueled this interest providing a compelling example of how applied issues can fuel
theoretical and empirical advances in the study of group performance. For example, Kerr,
Atkins, Stasser, Meek, Holt, and Davis (1976) examined two issues in jurisprudence. First,
what are the implications of permitting less than unanimous agreement in a jury? Second,
what are the consequences of varying the definitional stringency of reasonable doubt, par-
ticularly as revealed in jury, as opposed to juror, decision making? They found that in
their mock juries a unanimous decision rule resulted in more hung juries, but jurors being
more satisfied with the process, than a majority decision rule. More lenient definitions of
reasonable doubt (e.g., “any doubt”) increased the likelihood that jurors would favor
acquittal before deliberation and that juries would acquit. However, there was no
detectable effect of the definition of reasonable doubt on jury process.

In a benchmark study of juries, Kalven and Ziesel (1966) interviewed jurors after they
completed their service on criminal juries. From these interviews, they reconstructed the
distribution of opinions held by jurors at the onset of deliberation. One of the surpris-
ing findings was that the majority opinion at the onset of discussion foretold the final
verdict for 97% of the juries who reached a verdict (i.e., excluding the 13 of 225 juries
who were hung). They likened the deliberation process to developing film: the process
served to illuminate an image that was already set.

This seminal investigation illustrates several useful ideas in the study of collective
choice. First, where a group starts, as embodied in the opinions of its members, tells much
about where the group will end up. Stated somewhart differently, the array of member
preferences at the onset of discussion sets the stage for normative and informational in-
fluences that emerge during deliberation. Second, assigned decision rules (unanimity,
two-thirds majority, etc.) are conceptually distinct from the way that initial opinions
are combined to generate the group decision (social combination rules; Davis, 1973;
Laughlin, 1980; Penrod & Hastie, 1979). That is, the “majority rules” process observed
by Kalven and Ziesel (1966) emerged in juries that were operating under an assigned una-
nimity decision rule. This distinction between assigned decision rules and social combi-
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nation rules does not mean that assigned rules are unrelated to process. As Miller (1989)
noted, assigned rules can have far-reaching effects on process. For example, he concluded
that juries deliberating under unanimous, as opposed to majority, rules have longer dis-
cussions and tend to produce more participation by minority factions.

Theoretical Perspectives and Formal Models

Beyond being a popular object of empirical study, the jury (particularly, the criminal jury)
became the guiding metaphor in the development of many formal models of collective
choice (see Penrod & Hastie, 1979, for a review of models of jury decision making). The
confluence of modeling efforts in jury decision making and group problem solving (e.g.,
“best-member” models) inspired several models of group consensus processes (Stasser,
Kerr, & Davis, 1989). Similar efforts were also evident in the collective judgment litera-
ture. Most notably, Anderson and Graesser (1976) applied information integration theory
(Anderson, 1971) to group polarization. They showed that a linear averaging model that
combined prior judgments with the implicational value of new information gained during
discussion could account for members’ shifts in attitudinal judgments.

Three metatheoretical perspectives have emerged in the study of collective judgment,
choice, and problem solving. The social combination perspective views group interaction
as a vehicle for combining individual preferences, solutions, or opinions to yield a group
choice, solution, or judgment. The social influence perspective views group interaction as
a mechanism of social influence — both informational and normative. The social cogni-
tion perspective represents group interaction as interdependent cognitive activity by group
members. These perspectives are not incompatible. The perspectives can be (but need not
be) viewed as a progression from relatively molar to relatively molecular views of group
process. That is, social influence can be the mechanism that “combines” individual
preferences to yield a collective choice. Similarly, the cognitive activities involved in
communication (remembering information, framing arguments, integrating new
information in a judgment) can be ingredients of social influence. Each of these per-
spectives has inspired and guided the development of formal models of group process and
productivity.

Social Combination Processes: Social Decision Scheme Theory

The development of social decision scheme (SDS) had its origins in group problem-
solving models like the Lorge—Solomon Model A (equation 1) and related work (e.g.,
Restle & Davis, 1962). These problem-solving models and the aforementioned observa-
tions of Kalven and Ziesel (1966) underscore the predictive and explanatory value of
knowing the initial response tendencies of the group members. SDS theory has four basic
elements: The initial individual responses tendencies (preferences), the distribution of these
initial preferences within the group (distinguishable distribution), the array of possible
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group responses (decisions), and a probabilistic rule mapping distinguishable distributions
onto each of the possible group decisions (decision schemes). The term preference in the
theory takes on different shades of meaning depending on the context. In collective
choice, preference means an inclination to choose one decision alternative over others. In
group problem solving, preference is a choice among a set of possible or proposed solu-
tions and often indicates a belief that one response is right (or, at least, the best among
available options).

In the notation used by Davis (1973), let a denote a finite set of discrete and mutu-
ally exclusive response options: a = {4, @, @, ... , a,} where 7 is the number of response
options. The vector p is a distribution of probabilities, p = {p1, p2, p3, ... , p.}, where p;
is the probability that an individual will prefer response 4. The vector r contains the dis-
tribution of preferences within a group of size » r = {n, n, 7, ..., 7}, where 7 is the
number of members that prefer 4. Note that r=X 7.

To illustrate, consider a six-person, criminal jury — that is, » = 6. In this case, the
response options are guilty () and not guilty (#,). The vector p contains the probabili-
ties of randomly selecting a juror who favors each of the response options. For example,
p =1{.7, .3) denotes a case for which individual jurors are more likely to vote for convic-
tion than acquittal. The vector r contains any one of the possible patterns of preference
that can occur within a six-person jury. For instance, r = {4, 2} denotes a jury of four
who favor a guilty verdict and two who favor a not-guilty verdict. In SDS theory, group
composition is represented as the distinguishable distribution, r. The number of possible
distinguishable distributions depends on the number of preference alternatives, 7, and
group size, 7. For a six-person jury and two decision alternatives, there are seven distin-
guishable distributions: (6, 0), (5, 1), (4, 2), (3, 3), (2, 4), (1, 5), and (0, 6).

Because the distinguishable distribution plays a central role in SDS theory, it is nec-
essary in applications of the theory to estimate, observe, or manipulate the initial distri-
bution of opinions in the group. If group members are polled before the group convenes
or at the onset of discussion, the distinguishable distribution can be ascertained by direct
observation. Also, if the opinions of potential group members are known, groups can be
composed to obtain distinguishable distributions of interest. Often, however, it is neces-
sary to estimate the probability that each of the possible distinguishable distributions will
occur. For example, in the aforementioned instance of a jury for which p ={.7, .3), one
can apply the binomial function rule to find the probability of sampling any given align-
ment of juror opinions. In this case, the probability of obtaining r = {4, 2} is the same
as the probability of obtaining 4 successes on 6 binomial trials when the probability of
success is .7 — that is, the probability of obtaining a {4, 2} alignment is .32. Davis (1973)
elaborates on this estimation process and gives examples of estimation procedures in more
complicated cases (see also Stasser et al., 1989; and Stasser, 1999).

In SDS theory, group process is manifest in the way that members’ preferences are
combined or aggregated to yield the group response. Thus, knowing the social combi-
nation rule that relates the distinguishable distribution to the group response provides:
(a) a description of the group process and (b) a tool for predicting a group response based
on members’ initial opinions. The social decision scheme matrix (D) summarizes the rela-
tionships among initial alignments of support (r) and the possible group responses. More
specifically, each element of D, 4}, is the probability that the 7th distinguishable distri-



40  Garold Stasser and Beth Dietz-Ubler

bution (r;) will lead to the jth collective response (A;). Consider the following social deci-
sion scheme matrix for a six-person jury:

r (6, ne)  AL(G) A, (NG)  A; (H)

(6, 0) 1.0 0.0 0.0
5, 1) 0.9 0.1 0.0
(4, 2) 0.8 0.2 0.0
3, 3) 0.1 0.6 0.3
2, 4) 0.0 1.0 0.0
(1, 5) 0.0 1.0 0.0
(0, 6) 0.0 1.0 0.0

This Dy, represents a majority process with leniency bias superimposed. When all
of the six jurors favor guilty — (6, 0) — the jury is certain to convict. In contrast, four out
of six favoring acquittal at the outset — (2, 4) — is sufficient to guarantee acquittal. Cases
of a 3-3 split are mostly resolved in favor of the defendant, either directly by acquitting
or less directly by stalemate. (This Dy, is one that Stasser et al., 1982, presented as an
“idealized” summary of the findings of several mock jury studies.)

Laughlin and Ellis (1986) described certain regularities that they discovered in review-
ing the social combination literature. They proposed that the number of supporters within
a group that is necessary and sufficient to determine a group decision is inversely related
to the demonstrability of the position that they are advocating. For example, simple
majorities often prevail for highly judgmental tasks, like those used in the study of group
polarization (attitudinal judgments, choice dilemma items, and the like). For these tasks,
there is no consensually accepted system of inference for demonstrating the correctness
or superiority of one response over others. Similarly, juries often decide cases that are
ambiguous given the law, the evidence, and community norms. Clear-cut cases are rarely
adjudicated in a jury trial. Thus, by Laughlin and Ellis’ (1986) analysis, it is rarely pos-
sible to demonstrate the correctness of a jury verdict, and a majority/leniency scheme
(like the one depicted above) typically captures the deliberation process.

For problems with self-affirming answers (“Eureka” problems) or correct answers that
are obvious once proposed, one correct member is sufficient for the group to solve. Thus,
for these highly intellective tasks, a “best-member” or “truth-wins” social combination
process holds. In Steiner’s terminology, such tasks are disjunctive in that only one member
needs to solve for the group to solve. Laughlin and Ellis (1986) noted, however, that there
is another class of problems that have “non-obvious” but demonstrably correct answers
(e.g., vocabulary questions, world knowledge tests). For these problems, a “truth-
supported” process is applicable. That is, at least two members of the group must have
the correct answer to ensure that the group adopts the correct answer.

In summary, from the social combination perspective embodied in SDS theory, the
domain of collective choice is characterized by majority/plurality decision schemes. For
judgmental tasks, there is strength in numbers and the more members who support a
position, the more likely it will be the group’s choice. However, this general pattern is
modified for some choice tasks, jury tasks being a prime example. In this case of the jury,
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acquittal requires less initial support than conviction to prevail. Perhaps decisions to
acquit are more demonstrably correct than decisions to convict. In the domain of col-
lective problem solving, “truth-wins” and “truth-supported wins” schemes characterize
process.

Social Decision Schemes and Collective Problem Solving

In the SDS notation, a “best-person” or “truth-wins” model leads to a distinctive D matrix
if we represent all incorrect answers in one response category. Thus, individuals can be
correct or incorrect, and groups can be correct or incorrect. Then, D, for a four-person
group would be as follows:

r(re,n) A (C) A (D)

(4, 0) 1.0 0.0
3, 1) 1.0 0.0
2,2) 1.0 0.0
(1,3) 1.0 0.0
0,4 0.0 1.0

The decision scheme for the a “truth-supported wins,” D, for a four-person group
would be as follows:

re, ) A(©) A (D)

4, 0) 1.0 0.0
(3, 1) 1.0 0.0
2,2 1.0 0.0
(1, 3) 0.0 1.0
(0, 4) 0.0 1.0

Note that both of the foregoing D matrices assume that the group will select an
incorrect option if the critical number of correct members is not obtained. One can
imagine other possibilities. For example, if the critical number of solvers does not
exist, then the group may revert to a plurality scheme: The answer with the most support
wins.

Returning to Shaw’s (1932) data, it is informative to ask what “truth-wins” and “truth-
supported” processes predict when 14% of individuals are able to solve. Assuming random
assignment to four-person groups, we estimate the probability of obtaining each of the
possible distinguishable distributions using the binomial function rule. It is conventional
in SDS applications to summarize these estimates in a vector, 7= {.000, .009, .087, .356,
.547}. That is, about 55% of groups will contain one solver and 36% will contain two
solvers. More completely, the predicted distribution of group responses, P, under a
“truth-wins” model can be obtained by:



42 Garold Stasser and Beth Dietz-Ubler

P, =nD,., ={.000, .009, .087, .356, .547} 11.0 0.0l

[1.0 0.0l
[1.0 0.0l
[1.0 0.0l
0.0 1.0l

= {.45 .55}

The parallel computations for the “truth-supported wins” model yields, P, = {.10 .90}.
Recall that 60% of Shaw’s (1932) groups were correct. Thus, in her data, there is evi-
dence that groups were doing better than either model predicts. However, groups do not
always perform better than their best member (Hill, 1982; Steiner, 1972). A typical
finding is that the group solution rate is better than the individual solution rate but not
as good as the “truth-wins” models predicts.

For example, Hinsz (1990) gave six-person groups a recognition memory task
(true/false questions about a previously viewed video of a simulated job interview).
Groups got 85% correct on average whereas individuals got 68% correct. Out of 16 a
priori decision schemes, Hinsz found that a “plurality-correct” scheme provided a better
account of the results than either a “truth-wins” or a “truth-support wins” scheme.
When a group had only one correct member, fewer than half responded correctly and
only about 60% of groups with two correct members were correct. Interestingly, however,
for items on which individual solvers tended to be highly confident, the solution rate for
groups with one correct member was about 60%. Thus, for Hinsz’s recognition memory
task, correct members either needed to be in the plurality or to be highly confident to
get the group to adopt their response. One suspects that Hinszs memory task hovers on
the boundary between judgmental and intellective tasks. Members could not consult the
original materials in answering the recognition memory test. Thus, in the group setting,
they did not have access to the materials needed to demonstrate the correctness of their
recall.

Social Decisions Schemes: A Reflection

We have touched on the application of SDS theory to collective choice (juries) and
problem solving. In principle, one could apply the SDS framework to rating tasks.
However, rating tasks typically involve numerous decision options arrayed along a con-
tinuum (e.g., discrete points on an attitude scale or an infinite number of locations on a
scale of magnitude). Except in the simplest of these cases, the framework becomes
unwieldy. For example, for a group of five considering an attitudinal response on a five-
point scale, the number of distinguishable distribution is 462 and D is a 462 by 7 matrix
(see Stasser et al., 1989, for an elaboration on this point). Davis (1996) proposed the
social judgment scheme model for continuous judgment tasks. It represents collective
judgments as weighted averages of member judgments. The theoretical component of the
model (analogous to D in SDS) is the social influence function that relates a member’s
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consensus weight to the distance between the target member’s initial judgment and other
members’ initial judgments. Davis (1996) explored several theoretically plausible forms
for the social influence function and illustrated the approach using damage awards in a
mock civil trial and budget allocation in a mock school board.

SDS theory provides a molar representation of group process, relating the input of
member preferences to the output of a group response. The theory about group process
is embodied in the D matrix and does not make strong statements about the more mo-
lecular events that mediate the social combination rules. None the less, Stasser et al.,
(1989) suggested that the distinguishable distribution often tells us much about the social
influence climate. As factions grow, they tend to have, collectively, more facts and argu-
ments to support their position. Thus, larger factions often enjoy an informational influ-
ence advantage over smaller factions. As factions grow, they also tend to acquire more
normative power. This normative power may stem from several sources. Larger factions
may simply exert more social pressure to conform to their views than do smaller factions.
Oy, for highly judgmental tasks, number of supporters may provide social validation of
opinions (Festinger, 1954). Normative power may also stem from prescriptions of fair-
ness (e.g., “majority wins” notions of fair process) or from strategic assessments of the
likelihood that a position will ultimately emerge as the group’s choice (Kerr & Watts,
1982). However, SDS theory is not concerned with how social influence and consensus
processes unfold over time. Its strength lies in capturing the consensus process in the
aggregate and providing a conceptual tool for exploring global patterns in how member
preferences are combined to yield group responses (see Stasser, 1999, for a more thor-
ough discussion of the benefits of this approach). Other approaches, growing out of the
formal modeling tradition of SDS, have attempted to represent process as social influ-
ence unfolding over time.

Social Influence Processes and Dynamic Models

Dating from Asch’s (1956) classic study of conformity, numerous investigators have
attempted to describe the relationship between magnitude of influence and the number
of influence sources (e.g., Gerard, Wilhelmy, & Conolley, 1968; Godwin & Restle, 1974;
Latané, 1981; Stasser & Davis, 1977). Building on these efforts, several theorists have
explored the possibility that movement from one configuration of opinions in a group to
another is an orderly process. Much of this work focuses on collective choice and has a
distinct “strength-in-numbers” theme (e.g., see Stasser, Kerr, & Davis, 1989 for more
detail). That is, in matters of judgment, consensus begets consensus.

Kerr (1981, 1982) built directly on SDS theory and suggested that consensus processes
in groups could be represented as movement from one distinguishable distribution to
another. In his social transition scheme (STS) model, changes in preferences are tracked
over time and summarized in a transition matrix, T. The elements of T, #;, are the prob-
abilities of moving from the 7th to the jth distinguishable distribution. For example,
Davis, Stasser, Spitzet, and Holt (1976) tabulated the transitions frequencies for six-person
mock juries. Jurors indicated their current opinion on private ballots at one-minute inter-
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Table 2.2. Example of an STS Matrix for a Six-Person Jury

(TG’ rNG) (6: 0) (5) 1) (41 2) (3) 3) (2’ 4) (1 > 5) (0) 6)

(6, 0) .994 .006

5, 1) .049 .938 013

4, 2) .003 .030 917 047 .003

(3, 3) .003 .030 .881 .076 .010

2, 4) 026 .883 079 011
1,5) .030 911 .060
(0, 6) .007 .993

(Data from Stasser & Davis, 1977.)

vals throughout deliberation. Table 2.2 presents the observed relative frequencies of
moving from one distinguishable distribution to another for one sample of juries (adapted
from Stasser & Davis, 1977). Due in part to the short polling interval, juries were most
likely to remain in their current distinguishable distribution and, when they moved, they
typically moved to an adjacent distinguishable distribution (i.e., a shift of one member
from one faction to another). The leniency bias that is displayed in the D,,;; matrix pre-
sented earlier is also evident in this higher resolution picture of the consensus process.
For example, juries were more than twice as likely to move from the (3, 3) split toward
acquittal (i.e., to (2, 4)) than toward conviction (i.e., to (4, 2)).

Penrod and Hastie (1980) and Hastie et al. (1983) extended these ideas by suggesting
that the likelihood of a juror changing her/his mind is systematically related to the exist-
ing alignment of opinions within the jury. More specifically, the probability of a juror
changing her/his vote was modeled as a monotonic function of the existing number of
jurors favoring the position in the direction of change. Thus, for example, as the number
of “guilty” sayers increased the probability of gaining additional guilty advocates increased.
Consensus begets consensus.

Stasser and Davis (1981) adopted a similar approach to modeling movement toward
consensus. In their social interaction sequence (SIS) model, they viewed group members
as being in either a certain or uncertain state. When members are uncertain, they are
potential converts. When they are certain of their current opinion, this certainty has to
be eroded before they will change their minds. Stasser and Davis (1981) found that
changes of opinion and movements into and out of certainty were both systematically
related to faction sizes but in different ways. The probability of movement into certainty
was linearly related to the proportion of group members in one’s own faction whereas the
probability of movement out of certainty was linearly related to the number of members
in opposing factions. Changes of opinion, however, were curvilinearly related to the pro-
portional size of the faction supporting the newly embraced position. For example, in a
mock jury, the probability of an uncertain juror switching to guilty increased rapidly as
the number of guilty advocates surpassed a majority and approached jury size. That is, a
single holdout was much more likely to convert than was cither of two holdouts. Stasser
and Davis (1981) speculated that the two different forms of social influence functions
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reflected differential impact of normative and informational influence for the two types
of changes. Certainty changes, they reasoned, were largely private events that were pri-
marily affected by informational influence but changes of opinion were public (or soon
to be public as evidenced in voting) and were affected by both informational and nor-
mative influence.

These dynamic models attempt, in the words of Godwin and Reste (1974), to
map the “road to agreement” by charting the traffic into and out of distinguishable dis-
tributions. The common themes are: (a) there is influence power in numbers; (b) the
relationship between numbers and social impact can be adequately expressed in a math-
ematical abstraction (see also, Latanés, 1981, social impact theory); and (c) normative
and informational influence are both operative in collective choice (although, perhaps, in
different mixes depending on the features of the social and task environment; Kaplan &
Miller, 1987; and the type of change under study as in Stasser & Davis’, 1981, distinc-
tion between changes of certainty and changes of opinion).

Social Cognition in and by Groups

Attention has recently shifted from capturing the social combination of preferences to
characterizing the cognitive activities of members, both individually and collectively.
Larson and Christensen (1993) noted that social cognition means two different things.
Traditionally, it refers to cognition about other humans and social environments. In this
sense, “social” refers to the contents and processes of individual cognition (Fiske & Taylor,
1991). Another meaning is cognition in and by groups (Fiske & Goodwin, 1994; Hinsz,
Tindale, & Vollrath, 1997; Larson & Christensen, 1993). Larson and Christensen (1993)
argued that it is useful to think of group-level cognitive activities that parallel those that
occur at the individual level: acquisition, storage, transmission, manipulation, and use
of information to produce a group-level product. Similarly, Hinsz et al. (1997) reviewed
the group performance literature from the perspective of “groups as information pro-
cessors.” They also organized the group performance literature by processes that are
ordinarily ascribed to individual thinkers: information acquisition, encoding, storage,
retrieval, and manipulation. This movement recognizes that cognitive activity often occurs
in social contexts and that groupwork requires coordinated and interactive cognition by
members (Resnick, Levine, & Teasley, 1991; Wegner, 1986, 1995). In this sense, social
cognition is a complex and dynamic interaction among individual minds.

The ideas of groups as information processors and groups as problem-solving units
provide useful metaphors. However, there are relatively few attempts to develop compre-
hensive theories of group-level cognitive process. The theoretical work that we have
reviewed thus far addresses how individual preferences are combined or transformed to
produce the group-level response. There has been much less work on theories that rep-
resent group process in terms of information processing.

A pioneering effort is Hoffman’s (1979) valence model. The model claims that groups
decide by accumulating information that pertains to each of the decision alternatives that
are under active consideration. As information is added to the group discussion, an alter-
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native gains or loses valence depending on whether the information supports or opposes
the alternative. Alternatives are dropped from consideration when their valence falls too
low, and the ultimate group choice is the first alternative whose valence surpasses a thresh-
old of acceptance.

DISCUSS is a computational model of group choice that uses the information-
processing metaphor (Stasser, 1988; Stasser, in press, a). Group members are represented
by the contents of their memories. As in Hoffman’s (1979) valence model, information
is represented by the degree to which it supports or opposes each of the decision alter-
natives. Members' preferences are determined by the information that they have in
memory. Discussion is modeled as a series of speaking turns during which a member
recalls and contributes an item from her/his memory. Others “hear” this item and, if it
is new to them, they add it to their memories and re-evaluate their preferences.

More specifically, DISCUSS models group choice as three distinct phases: pre-
discussion, discussion, and decision. During pre-discussion, members access information.
However, memories are faulty and, depending on the amount of information to be
remembered, members remember some fraction of it for later use. Each member forms
a pre-discussion preference based on the information retained in memory. Discussion is
simulated as a cycle of speaking turns. During each turn the selected speaker contributes
an item of information from memory. For those members who do not already have the
contributed item, it is added to their memory and they reevaluate their preferences using
the new item. A decision is reached when a sufficient number agree (as stipulated in the
operative decision rule: e.g., majority, plurality, unanimity). There is also a provision for
discussion to end in a stalemate (as in a “hung” jury) if the required agreement does not
emerge and no new information surfaces over a critical number of speaking turns.

DISCUSS permits several variations of collective information processing. Discussion
can be modeled as either impartial fact-finding (nonadvocacy) or debate (advocacy)
depending on whether speakers contribute any items from their memory or only items
that favor their current preference. DISCUSS also permits natural variation in the
valences that members ascribe to information. In the normative version of DISCUSS,
these disparities are resolved when an item is mentioned during discussion whereas they
are not resolved in a nonnormative version (Wittenbaum & Stasser, 1998). DISCUSS
also simulates different patterns of speaking turns (Stasser & Taylor, 1991; Stasser &
Vaughan, 1996).

Computational models (like DISCUSS) offer considerable flexibility in representing
group process but lack the conciseness and tractability of mathematical models like SDS
(see Stasser, in press a, for a more extensive discussion of the advantages and disadvan-
tages of computational modeling in the study of small-group process). None the less,
capturing “cognition in and by groups” seemingly demands the flexibility afforded by
computational models, particularly when one aims to connect group products (decisions,
solutions, etc.) to the cognitive activities of the group. Stasser (1988) provides an illus-
trative example. He showed that the cognitive activities of remembering, communicat-
ing, and integrating information (as represented in an early version of DISCUSS) could
account for the failure of groups to select a decision alternative that was supported largely
by an information set that was partitioned among a group’s members (i.e., each item held
by only one member; Stasser & Titus, 1985, 1987).



Collective Choice, Judgment, and Problem Solving 47

Information Sampling Models

A recent empirical stream that fits under the social cognition perspective is the study of
information flow during group interaction. The theme of this work is that the distribu-
tion of access to information prior to group interaction has important consequences for
the consideration and use of information during interaction (see Stasser, in press b and
Wittenbaum & Stasser, 1996, for reviews of this work). For example, decision-making
groups are more likely to discuss information that they all know (shared or common infor-
mation) than information that only one member knows (unshared or unique information;
e.g., Stasser, Taylor, & Hanna, 1989). Moreover, when unshared information does surface
in group discussion, its impact seems muted. Other things being equal, groups are less
likely to repeat unshared than shared information after it is first mentioned (Larson,
Foster-Fishman, & Keys, 1994; Stasser, Taylor, & Hanna, 1989). Similarly, group
members tend to recall proportionately more of the shared than the unshared informa-
tion that is mentioned during group discussion (Stewart & Stasser, 1995).

These empirical findings have inspired the development of collective information-
sampling models. Stasser and Titus (1987) proposed an extension of the logic underly-
ing “best-member” models in group problem solving. They reasoned that only one
member of a group needs to recall and mention an item of information to bring it to the
actention of the group (i.e., discussing an item of information is a disjunctive task). More
formally, define p(R) as the probability that an individual will recall and contribute a
given item of information to discussion. Then the probability, p(D), that the item will
be discussed by the group is given by:

D) =1-[1-pR)]" )

where 7 is the number of members who can potentially recall the item. (Note the struc-
tural similarity of equation 2 to equation 1, the “best-member” model.)

Suppose that each member of a three-person group recalled and mentioned 25% of
the relevant information that she/he knew before discussion. Then, in equation 2, p(R)
is .25. If only one member knows a particular fact — “Jill thinks Jack is a jerk” — then the
probability that the group will discuss Jill's opinion of Jack is given by: p(D) =1 —[1 —
.25]" = .25. In contrast, if all three members know Jill’s opinion before discussion, then
n=3and p(D) =1 — [1 —.25]° = .58. Thus, other things being equal, the model pre-
dicts that the more widely shared an item is before discussion the more likely it will be
discussed.

Larson et al. (1994) extended the logic underlying equation 2 in order to capture the
sequential dependencies of sampling during discussion. They developed a computer
model to generate the expected probabilities of sampling shared and unshared items across
time as a function of the numbers of shared and unshared items and group size. Their
dynamic sampling model predicts that: (a) early in discussion, shared items will be more
likely than unshared items to be discussed; (b) as discussion progresses, the pool of shared
items will be depleted more rapidly than the pool of unshared items; and (c) eventually,
the remaining unshared items will be more likely than the remaining shared items to be
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discussed. Based on this construction of the collective sampling process, Larson et al.
(1994) argued that shared information would be over-represented in the early phases of
discussions but, if discussions continued sufficiently long, unshared information would
become increasingly likely to surface (see, Larson, Christensen, Abbott, & Franz, 1996,
for empirical evidence).

Social Cognition in Groups

Another approach to studying social cognition in groups is to transport to the group
setting well-established findings from the study of social cognition by individuals in iso-
lation (Fiske & Goodwin, 1994). The attempts to study social cognition in groups have
been sporadic and sparse. However, the promise seems great. How do people in groups
form impressions of others, how do they remember and reconstruct shared events, and
how do they collectively explain social events? On the one hand, understanding how
people “think” in groups can inform our understanding of how they develop a shared
sense of their social world. On the other hand, transporting our knowledge of how
people think in isolation to the group context can provide useful clues to how they think
together.

For example, in the area of collective judgment, Ruscher and her colleagues (Ruscher
& Duval, 1998; Ruscher & Hammer, 1994; Ruscher, Hammer, & Hammer, 1996) have
investigated how groups form collective impressions of another person. Their research
allows them to trace the formation of impressions in dyads by tracing the content of their
communications. When reaching a consensus is an explicit goal, discussions focus on
stereotype-consistent information and reinforce stereotypic impressions (Ruscher &
Hammer, 1994). However, Ruscher & Duval (1998) found that, when communicators
possessed unique, nonstereotpyical information, they focused their communications on
this unique information and forestalled the development of stereotypical impressions by
recipients of the information.

In collective choice, several investigators (e.g., Bazerman, Giuliano, & Appelman,
1984; Beeler, 1998; Dietz-Uhler, 1996; Moster, 1997; Whyte, 1993) have examined the
conditions under which groups are likely to escalate their commitment, a phenomenon
typically studied in individuals (e.g., Brockner, 1992; Staw, 1997). A good deal of evi-
dence shows that individuals are likely to continue on a previously chosen course of action
despite receiving negative feedback concerning the outcome of the initial decision (see
Brockner, 1992 and Staw, 1997 for reviews). Research also suggests that groups are more
likely than individuals to escalate their commitment to a failing course of action
(Bazerman et al., 1984), especially when group members identify strongly with their
groups (Dietz-Uhler, 1996), when groups can make internal attributions for their per-
formance (Moster, 1997), and when group members are asked to explain rationally why
various unexpected outcomes might occur before being given performance feedback
(Beeler, 1998).

Comparing how people make social judgments and decisions when alone and together
is interesting in its own right. Identifying the conditions under which groups are more
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(or less) prone to render stereotypical judgments and demonstrating that groups are more
prone to escalate commitment to a failing endeavor are informative and intriguing. More
importantly, they present a challenge to the field. How can we account for such findings
in our process models? A fundamental question is whether alone versus together differ-
ences arise because people think differently in groups (cognition is different in groups
than in isolation) or because they operate on different input (e.g., communicated infor-
mation, others’ opinions) and modify their overt responses (ratings, votes) in the group
setting. Delving into such process questions seems likely to inform our understanding of
social cognition both by individuals and by groups.

A Comment on Collective Estimation

We have traced the evolution of theoretical perspectives in collective choice, problem
solving, and judgment. In doing so, we have emphasized the interplay between theory,
empirical findings, and formal model development. The tempration is to project where we
will go from here. However, such projections are fraught with uncertainty and almost
surely will miss the mark in important ways. Rather, we would like to comment on
the fourth cell in our typology of tasks — collective estimation tasks. This is the under-
represented cell in the social psychology of group performance, but it is not an empty cell.

Several investigators have examined the impact of group discussion and judgment on
well-documented, individual judgmental biases (e.g., Argote, Devadas, & Melone, 1990;
Tindale, 1993; Wittenbaum & Stasser, 1995; Wright, Luus, & Christie, 1990; Wright &
Wells, 1985). In some cases, group interaction reduces the bias whereas in others it
enhances the bias. In these studies, judgmental bias is typically defined by a shift in rating
due to (logically or statistically) irrelevant information or by the lack of an effect of
relevant information (e.g., base rate information). Tindale, Smith, Thomas, Filkins,
& Sheffey (1996) suggested that, when a bias arises due to a widely shared judgmental
heuristic or belief system, group interaction will enhance the bias. In contrast, when the
underlying cognitive process is less widely shared and groups are likely to contain one or
more members who are not susceptible to the bias, the group interaction may provide an
opportunity for more accurate members to persuade (or correct) less accurate members.
None the less, the question of what makes groups bias-amplifiers in some cases and bias-
reducers in others is far from settled (Kerr, MacCoun, & Kramer, 1996).

Others have examined whether groups are more or less accurate than individuals on
rating tasks when there is a correct or optimal answer (for recent reviews, see Gigone &
Hastie, 1997; and Hastie, 1986). Accuracy implies that there is a location on the rating
scale that is demonstrably correct either because the correct rating is objectively available
or there exists a valid system of combining available information to obtain an answer.
The literature has focused mostly on comparisons of group with individual accuracy. The
usual finding is that groups are more accurate than the typical individual and about as
accurate as the average of their members’ mean judgments prior to convening (Gigone
& Hastie, 1997). The implication is that collective estimation offers little advantage over
statistical combinations of individual judgments. However, there is evidence that groups
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do more than simply average their members’ ratings. For example, Sniezek and Henry
(1989, 1990) found that groups frequently gave estimates that fell outside the range of
estimates provided by their members before discussion (in judging car prices and the fre-
quency of various causes of death). In these “out-of-range” cases, groups were clearly doing
more than “social averaging.”

Gigone and Hastie (1997) concluded that “research on group judgment accuracy is
stagnant” (p. 166). They made a strong case that this stagnation is partly due to method-
ological shortcomings and presented a well-articulated and elegant method for compar-
ing group and individual accuracy on rating tasks. We suspect that the stagnation may
also be due to the paucity of process theory — theory that speaks to how individual judg-
ments are affected by and transformed into collective judgments. One suspects these
processes may be fundamentally different for collective judgment and collective estima-
tion tasks. For example, consider the range of possibilities in Davis’ (1996) social judg-
ment scheme (S]S) model for weighing members” contributions to a collective rating. In
the initial applications of SJS, the weights depended on the distance between a target
member’s initial rating and other members’ initial ratings. That is, being close to others
initially seemingly enhanced one’s influence on the collective judgment. In this version
of the model, agreement begets agreement in a manner reminiscent of the “consensus
begets consensus” processes in collective choice. Such a process may be dominant when
rating tasks are highly judgmental. Davis (1996) used rating tasks — awarding damages
in a mock civil trial and making budget allocations in a mock school board — that are
arguably judgmental (in the Laughlin, 1980, sense of lacking demonstrably correct
responses). To speculate a bit, as rating tasks become more intellective, it could be that
members gain impact by being close to the demonstrably correct answer rather than (or
in addition to) being close to others. Thus, in collective estimation tasks, the descriptively
accurate social influence function in SJS may be based, at least partly, on members’ dis-
tance from the correct response.

Summary

The study of collective performance in social psychology has been characterized by a lively
interplay between empirical investigation and the development of formal models. The
empirical work falls loosely into three categories. Early work tended to focus on group
versus individual comparisons. For example, studies showed that groups are more likely
to solve a problem than individuals working alone and that groups tend to make more
polarized attitudinal judgments than do individuals. Over time, group versus individual
comparisons were replaced by more sophisticated questions about how individual
responses are (or should be) combined to yield a group response. Steiner (1972) and Davis
(1969) reviewed some of the important work addressing individual-into-group questions.
Finally, recent work has focused more directly on the social influence, cognitive, and com-
munication processes that shape, reshape, and meld individual responses en route to group
response. Three metatheoretical perspectives have guided recent empirical and theoreti-
cal efforts. The social combination perspective views group interaction as a means of com-
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bining individual responses to yield a group response. Social decision scheme theory
(Davis, 1973) is a prime example of a formal modeling approach that gives explicit expres-
sion to the social combination perspective. The social influence perspective views group
interaction as a mechanism of social influence, modifying and consolidating individual
response tendencies within the overarching social pressure to produce a consensus.
Dynamic models of opinion change give legs to this perspective (e.g., Kerr’s, 1981, social
transition scheme model; and the JUS model of jury decision making, Hastie et al., 1983).
More recent in origin, the social cognition perspective represents group interaction as the
stage for interdependent cognitive activities by and among group members. Modeling
efforts that were inspired by this perspective include DISCUSS (a computational model
of group decision making; Stasser, 1988), and collective information sampling models
(e.g., Larson et al., 1994). We contend that the study of collective performance has been
enriched by the interplay between theory and data. Moreover, the different views of
process and performance afforded by the social combination, the social influence, and
the social cognition perspectives provide considerable depth and richness to our under-
standing of collective performance.
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GHAPTER THREE

Social Categorization, Depersonalization,
and Group Behavior

Groups exist by virtue of there being outgroups. For a collection of people to be a group
there must, logically, be other people who are not in the group (a diffuse non-ingroup,
e.g., academics vs. non-academics) or people who are in a specific outgroup (e.g., aca-
demics vs. politicians). In this sense, social groups are categories of people; and just like
other categories, a social category acquires its meaning by contrast with other categories.
The social world is patterned by social discontinuities that mark the boundaries of social
groups in terms of perceived and/or actual differences in what people think, feel, and do.
Clearly, any analysis of group behavior should, to some extent, rest upon an analysis of
categories and of social categorization processes, and of the social relations between cat-
egories (intergroup relations). More explicitly, a full analysis of processes within groups
invites an integration, or, to use Doise’s (1986; Lorenzi-Cioldi & Doise, 1990) termi-
nology, an “articulation,” of different levels of explanation — in this case, social catego-
rization, interindividual interaction, and intergroup relations.

Social psychologists have, however, tended to find such an integration problematic.
The traditional area of group dynamics which was central to social psychology from the
1940s into the 1960s, largely focused on interpersonal interaction in small task-oriented
face-to-face groups, such as military units, teams, and discussion groups (see Cartwright
& Zander, 1968; Shaw, 1981). In this context the relevant self-concept was, to use Brewer
and Gardner’s (1996) terminology, the “relational self.” Alchough this approach provided
a rich analysis of, for example, friendship patterns (e.g., Festinger, Schachter, & Back,
1950) and communication networks in groups (e.g., Bavelas, 1968), it did not concep-
tualize groups as categories, and did not explore the role of social categorization or the
wider intergroup context of group behavior (see Hogg, 1992, 1993). Indeed, one issue
was precisely how to differentiate groups from categories, and thus identify the “proper”
focus for the study of group processes. Researchers in the small-group dynamics tradition
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have tended to define groups as being, for example, small (e.g., Shaw, 1981) and inter-
active (e.g., Arrow, McGrath, & Berdahl, 2000; Wilder & Simon, 1998) — a definition
which can render problematic the study of, for example, racial prejudice and discrimi-
nation as a group process.

The small-group dynamics tradition lost popularity, largely to attribution, social cog-
nition, and intergroup relations research, during the late 1960s and early 1970s — a turn
of events famously documented by a series of laments by Steiner (e.g., Steiner, 1974,
1986). Currently, the study of group processes remains more popular outside the social
psychological mainstream; in management schools and industrial and organizational psy-
chology departments (Levine & Moreland, 1990, 1995; McGrath, 1997; Sanna & Parks,
1997), and in the fields of education, health care, and international relations (Tindale &
Anderson, 1998). However, since the late 1980s there has been a revival of a new and
different form of group processes research within social psychology, that articulates
with developments in social cognition and the study of intergroup relations and social
identity (see Abrams & Hogg, 1998; Hogg & Abrams, 1999; Moreland, Hogg, & Hains,
1994).

While traditional group dynamics failed to explore the social categorization process
associated with groups, the social cognition tradition (e.g., Devine, Hamilton, & Ostrom,
1994; Fiske & Taylor, 1991) did the opposite — it explored in great detail the nature of
social categories and the categorization process, but failed to explore group processes or
intergroup relations. Social cognition was about cognition and perception, not groups.
For traditional social cognition, the relevant self-concept was, again to use Brewer and
Gardner’s (1996) terminology, the “individual self.” In recent years there has been gradual
convergence of social cognition research, and social identity research into intergroup and
group behavior (e.g., Abrams & Hogg, 1999; Leyens, Yzerbyt, & Schadron, 1994; cf.
Brown, 2000).

Both group dynamics and social cognition have generally not focused on large-scale
intergroup relations and the collective self. The analysis of large-scale social categories,
their relations to one another, and the collective self has a long and illustrious history in
social psychology, stretching back, in different forms, to Wundt, Le Bon, McDougall,
James, and Mead (see Farr, 1996; Hogg & Williams, 2000). However, with the ascen-
dancy of Floyd Allport’s (1924) behaviorist vision for social psychology this emphasis has
been less prominent for most of what Farr (1996) calls the modern era of social psy-
chology. Social identity theory is a marked exception to this trend (Tajfel, 1972; Tajfel &
Turner, 1979; Turner, 1982; see Hogg & Abrams, 1988). Framed by the development of
a post-war European approach to social psychology that emphasized societal and inter-
group aspects of social behavior (e.g., Tajfel, 1984), and drawing on Tajfel’s early work
on social perception and prejudice (e.g., Tajfel, 1969), social identity theory integrates a
consideration of the categorization process (e.g., Tajfel, 1972), social comparison processes
(see Hogg, 2000; Turner, 1975), self-enhancement motivation (see Abrams & Hogg,
1988), and people’s beliefs about relations between groups (see Tajfel & Turner, 1979),
in order to explain intergroup behavior and the collective self/social identity (see Hogg,
in press a). More recently the categorization process has been more fully elaborated (self-
categorization theory: Turner, Hogg, Oakes, Reicher, 8 Wetherell, 1987) as has the moti-
vational role of uncertainty reduction (e.g., Hogg, in press b; Hogg & Mullin, 1999).
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Social identity theory and self-categorization theory can be considered to be different
but compatible emphases within a general social identity approach (e.g., Hogg, 1996a;
Hogg & Abrams, 1988, 1999; Hogg & McGarty, 1990; Turner, 1999). This approach
has generated a very large literature (e.g., Abrams & Hogg, 1990a, 1999; Ellemers, Spears,
& Doosje, 1999; Hogg & Abrams, 1988; Robinson, 1996; Turner et al., 1987; Worchel,
Morales, Péez, & Deschamps, 1998) which has made a significant impact on social psy-
chology, and has helped re-energize interest in groups (e.g., Abrams & Hogg, 1998; Hogg
& Abrams, 1999; Hogg & Moreland, 1995; Moreland, Hogg, & Hains, 1994). However,
this work has largely not explored intragroup processes and the traditional topics of small
group dynamics, except as a byproduct of the main focus on intergroup behavior. In
recent years this lacuna has begun to be addressed by, for example, research on social
attraction (e.g., Hogg, 1992, 1993), socialization (e.g., Levine & Moreland, 1994),
deviance (e.g., Marques & Péez, 1994), leadership (e.g., Hogg, 1996a), and subgroup
structure (e.g., Hornsey & Hogg, in press a) — also see Hogg (1996a, 1996b; Hogg &
Terry, 2000).

What we are left with, then, is (a) the traditional study of dynamic processes within
groups which is restricted to small interactive groups, and does not explicate social cate-
gorization processes, large-scale social categories, or the role of intergroup relations; (b)
traditional social cognition which has much to say about social categories and social cat-
egorization, but little to say about group and intergroup processes; and (c) social iden-
tity theory which focuses on social categories, the categorization process and intergroup
behavior, but has paid less explicit attention to processes within groups. The aim of this
chapter is to fill in some of these gaps; to show how social categorization, contextualized
by intergroup relations, influences social processes and structures within groups through
processes related to collective self and social identity (also see Hogg, 1996a, 1996b; Hogg
& Terry, 2000).

Social Categorization and Social Categories
Categorization

Categorization is probably the most basic and essential of all cognitive processes (e.g.,
Bruner, 1957; Doise, 1978; Eiser & Stroebe, 1972). It focuses attention on contextually
relevant and meaningful aspects of the world — highlighting important distinctions and
de-emphasizing unimportant ones. It renders a multifaceted and infinitely varying per-
ceptual field, James’s (1892) “blooming, buzzing confusion,” contextually meaningful by
segmenting it into a smaller number of categories. This is highly adaptive because instead
of having to treat each of an infinite variety of stimuli as unique and thus unpredictable,
we are able quickly to assign stimuli to pre-existing categories and thus are able to predict
what is likely to happen. Categorization renders the world more predictable and thus
allows us to plan effective action. For example, if we did not categorize, then an encounter
with a large four-legged tan-colored creature with shaggy mane and huge yellow teeth
would leave us puzzled as to what might happen and what we should do. The category
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label “lion” would instantly render the situation meaningful and would provide a very
clear prescription of what might happen and what action should be taken.

Social categorization

Categorization operates on non-social and social stimuli alike. However, there are some
critical differences. These stem from the fact that social categorization implicates self and
thus revolves around comparisons among people, including self. Early research by Tajfel
(e.g., Tajfel, 1959; Tajfel & Wilkes, 1963; also see Doise, 1978; Eiser & Stroebe, 1972)
identified an accentuation effect of social categorization: categorization accentuates per-
ceived differences between categories and similarities within categories on dimensions
believed to be associated with the categorization (i.e., stereotypical dimensions), and
the effect is amplified when either or both the categorization and the associated
dimension are subjectively important. The process of categorizing people exaggerates
perceived similarities among people in the same group (rendering them less easily
identifiable — e.g., Taylor, Fiske, Etcoff, & Ruderman, 1978) and differences between
people in different groups, and the effect is stronger if it is important to distinguish
between the groups (e.g., you belong to one of the groups) and if the perceptual dimen-
sion is important (e.g., a strongly evaluative dimension like “nice—nasty” or “honest—
dishonest”).

According to this research, categorization perceptually homogenizes ingroups and out-
groups. Further research suggests there is an asymmetry to this process — a relative homo-
geneity effect in which outgroups are perceptually homogenized more than are ingroups,
especially on group-defining dimensions, and when groups are in competition (e.g., Judd
& Park, 1988; Mullen & Hu, 1989; Quattrone & Jones, 1980). There is also some evi-
dence that social minorities perceive the 7ngroup to be more homogenous than the out-
group (Simon & Brown, 1987; also Simon, 1992) presumably because ingroup solidarity
may be strategically important for a minority.

Another line of research on categorization processes has identified an illusory correla-
tion effect which is based on paired distinctiveness or on associative meaning (Chapman,
1967; Hamilton, 1979; Hamilton & Gifford, 1976; Hamilton & Sherman, 1989; Mullen
& Johnson, 1990). People tend to exaggerate the degree of association between stimuli
that are distinctive (i.e., share some unusual feature) or that people believe should go
together. These processes, which are more prevalent where people process information
from memory than on-line (McConnell, Sherman, & Hamilton, 1994), are implicated
in stereotyping of group members. The notion that stereotypical attributes are
tightly associated with categories is also supported by research on automaticity, which
generally shows that unconscious category-primes automatically produce stereotypical
perceptions of category members (e.g., Bargh, 1994; Devine, 1989; cf. Lepore & Brown,
1997, 1999).

What motivates social categorization? The general assumption, elaborating on the
description above, is that people categorize others in order to render the social world a
meaningful and predictable place in which we can act efficaciously. This suggests that the
reduction of subjective uncertainty may be a core motivation for social categorization,
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and that therefore the more uncertain we are (generally, or in specific contexts) the more
likely we are to categorize people (e.g., Hogg, in press b; Hogg & Mullin, 1999). Another
motivation is self-enhancement or self-esteem (e.g., Abrams & Hogg, 1988; Turner,
1982). Social categorization almost always involves placing oneself in one of the cate-
gories, and thus acquiring the evaluative attributes of that category. It follows, then, that
in particular contexts we might categorize people, or categorize people in particular ways,
because by so doing there are favorable self-evaluative consequences. I explore this point
in more detail below.

Social categories

Social categorization places people in categories. Although categories can be represented
in terms of a limited set of necessary attributes, research suggests that this may be restricted
to formal scientific taxonomies. In real life, and particularly for social categories, we tend
to represent categories as fuzzy sets of attributes where members have a “family resem-
blance” (e.g., Cantor & Mischel, 1979; Mervis & Rosch, 1981). The fuzzy properties of
such a category are embodied by the category prototype, which, because it is an abstrac-
tion of properties, no real member may embody — rather, category members vary in the
degree to which they match the prototype. Categories can also be represented in terms
of specific instances one has encountered — exemplars (Smith & Zrate, 1992). The precise
relationship between prototype and exemplar representations of social categories remains
to be fully explored (e.g., Fiske & Neuberg, 1990).

Although the category prototype may effectively represent the average group member,
this does not necessarily have to be the case (Chaplin, John, & Goldberg, 1988). Proto-
types can sometimes be extreme. Indeed, the representation of social categories is influ-
enced not only by properties of the category itself, but also by the wider social comparative
context within which the category exists, as well as by people’s motivational and strate-
gic goals. Of particular relevance here is the principle of meta-contrast which is thought
to govern the context-dependent representation of groups as prototypes (e.g., Turner et
al., 1987; also see Oakes, Haslam, & Reynolds, 1999). A critical feature of prototypes is
that they maximize similarities within and differences between groups, and thus define
groups as distinct entities and elevate their entitativity (Campbell, 1958; also see Brewer
& Harasty, 1996; Hamilton & Sherman, 1996; Hamilton, Sherman, & Lickel, 1998;
Sherman, Hamilton, & Lewis, 1999). Prototypes form according to the principle of meta-
contrast; maximization of the ratio of intergroup differences to intragroup differences.
Because prototypes capture not only similarities within groups but also differences
between groups, prototypes can often be extreme or polarized relative to the central ten-
dency of a specific group. The way we perceive or represent a social group can therefore
change as a function of what group or groups it is compared against in a specific context.
Transient changes in comparative context produce situation-specific changes in
prototypes; enduring changes in comparative context lead to enduring change in proto-
types.

Although group prototypes reside in the social comparative context, people have a ten-
dency to attribute these prototypical properties to underlying and immutable psycholog-
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ical properties of the group and its members — they see the group as having a psycho-
logical “essence” that is reflected in properties of the prototype (e.g., Medin & Ortony,
1989; Miller & Prentice, 1999). Essentialism, which may to some extent be a group level
manifestation of the fundamental attribution error (Ross, 1977) or correspondence bias
(Gilbert & Jones, 1986; also see Gilbert & Malone, 1995; Trope & Liberman, 1993),
can be seen in the tendency to view racial and gender differences in terms of personality,
biology, and genetics.

Self-Categorization and Social Identity

Putting together the notions of prototype and of categorization based accentuation, we
can see that social categorization perceptually assimilates people to the relevant ingroup
or outgroup prototype. A social field comprising multifaceted and unique individuals is
perceptually transformed into a social field containing people who to varying degrees
match the relevant group prototype — a process called “depersonalization” because the
basis of perception is group prototypicality rather than personal idiosyncrasy or inter-
personal relationships. Since prototypes capture any and all features that define category
membership (i.e., attitudes, feelings, and behaviors) depersonalization makes people in
groups appear attitudinally, affectively, and behaviorally relatively homogenous — an effect
which closely mirrors stereotyping. Because prototypes are generally widely shared, the
stereotyping process is very much a group not an individual process (Tajfel, 1981; also
see Oakes, Haslam, & Turner, 1964).

Thus far we have focused largely on how social categorization affects social perception.
However, the critical contribution of self-categorization and social identity theory to the
study of group processes is that they link social categorization to self-conception and
psychological group membership. The core idea is that we categorize ourselves just as we
categorize others, and thus we depersonalize ourselves (e.g., Turner et al., 1987).
Prototype-based depersonalization of self is the process that makes group behavior
possible. It transforms self-conception so that we conceive of ourselves prototypically
(prototypes define and evaluate the attributes of group membership), and our behavior
assimilates or conforms to the relevant ingroup prototype in terms of attitudes, feelings,
and actions. Self-conception in terms of an ingroup prototype is a representation
and evaluation of self in collective terms — a representation of self in terms of
qualities shared with others. In this sense the collective self is best considered a textured
repertoire of relatively distinct social identities tied to all the groups to which we feel
we belong. The collective self, or rather collective selves, is tightly tied to group
membership.

Social categorization has profound effects on self-conception, social perception, and
behavior — it generates characteristically “groupy” effects. A critical question is when do
people self-categorize — when does prototypicality become the psychologically salient basis
for self-conception, perception, and behavior? Theory and research suggests an interac-
tion between category accessibility and category fit (e.g., Oakes et al., 1994; Oakes &
Turner, 1990) that operates within the motivational framework provided by self-esteem
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and uncertainty reduction (see Hogg, 1996a; Hogg & Terry, 2000). People, influenced
by self-enhancement and uncertainty reduction motives, categorize the social context in
terms of categories that are chronically accessible in memory (e.g., because they are valued,
important, and frequently employed aspects of the self-concept) and/or rendered acces-
sible by the immediate context. That categorization becomes salient which best accounts
for relevant similarities and differences among people in the context (structural/compar-
ative fit), which best accords with the social meaning of the context (normative fit), and
which best satisfies self-enhancement and self-evaluative concerns. Once fully activated
on the basis of optimal fit, category specifications organize themselves as contextually
relevant prototypes and are used as a basis for the perceptual accentuation of intragroup
similarities and intergroup differences; thereby maximizing separateness and clarity. Self-
categorization in terms of the activated ingroup category then depersonalizes behavior in
terms of the ingroup prototype.

The construction and nature of social categories, and the specific form that group and
intergroup behavior takes is not a mechanical expression of social categorization processes.
Because ingroup prototypes define and evaluate social identity, and therefore self, people
strive for ingroup prototypes that are evaluatively positive. They pursue evaluatively pos-
itive distinctiveness for their own group relative to relevant other groups, because this fur-
nishes positive social identity and positive self-esteem (Turner, 1982; also see Abrams &
Hogg, 1988). In an intergroup context, people can adopt a range of strategies to do this
(Tajfel & Turner, 1979; also see Ellemers, 1993; Hogg & Abrams, 1988): They can subtly
or assertively compete for more favorable dimensions of intergroup comparison, or a more
favorable status relationship; they can compare themselves with less favorable outgroups;
or they can attempt to categorize themselves and be categorized by others as members of
the more favorable outgroup. The choice of strategy rests on people’s pragmatic, though
not necessarily accurate, beliefs about the nature of intergroup relations in terms of the
stability, legitimacy, and permeability of intergroup boundaries, and the probability of
success of a particular strategy.

Social identity theory does a relatively good job of tying together social categorization,
the self-concept, and intergroup relations. Traditionally, however, the main emphasis has
been on large-scale intergroup phenomena such as prejudice, stereotyping, intergroup
conflict, and discrimination (e.g., Hogg & Abrams, 1988; Oakes et al., 1994). In the last
decade or so there has, however, been an increasing emphasis on small group and intra-
group phenomena. The remainder of this chapter is a discussion of some effects of social
categorization processes within groups.

Social Categorization Effects Within Groups

Social categorization affects intragroup behavior via self-categorization and prototype-
based depersonalization. It produces ingroup identification, a sense of belonging, self-
definition in group terms, and ingroup loyalty and favoritism. It also causes conformity
to group standards and normative behaviors among members, as well as mutual positive
regard and cohesion. Prototypicality becomes the critical and highly salient yardstick of
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group life such that those who are prototypically deviant are heavily censured, while those
who are prototypically central become highly influential. Variation in perceived proto-
typicality within groups can produce intragroup structural differentiation.

It is important, however, to keep clearly in mind that processes within groups are
dynamically interdependent with intergroup processes — one mutually affects the other.
A change in the intergroup comparative context can dramatically change the ingroup
prototype, and groups themselves have some control over intergroup relations and the
representation of outgroups and of intergroup relations. The discussion, below, of social
categorization and depersonalization effects on processes within groups is wide ranging,
covering conformity, normative behavior, crowd behavior, group polarization, the behav-
ioral expression of attitudes, cohesion and liking, deviance, leadership and power, roles,
status, diversity, subgroups, assimilation and pluralism, and organizational mergers and
acquisitions.

Conformity and Normative Behavior

One of the most obvious ways in which social categorization affects intragroup behavior
is through conformity and normative behavior. Self-categorization depersonalizes atti-
tudes, feelings, and behavior in terms of the ingroup prototype. Effectively, this causes
people to conform to the prototype and to behave normatively. To the extent that people
within a group agree on the prototype, there is attitudinal consensus and normative
homogeneity. The social process associated with conformity through prototype-based
depersonalization is referent informational influence (e.g., Hogg & Turner, 1987; Turner,
1982, 1985) — people in a salient ingroup are motivated to learn about the prototype and
thus pay close attention to the behavior of ingroup members, particularly those who are
prototypical. Although non-ingroup members (e.g., outgroup members, the media) can
be informative about ingroup norms, there is littde doubt that prototypical ingroup
members are the most direct and immediate source of reliable information.

Crowd behavior

Indeed, Reicher (1982, 1984; also see Reicher, this volume, chapter 8) has used this latter
idea to elaborate a social identity explanation of crowd behavior. In contrast to traditional
de-individuation type explanations of crowds (e.g., Zimbardo, 1970), Reicher argues that
crowd events are generally situations in which social identity is highly salient and thus
behavior is carefully regulated by well-established ingroup norms. However, these norms
may not prescribe the precise behaviors that are appropriate in what may be, for most
people, the rather unusual circumstances of a crowd event. In these circumstances the
established group’s norms provide the limits for behavior, but members need to pay close
attention to the identity-consistent behavior of fellow ingroup members, particularly
those who are highly prototypical, in order to learn the precise situation-specific and
identity-consistent behaviors to engage in.
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Group polarization

The self-categorization analysis of conformity has reasonably good empirical support (see
Abrams & Hogg, 1990b; Hogg & Turner, 1987; Turner, 1991; Turner & Oakes, 1989).
For example, Abrams, Wetherell, Cochrane, Hogg, and Turner (1990) found support for
this analysis across three classic influence paradigms — Sherif’s autokinetic paradigm,
Asch’s conformity paradigm, and the group polarization paradigm. Group polarization
(e.g., Moscovici & Zavalloni, 1969) is a particularly interesting case. Social psychologists
have tended to view conformity as an averaging process where people in a group con-
verge on an average position. Against this backdrop, the discovery that small groups could
reach a group decision that was more extreme than the average of individual members’
pre-discussion positions was quite remarkable. Polarization, which seemed to occur when
the pre-discussion mean was already displaced from the midpoint of the relevant attitude-
scale, seemed not to be a conformity phenomenon at all. Many explanations have been
proposed for group polarization, of which the two best established are persuasive argu-
ments and social comparison/cultural values (see Burnstein & Vinokur, 1977; Isenberg,
1986; Sanders & Baron, 1977).

These explanations have tended to separate polarization from conformity; viewing
them as quite different phenomena. In contrast, social identity theory treats polariza-
tion as a conformity phenomenon. Under conditions of social identification and self-
categorization people conform to a group prototype which can represent the central ten-
dency of the group or which can be polarized away from a relevant outgroup — polariza-
tion is conformity to a polarized ingroup prototype or norm (e.g., Wetherell, 1987). This
analysis has reasonably good support from empirical studies that experimentally manip-
ulate the salience of group identification and, via the intergroup comparative frame of
reference, the position of the ingroup prototype relative to the mean ingroup position —
polarization emerges where people identify with a group that has a polarized prototype
(e.g., Hogg, Turner, & Davidson, 1990; Mackie, 1986; Mackie & Cooper, 1984; Turner,
Wetherell, & Hogg, 1989).

Attitudes and behavior

Group norms that prescribe ingroup attributes may also have a special role in integrat-
ing people’s attitudes with their behavior. The relationship between attitudes and behav-
ior has long been problematic for social psychology, because attitudes often seem to have
a very weak relationship to behavior (see Eagly & Chaiken, 1993). Recently, some
researchers have tried to see whether ingroup norms may play an important role in the
attitude—behavior relationship (see Terry & Hogg, 2000).

For example, Terry and Hogg (1996) argue that the attitude—behavior relationship is
stronger when people self-categorize in terms of a salient group membership for which the
attitude is normative/prototypical, particularly if the attitude prescribes the behavior. This
idea has been supported in a series of experiments involving attitude issues such as volun-
tary student unionism, career choice in psychology, computer hacking, and students’
responsibility for campus litter (e.g., Terry, Hogg, & McKimmie, in press; Wellen, Hogg,
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& Terry, 1998; also see Terry, Hogg, & White, 2000). The increased attitude—behavior
correspondence is automatically assured by the depersonalization process.

However, the correspondence may also occur for more deliberate, strategic reasons.
Specifically, people may enact ingroup-prototypical behavior in order to validate their
group membership to themselves. Research suggests that publicly performed behavior can
lead to more enduring internal attitudinal and self-representational change (e.g., Brauer,
Judd, & Gliner, 1995; Schlenker, Dlugolecki, & Doherty, 1994; Tice, 1992). People may
also want to communicate their group membership to fellow members by publicly
exhibiting behavior that confirms membership — there is a communicative or self-
presentation function to the behavior (Baumeister, 1982; Schlenker, 1980; Tice & Faber,
in press). This communicative aspect of behavior has been explored from a more strictly
social identity perspective by Abrams (1990, 1994), Emler (1990; Emler & Reicher,
1995), and Reicher and his colleagues (Reicher, Spears, & Postmes, 1995). The core idea
is that the depersonalization based link between attitudes and behavior is moderated by
strategic considerations revolving around social identity management — people may want
to proclaim their identity through behavior, or they may want to conceal it. Ingroups
provide an arena in which people, particularly marginal members who aspire to core mem-
bership, are more likely to want to proclaim their membership through behavior (includ-
ing derogation of outgroups) and thus manage their reputations as core members (Noel,
Wann, & Branscombe, 1995; Reicher, Levine, & Gordijn, 1998).

Group Cohesiveness and Social Attraction

For the early study of group dynamics, group cohesiveness was both the process of group
formation and the index of group solidarity. Although initally defined scientifically by
Festinger, Schachter, and Back (1950) in terms of attraction to the group and its goals
and members, commentators (e.g., Evans & Jarvis, 1980; Hogg, 1992, 1993; Mudrack,
1989) have observed that most conceptual and operational definitions have tended to
refer to the development of bonds of interpersonal liking among members of small inter-
active groups. In this way there is nothing special about groups; they are a “nominal
fallacy” — merely an aggregate of people who like one another.

In contrast, the social identity analysis of categorization processes suggests that group
cohesion or solidarity is not only attraction among group members, but also attitudinal
and behavioral consensus, ethnocentrism, ingroup favoritism and intergroup differentia-
tion, and so forth — the entire range of effects of categorization-based depersonalization.
Self-categorization and depersonalization are the processes of group formation and group
solidarity; cohesiveness is a consequence. The relationship between depersonalization and
interindividual attraction has been captured by the social attraction hypothesis — group
solidarity and cohesion are a reflection of depersonalized prototype-based interindividual
acticudes (Hogg, 1992, 1993). A distinction is drawn between interindividual evaluations,
actitudes, and feelings that are based on and generated by being members of the same
group or members of different groups (depersonalized social attraction), and those that
are based on and generated by personal predilections and by the idiosyncrasies and com-
plementaries of close and enduring interpersonal relationships (personal attraction).
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Depersonalization may produce ingroup liking in a number of ways: For example, it
imbues ingroup members with attributes of the generally evaluatively positive ingroup
prototype, and thus renders them prototypically attractive; it accentuates prototype-based
similarity between self and fellow members and thus produces similarity-based liking (e.g.,
Hogg, Hardie, & Reynolds, 1995); and it extends positive self-regard to fellow members
who are prototypically closely linked to self (see Cadinu & Rothbart, 1996; Simon, 1997;
Simon & Hastedt, 1999; Smith & Henry, 1996).

When a group is salient, ingroup members are liked more if they embody the ingroup
prototype — thus, prototypical members are liked more than marginal members. Where
the prototype is consensual certain people are consensually liked, and where all members
are highly prototypical there is a tight network of social attraction. Of course, outgroup
members are liked less than ingroup members. When a group is not salient, liking is based
on personal relationships and idiosyncratic preferences. The prediction is that patterns
of liking in an aggregate, and the bases of that liking, can change dramatically when an
aggregate becomes a salient group (for example when uncertainty or entitativity are high,
or when the group is under threat or is engaged in intergroup competition over a valued
scarce resource). Social and personal attraction are not isomorphic (see Mullen & Copper,
1994). These predictions have been supported repeatedly by a program of research with
laboratory, quasi-naturalistic, sports, and organizational groups (Hogg, Cooper-Shaw, &
Holzworth, 1993; Hogg & Hains, 1996; Hogg & Hardie, 1991, 1992, 1997; Hogg,
Hardie, & Reynolds, 1995). One application of the social attraction hypothesis is to the
explanation of groupthink: Suboptimal decision-making procedures in highly cohesive
groups, leading to poor decisions with potentially damaging consequences (e.g., Janis,
1982). There is now evidence that the critical component of cohesiveness associated with
groupthink is social attraction not interpersonal attraction (Hogg & Hains, 1998; see
Turner, Pratkanis, Probasco, & Leve, 1992).

Differentiation Within Groups

Social categorization perspectives have tended to focus on differentiation between groups,
and placed less emphasis on differentiation within groups. However, the social attraction
idea explicitly acknowledges that groups are internally differentiated on the basis of
prototypicality — an intragroup prototypicality gradient exists. Some people are, or are
perceived to be, more prototypical than others (see Hogg, 1996a, 1996b). The notion of
a prototypicality gradient has direct implications for the study of deviance and leadership
as intragroup processes, and implications for the study of structural differentiation within
groups.

Deviance

Within almost all groups there are fringe, marginal, or peripheral members who are per-
ceived only weakly to match the defining or prototypical properties of the group. The
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social attraction hypothesis explains how such people, particularly in cohesive groups, are
consensually unpopular relative to more prototypical members. They can even be cast
into a deviant role within the group because they threaten the prototypical integrity of
the group relative to outgroups. Marques and his colleagues have pursued this idea
through research into what they call the “black-sheep” effect (e.g., Marques, 1990;
Marques & Pdez, 1994; Marques, Pdez, & Abrams, 1998; Marques & Yzerbyt, 1988;
Marques, Yzerbyt, & Leyens, 1988; see Marques, Abrams, Pdez, & Hogg, this volume,
chapter 17). They have shown that a person behaving in a particular way is more strongly
rejected if that same person is defined as a non-prototypical member of a salient ingroup
than a non-prototypical member of a salient outgroup. Furthermore, these effects are con-
tingent on social categorization processes and are stronger among people who identify
strongly with their group.

The notion that ingroup deviants may attract particularly negative reactions from
fellow ingroupers because such deviants threaten the integrity and distinctiveness of the
ingroup has also been well supported by recent social categorization research (e.g.,
Branscombe, Wann, Noel, & Coleman, 1993; Jetten, Spears, Hogg, & Manstead, 2000;
Jetten, Spears, & Manstead, 1996, 1998). This research also shows that peripheral
members may try to reestablish their membership credentials by acting in a markedly
derogatory manner toward an outgroup, particularly when this behavior is publicly
observable by an ingroup audience (Noel, Wann, & Branscombe, 1995) — see earlier dis-
cussion of strategic self-presentational aspects of group behavior. Core members only act
in this way when the group’s position as a whole is under threat (Jetten, Spears, &
Manstead, 1997).

The process of evaluative marginalization of deviants may not only target peripheral
individuals, but may also target groups of peripheral members. Under these circumstances
an intergroup dynamic may come into play between the dominant majority subgroup
and the deviant minority, with the minority perhaps adopting minority influence tactics
to reinstate itself or to convert the majority to its own position (Mugny, 1982; see Martin
& Hewstone, this volume, chapter 9). Generally speaking, deviance processes within
groups should not be viewed as only a mechanical reflection of prototypicality. Deviants
also serve an important strategic function for groups — they act as scapegoats for group
deficiencies and failures, and their very non-prototypicality can serve to clarify what s
prototypical.

Thus far, I have restricted discussion to negative deviants — people whose behavior
muddies intergroup boundaries because they diverge from the ingroup prototype toward
the outgroup prototype. What about “positive” deviants — group members who are
a-prototypical but in evaluatively favorable ways; for example, over-achievers or high
flyers? On the one hand over-achievers should be socially unattractive because they are
a-prototypical, but on the other hand they should be socially attractive because the group
can bask in their reflected glory (cf. Burger, 1985; Cialdini, Borden, Thorne, Walker,
Freeman, & Sloan, 1976; Cialdini & de Nicholas, 1989; Sigelman, 1986; Wann, Hamlet,
Wilson, & Hodges, 1995). There is some evidence that people are evaluatively particu-
larly harsh on over-achievers who suffer a setback or experience a fall (e.g., Feather, 1994),
but this research does not differentiate between over-achievers who are members of a
salient ingroup and those who are not.
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From a social categorization perspective we could predict that the immediate and inter-
group social context of over-achievement determines the evaluation of positive ingroup
deviants (Hogg & Terry, 2000). There are two dimensions to the model: (a) A functional
dimension. Where solidarity and consensual prototypicality are important to the group,
perhaps due to uncertainty concerns, positive deviants are dysfunctional for the group;
they will be evaluatively downgraded, much like negative deviants. Where solidarity is
less critical and prototypicality less consensual, but self-enhancement is important, posi-
tive deviants are functional for the group; they will be upgraded as they contribute to a
favorable redefinition of ingroup identity. (b) A social attribution dimension. Where pos-
itively deviant behavior can be “owned” by the group, the deviant will be favorably eval-
uated; this would be likely if the deviant modestly attributed the behavior to the support
of the group rather than to personal ability, and where the deviant had little personal
history of over-achievement (i.e., was a “new” deviant). Where positively deviant behav-
ior cannot readily be “owned” by the group, the deviant will be unfavorably evaluated;
this would be likely where the deviant took full personal credit for the behavior without
acknowledging the group’s support (i.e., “boasted”), and where the deviant had a long
personal history of over-achievement (i.e., was an enduring deviant).

A common aspect of deviance is that groups tend to pathologize deviance. People who
simply differ, or deviate, from the rest of the group are often viewed in pathological terms
as having dysfunctional and deviant personalities — the demonization of deviants is clearly
strategic, as described above, but it may also reflect the logic of essentialism and the fun-
damental attribution error or correspondence bias (see Gilbert & Malone, 1995; Medin
& Ortony, 1989; Trope & Liberman, 1993). An example of this process at the societal
level is the overemphasis on delinquency as a clinical problem. Although delinquent
behavior may reflect pathological problems, it is also behavior that deviates from societal
norms of acceptable behavior for adolescents and young adults. Emler (1990; Emler &
Reicher, 1995) has suggested that an important aspect of delinquency is reputation
management. Delinquent behavior provides a distinctive social identity for young (mainly
male) adults, who engage in delinquent acts publicly in order to build a reputation for
themselves among their delinquent peers — a reputation that acknowledges and affirms
their social identity and group membership. This analysis is relatively consistent with
earlier sociological work on labeling theory and deviant careers (e.g., Becker, 1963).

Leadership and power

Whereas prototypical marginality is about deviance, prototypical centrality is about lead-
ership (for reviews of the leadership literature see Chemers, this volume, chapter 16; Lord,
Brown, & Harvey, this volume, chapter 12). One way in which social categorization is
implicated in leadership is described by leader categorization theory (e.g., Lord, Fot, &
DeVader, 1984; Nye & Forsyth, 1991; Nye & Simonetta, 1996; Rush & Russell, 1988).
People have preconceptions about how leaders should behave in general and in specific
leadership situations. These preconceptions are cognitive schemas of types of leader (i.e.,
categories of leader that are represented as person-schemas) which operate in the same
way as other schemas (see Fiske & Taylor, 1991). When someone is categorized on the
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basis of their behavior as a leader, the relevant leadership schema comes into play to gen-
erate further assumptions about behavior. Leadership schemas vary in situational inclu-
siveness. Subordinate schemas apply only to specific situations, whereas superordinate
schemas apply to a wide range of situations and embody quite general personality char-
acteristics. Good leaders are people who have the attributes of the category of leader that
fit situational requirements. This perspective is soundly based in contemporary social cog-
nition. It treats leader categories as nominal categories; that is, cognitive groupings of
instances that share attributes but do not have any psychological existence as a real human
group. Leadership is viewed as a product of individual information processing, not as a
structural property of real groups or as an intrinsic or emergent property of psychologi-
cal ingroup membership.

An alternative social categorization perspective is framed by social identity theory
(Hogg, 1996a, 1999, in press c). Self-categorization constructs a gradient of actual or per-
ceived prototypicality within the group, such that some people are more prototypical than
others and act as a focus for attitudinal and behavioral depersonalization. Prototypical
members appear to exercise influence, because others behave as they do. Furthermore,
such people are also consensually socially liked, which furnishes them with the capacity
to actively gain compliance with their requests — people tend to agree and comply with
people they like. This empowers the leader, and publicly confirms his or her ability to
exercise influence. Furthermore, prototypical leaders are likely to identify strongly with
the group and thus exercise influence in empathic and collectively beneficial ways; thus
strengthening their perceived prototypicality and consensual social attractiveness. Con-
sensual attractiveness also confirms differential popularity and public endorsement of the
leader, imbues the leader with prestige and status, and instantiates an intragroup status
differential between leader(s) and followers.

There is also an attribution process that tends to over- or mis-attribute the leader’s
behavior to stable, internal personality attributes — the fundamental attribution error
(Ross, 1977) or correspondence bias (Gilbert & Jones, 1986). Because the behavior being
actributed, particularly over an enduring period, includes the appearance or actuality of
being influential over others™ attitudes and behaviors, being consensually socially attrac-
tive, and gaining compliance and agreement from others, the attribution process con-
structs a charismatic leadership personality for the leader. A number of factors accentuate
this attribution process. Because prototypicality is the yardstick of group life it attracts
attention and renders highly prototypical members figural against the background of the
group; thus enhancing the fundamental attribution error (Taylor & Fiske, 1978). The
emerging status-based structural differentiation between leader(s) and followers further
enhances the distinctiveness of the leader(s) against the background of the rest of the
group. Furthermore, to redress their own perceived lack of power and control, followers
seek individualizing information about the leader because they believe that such infor-
mation is most predictive of how the leader will behave in many situations (Fiske, 1993;
Fiske & Dépret, 1996).

Together, these processes transform prototypical group members into leaders who are
able to be proactive and innovative in exercising influence. This also equips leaders to
maintain their tenure. They can simply exercise power (more of this below), but they can
also manipulate circumstances to enhance their perceived prototypicality; they can exer-
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cise self-serving ideological control over the content of the prototype, they can pillory
ingroup deviants who threaten the self-serving prototype, they can demonize outgroups
that clearly highlight the self-serving ingroup prototype, and they can elevate uncertainty
to ensure that members are motivated to identify strongly with a group that is defined as
the leader wishes (uncertainty can be managed as a resource by people in power, e.g.,
Marris, 1996).

Direct tests of the social identity theory of leadership have focused on the fundamen-
tal core prediction that as a group becomes more salient emergent leadership processes
and leadership effectiveness perceptions become less dependent on general leader schemas
and more dependent on group prototypicality. There is support for this idea from labo-
ratory experiments (e.g., Duck & Fielding, 1999; Hains, Hogg, & Duck, 1997; Hogg,
Hains, & Mason, 1998; Platow & van Knippenberg, 1999) and a naturalistic field study
(Fielding & Hogg, 1997). There is also indirect support from a range of studies of lead-
ership that are in the social identity tradition (de Cremer & van Vugt, in press; Foddy &
Hogg, 1999; Haslam, McGarty, Brown, Eggins, Morrison, & Reynolds, 1998; Platow,
Reid, & Andrew, 1998; van Vugt & de Cremer, 1999). There is also support for the idea
that prototype-based depersonalized social attraction may facilitate leadership. There is
some direct evidence from the studies by Fielding and Hogg (1997) and de Cremer and
van Vugt (in press), whereas in other studies social attraction is a component of the lead-
ership evaluation measure (e.g., Hains, Hogg, & Duck, 1997; Hogg, Hains, & Mason,
1998). The attribution and associated structural differentiation components of the theory
have indirect support (e.g., Fiske, 1993; Fiske & Dépret, 1996), but remain to be directly
tested.

Definitions of leadership usually distinguish leadership from power (e.g., Chemers,
this volume, chapter 16; Lord, Brown, & Harvey, this volume, chapter 12). Leadership
is a process of influence that enlists and mobilizes the aid of others in the attainment of
collective goals; it is not a coercive process in which power is exercised over others. The
social identity theory of leadership is consistent with this type of definition. Prototypical
leaders do not need to exercise power in order to have influence; they are influential by
virtue of their position and the depersonalization process that assimilates members’ behav-
jor to the prototype. They and their suggestions are intrinsically persuasive because they
embody the norms of the group. In addition to not “needing” to exercise power, it is pos-
sible that prototypical leaders may be “unable” to exercise power. High prototypicality is
associated with strong ingroup identification; self and group are tightly fused prototypi-
cally and thus any form of negative behavior directed against fellow members is effec-
tively directed against self. There may exist an empathic bond between leader and
followers that protects against any desire to exercise power over others let alone destruc-
tive use of power or the abuse of power.

However, leaders sometimes do exercise power in harmful ways. Why does this happen?
How can it be curbed? One possibility is that increasing status-based differentiation
between leader and followers effectively instantiates an intergroup relationship. The leader
is now no longer prototypical for the followers, and the empathic ingroup bond that pro-
tects against abuse of power is severed. Leadership through ingroup prototype-based influ-
ence is no longer effective, so the leader now needs to, and can, gain influence by
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exercising power over other members of the group, “as if” they were outgroup members.
Such a relationship is competitive and potentially exploitative; far removed from proto-
type-based leadership.

The progression from benign influence to destructive wielding of power can be curbed
by anything that inhibits the process of structural differentiation, and that re-grounds
leadership in prototypicality. External threat from an outgroup might be particularly effec-
tive — it enhances identification and depersonalization, and increases solidarity and social
attraction. Power may, paradoxically, also be curbed by quite the opposite circumstances.
If a group becomes less cohesive, more diverse, and less consensual about its prototype,
it is less likely that followers will endorse the same person as the leader. Thus, the leader’s
power base will fragment, and numerous new “contenders” may emerge. Although this
limits the leader’s ability to abuse power, it also undermines prototype-based leadership.
It should also be noted that leaders who have become accustomed to exercise power may
vigorously resist any threats to their ability to exercise power.

This analysis of leadership and power is explored fully elaborated by Hogg and Reid
(in press). It suggests that leaders only exercise power when the self-categorization con-
tingent processes of social attraction and prototypical attribution structurally differenti-
ate the leader from the rest of the group, and thus change the leader—group relationship
from an intragroup relationship into some form of unequal status intergroup relation-
ship. The exercise of power now becomes associated with other intergroup behaviors (e.g.,
stereotyping, intergroup discrimination, social “dislike”) that inevitably widen the gulf
between leaders and followers.

Structural differentiation within groups

We have seen how social categorization affects intragroup processes via prototypicality
gradients. However, social categorization can also affect intragroup processes by creating
subgroups that may have competitive intergroup relations within the superordinate group.
I have already discussed two instances of this — deviant subgroups and leader/follower
groups.

Another way in which groups can encompass social categories is through roles.
Although roles are distinct from one another, they are promotively interdependent in the
life of the group. Roles can be very specific in circumscribing behaviors; for example pilot,
navigator, and cabin crew in an airplane. Other roles can be somewhat more generic. For
example, Moreland and Levine have analyzed group socialization in terms of people’s
movement through distinct membership roles — newcomer, full member, old-timer,
marginal member (e.g., Levine & Moreland, 1994; Moreland & Levine, 1982;
Moreland, Levine, & Cini, 1993; also see Levine, Moreland, & Choi, this volume,
chapter 4; Worchel & Coutant, this volume, chapter 19). Identification with and com-
mitment to the group as a whole is influenced by generic role position (different roles
prescribe different prototypes for the same group), and by role transition processes (e.g.,
initiation rites) that vary in terms of the strength of commitment to the group that they
elicit.
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Roles are rarely of equal status. For instance, in a restaurant, although chef and washer-
up are both essential to the group, there is a sharp status differential between these roles.
The analysis of status-differentiated roles in groups has been most thoroughly presented
by expectation states theory, or status characteristics theory (e.g., Berger, Fisek, Norman,
& Zelditch, 1977; Berger, Wagner, & Zelditch, 1985; de Gilder & Wilke, 1994; also see
Ridgeway, this volume, chapter 15). Influence in groups is governed by the extent to
which members have qualities and skills that are very specifically related to the group’s
purpose — called specific status characteristics. However, general social status outside the
group (diffuse status characteristics) creates favorable expectations that the person is also
valuable to the group, when in fact diffuse status may have little relevance to the group.
This analysis of category differentiation within groups is useful for understanding the
dynamics of power and influence within groups, in a way that incorporates a considera-
tion of power and influence in the wider society within which small groups are located.

Another way to approach category structure within groups is in terms of analyses of
socio-demographic diversity. This approach recognizes that almost all groups have a mem-
bership that is diverse in terms of socio-demographic category memberships such as race,
ethnicity, gender, (dis)ability, and so forth. Groups are an arena in which are played out
wider intergroup relations that are often evaluatively polarized and emotionally charged;
conflict, disadvantage, marginalization, and minority victimization can arise. Research
suggests that intragroup socio-demographic relations are likely to be salient and to
recreate discriminatory societal relations, when, within the group, role classification is
correlated with minority status demographic categorization (Brewer, 1996; Brewer, von
Hippel, & Gooden, 1999) — for instance, if there are relatively few female employees in
an organization and they are all employed in secretarial or clerical positions. This problem
can be ameliorated where demographic categorization and role assignment are cross-cut
or uncorrelated within the group (see Vescio, Hewstone, Crisp, & Rubin, 1999). For
example, Marcus-Newhall, Miller, Holtz, and Brewer (1993) found that when category
membership and role assignment were not convergent (i.e., they were cross-cut), category
members were less likely to favor their own category on post-test ratings, and they were
less likely to differentiate between the categories than in a convergent role structure.

The general issue here is of how subgroups relate to one another when they are nested
within or cross-cut with a superordinate group. Social identity theory, and more general
social categorization perspectives, make predictions about the nature of relations between
subgroups as a function of the nature of their relationship to the superordinate group (see
Hornsey & Hogg, in press a). Much of this work is framed by the “contact hypothesis”
to investigate the conditions under which contact between members of different groups
might improve enduring relations between the groups (e.g., Brown, 1996; Gaertner,
Dovidio, Anastasio, Bachman, & Rust, 1993; Gaertner, Dovidio, & Bachman, 1996;
Gaertner, Rust, Dovidio, Bachman, & Anastasio, 1995; Hewstone, 1994, 1996; Petti-
grew, 1998).

Subgroups often resist attempts by a superordinate group to dissolve subgroup bound-
aries and merge them into one large group. This can be quite marked where the super-
ordinate group is very large, amorphous, and impersonal. Thus, assimilationist strategies
within nations, or organizations, can produce fierce subgroup loyalty and inter-subgroup
competition. Subgroup members derive social identity from their groups and thus view
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externally imposed assimilation as an identity threat. The threat may be stronger in large
superordinate groups due to optimal distinctiveness considerations (Brewer, 1991, 1993).
People strive for a balance between conflicting motives for inclusion/sameness (satisfied
by group membership) and for distinctiveness/uniqueness (satisfied by individuality). So,
in very large organizations, people feel over-included and strive for distinctiveness, often
by identifying with distinctive subunits or departments.

Some research suggests that an effective strategy for managing inter-subgroup relations
within a larger group is to make subgroup and superordinate group identity simultane-
ously salient. For example, Hornsey and Hogg (1999, 2000, in press) conducted a series
of experiments in which inter-subgroup relations were found to be more harmonious
when the subgroups were salient within the context of a salient superordinate group, than
when the superordinate group alone or the subgroups alone were salient. This arrange-
ment reduces subgroup distinctiveness and identity threat, at the same time as it recon-
figures inter-subgroup relations so that they resemble promotively interdependent role
relations rather than competitively interdependent intergroup relations (Hornsey &
Hogg, in press a). It is a social arrangement which may capture the policy of muld-
culturalism adopted by some countries to manage ethnic diversity at a national level (cf.
Prentice & Miller, 1999).

A specific case of subgroup structure is provided by mergers and take-overs in the world
of organizations. The post-merger organization contains within it the pre-merger orga-
nizations and their intergroup relations. Since these relations are often competitive and
sometimes bitter and antagonistic, it is not surprising that mergers often fail (e.g., Blake
& Mouton, 1985; Buono & Bowditch, 1989; Haunschild, Moreland, & Murrell, 1994).
If a failed merger is defined as one where competitive and hostile intergroup relations
prevail within the new organization, then we can predict that this is likely to happen
where old loyalties persist in an overly assimilationist environment that threatens a valued
and self-definitionally important pre-merger organizational identity (e.g., Hornsey &
Hogg, in press a). At the inter-organizational level an organization that believes its lower
status position is legitimate and stable and that it is possible for members to pass psy-
chologically into the more prestigious organization (i.e., acquire a social identity as a
member of the prestigious organization) will be unlikely to show organizational solidar-
ity or engage in inter-organizational competition. Instead, members attempt as individ-
uals to dis-identify and gain psychological entry to the new organization. This would
increase their support for the merger, and their commitment to and identification with
the new merged organization. In contrast, an organization which believes its lower status
position is illegitimate and unstable, that passing is not viable, and that a different inter-
organizational status relation is achievable, will show marked solidarity, engage in direct
inter-organizational competition, and actively attempt to undermine the success of the
merger. Although members of low-status organizations are likely to respond favorably to
conditions of high permeability, an opposite effect is likely for employees of the higher
status pre-merger organization. Permeable boundaries pose a threat to the status they
enjoy as members of a higher status pre-merger organization, and so they are likely to
respond negatively to permeable intergroup boundaries. This analysis has support from
studies of an airline merger (Terry, Carey, & Callan, in press), and a bank merger (Anas-
tasio, Bachman, Gaertner, & Dovidio, 1997; Gaertner, Dovidio, & Bachman, 1996).
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Concluding Comments

The aim of this chapter has been to explore the effects of social categorization on intra-
group phenomena. In order to do this I have adopted a social identity perspective,
because, by theorizing how social categorization in a wider intergroup social context pro-
duces prototype based depersonalization of self and others, it provides probably the best
basis for understanding group membership based social categorization effects within
groups. Although, social identity theory focuses on social categories, the categorization
process and intergroup behavior, it has paid less explicit attention to processes within
groups. However, it provides a more promising start, I feel, than the traditional study of
dynamic processes within groups, which is restricted to small interactive groups, and does
not explicate social categorization processes, large-scale social categories, or the role of
intergroup relations; and traditional social cognition, which has much to say about social
categories and social categorization, but little to say about group and intergroup processes.

The core premise is that human groups are social categories; but, of course, categories
that vary enormously in size, structure, purpose, diversity, longevity, degree of social inter-
action, and so forth. Social categorization transforms perception, thought, feeling, and
action so that self and others are assimilated to the prescriptions of a contextually rele-
vant ingroup or outgroup prototype — a process of prototype-based depersonalization.
This very basic social-cognitive process interacts with representations grounded in social
experience, to produce the general form and the specific content of group behaviors and
collective self-conceptualization.

I showed how this analysis helps us to understand a wide array of intragroup phe-
nomena. We discussed conformity and normative behavior — with a particular emphasis
on crowd behavior, group polarization, and the behavioral expression of normative atti-
tudes in group contexts. We saw how consensual social attraction emerged within groups,
and how this related to the general solidarity and cohesion of groups, and the social
popularity of highly prototypical group members. We saw how categorization-based vari-
ability in group prototypicality among group members might produce deviant individu-
als or minority subgroups, and how even positive deviants might attract negative ingroup
reactions. In contrast, highly prototypical group members may become group leaders. We
discussed role differentiation within groups and how identification with the group as
a whole may be influenced by the roles that people occupy within the group. Because
roles vary in status, role occupants acquire status within the group through the roles
they occupy. However, status within the group is also strongly influenced by socio-
demographic status outside the group. This led into a discussion of socio-demographic
diversity within groups and the management of subgroup relations within a group.

The extension of social categorization, and more specific social identity, analyses to the
study of processes within groups is gathering momentum and providing an exciting new
synthesis of the traditional social psychological study of group dynamics and the more
contemporary study of social cognition, intergroup relations, and self and identity. One
particularly promising arena for this research direction is the study of organizations. Orga-
nizations are complex groups that contain nested and cross-cut subgroups — they are large
impersonal categories as well as small interactive groups, they exist in a matrix of inter-
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group relations, they provide the context for a host of small group processes, they influ-
ence people’s attitudes and behaviors, and they contribute significantly to self-definition,
social identity, and the self-concept. Organizational psychologists have increasingly
adopted some social identity concepts to help understand aspects of organizational
processes — since Ashforth and Mael (1989) first introduced the ideas to an organizational
readership. This trend has strengthened (e.g., Pract, 1998), with the recent involvement
of social identity researchers and a developing dialogue between social and organizational
psychologists around this theme (see Hogg & Terry, 2000, in press).
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GHAPTER FOUR

Group Socialization and
Newcomer Innovation

John M. Levine, Richard L. Moreland, and Hoon-Seok Ghoi

Small groups have been an important research focus in social psychology for decades.
Although relevant work has waxed and waned (McGrath, 1984; Moreland, Hogg, &
Haines, 1994; Steiner, 1986), a massive literature on small groups has accumulated. As
a result, we know much about such diverse topics as group composition, group structure,
conflict in groups, group performance, and the ecology of groups (see Levine &
Moreland, 1998, for a review of contemporary work). Some of these topics, of course,
have received more attention than others. In particular, the ecology of groups, defined as
the physical, social, and temporal environments that groups occupy, has been relatively
neglected. In this chapter we focus on the temporal environment. After considering
how relations between groups and individuals change over time, we examine the condi-
tions under which newcomers can produce change, or innovation, in the groups they
enter.

A Model of Group Socialization

To clarify temporal changes in individual-group relations, Moreland and Levine (1982)
developed a model of group socialization that analyzes the passage of individuals through
groups. The model seeks to describe and explain the affective, cognitive, and behavioral
changes that groups and individuals produce in one another over the course of their rela-
tionship. Two fundamental assumptions underlie the model. The first assumption is that
relationships between groups and individuals change in systematic ways over time, with
individuals moving through different membership phases as a function of the length and
quality of their experience with the group. The second assumption, which will prove
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central to our discussion of innovation, is that groups and individuals exert recipro-
cal influence on one another, with both parties acting as sources as well as targets of
influence.

Before discussing the model in detail, it is important to clarify our use of the term
group. One issue concerns the types of social aggregates to which the model is relevant.
Although aspects of the model are applicable to a wide range of aggregates, the model
was designed to apply primarily to small, autonomous, voluntary groups whose members
interact on a regular basis, have affective ties with one another, share a common frame
of reference, and are behaviorally interdependent. A second issue concerns the reality of
groups. When we state that groups carry out certain activities (e.g., evaluating a poten-
tial member, feeling commitment to that person), we do not mean to reify the group as
an entity apart from its members. Instead, we view a “group” response to an individual
as based on the shared views of the people who make up the group. This allows, of course,
for the possibility that some group members are more influential than others in deter-
mining this response and that members do not always readily achieve consensus.

The dynamic properties of the group socialization model derive from the operation of
three psychological processes — evaluation, commitment, and role transition. Evaluation
involves efforts on the part of the group and the individual to assess and maximize one
another’s rewardingness. Because groups want to accomplish certain goals, they evaluate
individuals in terms of how much they facilitate goal attainment. This involves identify-
ing the goals to which the person should contribute, determining the behavioral dimen-
sions on which these contributions will be assessed, developing normative expectations
for each dimension, and finally comparing the person’s expected and actual behaviors. To
the extent these behaviors do not match, the group may take some form of corrective
action to reduce the discrepancy. The individual engages in an analogous evaluation
process to assess how well the group meets his or her personal needs.

In addition to evaluating the present rewardingness of their relationship, the group
and individual may recall its past rewardingness and anticipate its future rewardingness.
Moreover, they may evaluate the past, present, and future rewardingness of their
alternative relationships. Feelings of commitment between the group and individual are
based on all these evaluations. Thus, commitment is higher when both parties remem-
ber their past relationship as more rewarding than previous alternative relationships, per-
ceive their present relationship as more rewarding than current alternative relationships,
and expect their future relationship to be more rewarding than future alternative
relationships.

Commitment, viewed as the outcome of the evaluation process, can have important
consequences for the group and the individual. A group that feels strong commitment to
an individual is likely to feel positive affect toward the person, work to fulfill the
individual’s expectations and satisfy his or her needs, and try to gain or retain the person
as a group member. Similarly, an individual who feels strong commitment to a group is
likely to feel positive affect toward group members, work to fulfill the group’s expecta-
tions and achieve its goals, and try to gain or maintain membership in the group.

Because evaluation is an ongoing process, the group’s and the individual’s commitment
levels change over time. Changes in commitment, in turn, affect the nature of the rela-
tionship between the two parties. These changes are governed by decision criteria, or
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Figure 4.1. The five phases of group membership.

specific levels of commitment signaling that a qualitative change should occur in the rela-
tionship between the group and the individual. When either party’s commitment level
reaches a decision criterion, that party will seek to initiate a role transition, but such a
transition will not occur undil both parties feel it is appropriate. Following a transition,
the individual’s relationship with the group is jointly relabeled, and the parties alter their
expectations for one another’s behavior. In order to clarify to the role occupant and others
that something important has happened, role transitions are often marked by public cer-
emonies (“rites of passage”). Evaluation continues after a role transition, producing further
changes in commitment and subsequent role transitions. In this way, the individual can
pass through five phases of group membership (investigation, socialization, maintenance,
resocialization, and remembrance), separated by four role transitions (entry, acceptance,
divergence, and exit). Figure 4.1 illustrates the movement of a hypothetical individual
through all five phases of group membership.

During the investigation phase, the group and the individual (prospective member)
make a decision about whether to establish a relationship. The group engages in recruit-
ment, looking for individuals who might contribute to the attainment of its goals. Simi-
larly, the individual engages in reconnaissance, looking for groups that might contribute
to the satisfaction of his or her needs. If both parties’ evaluations of one another cause



Group Socialization and Newcomer Innovation 89

their commitment levels to rise to their respective entry criteria (EC), then the role tran-
sition of entry occurs.

After entry, the group and the individual (new member) go through the socialization
phase of membership. Here the group attempts to change the individual to maximize his
or her contribution to its goal attainment. Insofar as the group succeeds, the individual
undergoes assimilation. Similarly, the individual attempts to change the group to maxi-
mize its contribution to his or her need satisfaction. Insofar as the individual succeeds,
the group undergoes accommodation. If the commitment levels of both parties rise to
their respective acceptance criteria (AC), then the role transition of acceptance occurs.

During the subsequent maintenance phase, both the group and the individual (full
member) engage in role negotiation. The group attempts to identify a specialized role for
the individual (e.g., treasurer) that maximizes his or her contributions to the attainment
of its goals, while the individual attempts to find a specialized role that maximizes the
satisfaction of his or her needs. If this negotiation succeeds, then both parties’ commit-
ment levels remain high. But if it fails and both parties’ commitment levels fall to their
respective divergence criteria (DC), then the role transition of divergence occurs.

Following divergence, the resocialization phase of group membership begins. During
resocialization, the group tries to restore the individual’s contributions to the attainment
of its goals, and the individual tries to restore the group’s contributions to the satisfac-
tion of his or her needs. Insofar as the parties are successful, assimilation and/or accom-
modation again occur. If the group’s and the individual’s commitment levels rise to their
respective divergence criteria, then a special role transition (convergence) occurs, in which
the individual is returned to full membership. But more often, as illustrated in Figure
4.1, the commitment levels of both parties fall to their respective exit criteria (XC), pro-
ducing the role transition of exir.

Following the individual’s departure from the group, the two parties enter the fifth
and last membership phase, remembrance. Here the group recalls the individual’s past con-
tributions to the attainment of its goals, and these memories become part of the group’s
tradition. Similarly, the individual engages in reminiscence about the group’s past con-
tributions to the satisfaction of his or her needs. To the extent the two parties continue
to influence one another’s outcomes, they may also evaluate their current relationship.
These past and present evaluations in turn determine the group’s and the individual’s
commitment to one another, which eventually stabilize at some (usually low) level.

Figure 4.1 is an idealized representation of how the relationship between a group and
an individual might change over time, which masks several complexities (see Moreland
& Levine, 1982). For example, commitment may change abruptly, rather than gradually.
And decision criteria may not be stable (e.g., a group may adopt a higher acceptance cri-
terion at time 2 than time 1), which in turn affects how long individuals spend in a par-
ticular membership phase (e.g., socialization). There can also be variability in both the
number and order of role transitions (e.g., if the entry and acceptance criteria are equal,
then individuals will skip the socialization phase and move directly from prospective
member to full member). Finally, the figure assumes that the group and individual have
identical commitment levels and decision criteria. When this is not the case, misunder-
standing and conflict may result.

The group socialization model has proven useful for analyzing a number of group phe-
nomena (see Levine & Moreland, 1994). These include the psychological processes under-
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lying commitment (Moreland, Levine, & Cini, 1993); the strains associated with role
transitions (Moreland & Levine, 1984); the factors that facilitate newcomer assimilation
into groups (Levine & Moreland, 1991, 1999; Moreland & Levine, 1989); the relation-
ship between group development and group socialization (Moreland & Levine, 1988);
and the reciprocal influence of intergroup and intragroup processes on efforts to recruit
and retain members (Levine, Moreland, & Ryan, 1998). The group socialization model
has also been used to analyze innovation (Levine & Moreland, 1985). In that paper, we
briefly discussed how innovation might be produced by people in all five phases of group
membership (investigation, socialization, maintenance, resocialization, and remem-
brance). The present chapter, in contrast, focuses exclusively on the socialization phase
of membership, offering a detailed analysis of when and how newcomers produce inno-
vation in groups they have recently joined.

Newcomer Innovation

The socialization phase of group membership has important consequences for both the
group and the individual, regardless of its success. From the group’s perspective, success-
ful socialization can increase new members task-related skills and motivation, as well as
their commitment to the group, in part because socialization activities facilitate the trans-
mission of group culture (Levine & Moreland, 1991, 1999; Louis, 1980). In contrast,
unsuccessful socialization can alienate new members, thereby reducing their contributions
to group goals, and can motivate them to leave, thereby producing costly turnover (Bauer,
Morrison, & Callister, 1998). From the individual’s perspective, successful socialization
can provide an opportunity to acquire useful information and skills and a chance to
change the group so that it better satisfies personal needs. In contrast, unsuccessful social-
ization can frustrate the new member’s efforts to gain task competence and/or alter the
group.

Because both groups and their new members are profoundly affected by the process
of socialization, it would not be surprising if both parties found this phase of group mem-
bership especially stressful. During socialization, the individual is a quasi-member who
has gained a foothold in the group, but is not fully integrated into it. Both the group and
the individual realize that their relationship is unstable and must be resolved one way or
the other — the individual must either achieve full membership or leave. According to the
group socialization model, full membership can only be attained if the commitment levels
of the group and the individual rise to their respective acceptance criteria. And this can
only happen as a result of some combination of individual assimilation to the group and
group accommodation to the individual. The problem, of course, is that the individual
is not always willing to exhibit as much assimilation as the group desires, and the group
is not always willing to exhibit as much accommodation as the individual desires. The
stress that both parties experience during socialization thus derives in large part from the
struggle between the group and the individual concerning the amount and type of assimi-
lation and accommodation that should occur. In addition, even if one party is willing to
change in order to meet the other’s expectations, it may lack the ability to do so, thereby
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producing a different kind of stress. For example, an individual might desperately want
to succeed on a group-assigned task, but lack the physical or mental resources to do so.
Similarly, a group might want to give a valued newcomer a large salary increase, but lack
the financial resources to do so. Thus, the stress associated with assimilation and accom-
modation may be based on ability as well as motivation problems.

A large literature exists on socialization, much of it devoted to the fate of newcomers
in organizations (Ashford & Taylor, 1990; Bauer et al., 1998; Fisher, 1986; Saks &
Ashforth, 1997; Van Maanen & Schein, 1979; Wanous & Collela, 1989). Although we
will borrow from this literature where appropriate, our focus here is on small groups,
which are increasingly recognized as a critical context for organizational socialization
(Anderson & Thomas, 1996; Feldman, 1989; Jablin, 1987; Major, Kozlowski, Chao, &
Gardner, 1995; Moreland & Levine, in press). Until recently, most of the work on social-
ization in both organizations and small groups was characterized by a restricted social per-
spective. During socialization, organizations and groups were assumed to be sources of
influence, whereas new members were assumed to be targets. Recently, however, there has
been increasing recognition that newcomers play an active role in their socialization and
can produce changes (intentional or unintentional) in their organizations or groups
(Bauer et al., 1998; Feldman, 1994; Levine & Moreland, 1985; Saks & Ashforth, 1997;
Sutton & Louis, 1987).

In the remainder of this chapter we discuss the mechanisms that underlie newcomer
innovation in groups. Although the term “innovation” is often used to refer to the inten-
tional introduction of ideas designed to improve group performance (cf. West & Farr,
1990), newcomers sometimes produce changes in a group without intending to do so.
Moreover, regardless of newcomers’ goals, the changes they elicit can be negative as well
as positive (Feldman, 1994). In the following analysis, we adopt a broad definition of
innovation, defining it as any significant change in the structure, dynamics, or perfor-
mance of a group (Levine & Moreland, 1985).

Unintended innovation

As suggested above, newcomers sometimes alter groups without intending to do so. For
example, newcomers who are trying hard to assimilate, with no thought of producing
accommodation, may inadvertently change the group in some way. Alternatively, new-
comers who are trying to produce accommodation on one dimension may (in addition
or instead) elicit change on another dimension.

Unintended innovation can occur even before newcomers enter the group, as a result
of oldtimers’ expectations about their future responsibilities. If oldtimers believe they
must soon transmit group culture (the group’s shared thoughts and customs) to new-
comers, they may be motivated to think carefully about aspects of culture that they nor-
mally take for granted (cf. Feldman, 1994). This reflection could alter both the group
culture itself and the socialization mechanisms used to transmit it. For example, oldtimers
might discover inconsistencies between shared thoughts and customs that they never
noticed before, which could lead them to engage in cognitive work designed to reconcile
these inconsistencies. These efforts in turn could produce changes in group culture, such
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as “forgetting” of inconsistent cultural elements. Oldtimers™ expectation that they must
transmit cultural information is also likely to produce more organized and polarized cog-
nitive structures regarding this information (Guerin & Innes, 1989; Zajonc, 1960).
Finally, even if no inconsistencies are discovered, oldtimers may anticipate that certain
cultural elements will be hard to transmit to newcomers. This perception, in turn, may
motivate oldtimers to invent new ways of imparting cultural knowledge, which will alter
how socialization is carried out.

There is also reason to believe that actually imparting cultural information can affect
oldtimers’ understanding of that information. For example, Higgins and his colleagues
have demonstrated that communicating a message to an audience can influence a speaker’s
memory for message-relevant information (Higgins, 1992). This “saying is believing”
effect is due, at least in part, to speakers” desire to establish shared reality with their audi-
ence (Higgins, 1999). Thus, it seems likely that oldtimers’ memory for cultural infor-
mation they previously communicated to new members will be influenced by how they
encoded this information during transmission. Such communication-induced changes in
knowledge will, over time, alter the content of the group culture.'

Two factors are likely to influence how much oldtimers™ cultural knowledge changes
as a result of imparting this knowledge to newcomers — their motivation to enculturate
newcomers and their self-perceived ability to do so. We expect that higher motivation
will lead to greater effort to transmit cultural knowledge, which in turn will produce
changes in that knowledge when transmission involves cognitive work (e.g., if cultural
inconsistencies must be resolved or new ways of transmitting information must be
invented). Oldtimers’ motivation to enculturate new members should be high when the
group has recently failed and when new members possess skills the group needs.

In addition, we expect that lower self-perceived ability will lead to greater change in
cultural knowledge as a function of transmitting this knowledge, at least when cultural
inconsistencies must be resolved or new ways of imparting information must be invented.
This is because oldtimers with low confidence in their ability to transmit cultural knowl-
edge will process this information in a relatively thoughtful (or controlled) manner,
whereas those with higher confidence will process this information in a relatively thought-
less (or automatic) manner. The more thoughtful their information processing, the more
likely oldtimers are to experience cognitive change. Oldtimers’ self-perceived ability is
likely to be low when the group culture is weak (e.g., knowledge is not codified), their
task and social skills are low, they had little prior contact with new members, and new
members seem resistant to enculturation.

Unintended innovation may also occur as a result of the evaluation process (described
earlier), in which oldtimers assess and seek to maximize new members’ contributions to
group goal attainment. For example, newcomers who repeatedly violate group expecta-
tions may find that oldtimers reduce their responsibilities, monitor their behavior more
often, and punish their mistakes more harshly. Newcomers who consistently meet or
exceed group expectations may elicit exactly the opposite reactions. Both sets of responses
change the group by altering the time and energy oldtimers expend on socializing new-
comers. The changes induced by “bad” and “good” newcomers may even extend beyond
the particular individuals who elicited these changes. For example, one bad newcomer
may cause oldtimers to monitor other newcomers more closely, for fear they will imitate
their colleague’s misbehavior. And a set of bad newcomers may lead oldtimers to con-



Group Socialization and Newcomer Innovation 93

clude that they should recruit better people, which in turn will cause them to adopt a
higher entry criterion for prospective members.

Commitment, the outcome of the evaluation process, can also influence unintended
innovation on the part of newcomers. As we noted earlier, groups are more likely to
accommodate to newcomers who elicit higher levels of commitment. If so, then oldtimers
may be quite sensitive to the presumed needs of such newcomers and may try to satisfy
these needs without any prompting. Such efforts will please newcomers if oldtimers
guessed right (How nice they knew I would love a mink coat!), but will confuse or irri-
tate newcomers if they guessed wrong (Why on earth would they think I wanted the skin
of a poor, dead animal?). In either case, efforts to reward newcomers will absorb resources
(e.g., time, energy, money) that could have been used for other purposes. For example,
rather than attempting to please Newcomer A, oldtimers might have tried to please New-
comer B, whose anger at being ignored could lead him or her to leave the group, thereby
weakening it. Or the resources used to please Newcomer A might have been used to
recruit a promising prospective member, whose eventual contributions to the group would
far exceed those of Newcomer A. Our general point is that commitment to a particular
person can lead to actions that change the group for good or ill.

The resources that the group expends during socialization are affected by factors
besides commitment to newcomers. One such factor is the relative size of the newcomer
contingent. The greater the number of newcomers relative to oldtimers, the more effort
oldtimers must expend in socializing the newcomers, which in turn may reduce the
group’s ability to achieve other goals (cf. Chapin, 1957). The specific socialization tactics
oldtimers use may also differ as a function of the relative number of newcomers. For
example, as the size of the newcomer contingent increases, oldtimers may be more likely
to employ collective tactics (providing a common set of experiences for all newcomers)
rather than individual tactics (providing different experiences for different newcomers)
(Van Maanen & Schein, 1979). Because these two kinds of tactics make different
demands on oldtimers, changes in the number of newcomers entering the group can
provoke changes in the procedures used to socialize these people.

Besides varying in number, newcomers can also vary on other characteristics that influ-
ence how oldtimers conduct socialization. These include demographic characteristics
(e.g., age, race, sex), personality traits (e.g., adaptability, autonomy, self-esteem), group-
relevant abilities and knowledge, and motivation to gain acceptance (see Levine &
Moreland, 1991, 1999; Moreland & Levine, 1989). Evidence suggests, for example, that
groups have an easier time socializing young, adaptable newcomers who are familiar with
the group before they join and who are highly motivated to become full members.
Recently, there has been much interest in how the diversity of group members on such
dimensions as age, sex, race/ethnicity, organizational and group tenure, and educational
and functional background influences the performance of work groups (Moreland,
Levine, & Wingert, 1996; Neale, Mannix, & Gruenfeld, 1998; Williams & O’Reilly,
1998). Special attention has been given to the impact of relational similarity between
newcomers and oldtimers on the process and outcome of socialization (Arrow, 1998;
Jackson, Stone, & Alvarez, 1993; Lau & Murnighan, 1998). For example, Jackson et al.
(1993) offered several propositions about how newcomers’ and oldtimers” demographic
similarity influences oldtimers' behavior during socialization. They suggested, for
example, that oldtimers are more attracted to similar than dissimilar newcomers and are
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more motivated to integrate similar newcomers into the group. This causes oldtimers to
direct more deliberate communication to similar newcomers and to consciously provide
them with more evaluative information. Consistent with the notion that similar new-
comers are more attractive to oldtimers and receive more help from them, Arrow (1998)
found that newcomers of the same sex as current group members felt they fit in more
quickly than did newcomers of the opposite sex. Interestingly, oldtimers did not share
these perceptions, viewing both dissimilar and similar newcomers as fitting in quite well.

Obur discussion so far has focused on how oldtimers’ efforts to socialize newcomers can
produce unintended innovation. But such innovation can occur through other mecha-
nisms as well. For example, newcomers can change the group by altering existing rela-
tionships among oldtimers. When a newcomer is viewed negatively (e.g., because he or
she wants to alter cherished group traditions), oldtimers may become more cohesive and
resist the person’s efforts to change the group (Merei, 1949). Conversely, when a new-
comer is viewed positively (e.g., because he or she has valuable skills), oldtimers may
adjust their relationships in ways that facilitate the person’s ability to innovate (Fine, 1976;
Ziller & Behringer, 1960). Newcomers may also elicit conflict between different factions
of oldtimers, each of which secks their allegiance (Sutton & Louis, 1987; Ziller, 1965).
This conflict can harm the group in several ways. For example, oldtimers’ commitment
to the group and willingness to work for it may diminish, and competing factions may
waste valuable resources in trying to recruit newcomers. In extreme cases, the level of con-
flict may become so intense that the group dissolves. Finally, groups that must adapt to
the frequent entry of newcomers (and exit of oldtimers) may change their norms and role
systems, for example by placing greater emphasis on seniority (cf. Insko, Thibaut, Moehle,
Wilson, Diamond, Gilmore, Solomon, & Lipsitz, 1980; Ziller, 1965).

Besides changing relationships among oldtimers of the group they are entering, new-
comers can unintentionally alter this group by changing how it relates to outgroups. In
some cases, these changes make life harder for the group. For example, Levine, Moreland,
and Ryan (1998) discuss how intergroup competition for members can sour relations
between groups and force them to devote more resources to gaining and retaining
members. In other cases, these changes make life easier for the group. For example, if
newcomers to Group A already belong to Group B, then relations between the groups
may improve, with a concomitant decline in the resources needed to wage intergroup
conflict (cf. Wright, Aron, McLaughlin-Volpe, & Ropp, 1997).

Ironically, some of the techniques that newcomers use to facilitate their assimilation
to the group can inadvertently cause the group to accommodate to them. Reversing an
earlier emphasis on newcomers as passive recipients of socialization practices, organiza-
tional researchers have recently given more attention to “proactive socialization,” in which
newcomers take an active role in facilitating their adaptation to the organization (Ashford
& Taylor, 1990; Miller & Jablin, 1991; Reichers, 1987). Most of the work on proactive
socialization has focused on information seeking and acquisition (e.g., Comer, 1991;
Morrison, 1993; Ostroff & Kozlowski, 1992), although some research has been done on
other tactics, such as general socializing, networking, and behavioral self-management
(Ashford & Black, 1996; Saks & Ashforth, 1996). Opinions differ as to whether proac-
tive socialization has strong or weak effects on newcomer assimilation (Bauer et al., 1998;
Saks & Ashforth, 1997). However, our interest here is the unintended impact of proac-
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tive socialization tactics on group accommodation, an issue that has not received much
research attention (Saks & Ashforth, 1997).

How might proactive socialization tactics inadvertently produce group accommoda-
tion? In the case of information acquisition, certain newcomer efforts to acquire infor-
mation (e.g., asking questions about sensitive issues, requesting confidential files, looking
over oldtimers’ shoulders as they work) may be perceived as inappropriate. To discourage
such behavior, oldtimers will engage in various actions (e.g., reprimanding newcomers,
monitoring their behavior) that take time and energy away from other tasks, which in
turn may reduce group performance. When newcomers’ information-seeking behavior is
perceived as threatening to overall group welfare (e.g., when curious newcomers seek
“secret” information), groups may develop special roles (e.g., security officers) whose job
it is to guard sensitive information, assign security clearances, monitor access to infor-
mation, and so on (cf. Ancona & Caldwell, 1988; Messick, 1999). Not only can such
roles absorb significant group resources, but their very existence can alter group dynam-
ics. For example, when information is systematically withheld from newcomers, oldtimers
must monitor their conversations with one another to insure that newcomers do not over-
hear them. To avoid this problem, oldtimers may spend most of their time with one
another, avoiding newcomers whenever possible and thereby weakening their power to
socialize these people.

Intended innovation

Although newcomers often produce unintended changes in the group they have joined,
this is not the only way innovation occurs. In many cases, newcomers actively seek to
produce accommodation in the group and are able to achieve that goal. It should not be
surprising that some determinants of unintended innovation also affect innovation that
is intended.

One such determinant is the group’s commitment to its newcomers. As we noted
earlier, groups are more likely to accommodate to newcomers who elicit higher commit-
ment. Group commitment is high when newcomers are perceived to possess certain
demographic characteristics and personality traits, valuable abilities and knowledge, and
the motivation to gain acceptance (Levine & Moreland, 1991, 1999; Moreland & Levine,
1989). Newcomers who elicit high commitment for any of these reasons will find it
relatively easy to produce intended change in the group.’

Another factor underlying group commitment to newcomers is their external social
status (Moreland & Levine, 1989; also see Ridgeway, this volume, chapter 15).
There seem to be two reasons for this. First, because high-status newcomers bring valu-
able resources to the group (e.g., expertise, prestige), they are viewed as more instrumental
to attaining group goals than are low-status newcomers (cf. Zander & Cohen,
1955). Second, high-status newcomers know and use more effective entry behaviors
than do low-status newcomers (Putallaz & Wasserman, 1990). High-status newcomers
may not only be excused for deviating from group norms (cf. Wahrman, 1970;
Wiggins, Dill, & Schwartz, 1965), but they may even be rewarded for doing so, as long
as their deviation facilitates group goal attainment (cf. Suchner & Jackson, 1976).
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Moreover, when newcomers have enough status to assume leadership roles in the group,
they may be expected to produce innovation, particularly when the group has been
unsuccessful (cf. Coser, 1962; Homans, 1974). Research on executive succession indi-
cates that new executives do indeed introduce changes in the firms they join (Kesner &
Sebora, 1994), and this may be especially likely when they fulfill the prototypical expec-
tations of leaders who are worthy of influence (Kenney, Schwartz-Kenney, & Blascovich,
1996).

Buct the ability to produce innovation is not enough. If newcomers are to change the
group, they must first be motivated to do so. Innovation attempts are more likely when
newcomers want to change the group and believe their efforts will succeed. In general,
newcomers whose commitment to the group is low (because their needs are not being
met) want to change the group more than do newcomers whose commitment is high.
However, because group and individual commitment levels are typically positively corre-
lated, newcomers who feel low commitment to the group will probably assume the group
feels low commitment to them and hence would be unreceptive to their innovation
actempts. If so, then these individuals may not try to alter the group even though they
would like to see it change.

Another determinant of unintended innovation that also affects intended innovation
is the relative size of the newcomer contingent. In general, role expectations for new-
comers emphasize anxiety, passivity, dependence, and conformity (Moreland & Levine,
1989). Because newcomers do not want to violate these expectations, they often avoid
behaviors that might be viewed as assertive and hence make little effort to produce
accommodation in the group. This inhibition can be overcome, however, when two or
more newcomers enter the group together. Having social support from others reduces
conformity to group pressure (Allen, 1975) and emboldens newcomers to demand and
produce accommodation (Becker, 1964; Dunham & Barrett, 1996; Van Maanen, 1984).
Thus, newcomers who face socialization together often experience a sense of ingroup
solidarity, which causes them to become more confident of their views, less fearful of
group retaliation, and more assertive in pressing their case.

Finally, some of the mechanisms by which newcomers produce unintended innova-
tion can be transformed into tactics for producing intended innovation. For example,
newcomers can attempt to alter relationships among oldtimers (e.g., by creating or exac-
erbating conflicts) in the hope that a “weakened” group will show more accommodation.
Or newcomers can employ proactive socialization tactics (e.g., asking hard questions
about group practices) designed to make salient weaknesses in the group and thereby
increase oldtimers’ willingness to accommodate.

Newcomers can also use a variety of additional tactics for producing intended inno-
vation that do not have clear parallels in unintended innovation. One such tactic involves
the timing of innovation efforts. In his research on idiosyncrasy credit, Hollander (1960)
found that individuals atctempting to change a group’s procedural norms were less suc-
cessful if they tried to initiate innovation immediately after entering the group than if
they conformed for a while before suggesting any changes. Extrapolating from these find-
ings, newcomers who attempt to produce innovation immediately after entry (when
group commitment to them is low) are likely to be less successful than those who wait
until later (when group commitment is higher).
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Another tactic for producing innovation is behavioral consistency, which has been
studied in the context of minority influence. According to Moscovici (1976, 1985; see
Martin & Hewstone, this volume, chapter 9), a minority that consistently maintains its
position shows confidence in and commitment to that position and signals its refusal to
compromise. Although consistency is not always effective (Levine, Saxe, & Harris, 1976;
Levine, Sroka, & Snyder, 1977) and too much consistency (i.e., rigidity) can backfire
(Mugny, 1982), both objective consistency (Moscovici, Lage, & Naffrechoux, 1969) and
perceived consistency (Wood, Lundgren, Ouellette, Busceme, & Blackstone, 1994) often
increase minority influence. Moscovici assumes that consistent minorities produce inno-
vation by creating cognitive conflict in majorities (cf. Nemeth, 1995; Perez & Mugny,
1996). By refusing to compromise, a minority generates uncertainty about the correct
position, which in turn leads the majority to consider and eventually adopt the minor-
ity’s position (see Levine & Thompson, 1996, and Martin & Hewstone, this volume,
chapter 9, for a fuller discussion of minority influence). In addition to influencing minor-
ity innovation, cognitive conflict also plays an important role in other group phenom-
ena, including strategic desision making and groupthink (e.g., Amason & Schweiger,
1997; Jehn, 1997; Turner & Pratkanis, 1997; but see O’Reilly, Williams, & Barsade,
1998).

Given that newcomers are typically also minorities by virtue of being outnumbered by
oldtimers (Gruenfeld & Fan, 1999), newcomers who maintain a consistent position and
create cognitive conflict in oldtimers are likely to produce more innovation than those
who do not. An important caveat must be noted, however. Because minorities are more
effective in producing private influence than public influence (Wood et al., 1994), new-
comers will find it easier to change oldtimers’ attitudes than behaviors. This is problem-
atical for the obvious reason that newcomers often desire behavioral accommodation on
the part of oldtimers.

Waiting to introduce an innovation until they have earned idiosyncrasy credits and
presenting their position in a consistent manner both involve newcomers’ efforts to con-
vince oldtimers that their position is valid. In addition to these “informational” tactics,
newcomers can use punishment/reward tactics and compositional tactics (cf. Levine &
Kaarbo, in press). Punishment/reward tactics are applicable when newcomers have power
in the group because oldtimers need their contributions in order to attain important goals.
In such situations, newcomers can threaten to reduce group performance by either passive
(e.g., low effort) or active (e.g., sabotage) means. Newcomers can also threaten to with-
draw from the group by either simply leaving or forming a competing group (cf. Ziller,
1965). Finally, newcomers can threaten to increase outside pressure on the group to meet
their demands, to discredit the group to outsiders (e.g., by whistleblowing), or to dis-
courage prospective members from joining the group. These punishment tactics imply
parallel reward tactics, of course. Newcomers can also produce innovation by promising
to enhance group performance, to remain in the group for a long time, to encourage
prospective members to join, and so on.

Compositional tactics do not involve active attempts to influence oldtimers, but
instead involve efforts to alter the group in ways that increase the likelihood of accom-
modation (cf. Hoyt, 1997; Kaarbo & Beasley, 1998). These tactics are based on the

assumption that larger newcomer factions are more likely to produce accommodation.
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There are several ways in which newcomers might increase the relative size of their faction.
These include convincing the group to recruit more newcomers, engineering the volun-
tary withdrawal or expulsion of some oldtimers, and shifting the locus of group decision
making to a subset of oldtimers who are sympathetic to newcomer demands.

The success of newcomers’ tactics for producing innovation is constrained by charac-
teristics of the group they are joining. Six such characteristics are particularly important.
The first is group development. Because relationships among group members stabilize
over time and the group’s structure and dynamics become more complex (Tuckman,
1965), resistance to newcomer innovation should be greater in later than in earlier stages
of group development (Moreland & Levine, 1988; but see Worchel, Grossman, &
Coutant, 1994; Worchel & Coutant, this volume, chapter 19). Several studies indicate
that older groups are indeed less accommodating to newcomers than are younger groups
(Katz, 1982; Merei, 1949; Ziller & Behringer, 1961). A second group characteristic that
affects newcomer innovation is openness (Ziller, 1965). Open groups have unstable mem-
berships with frequent personnel turnover, whereas closed groups have stable member-
ships with little or no turnover. Because open groups expect to receive newcomers, they
maintain a more flexible structure than do closed groups. As a result, open groups show
more accommodation to newcomers (Ziller, Behringer, & Jansen, 1961).

Group performance is a third characteristic that influences newcomer innovation.
Members of successful groups are usually satisfied with the group and reluctant to make
changes in it. In contrast, members of unsuccessful groups are usually dissatisfied with
the group and willing (or even eager) to change it. For this reason, failing groups show
more accommodation to newcomers than do successful groups (Ziller & Behringer,
1960). A fourth group characteristic that affects newcomer innovation is staffing level.
An understaffed group has fewer members than it needs to perform its tasks, whereas an
overstaffed group has more members than it needs (Barker, 1968). Because understaffed
groups are more eager to recruit and retain new members than are overstaffed groups,
they are more receptive to newcomers efforts to produce accommodation (Cini,
Moreland, & Levine, 1993; Petty & Wicker, 1974). A fifth group characteristic that influ-
ences newcomer innovation is cohesion (Hogg, 1992). Compared to members of low-
cohesive groups, members of high-cohesive groups are happier with the group the way it
is. Therefore, they are more likely to reject oldtimers who deviate from group norms
(Schachter, 1951) and to resist innovation efforts on the part of newcomers (Brawley,
Carron, & Widmeyer, 1988; Merei, 1949; Mills, 1957).

Finally, group norms can influence a newcomer’s ability to produce innovation. Some
groups have norms that discourage dissent (Janis, 1982; Roethlisberger & Dickson,
1939), whereas others have norms that permit and even encourage it (Coser, 1962;
Deconchy, 1985). Evidence indicates that these norms affect the likelihood that people
holding minority views will express their opinions and will influence others (Moscovici,
1976; Moscovici & Lage, 1978). Extrapolating these findings to the newcomer context,
groups with norms permitting dissent should be more receptive to newcomers’ innova-
tion efforts than should groups with norms discouraging dissent (West, 1990).

Group norms favoring or opposing dissent may also affect how newcomers are social-
ized, with implications for their subsequent ability to produce innovation. Work on the
relationship between socialization tactics and newcomer responses has been heavily influ-
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enced by Van Maanen and Schein’s (1979) analysis of six dimensions of socialization. In
collective socialization, newcomers are processed together and have common experiences;
in individual socialization, newcomers are processed singly and have unique experiences.
In formal socialization, newcomers are segregated from oldtimers and treated in special
ways; in informal socialization, newcomers are treated similarly to oldtimers and learn
their roles “on the job.” In sequential socialization, newcomers go through a given series
of discrete and identifiable steps; in random socialization, the steps are ambiguous or con-
tinually changing. In fixed socialization, newcomers receive precise information about
when socialization will end; in variable socialization, no such information is given. In
serial socialization, experienced oldtimers serve as role models for newcomers; in dis-
junctive socialization, role models are absent. Finally, in investiture socialization, new-
comers’ personal characteristics are affirmed; in divestiture socialization, newcomers’
personal characteristics are denigrated.

Jones (1986) organized these socialization tactics into two clusters — “institutionalized”
tactics (collective, formal, sequential, fixed, serial, investiture) and “individualized” tactics
(individual, informal, random, variable, disjunctive, divestiture). He also argued that
institutionalized tactics produce custodianship (in which newcomers accept traditional
role expectations), whereas individualized tactics produce innovation (in which new-
comers challenge these expectations). Subsequent research has provided some support for
these hypotheses (e.g., Ashforth & Saks, 1996; Black, 1992; Black & Ashford, 1995;
Mignerey, Rubin, & Gorden, 1995). Although little is known about why groups use par-
ticular socialization tactics (Bauer et al., 1998), it would not be surprising if institu-
tionalized and individualized tactics were employed by groups with norms favoring
custodianship and innovation, respectively.

In addition to characteristics of the group, environmental factors can also affect the
ability of newcomers to produce accommodation (Moreland & Levine, 1989; see also
Arrow & McGrath, 1993, 1995). Some of these factors involve dangers and stresses that
the group must handle. If the environment is highly dangerous (e.g., the group encoun-
ters life-or-death situations where coordinated action is essential to survival), oldtimers
often demand fast and complete assimilation by newcomers and ignore or punish any sug-
gestions for accommodation (Van Maanen, 1973; Vaught & Smith, 1980). In contrast, if
the situation is stressful without being highly dangerous (e.g., the group encounters diffi-
culties in completing an important but not life-threatening task), oldtimers’ frustration
and reduced sense of efficacy may make them more receptive to change (cf. Gersick &
Hackman, 1990). Other environmental characteristics that can affect newcomer innova-
tion are newcomers and oldtimers opportunities for alternative relationships. To the
extent newcomers can leave the group and join a more attractive one, they can force more
accommodation from oldtimers. Conversely, to the extent oldtimers can eject newcomers
and replace them with more attractive ones, they will exhibit little accommodation. These
effects can be explained in terms of commitment (cf. Farrell & Rusbult, 1981). A final envi-
ronmental characteristic that can influence newcomer innovation is the presence of third
parties, defined as individuals or groups who have a relationship with newcomers or old-
timers and can thereby influence them (Settoon & Adkins, 1997). Third parties can affect
accommodation in several ways, for example by encouraging newcomers to demand more
or less change in the group, by persuading oldtimers to honor or resist newcomers” inno-
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vation efforts, and by providing social comparison information about the amount of
accommodation newcomers produce in other groups.

Future Directions

A number of issues regarding newcomer innovation deserve further investigation. Two of
these seem particularly important. The first concerns the ability of different types of new-
comers to produce accommodation in the groups they join. In this chapter, we focused
on people who recently entered a group where they expected to remain for some time,
who did not belong to similar groups in the past, and who were not replacing former
members. Other types of newcomers also exist, however (Arrow & McGrath, 1995).
These include visitors, who expect to remain in the group for only a short time; trans-
fers, who recently belonged to a similar group; and replacements, who take the place of
former members. These different types of newcomers may vary in their ability to produce
innovation. For example, because visitors are unlikely to contribute to long-term group
goals, they will probably elicit low commitment from oldtimers and hence find it diffi-
cult to change the group (Gruenfeld & Fan, 1999; Gruenfeld, Martorana, & Fan, in
press).” In contrast, because transfers often have expertise on the group task, they may
elicit high commitment from oldtimers and hence find it easy to change the group. More-
over, as Ziller (1965) suggested, newcomers with experience in similar groups can make
intergroup comparisons that reflect positively or negatively on the group they have just
joined (cf. Schuetz, 1944). These comparisons, in turn, can cause oldtimers to evaluate
their group more often and on new dimensions, perhaps producing “objective group
awareness” (cf. Wicklund, 1975). Depending on the outcome of this evaluation process
(positive or negative), oldtimers’ commitment to the group and motivation to achieve
group goals can either increase or decrease. Finally, replacements often elicit either more
or less commitment than their contributions warrant, depending on the performance of
the people they are replacing. Due to contrast effects, newcomers following low-
performing members are often overvalued, whereas newcomers following high-perform-
ing members are often undervalued. Because newcomers™ ability to produce accommo-
dation depends on how much commitment they elicit, those replacing low-performing
members should be more effective than those replacing high-performing members.

A second unresolved issue concerns newcomers’ relations with people in various phases
of group membership. Our discussion focused on newcomers relations with full
members, who are generally the targets of innovation efforts. Although we touched briefly
on how newcomers might collaborate among themselves to elicit accommodation from
full members, we did not discuss newcomers’ relations with prospective, marginal, or ex-
members. Future work might profitably explore how these kinds of relations affect new-
comers’ ability to produce innovation. For example, in pressuring full members to change
the group, newcomers may form alliances with like-minded prospective members whom
the group wants to recruit. Marginal members may also prove to be useful allies, because
they have strong grievances against the group and, having little to lose, are willing to fight
for their views. Finally, to the extent ex-members still elicit high commitment from the
group, newcomers can benefit from their support.
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1 In addition, “showing the ropes” to newcomers may improve the work-related attitudes and
performance of marginal group members (Feldman, 1994; Sutton & Louis, 1987).

2 It has also been hypothesized that newcomers who are demographically dissimilar to oldtimers
can produce role innovation when they are supported by other group members (Jackson et al.,
1993).

3 The impact of visitors may be more complicated, however. In discussing the ability of tempo-
rary workers to produce innovation, Bauer et al. (1998) noted that they are often socialized
using individualized tactics, which should enhance innovation, but at the same time have low
commitment to the organization, which should reduce innovation.
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GHAPTER FIVE

Group Performance in Collaborative
and Social Dilemma Tasks:

Progress and Prospects

Norhert L. Kerr and Ernest S. Park

1 Introduction

Over a century ago, the first questions tackled by the nascent discipline of social psy-
chology were questions about group performance. Late in the 19th century, Ringelman
(1913; Kravitz & Martin, 1986) studied how the size of a performance group affected its
productivity, and laid the foundation for 25 years of research on group motivation and
social loafing at the end of the 20th century. Triplett (1898) investigated the effects of
the presence of coworkers on individual performance, and thereby broke ground for
several decades of research on social facilitation (cf. Baron, 1986; Cottrell, 1972; Zajonc,
1965). Likewise, the origins of many other core issues in our discipline lie in early, seminal
research on group performance, including the contrast of individual versus group pro-
ductivity (Shaw, 1932), social influence processes (Sherif, 1936), and leadership (Lewin,
Lippitt, & White, 1939).

Although our discipline’s interest in groups has fluctuated (cf. Steiner, 1974, 1986)
and diversified in many ways, the questions of how people collaborate to do work and
solve common problems remain fundamental questions for social psychology. The goal
of the present chapter is to review recent progress on these questions, noting at times
some promising directions for further research. We will focus on two broad group per-
formance topics. The first is performance in collaborative work groups. The second is
cooperation in contexts where individual and group interests are in conflict, that is, in
social dilemma contexts. Our rough definition of “recent” will be the last half-dozen or
so years, concentrating on work done since the most recent comprehensive reviews of
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these topics (cf. Komorita & Parks, 1994, 1995; Levine & Moreland, 1990, 1998). Our
review will necessarily be somewhat selective. It will focus more on social psychological
work than on similar work within sister disciplines (e.g., see McGrath & Argote, this
volume, chapter 25 for relevant work within organizational psychology). And it will (pre-
dictably) focus on those questions which we find particularly interesting.

2 Group Performance
2.1 Social facilitation

Collaborative work in groups often entails the physical presence of others. Hence, the
effect of the presence of others on performance, one of social psychology’s oldest ques-
tions, remains relevant for the study of group performance. Since Zajonc’s (1965) classic
paper, which proposed a cogent theoretical explanation for such effects, most attention
has been devoted to two issues: (a) Identifying the minimal features of “mere” presence
sufficient to alter individual performance; and (b) developing alternative theoretical
accounts for such effects. Among the lacter have been theoretical models linking the pres-
ence of others to uncertainty (Zajonc, 1980), affectively significant outcomes (e.g.,
Cottrell, 1972), self-presentation concerns (Bond, 1982), self-awareness (Carver &
Scheier, 1981), attentional conflict or distraction (Baron, 1986), and attentional overload
(Manstead & Semin, 1980; see Baron, Kerr, & Miller, 1992 or Guerin, 1993 for reviews).
To speak to the former issue (i.e., what constitutes “mere” social presence?), Guerin (1993)
excluded from the sizable social facilitation literature all studies in which the “others” (i.e.,
those present, either as passive observers or coactors) had any interaction with the subject
or in which the experimenter was in the subject’s presence during performance. Of the
18 remaining studies, Guerin reported that 11 found mere presence effects, but 7 did
not. Interestingly, 9 out of the 11 studies which obtained mere presence effects had the
other in a position that was very hard for the subject to monitor (e.g., the other was
behind the subject). And of the 7 studies that did not obtain mere presence effects, 5
were coaction studies or studies in which the other was easily monitored; under such con-
ditions, the behavior of the other is quite predictable. Hence, Guerin’s review suggests
that it may be the unpredictability of the other’s presence which is crucial, consistent with
both Zajonc’s (1980) and Baron’s (1986) theoretical models.

Modern technology raises the possibility of electronic as well as face-to-face presence.
Aiello and his colleagues (e.g., Aiello & Kolb, 1995; Aiello & Svec, 1993) contrasted indi-
vidual performance under three conditions: Alone; in the physical presence of an other;
and electronic monitoring (viz., the performance of each participant would be recorded
onto a computer database). They also manipulated task difficulty or subject skill level.
Electronic monitoring had the same (and a comparably large) effect as the physical pres-
ence of an other — facilitating performance on a simple, well-learned task and curtailing
performance on complex, poorly learned tasks. They also found that such electronic-
presence effects could be attenuated by increasing subjects’ perceived anonymity (by
saying that everyone’s performance would be pooled within the computer database).
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2.2 Comparisons of individual and group performance

The classic (e.g., Shaw, 1932) question, “which is more productive, individuals or
groups?” has (appropriately) been supplanted in social psychology with the question
suggested by Steiner (1972), “do groups do as well as they could, and when they don’,
to what can we attribute their suboptimality?” There has been recent progress on the
latter question for at least two substantive topics: Collective induction and group
brainstorming.

2.2.1 Collective induction. Collective induction refers to the “cooperative search for
descriptive, predictive, and explanatory generalizations, rules, and principles” (Laughlin,
1996). For over a decade, Laughlin and his colleagues have pursued a careful program of
research focusing on how individuals and groups compare at induction tasks. All of this
work has used a task in which performers (individuals or groups) are first given an exem-
plar of some to-be-discovered rule involving standard playing cards. So, for example,
if the rule were “even diamonds alternate with odd spades,” subjects might first be shown
the “four of diamonds.” Subjects are asked to choose a new card, are told whether or not
the new card fits the rule, and then are asked to generate a hypothesis about what the
rule might be. They then continue the process of card selection, feedback, and hypothe-
sizing for several rounds (until a final hypothesis is solicited). In these studies, Laughlin
and his colleagues have carefully controlled the amount and type of information avail-
able to individual and group performers, in order to analyze how group members select
and combine information to perform this task.

Laughlin (1996) has proposed a set of postulates which both summarize this program
of research and constitute a theory of how groups perform induction (and conceptually
similar) problems. Some of his postulates incorporate ideas first developed in earlier work
on social combination processes. These include the distinction between intellective and
judgmental tasks, the criteria for demonstrably correct solutions, and the notion that the
number of members in the group that is sufficient and necessary to determine a collective
decision is inversely proportional to the demonstrability of the proposed response (cf.
Laughlin & Ellis, 1986). To these, Laughlin adds postulates specific to collective induc-
tion. One suggests that inductive tasks have both intellective and judgmental features. For
example, determining whether a particular hypothesis is or is not consistent with the avail-
able evidence is an intellective task, whereas choosing among plausible alternative hypothe-
ses (all of which fit the data) may be largely judgmental. Another postulate states that if at
least two group members propose the correct or another plausible hypothesis, the group
will generate a collective decision using one of these plausible alternatives. However, if this
condition is not met, the group will select among all of the proposed hypotheses. Yet
another postulate states that if the majority of members suggest the same hypothesis, the
group will initiate a majority social combination process (voting); otherwise, the group will
follow a proportionality process (turn taking) and propose an emergent hypothesis with
the probability of 1/(H + 1), where H is the number of proposed hypotheses.

Laughlin’s model suggests that when the unique, “correct” hypothesis is suggested in
a group, the social combination process insures that it will be retained in the group
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through subsequent empirical trials and will eventually become the groups final
hypothesis. The same processes make it extremely unlikely that the correct hypothesis will
“emerge” somehow in a group where none of the group members propose it.

In a recent contribution of this program of research, Laughlin, Bonner, & Altermatt
(1998) compared the performance of four-person groups versus the performance of four
independent individuals on an information-rich induction problem. Specifically, group
performance was compared to the performances of the best, second best, third best, and
worst individual performer. Laughlin et al. (1998) found that both groups and the
highest-ranking individual had higher proportions of correct than nonplausible hypothe-
ses, and these two conditions did not differ from each other on the number of correct
hypotheses that were derived. On the other hand, the second, third, and fourth ranked
individuals had higher proportions of nonplausible hypotheses than correct hypotheses
and were significantly less likely to arrive at the correct hypothesis than the groups or the
best individual. Therefore, it appears as though the four-person group performed at the
level of the best individual.

These new findings may be contrasted with earlier studies comparing individuals and
groups at induction tasks. Laughlin, VanderStoep, and Hollingshead (1991) showed that
when groups were presented with one, two, three, or four arrays of cards, they performed
at the level of the second ranked individual. However, when the groups were presented
with five arrays of cards, the groups performed at the level of the highest-ranking indi-
vidual. Laughlin et al. (1998) have concluded that groups will perform at the level of the
best individual on information-rich induction problems because of groups’ greater capac-
ity to process large amounts of information. They further suggest that groups will there-
fore be increasingly effective relative to individuals as the amount of information and
complexity of the problem increases.

2.2.2  Face-to-face brainstorming. Osborne (1953) first suggested that, properly
instructed, face-to-face groups could generate more ideas than equally large sets of coact-
ing individuals. Osborne prescribed that such brainstorming groups stress quantity over
quality, allow unusual and creative ideas, incorporate and elaborate on the ideas suggested
by the others in the group, and forgo analysis and criticism of the ideas that are men-
tioned. Systematic study of brainstorming groups since Osborne’s provocative work has
not generally supported his claims. Yes, brainstorming groups are more productive than
groups that do not follow the brainstorming rules (Oxley, Dzindolet, and Paulus, 1996;
Parnes & Meadows, 1959), but they are nearly always less productive than comparable
nominal groups (i.e., the same number of individuals brainstorming alone). That is, brain-
storming groups generate fewer unique ideas that are of lesser quality than nominal groups
(Mullen, Johnson, and Salas, 1991; although see Kramer, Kuo, & Dailey, 1997). This
result has been attributed to a number of factors, including greater evaluation apprehen-
sion in the groups, reduced motivation in the groups (see Section 2.3.1 below), produc-
tion blocking (i.e., greater difficulty thinking and talking in the group context), and
production matching (i.e., imitation of an apparent group standard of low productivity,
the latter resulting from one or more of the previous processes) (see Oxley, Dzindolet, &
Paulus, 1996; or Diehl & Stroebe, 1987, for overviews of prior work).

Recent work on brainstorming has tended to focus on certain moderating variables
suggested by these theoretical explanations. For example, consistent with the production
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matching hypothesis, Paulus and Dzindolet (1993) found that group performance could
be significantly increased and even made equivalent to nominal groups when group
members were given information regarding the performance standards of a typical
nominal group. To reduce evaluation apprehension, Camacho and Paulus (1995) also
found that forming a brainstorming group with only members who are low in social inter-
action anxiety can yield productivity rates equivalent to those of a nominal group. And
Nijstad, Stroebe, and Lodewijkx (1999) have shown that the suboptimality of brain-
storming groups declines with group size, an effect they empirically link to larger groups
being more likely than smaller groups to persist at the task.

Another interesting recent line of research examines the impact of brainstorming group
facilitators. Oxley et al. (1996) trained facilitators to counter a number of processes that
might contribute to the usual process loss. For example, facilitators were instructed to:
(1) keep the group members focused by interrupting politely when necessary; (2) pro-
hibit comments unrelated to the task; (3) prohibit explanations of why ideas may be good
or bad; (4) restate the problem or previous suggestions when the group pauses; (5) involve
members who are not contributing by asking them direct questions about their opinion;
and (6) remind members of the brainstorming rules whenever ideas are criticized. Oxley
et al. (1996) varied the degree of training that was given to the facilitators. They report
that brainstorming groups with highly trained facilitators (who had several hours of train-
ing and practice) were as productive as comparable nominal groups. When training was
less extensive though (e.g., a single hour of training or simply reading through training
instructions), no such benefit was observed. Interestingly, during the first 5 minutes, the
nominal control group produced significantly more ideas than any of the other condi-
tions. However, during the last 5 minutes (of a 20-minute session), it was the brain-
storming group with the highly trained facilitator that was the most productive. Future
research varying the length of brainstorming sessions, as well as alternating private and
group idea generating periods (Paulus, 1998), may provide a more complete picture as
to when brainstorming groups are as successful as or more successful than individuals
brainstorming alone.

Given the limited circumstances, under which brainstorming groups may be “suc-
cessful,” why do they remain so popular? One possible explanation is that individuals
believe they can produce more ideas in groups than if they were alone, even when they
have participated in suboptimal groups (Paulus, Dzindolet, Poletes, & Camacho, 1993).
For example, interactive group members claim they would have produced fewer ideas and
ideas of lesser quality if they had brainstormed alone, whereas individuals in nominal
groups state that they would have produced more ideas and of higher quality had they
brainstormed in a group setting (Paulus & Dzindolet, 1993). This illusion of group effec-
tiveness may stem from self-serving (and, hence, gratifying) comparisons with other group
members’ contributions (Paulus et al., 1993) or from group members taking credit for
ideas that are not their own (and thereby overestimating their own productivity in the
group context) (Stroebe, Diehl, & Abakoumkin, 1992).

2.2.3  Electronic brainstorming.  Just as technology has created new forms of “mere pres-
ence,” it has also spurred the development of electronic alternatives to traditional, face-
to-face brainstorming groups (e.g., see Dennis & Valacich, 1993; Gallupe, Cooper, Grise,
& Bastianutti, 1994; and Valacich, Dennis, & Connolly, 1994). With such electronic
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brainstorming, group members can enter their thoughts directly into a common
computer database. As ideas are entered, they become available at the computer
terminals of the other members of the group. Production losses due to evaluation
apprehension are minimized by not indicating the identity of the author of each
idea. Production blocking is avoided because users do not have to wait for others to
finish typing before they enter an idea of their own and because they have the choice
of whether or not to attend to the ideas of the other members. It is also possible that
free riding may be minimized if the productivity of each group member is recorded on
his or her own computer terminals (this question has not been addressed sufficiently,
though).

The effectiveness of electronic brainstorming, compared to nominal and traditional
brainstorming groups, seems to be moderated by group size. In a meta-analytic review of
performance of electronic brainstorming groups, Boster and Butler (1999) found that
nominal groups were more productive than electronic groups when the group size was
less than or equal to seven (with the advantage of nominal groups increasing as group
size decreased). However, when the group size was eight or more, electronic groups were
more productive than nominal groups, with this advantage increasing with group size.
Compared to traditional brainstorming groups, electronic groups produced more ideas,
with the difference increasing as group size increased. There is some speculation but little
hard evidence at present to explain this pattern of results. One possibility is stimulation
gain (Boster & Butler, 1999). Ideas mentioned by any individual may stimulate the pro-
duction of ideas by other group members. It seems likely that the magnitude of such
stimulation would increase with group size. Another possibility is that perhaps members
in brainstorming groups are stimulated to think of new and imaginative thoughts when
presented with unusual ideas. Because rare and unusual ideas are more likely to be gen-
erated by larger groups, perhaps this phenomenon helps explain the decrease in produc-
tion loss (although one examination of this rarity stimulates hypothesis by Connolly,
Routhieaux, & Schneider, 1993, provided little support). Further research on the effects
of group size in brainstorming groups seems warranted.

2.3 Group motivation

2.3.1 Group motivation losses. In the early 1990s, 20 years of research documenting
and explaining a number of group motivation loss mechanisms culminated in compre-
hensive reviews and theoretical integrations of this literature. Using meta-analyses, Karau
and Williams (1993) documented the robustness of such losses, and their moderation by
several theoretically important variables (e.g., gender and culture). More importantly, they
—and, in an independent piece, Sheppard (1993) — argued persuasively that most of these
effects could be understood from the perspective of instrumentality-value models. For
example, group conditions which either reduced the risk of expending low effort (e.g., in
which group contributions were non-identifiable, cf. Williams, Harkins, & Latané, 1981)
or reduced the instrumentality of high effort (e.g., in which the efforts of others made
one’s own contributions dispensable, cf. Kerr, 1983) should and do tend to be charac-
terized by suboptimal group member motivation.
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2.3.2  Group motivation gains. In the last few years, there has been growing evidence
that certain group conditions can also lead group members to be more motivated than
they would be under interesting non-group conditions (e.g., working individually or
among independent coactors). Williams and Karau’s (1991) work on social compensation
was groundbreaking. In a series of experiments, Williams and Karau have compared pairs
of coactors with cooperative dyads working at an idea-generation task (introduced by
Harkins & Petty, 1982) which stressed quantity (not quality) of ideas. In their collective
condition, the idea-generation task was additive and “information-reducing,” that is, indi-
vidual members” contributions could not be identified. Earlier work (e.g., Williams et al.,
1981) has shown that the latter conditions can prompt social loafing. However, Williams
and Karau added two features that distinguished their dyads from most prior social loafing
settings. The first was the value group members placed on group success (or, in their ter-
minology, how “meaningful” the task was). In their generic procedure, Williams and
Karau told their participants that performance at the idea-generation task was highly cor-
related with intelligence. Hence, poor group performance at the idea-generation task
would mark the group (and both its members) as low in intelligence, cleatly a stigmatiz-
ing outcome. The second was the expectation of one’s partner’s performance. In the key
conditions, participants expected rather poor performance from their partner, either
because (a) the confederate-partner asserted low ability (Williams & Karau, 1991, Exp.
1; Karau & Williams, 1997, Exp. 2), (b) asserted the intention to exert little effort
(Williams & Karau, 1991, Exp. 2), or (c) the subject was chronically mistrustful of others
(Williams & Karau, 1991, Exp. 1). Under these conditions, the subject should both value
group success highly and should see him/herself as indispensable for that group success.
And, as their analysis predicted, Williams and Karau (1991; Karau & Williams, 1997)
found higher levels of performance in their collective condition than in the correspond-
ing (i.e., with the same expectations about coactor’s performance) coactive condition.
Moreover, as their instrumentality analysis suggested, reducing the value participants
placed on group success (or, as they put it, the “meaningfulness” of the task) eliminated
this social compensation motivation gain effect (Williams & Karau, 1991, Exp. 3). Thus,
when group success is very highly valued and one has good reasons to believe that one’s
fellow group member(s) could or would not work very hard, one may increase one’s efforts
in order to compensate for the other(s).

In our own lab, we have recently extended this social compensation work (Swanson,
Messé, & Kerr, 2000). The effect depends upon the expectation that other group members
are incapable (i.e., low in ability and/or motivation). In our work, we have used the effect
to probe for performance expectations of stigmatized others. In one study (Swanson,
Messé, & Kerr, 2000, Exp. 1), the same confederate either walked into the lab or came
in a wheelchair. Participants worked at one of two tasks: (a) A cognitive task (the same
idea-generation task used by Williams & Karau); or (b) a physical task (paper folding).
It is important to note that for neither task was being in the wheelchair a handicap
(indeed, if anything, the strength required to handle a wheelchair should have enhanced
ability at the physical task). Participants either worked cooperatively in a dyad with the
confederate, worked next to the confederate in a coaction condition, or worked individ-
ually. For the physical task, coworking participants showed a social-compensation moti-
vation gain (relative to either coactors or individuals) when their partner was physically
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handicapped, but not when he was non-handicapped. Handicap status did not affect per-
formance at the cognitive task, even though participants in both task-type conditions
reported that they were not confident in their (handicapped) partner’s cognitive ability.
We conducted another experiment in which all participants performed the same simple
task (vowel cancellation). For half the participants, however, it was alleged that perfor-
mance hinged primarily on physical factors (e.g., hand—eye coordination); for the rest, it
was alleged that performance hinged primarily on cognitive skills. In this experiment, we
found social compensation with a handicapped partner for bozh task framings. Thus, we
have found evidence that participants presume both a general physical and mental inca-
pacity for those with serious (but task-irrelevant) physical handicaps, leading them to
socially compensate for a handicapped partner.

Sustained research on group motivation losses was stimulated by the rediscovery of a
long-ignored result — viz. Steiner’s (1972) and Ingham, Levinger, Graves, & Peckham’s
(1974) rediscovery of Ringelman’s (1913) early findings. Witte’s (1989) rediscovery of
Kohler’s (1926, 1927) long-ignored findings could serve a similar function for the study
of group motivation gains. In the studies of most direct interest to us, Kshler asked male
rowing club members to perform a simple motor persistence task either as individuals or
in dyads. In the individual condition, the rower held a bar connected to a 41 kg weight
through a series of pulleys. His task was to do standing bicep cutls for as long as possi-
ble, paced by a metronome with a 2-second interval. In the dyad condition, the weight
was doubled (to 82kg) and one member of the dyad gripped each side of the bar.

Re-analysis of Kéhler’s data (Hertel, Kerr, & Messé, 1999) shows that across all dyads
there was a significant motivation gain. Kéhler was also interested in the effects of group
ability composition on group performance. In addition to the mean motivation gain, he
also found that when there was either very little discrepancy in the abilities of the dyad
members or a very large discrepancy, the dyads did worse than their average member,
whereas for moderate levels of ability discrepancy, the dyads did better than the average
member. Stroebe, Diehl, & Abakoumkin (1996) reported five attempts to replicate the
Kahler effect. The first experiment used Kéhlers original lifting task. It was successful in
that dyads did better than their average (Kohler’s inappropriate baseline) and their less
capable member (the appropriate baseline) when there was a relatively large discrepancy in
abilities. However, this study also confirmed a serious problem with the lifting task — it is
altogether too taxing and too hazardous. Stroebe et al. reported that “Most of our subjects
suffered from intense muscle pain after the first (individual) session and were rather unwill-
ing to participate in the second (group) phase of the experiment” (Stroebe et al., 1996, p.
52, parenthetical comments added). Although substantial cash inducements prompted
enough subjects to return to enable the investigators to conduct dyadic- versus individual-
performance comparisons, Stroebe et al. recognized that Kéhlers experimental task,
acceptable to athletes in the 1920s, is probably not acceptable to student-subjects (or com-
mittees charged with protecting the welfare of human-subjects) in the 1990s, and that a
different laboratory task would be required to study the Kshler effect.

Stroebe et al. did employ an alternative task in their next three experiments. In a variant
of another of Kshler’s original tasks, participants turned a crank (with a mechanical brake)
as fast as possible for 10 minutes. On all trials, participants worked in separate rooms.
To capture the conjunctive aspect of Kohler’s task, participants were told that unless the
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turning speeds of the two dyad members were sufficiently close to one another, a penalty
would be assessed. A computer screen continuously displayed the discrepancy in turning
speeds between dyad members on dyadic trials. Unfortunately, although there was some
evidence of motivation gains at this task (dyads generally did better than isolated indi-
viduals), there was no evidence of moderation of this effect by the relative abilities of the
dyad members. Stroebe et al. conceded that the Kohler effect had not been replicated
with the crank-turning task, and atcributed their findings to powerful effects of intra-
group competition, overwhelming and masking the process(es) responsible for Kohler’s
results.

Finally, Stroebe et al. described an unpublished thesis by Ruess (1992). The subject’s
task was to sit in a chair, attach a 1kg weight to one’s arm, and then hold one’s arm
horizontally for as long as possible. The arm was held above a string, one meter above
the floor, connected at each end to a stand. The end of a trial occurred when the arm
was lowered and broke the string. In the dyad condition, two participants held their arms
above a single string. Subjects participated in two sessions, one assessing individual per-
formance and a second assessing performance in dyads, with order of the sessions coun-
terbalanced. Hertel et al’s (1999) re-analysis revealed that overall there was no net
motivation gain.

In a recent paper (Hertel et al., 1999, Exp. 1), we successfully replicated Kshler’s moti-
vation gain using a modified version of Ruess’s task which better avoided ceiling effects
for individual performance and more nearly approximated Kéhler’s task demands, mutual
performance feedback, and concern with group success. Participants performed the task
both individually and in same-sex dyads. Analyses of dyad performance data revealed
a significant (p < .001) overall motivation gain — on average, dyads performed 14.25
seconds longer than their weaker member performed individually (an increase of about
10% over the no-motivation-gain performance baseline). As in Ruess’s (1992) study, we
found (a) only a positive linear (and no non-linear) relationship between the discrepancy
of dyad members’ abilities and the group motivation gain, and (b) the magnitude of this
association was just about what one would expect from regression-to-the-mean artifacts.
The clear implication is that for our version of the Kshler task, working in the dyad did
have a motivation-enhancing effect on the less capable member, but for the conditions
that we investigated, motivation gain was constant across dyads with members that are
equal, moderately unequal, or extremely unequal in ability (as indexed by individual
performance).

In a subsequent study (Hertel et al., 1999, Exp. 2), we competitively tested an
instrumentality-value explanation for the Kshler effect against a leading alternative expla-
nation — Stroebe, Diehl, Abakoumkin, and Arnscheid’s (1990) goal comparison explana-
tion. Stroebe et al. suggested that when there is no clear standard of good performance,
group members engage in social comparison of one another’s level of performance to
decide on reasonable performance goals. They go on to suggest that when task accom-
plishment is important or valued by group members, there will be an upward bias in this
social comparison process, that is, those performing less well should set goals closer to
the performance levels of the most capable group members. To competitively test these
explanations, we compared the performance of dyads versus individual controls under
both conjunctive and additive task demands (Steiner, 1972). All participants first per-
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formed an individual trial and then a group trial under one of these two task demands.
The conjunctive task version was very similar to the task requirements of the study
described above; the trial was over when either one of the dyad members quit the task.
In the additive task demand condition, a dyad trial was not over when one dyad member
quit. The other dyad member could continue as long as possible, and thereby earn more
points for the team. The results of the study were clear. There was a significant overall
motivation gain (of 45.7 seconds, p < .001) in the conjunctive condition, but no signif-
icant gain in the additive condition. These results contradict the social comparison expla-
nation, since the process of social comparison and upward goal setting ought to have
occurred for additive as well as conjunctive conditions.

3 Social Dilemmas
3.1 Definitions and background

So far we have been discussing collaborative group performance contexts within which
there is considerable mutuality of interest between the members — for example, group
members share an interest in effective group performance. We now shift our attention
somewhat to contexts within which there is greater conflict of interest among group
members. Specifically, we will focus on social dilemmas, contexts where there is a clear
conflict between personal and collective interest.

Social psychological interest in social dilemmas began in the early 1980s, with the pub-
lication of a pair of influential papers (Dawes, 1980; Messick & Brewer, 1983). In many
ways, this represented a continuation and expansion of a longstanding interest in co-
operation within the two-person prisoner’s dilemma game (PDG) (see Pruitt & Kimmel,
1977, for a review), and a response to dissatisfactions with that older research tradition
(e.g., some argued that PDG research had become paradigm bound; the two-person game
failed to capture interesting features of many real-world cooperation problems; cf. van
Lange, Liebrand, Messick, & Wilke, 1992).

Social dilemmas are defined by the following three properties:

1 Each group member has a behavioral choice (a dichotomous one in the simplest
cases).

2 One response (or choices in one direction on a response dimension) always results
in larger outcomes for the group member making the choice than the other (or
opposite) choice, no matter what choices any other group members make. In the
simple, dichotomous case, this personally more-rewarding choice is commonly
termed the D choice (signifying a “defection” to self-interest).

3 However, the result (both individually and collectively) of universal defection is
worse than the result of all group members making the opposite, personally irra-
tional choice (typically termed the C, or cooperative, choice).

In essence, social dilemmas capture a conflict between personal and collective interest
— defection is personally rewarding (and in that sense, “rational”), yet, if everyone makes
p y g y b4
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the same choice, cooperation would be more collectively rewarding. Note that the classic,
two-person prisoner’s dilemma (PD) game is just a special case of the more general social
dilemma, or N-person PD (although there are a few potentially significant psychological
differences between the typical two-person and N-person contexts, Orbell & Dawes,
1981). More importantly, social dilemmas appear to model a variety of important real-
world situations, including problems of environmental protection, population growth,
special interest economics, and the provision of public goods (cf. Baron et al., 1992).

In the last two decades, research attention on social dilemmas has grown steadily.
Unlike the older PDG work, a number of distinct experimental paradigms have evolved
(Komorita & Parks, 1995; Orbell & Dawes, 1981), including give-some games (where
personal contributions to the group earn interest, but then have to be shared with all in
the group), continuous and step-level public goods games (where a valued commodity is
provided to all through group member contributions, and non-contributors may be able
to free ride on others’ contributions), and common resource dilemmas (where group
members may withdraw a valued commodity from a shared pool, but risk overharvest-
ing and destroying the commons). And, because social dilemmas arise in so many social
contexts, scholars from many social, economic, behavioral, and biological sciences have
joined in the research effort. This growing, interdisciplinary interest has been reflected in
standard indicators of research activity — increasing publications (e.g., the Psychlnfo data-
base indicates none before 1980; over 50 by 1990; and nearly 150 today), literature
reviews (e.g., Komorita & Parks, 1994, 1995), regular conferences (e.g., an international
conference series meeting biennially since 1984), and a number of edited volumes devoted
specifically to the topic (e.g., Foddy, Smithson, Schneider, & Hogg, 1999; Liebrand &
Messick, 1996; Liebrand, Messick, & Wilke, 1992; Schroeder, 1995; Wilke, Messick, &
Rutte, 1986).

At the most recent social dilemma conference, Messick (1999) suggested that as inter-
est in social dilemmas has grown, so has it diversified. Two strong new trends, he argued,
are increased applied social dilemma research and simulation studies. Below we will
describe some of the recent work which illustrates these new trends, as well as providing
a selective update (i.e., since the comprehensive reviews provided by Komorita & Parks,
1994, 1995) on a number of more established research topics. Let’s begin with the latter.

3.2 Recent progress on old questions

3.2.1 Framing. The different experimental models of social dilemmas have distinctive
features. For example, many common resource tasks not only pose the social conflict of
personal versus collective interest which is the essence of a social dilemma, but a tempo-
ral conflict, between short- and long-term interests (Messick & McClelland, 1983). Such
differences ought to deter us from presuming that effects observed with one paradigm
will invariably be replicated with all other paradigms. The most recent social dilemma
reviews by Komorita and Parks (1994, 1995) have even used the most common research
paradigms as the basis for subdividing and organizing their presentations. Those reviews,
however, seem to us to be marked more by the consistency of key findings across para-
digms; paradigm-specific effects seem to be the rare exception rather than the rule.
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However, one type of contrast has clearly been worth making — the way in which func-
tionally equivalent games are presented or framed. Older research has reported reliable
(although not entirely consistent, see Schwartz-Shea & Simmons, 1995) framing effects
(e.g., Brewer & Kramer, 1986). The most common contrast has been between having
group members give something to the group (as in give-some games or public-goods tasks)
versus taking an equivalent amount from the group (as in common resource dilemmas).
When reliable effects have emerged, they have tended to indicate greater cooperativeness
in the latter, “take” framing, although there are many failures to find such an effect (see
de Dreu & McCusker, 1997, for a review).

Some recent work has found the effect (e.g., Kerr, 1999b, Exp. 1; Sell & Son, 1997).
Other recent work has extended it in interesting directions. For example, van Dijk and
Wilke (1997) have suggested that taking something that belongs to a group may be per-
ceived as doing bad, whereas not contributing the same amount to a group is perceived
as not doing good. Baron (e.g., 1996) has shown that doing harm is widely seen as a greater
moral fault than not doing good. Consistent with this logic, van Dijk and Wilke (1997)
found that whether what one could take belonged to the group or to oneself mattered in
a resource dilemma framing (viz. participants were more cooperative in the former case),
but it didn’t matter when the game had a public-good (i.e., taking) framing. Similarly,
Kerr and Kaufman-Gilliland (1997) found that framing a public-good problem in terms
of the harm done by a D choice led to greater cooperation on a subsequent game than
framing the same problem in terms of the helpfulness of a C choice. In a similar vein,
de Dreu and McCusker (1997) present evidence consistent with prospect theory’s pre-
diction that losses loom larger than equivalent gains, and showing that those with more
pro-social orientations (who put relatively greater weight on collective outcomes) co-
operate more when the game is framed in terms of losses, whereas less pro-social respon-
dents (who put relatively greater weight on own outcomes) cooperate more when the
game is framed in terms of gains.

Most experimental social dilemmas give their group members identical or symmetric
positions in the game — they have the same opportunities to contribute, to enjoy the
public good, to harvest from the shared resource pool. Some research (see Kerr, 1992, for
a review) has examined behavior in the more ecologically valid asymmetric case. Van Dijk
and Wilke (1995) noticed an interesting difference in this literature between the effects
of asymmetry in dilemmas with a “give” frame (public good) and those with a “take”
frame (resource dilemma). Group members appeared to more closely follow an equity
rule in public-goods tasks (e.g., those who had more money should contribute more to
the public good), but to follow an equality-of-final-outcome rule in resource dilemmas
(e.g., those with greater access to the pool ought not to take much more than those with
less access). They theorized that the different task framings made different features salient.
In public good tasks, the focus is on what group members contribute, and an equity norm
would prescribe that those with more to contribute or who stand to profit more from the
public good ought to contribute more to its provision. In resource dilemma tasks, the
focus is on what group members harvest, and since there are typically no differences
between experimental participants in deservingness, both an equity and equality norm
prescribe equal harvests. Van Dijk and Wilke (1995) confirmed this model in direct

experimental tests.
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Although the generic gain versus loss contrast has continued to dominate this area of
research, interesting new framing contrasts have also begun to be explored. For example,
Larrick and Blount (1997) compared the ultimatum game (Player 1 makes a division of
resources which Player 2 either accepts or rejects; in the latter case, neither player receives
anything) to an equivalent sequential resource dilemma game (Player 1 makes a harvest,
then Player 2 makes a harvest; if the total harvests are larger than the pool, neither player
receives anything). They find that the choice of accepting/rejecting (as in the ultimatum
game) led to greater claims by Player 1 and less willingness to accept unfavorable alloca-
tions by Player 2 than the choice of making a claim (as in the resource dilemma game).

3.2.2 Group discussion. Probably the most robust finding in the social dilemma
literature (regardless of experimental paradigm) is that allowing group members to first
discuss the dilemma substantially increases the rate of cooperation in the group (cf.
Komorita & Parks, 1995; Sally, 1995). A number of explanations had been proposed;
however, until fairly recently . . . relatively little research has been conducted that com-
pares these various propositions . ..” (Parks & Sanna, 1999, p. 110). In the last half-
dozen years, though, evidence has been steadily mounting for one explanation — that
group members (explicitly or implicitly) make commitments or promises to cooperate
during group discussion and subsequently tend to honor these commitments. Kerr and
Kaufman-Gilliland (1994) showed that the effect of discussion was not moderated by the
efficacy of one’s cooperative act, a finding consistent with the commitment explanation
(“if T promised to cooperate, I should do so, even if my cooperation turns out to have
litcle impact”) but inconsistent with the leading alternative explanation (i.e., that discus-
sion increased concern for fellow-members’ welfare, which should, in turn, make the
degree to which a cooperative act could actually affect others’ welfare a strong moderat-
ing variable). Moreover, content analyses of group discussions confirmed that explicit
promises to cooperate were associated with subsequent cooperation (cf. Orbell, Dawes,
& van de Kragt, 1988). Both this and a follow-up study (Kerr, Garst, Lewandowski, &
Harris, 1997) indicated that the effect of discussion was not moderated by whether one’s
choice was made publicly, suggesting that the operative promising norm was an inter-
nalized one (i.c., participants felt personally bound to keep their commitments, even if
others could not tell whether they had done so). Similarly, Chen and Komorita (1994)
found that binding pledges to cooperate were followed by greater cooperation (cf. Chen,
1996, for more on the effects of requiring pledges of group members). Bouas and
Komorita (1996) found that group discussion which revealed a consensus to cooperate
in the dilemma enhanced subsequent cooperative behavior. And, although group discus-
sion of an important but irrelevant issue enhanced group members feelings of identifi-
cation with their group, it did not increase cooperation (cf. Dawes, McTavish, & Shaklee,
1977), contrary to the concern-with-others’-fate explanation.

Whether group commitment/promising is a sufficient explanation for the powerful
effects of discussion remains to be shown (cf. Chen, 1996), as do the dynamics of such
promising (e.g., what binds and releases one from such promises? How does the mode
of interpersonal communication affect commitments and cooperation? Kiesler, Sproull,
& Waters, 1996, Rocco & Warglein, 1995; what other factors moderate the effects of
discussion? Webb & Wheeler, 1998).
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3.2.3 Game sworategy: Reciprocity. A longstanding question in the prisoner’s/social
dilemma literatures is “how should one play the game to encourage others to be co-
operative (particularly in repeated or iterated games)?” A variety of methods (e.g., manip-
ulating the strategy of one’s partner; computer tournaments pitting alternative strategies
against one another, e.g., Axelrod, 1984) converge on suggesting that the simplest strat-
egies (viz. always cooperate or always defect) are not very effective; the latter prompts re-
taliation and the former prompts exploitation. Rather, more complex strategies seem to
be more effective, and the most promising such strategy is Rapoport’s tit-for-tat (TFT)
strategy, which prescribes that one begin by cooperating, and thereafter imitate the other’s
latest choice (Axelrod, 1984; Patchen, 1987).

Over the last decade, Komorita, Parks, and their colleagues have undertaken an impres-
sive program of research on the use of reciprocal strategies (like TFT) in social dilemmas
(see Komorita & Parks, 1999, for a detailed review). Their early work (Komorita, Hilty,
& Parks, 1991) focused on the operation of reciprocal strategies in two-person groups
(for which TFT was initially developed), and suggested a number of interesting results —
for example, strategies with delays of reciprocating cooperative choices were less effective
in prompting cooperation than strategies with similar delays in reciprocating defecting
choices; the initial cooperative choice of TFT (“niceness”) may actually reduce the strat-
egy’s effectiveness; it may not be the ease of understanding TFT (“clarity”) which under-
lies its effectiveness. Subsequent work has focused on the more interesting case of groups
larger than dyads, where one’s strategy may be hard to detect (and exert influence) embed-
ded as it usually is in the combined behavior of many other group members. That work
has shown that the larger the proportion of group members who use a TFT strategy, the
greater the overall level of cooperation (Komorita, Parks, & Hulbert, 1992), that a “cough”
reciprocal strategy (i.e., one which only reciprocates cooperation when a majority of others
cooperate) is more effective than a “soft” strategy (which reciprocates cooperation even if
only a few others cooperate), and that none of their reciprocal strategies was very effec-
tive when the temptation to defect was high (i.e., one stood to gain a great deal by making
the defecting choice) (Komorita, Chan, & Parks, 1993).

3.2.4  The efficacy of cooperative choices. An obvious deterrent to cooperation in large-
group social dilemmas is the perception that one’s cooperative act has very little impact
— that is, that the efficacy of a cooperative choice is low (Olson, 1965). For example, a
single fisherman in a large fishing community may rightly reason that limiting his own
catch will have very little impact on the long-term viability of the fishing grounds
(although it will have a substantial impact on his own, short-term profit). The dilemma
arises, of course, from the accumulated effect of many such “imperceptible” acts of
defection.

Banduras groundbreaking research (e.g., Bandura, 1986) has demonstrated the
importance of a sense of efficacy for initiating a wide range of behavior. In light of
such findings, it is not surprising that the perceived efficacy or criticality of a cooperative
choice has been shown to affect cooperative behavior in a number of early (Kerr, 1992;
Rapoport, Bornstein, & Erev, 1989; van de Kragt, Orbell, & Dawes, 1983) and more
recent (Au, Chen, & Komorita, 1998; Chen, Au, & Komorita, 1996) social dilemma
studies.
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My colleagues and I (see Kerr, 1996, for a review) have extended such findings in two
directions. The first has been to use manipulations of the efficacy of cooperation as an
analytic device, to better understand other effects of interest. One example was noted
carlier — the fact that the effects of discussion are not moderated by manipulations of C’s
efficacy confirms a commitment/promising explanation of the effect of group discussion
(Kerr & Kaufman-Gilliland, 1994). In another study (Kerr & Harris, 1996), we found
that in the absence of group discussion, efficacy did moderate the effect of players” social
motives or orientations (see section 3.2.6 below), consistent with the notion that those
with pro-social orientations attach relatively greater weight to others’ outcomes. However,
with group discussion, efficacy did 7oz moderate the effect of social motives. We argued
that when cooperating was morally sanctioned (as it would be if group members had
committed themselves to cooperate), pro-social individuals cooperated not to maximize
others” or joint outcomes, but rather out of a greater concern of “doing the right thing.”
The latter result is nicely consistent with other work (e.g., Liebrand, Jansen, Rijken, &
Suhre, 1986; Sattler & Kerr, 1991; van Lange & Kuhlman, 1994) showing that pro-social
individuals are more likely than those with anti-social motives to see choice in a social
dilemma as having moral implications.

The second thrust of our efficacy research has been to explore what aspects of a
dilemma affect one’s perception of the efficacy of cooperation (e.g., Kaufman & Kerr,
1993). Unsurprisingly and (in most instances) rationally, the bigger the group facing a
social dilemma, the less efficacious we perceive our choice to be (Kerr, 1989; Rapoport,
1988). However, we also seem to overgeneralize this generally valid inference, and use
large group size as an indicator of personal and collective inefficacy, even in instances in
which it actually is not (Kerr, 1989). Our most recent work has likewise found further
evidence for such “illusions of inefficacy.” For example, if we are strongly tempted to
defect, we tend to rationalize our unwillingness to cooperate by concluding that a co-
operative act is particularly unlikely to matter to the group (Kerr & Kaufman-Gilliland,
1997). Oy, if our group has succeeded in avoiding the “tragedy” of mutual defection in
the past, we are both more likely cooperate and to see our group as collectively effica-
cious, able to solve such dilemmas in the future, even when that early success was due
more to facing an easy dilemma (e.g., a public-good provision with a low provision point)
than to a particularly cooperative set of group members (Allison & Kerr, 1994).

3.2.5 Environmental uncertainty. In most laboratory social dilemmas, there is no
uncertainty about the “rules of the game.” However, in many (if not most) real-world
social dilemmas, there is considerable uncertainty about the dilemma. For example, even
experts may not be certain just how much overfishing a particular fishing grounds can
handle before the resource is damaged beyond recovery. A program of research by
Rapoport, Suleiman, Budescu, and their colleagues over the last decade has been explor-
ing the effects of such environmental uncertainty (see Suleiman & Budescu, 1999, for a
review). The paradigm used in their studies is quite simple. A group of 7 persons must
make harvest decisions from a shared resource pool. If the sum of their harvests, 7 is
greater than X, the size of the pool, no one gets anything; if » < X, each person just gets
what she/he requested. What makes the task difficult (and interesting) is that the group
members usually don’t know exactly how large the pool is. They only know that the pool
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size could be some value (with uniform probability) between a lower and upper limit, o
and  respectively (e.g., o could be 0 and f3 could be 1000 points; in their paradigm, m
= the midpoint of this range, and hence, the expected value of the pool size, is always
500). When uncertainty is minimal (f — &= 0, m = 500), most group members do the
obvious thing — they take an equal share of the known pool. The more interesting and
very consistent finding (see Suleiman & Budescu, 1999) is that as uncertainty increases
(i.e., as B — o increases), the mean individual harvest also increases. Consequently, the
chances of avoiding the “tragedy of the commons” (i.e., here, not exceeding the pool size)
decline with such environmental uncertainty. These findings have been obtained for both
in the usual, simultaneous-choice paradigm, and a variety of sequential paradigms (e.g.,
knowing only one’s sequential position; knowing both one’s position and the amount pre-
viously harvested).

More recent research has been devoted to explaining the effect of environmental uncer-
tainty on harvesting in this paradigm. Rapoport and colleagues have shown that equilib-
rium solutions to the problem make just this qualitative prediction, suggesting that
participants might have some insight into the (rather complex) predictions of game
theory. Further support for this possibility has come from analyses showing consistency
with certain nonintuitive predictions of the game theory predictions (e.g., that the rela-
tion between uncertainty and harvest size is not linear but rather has a “kink”; that the
variance of harvest sizes is a constant multiple of f3; e.g. Budescu, Rapoport, & Suleiman,
1995). However, it turns out that these qualitative patterns can also be predicted from
much simpler explanatory models (Budescu, Rapoport, & Suleiman, 1992). And, some
recent research (Girling, Gustafsson, & Biel, 1999; Gustafsson, 1999; Gustafsson, Biel,
& Girling, in press) suggests that the key result may be the result of an individual rather
than a social process — viz. an optimism bias. As uncertainty increases, we may tend to
overestimate the probability of preferred possibilities relative to unpreferred possibilities.

Another issue for recent research is exploring whether environmental uncertainty has
the same simple negative effect on cooperation within other experimental paradigms. The
effect has been observed in paradigms minimally different than Rapoport’s (e.g., Hine &
Gifford, 1996), but a number of studies now suggest that the effect of environmental
uncertainty (broadly defined) is moderated by a number of factors, including social value
orientations (Roch & Samuelson, 1997), level of social uncertainty (i.e., uncertainty
about others’ behavior; Wit & Wilke, 1998), the type of dilemma, the type of environ-
mental uncertainty, and whether and what type of asymmetry exists in group members’
access to shared resources (van Dijk, Wilke, H., Wilke, M., & Metman, 1999). Clearly,
the effects of environmental uncertainty seem to be more complex than was apparent in
the pioneering Rapoport paradigm.

3.2.6  Individual differences.  As in every other behavioral domain, there are stable indi-
vidual differences in willingness to cooperate in social dilemmas. Primary research atten-
tion has been given to how different social values or orientations (e.g., Messick &
McClintock, 1968) relate to both perception and behavior in social dilemmas. The most
recent addition to this large and interesting literature is van Lange and Semin-Goossens’
(1998) research on reactions to a cooperative partner. They find that those with pro-social
orientations (who value joint benefit) will reciprocate a partner’s cooperation regardless
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of the partner’s ostensive degree of honesty or intelligence. Pro-socials seem uninclined
to look for reasons to mistrust or discount another’s cooperative overtures (e.g., “he’s just
setting me up,” “she’s too dumb to play the game well [that is, competitively]”). Those
with pro-self orientations (who value either own benefit or getting more than the other),
on the other hand, do generally seem to mistrust or discount others cooperation and
tend to exploit another’s cooperative choices (e.g., Kuhlman & Marshello, 1975).
However, van Lange and Semin-Goossens show that if pro-selfs can first be persuaded
that the other is very honest, they too will reciprocate that other’s cooperation.

Another individual difference that has been receiving increasing attention is deper-
sonalized trust. This trait can be conceptually and empirically (cf. Parks, 1994) distin-
guished from social orientations, but like them, seems to affect the way the dilemma and
a partner’s behavior is perceived and reacted to. For example, Parks and Hulbert (1995)
show that the uncooperativeness of low trusters is triggered by fear of exploitation — when
there was little risk of such exploitation, trust was unrelated to cooperation rates. High
versus low trusters also interpret other players’ stated intentions differently. High trusters
will respond cooperatively to a partner’s assertion of cooperative intent and ignore/dis-
count assertions of competitive intent; low trusters, however, ignore/discount assertions
of cooperative intent but decrease cooperation in response to assertions of competitive
intent (Parks, Menager, & Scamahorn, 1996). However, if such assertions are accompa-
nied by sufficiently long periods of unconditional behavior (e.g., the partner follows “I
plan to cooperate” with repeated cooperative choices), the “blind spots” of both high and
low trusters can be overcome (e.g., even low trusters will reciprocate the other’s co-
operative intent/behavior).

Another interesting trend in this area is research showing that the effect of individual
difference variables depends upon features of the dilemma. So, for example, the effects
of social orientations depend upon how the dilemma is framed (de Dreu & McCusker,
1997), the effects of player sex depend upon what kind of resources are available (Sell,
Griffith, & Wilson, 1993), and the effects of player individualism/collectivism depend
upon whether or not there is intergroup conflict involved in the social dilemma (Probst,
Carnevale, & Triandis, 1999).

3.2.7 Culture. Although there have been a few cross-cultural comparisons of social
dilemma behavior, most early work involved contrasts of rather similar cultures (e.g.,
Liebrand & van Run, 1985). More recently, contrasts between more individualistic and
collectivist cultures have begun to be made (e.g., Parks & Vu, 1994). Most interesting in
this regard is the theoretical and empirical work of Yamagishi and his colleagues (e.g.,
Yamagishi & Yamagishi, 1994; Yamagishi, Cook, & Watabe, 1998) contrasting Japanese
and American cultures. Yamagishi shows that Americans are generally more trusting than
Japanese. He attributes this difference to a historical emphasis in Japanese culture and
commerce on insuring one’s welfare by entering into close relationships (e.g., between the
worker and organization) which mutually obligate its members (e.g., the workers are
obligated to work hard, not to strike, etc.; the organization is obligated to insure job secu-
rity). He suggests that the emphasis in American and other Western cultures has been to
work outside such safe but closed relationships and to trust more in the cooperative intent
of others, especially those with good reputations.
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3.2.8 Mood. It is commonly assumed that more positive moods are associated with
more cooperative, pro-social behavior, and there is some prior research consistent with
this conclusion (Knapp & Clark, 1991). On the other hand, there are also a number of
failures to find this effect (see Hertel, 1999, for a review). Hertel, Neuhof, Theuer, and
Kerr (in press) have recently suggested that the effects of mood might be constructively
analyzed using models which hold that mood affects one’s mode of information process-
ing (e.g., Schwarz & Clore, 1996). Specifically, these models suggest that one is more
likely to rely on simple, heuristic processing when in a positive mood, but more likely to
rely on careful, systematic processing when one is in a negative mood. To test this idea,
Hertel et al. varied their subjects’ moods (positive vs. negative) in an experimental chicken
dilemma. This dilemma is a close cousin of the social dilemma. It is named after the dan-
gerous game of “chicken” in which two cars drive toward each other to see which (if
either) will “chicken out” first. In the chicken dilemma, a systematic, rational analysis of
the game prescribes that one ought to do the opposite of what the other does — if the
other won't chicken out, you must (or die); if the other does chicken out, one gains status
(at least in certain adolescent circles) by not doing so. However, it is a very common
heuristic to simply imitate what others do. In a series of three experiments, Hertel et al.
showed that players in a chicken dilemma were relatively more likely to heuristically
imitate their partner’s behavior when they were in a good mood, but relatively more likely
to systematically (and rationally) do the opposite of their partner when they were in a

bad mood.

3.3 Mechanisms of behavioral control in social dilemmas

It has long been suggested (e.g., Messick & Brewer, 1983) that one way to solve the con-
flict inherent in social dilemmas is to provide additional rewards for cooperation and/or
punishments for defection. Economists would likely call this “adding side payments.” So,
for example, rather than allowing people to consume as much water as they like during
a drought, those who use large amounts might be compelled to pay higher costs or fines.
Yamagishi (1986) has noted that such incentives can both be tangible (as the fines in the
preceding example) or intangible (e.g., social disapproval). A number of early studies (Bell,
Petersen, & Hautaluoma, 1989; Yamagishi, 1986) demonstrated that such social
reward/punishment mechanisms can encourage cooperation. More recent work has begun
to elaborate when and why such systems are effective.

3.3.1 Anonymity. One common assumption is that such systems should lose their
power when cooperative choice is anonymous — if the rewarding/punishing agent cannot
tell whether one has cooperated, she/he cannot contingently reward/punish for that
behavior. Although a number of early studies seemed to observe such an effect, more
recent studies have not (see Kerr, 1999b, for a review). Kerr (1999b) has attributed such
null findings to the absence of certain necessary conditions in many studies. In particu-
lar, Kerr suggested that in order for such sanctions to be effective, several conditions
beyond non-anonymity of response must be simultaneously met — viz. there must be
high awareness of the sanctioning contingency, a clear belief that the sanction will be
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delivered, and the sanction itself must be substantial. However, these hypotheses have not
yet been tested.

3.3.2  Leadership. One “structural solution” to social dilemmas explored by Messick
and his colleagues (see Samuelson & Messick, 1995b) is to replace — or to allow the group
members themselves to replace — the system of free choice or access to the commons with
alternative allocation rules. The alternative rule studied most extensively has been to give
a single group member (or leader) the authority to make all group members’ choices.
Samuelson and Messick (1995a, 1995b) have presented a conceptual model which inte-
grates the findings of their extensive program of research. Their model suggests that group
members pass sequentially through a series of choice points before they opt for a new
allocation system. First, they must see the present system as failing. Naturally, expecta-
tions about what outcomes would be successful or satisfactory will bear on this choice.
Second, before considering alternative allocation rules, members will make attributions
for current difficulties. Certain attributions (e.g., certain group members don’t under-
stand the dilemma) may suggest non-structural solutions (education or persuasion); other
actributions (e.g., low replenishment rates) may recommend structural change, such as a
new allocation method. Finally, members must determine whether alternatives are likely
to be superior to the status quo on several dimensions, including efficiency, fairness, self-
interest, and freedom of action. For example, giving broad power to a leader may help
deal with some immediate resource dilemma, but may invite abuse (loss of freedom) if
there are no checks on that leader’s authority. This might be why selecting a leader appears
to be less popular than several other possible structural changes (e.g., making harvests a
group decision; dividing the sustainable yield equally among group members; cf. Rutte
& Wilke, 1985).

There is also mounting evidence that the way in which the power or authority of leaders
is exercised determines the effectiveness of that leadership. Applying Tyler’s (e.g., 1990)
group-value theory, Tyler and Degoey (1995) have shown that willingness of community
members to support an authority’s call for restraint in use of a scarce, shared resource is
strongly related to the perceived fairness of the authority’s decision-making procedures.
Specifically, citizens were more willing to conserve water during a drought when they had
positive relations with the leaders who were urging such conservation. This relationship
was not moderated by how severe the scarcity was perceived to be or by whether leaders
were making decisions that were favorable to the citizens. Van Vugt and de Cremer (1999)
have extended these findings, showing that the strength of identification with the com-
munity or group is also important. For example, a general preference for a leader whose
power was legitimate (e.g., democratically elected) was stronger when identification was
high. And, a greater effectiveness of a punitive leader (vs. one who strives for positive group
relations) was eliminated if identification with the group was high. Finally, some recent
findings by Kerr (1999a) are also consistent with the group-value analysis. Kerr found that
the effectiveness of a threat of exclusion from the group for deterring defection was mod-
erated by how efficacious one’s cooperative choice was. When efficacy was ostensibly equal
across group members, such threats were very effective, but when one had greater efficacy
than the average other, they were actually counterproductive. Kerr suggested that threats
of exclusion might well have been viewed as unfair or excessive under the latter conditions,
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for any of several possible reasons (e.g., greater normative uncertainty; resentment at being
coerced to do what one would ordinarily do voluntarily). Such findings suggest that just
as institutional solutions to social dilemmas must be carefully designed (Ostrom, 1990),
so must mechanisms of informal social control.

3.3.3 Who one plays with or for. In most social dilemma studies, one is interdepen-
dent with one or more others and has a very limited set of choices — typically to a dichoto-
mous (or, sometimes, continuous) cooperation/defect response. But a number of recent
investigations (many of them employing computer simulation, see section 3.5 below) have
begun to explore the implications of interesting and realistic alternative patterns of play
— choosing one’s partner, choosing the level of interdependence one has with one’s
partner(s), cooperating and thereby benefiting only certain others in the group, or choos-
ing simply not to play at all.

One of the first such studies demonstrated that collective (and hence, mean group
member’s) welfare was enhanced by allowing group members to choose whether or not
to play a PD game with other group members (Orbell & Dawes, 1993). This result was
traced to a greater willingness to risk (and subsequently profit) from interdependence by
those with more cooperative intent and expectations. Those who are more competitive
appear to avoid interdependence — a wise choice in social dilemmas. Boone and Macy
(1999) have extended this question to situations with repeated play. They find that players
who are “defensive” (i.e., who want to cooperate but will avoid a competitive partner) are
more cooperative overall when they have an exit option, whereas “aggressive” players (i.e.,
who want to exploit their partners if they can avoid retaliation by exiting) are less co-
operative with an exit option.

Other studies have explored restricting one’s interdependence to only certain other
group members. For example, Yamagishi and Cook (1993) find that dilemmas in which
one’s cooperative choice only affects certain other individuals (which they call network-
generalized exchange systems) prompt greater cooperation than when such choices benefic
everyone in the group (or group-generalized exchange systems). An interesting twist on
this idea is the work of Batson and his colleagues (Batson, Batson, Todd, & Brummertt,
1995; Batson, Ahmad, Yin, Bedell, Johnson, Templin, & Whiteside, 1999). They demon-
strate (Batson et al., 1995) that concern for a single other (e.g., one’s child, one’s spouse)
— prompted perhaps by a particularly close, empathic relationship with that person — can
lead to selfless sacrifice to that other, but low contributions to the group as a whole, and
hence, low collective outcomes in generic social dilemmas. Moreover, this kind of focused,
empathy-induced altruism seems to operate whether or not one’s choices are publicly
known (see section 3.3.1 above).

Still other research has begun to explore the effectiveness of alternative mechanisms of
social control. For example, Blount-White (1994) examined the effect of giving group
members a buy-out option, where group members could offer an uncooperative member
money in exchange for their rights to harvest. Unfortunately, this option didnt prove to
be very effective. There is somewhat more encouraging evidence for the effectiveness of
an ostracism or social-exclusion option. In a pair of studies, Kerr (1999a, 1999b) has
found that the threat of social exclusion from the group (and future interaction and inter-
dependence) can deter defection. However, the effectiveness of such threats seems to
depend on other factors, such as the efficacy of cooperation (cf. section 3.3.2 above).
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3.4 Applied social dilemma research

Interest in social dilemmas within social psychology has been sustained by the clear
potential of such research for application (Kerr, 1990). In the last few years, this poten-
tial is beginning to be realized. Among the applied social dilemmas that scholars have
begun to analyze and solve are the problem of supplying enough organ transplants
(Hessing, 1992), the problem of meeting water shortages through voluntary restraint on
consumption (Tyler & Degoey, 1995; van Vugt, 1999), the problem of supplying suffi-
cient day-care services (Eek, 1999), and the problem of relying upon formal or legal
environmental standards to solve environmental dilemmas (Tenbrunsel, Wade-Benzoni,
Messick, & Bazerman, 1997) (see van Vugt, Snyder, Tyler, & Biel, in press, for other
illustrations). A particularly impressive program of applied social dilemma research has
been carried out by van Lange, van Vugt, and their colleagues on problems of public
transportation. They have shown, for example, that drivers who fail to take advantage
of environmentally friendly transportation options (e.g., a commuter lane) tend to ra-
tionalize those choices (e.g., to increase the importance they attach to the flexibility of
solo driving and to decrease the importance they attach to the low cost of carpooling;
van Vugt, van Lange, Meertens, & Joireman, 1996). A number of these studies have
extended basic research on social orientations to applied transportation dilemmas (e.g.,
van Vugt, van Lange, & Meertens, 1996). Commuters with more self-focused orienta-
tions (competitors or individualists) tend to analyze these dilemmas in terms of personal
costs and benefits — for example, how efficient would car travel be for me (van Lange,
van Vugt, Meertens, & Ruiter, 1998) or how convenient a privatized railway system
would be for me (van Vugt, 1997). Further, drivers’ trust in other drivers’ cooperative
intent interacts with the drivers’ own social orientation; pro-social drivers who are also
trusting are more positive toward collective transportation solutions (e.g., carpooling or
using public transportation) than any other social orientation/trust combination (van
Lange, van Vugt, & Meertens, 1998). Further, social orientations can alter the way a
driver conceives of and reacts to others’ behavior in transportation dilemmas. Pro-social
drivers tended to see commuting as an environmental problem with the structure of a
social dilemma, and, as much social dilemma research has shown, to only be willing to
cooperate (e.g., take public transportation) when others will also cooperate. On the other
hand, pro-self drivers tended to see commuting as an accessibility problem (e.g., if too
many others are on the road, it’s so slow on the highway that I'm compelled to use public
transportation), which, like a chicken dilemma, leads them to not imitate other com-
muters choices, but do the opposite (e.g., to respond to others’ cooperative use of public
transportation by driving, exploiting the now uncrowded highways).

3.5  Simulations of social dilemmas

The other noteworthy innovation in recent (say, the last half decade of) social dilemma
research is widespread utilization of computational modeling and computer simulations.
Given the special difficulties of direct empirical study of collective phenomena, particu-
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larly in very large groups (cf. Davis & Kerr, 1986), there is much to recommend this
approach.

Some of this work has been used to extend and complement empirical programs of
research. For example, earlier we described the program of research on reciprocation in
social dilemmas by Komorita, Parks, and their colleagues (see section 3.2.3). Parks and
Komorita (1997) have also systematically explored the effectiveness of reciprocal strat-
egies varying in their degree of “toughness” using computer simulations of large (viz. 100-
person) groups. They have shown the superiority of a GBRS (a “group-based reciprocation
strategy” which requires a certain fraction of the rest of the group to cooperate before rec-
iprocating cooperation) to a number of alternative strategies. They have also shown that
the optimal fraction for reciprocating cooperation varies directly with the temptation to
defect (i.e., one ought to require a higher level of cooperation among others before reci-
procating if the dilemma payoffs make defection more attractive). (However, there are
also indications that these conclusions may apply more to factions uniformly following
such reciprocal strategies than to individual group members doing so (de Heus, in press).)

Other simulations have employed “neighborhood” models which tie social processes
to particular locations in a social “space” (the dynamic social impact model of social influ-
ence illustrates this generic approach; Nowak, Szamrej, & Latané, 1990). Messick and
Liebrand (1995) for example, have developed models of social dilemma behavior in which
individuals judge the success of their interactions with others by comparing their own
outcomes with the outcomes of their near neighbors. They have shown that (and how)
the sustainable level of cooperation then depends upon how that comparison is made,
the value of payoffs for cooperating and defecting, and what rule or heuristic the group
members apply to react to others’ choices. They subsequently extended these findings
(Messick & Liebrand, 1997) by showing that some common predictions about the effects
of one of these factors (viz. the costs and benefits of cooperation) were incorrect when
tested within their dynamic models. Using a similar geographic model, in which dyadic
interaction becomes increasingly unlikely as players are more distant from one another,
Watanabe and Yamagishi (1999) explored the consequences of permitting players to
move. In particular, players were allowed to move toward neighbors who cooperated and
move away from neighbors who did not cooperate. In addition, strategies that succeeded
in accumulating resources produced clones whereas strategies that failed to do so died
out. In such a society, the only one of many plausible strategies to survive for long was
tit-for-tat. The movement capability led to “colonies” of TFT players forming which
avoided players using other strategies.

Earlier (see section 3.3.3) we noted that a number of investigators have begun to explore
the consequences of relaxing the “forced choice” paradigm common in most experimental
social dilemma work — that is, permitting group members to restructure their group (e.g.,
to exit groups, to expel uncooperative members, to opt for lower levels of interdepen-
dence). Paralleling this empirical work have been a number of simulations employing such
permeable group boundaries. Hayashi and Yamagishi (1998), for example, show that when
selective play is allowed, an “out-for-tat” (OFT) strategy, in which one abandons a partner
who defects, outperforms other strategies with which it competed in a simulation tourna-
ment (like Axelrod’s (1984) tournament for the two-person PD game). However, if there
are opportunity costs available (e.g., even better options than sticking with one generally
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cooperative partner), a variation on the OFT strategy — one biased on a certain degree of
trust in the benevolence or at least cooperativeness of strangers which could tempt one to
abandon a good relationship for one even better — results in even better outcomes than
OFT. Similarly, Takagi (1996) has shown that in a society facing a social dilemma (viz. an
N-person give-some game) in which successful strategies replace unsuccessful ones, unco-
operative strategies tend to replace both unconditional cooperation (unsurprisingly), but
also certain forms of conditional cooperation. For example, a strategy that says, “only coop-
erate with cooperative others” is displaced by competitive strategies. However, one condi-
tionally cooperative strategy did prove superior — one which prescribed cooperating only
with those who cooperate with other cooperative people. In essence, identify those who
only cooperate within group boundaries, and then cooperate only with them (excluding
and refusing to cooperate with those who cooperate outside the group boundaries). In
follow-up work, Tagaki (1999) explored a more complex dilemma — one in which every
person simultaneously faced both a continuous give-some dilemma and a public-good pro-
vision task. This more complex dilemma is consistently “solved” (i.e., not dominated by
players with uncooperative strategies) only when there are some players with very strong
ingroup biases — they only cooperate with others whose cooperation (on both problems)
is restricted to fellow cooperators. Such research provides a strong support for the func-
tional value group boundaries that compel cooperation with all within those boundaries,
but lack of cooperation with all outside those boundaries.

4 Afterword

In this chapter we have identified a number of recent advances in the study of perfor-
mance and cooperation in groups. Although much interesting research on groups is cur-
rently being done in sister disciplines (such as organizational behavior and experimental
economics; cf. Levine & Moreland, 1990), the study of group performance within social
psychology is still very much a going concern at the beginning of the 21st century.
Although many of the questions about group behavior that were posed by our discipline’s
founders remain unanswered, genuine progress has been and is being made on them all.
Moreover, the discipline has posed many new, fascinating questions about the way we
conventionally work and cooperate together. With the advent of novel technologies for
collaborative communication and interdependence (cf. Hollingshead, this volume,
chapter 23; McGrath & Hollingshead, 1994; Sproull & Kiesler, 1991), this new century
is sure to bring still other new and unconventional — but no less fascinating — questions.
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GHAPTER SIX

Poker Face, Smiley Face, and Rant 'w’
Rave: Myths and Realities about Emotion
in Negotiation

Leigh Thompson, Victoria Husted Medvec, Vanessa Seiden,
and Shirli Kopelman

There is a mix of advice concerning the role of emotion in negotiation. Both the pre-
scriptive and descriptive negotiation literatures toil with the questions of whether it is
advisable to be emotional in a negotiation, whether a negotiator should play on the oppo-
nent’s emotions, and whether it is better to display positive or negative emotions through-
out a negotiation. Our review of the research literature identifies three distinct
perspectives on the role of emotion at the bargaining table. These perspectives, which we
label the rational negotiator, the positive negotiator, and the irrational negotiator, give
rise to very different prescriptive advice. First, we review these three perspectives on
emotion and critically examine the prescriptive advice that flows from each of these per-
spectives. Subsequently, we expose the assumptions and biases that underlie this advice.
Finally, we suggest directions for future research.

Three Perspectives on Emotion in Negotiations
The rational negotiator

According to this perspective, the negotiator is best advised to neither feel nor express
emotion at the bargaining table, as emotion is a weakness. Emotion is a signal that one
has departed from rational analysis and is vulnerable to losing one’s power or share of the
bargaining zone. According to the economic model of negotiations, a rational actor —
unburdened by emotions — is considered to be in a better position at the negotiation
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table. There are few, if any, empirical investigations that explicitly test this assumption,
as it arises primarily as an extension of normative bargaining axioms (Nash, 1950; Raiffa,
1982).

The view that emotion is a weakness, or the “Mr. Spock” perspective (Thompson,
Nadler, & Kim, 1999) gives rise to the common expression (with which professional stu-
dents are bombarded), “keep a poker face.” Indeed popular literature derived from ratio-
nal bargaining theory warns negotiators from being easily goaded into emotional bursts
of anger, for example; being manipulated so you are “apt to be tricked into an unfavor-
able settlement because of your emotional state” (Nierenberg, 1968, p. 46). Despite the
appeal of the rational model, keeping a cool head is, of course, easier said than done —
emotions seem to have a life of their own, beyond the control of the rational actor. “It is
important for disputants to recognize that emotions can overwhelm logic. In fact, people
are sometimes trapped into acting against their own best interests, even when they rec-
ognize that they are doing so” (Susskind & Cruikshank, 1987, p. 89). However, there is
little empirical evidence to support the assertion that emotion, felt or expressed, is a weak-
ness. The most direct support comes from the risk literature, which clearly advises nego-
tiators to adopt a risk-neutral attitude; risk seeking or risk aversion can lead to suboptimal
decision making and negotiated outcomes (Bazerman & Neale, 1982). Indeed, depar-
tures from risk neutrality are associated with less-than-desirable bargaining outcomes (see
Neale & Bazerman, 1991; Thompson, 1998 for reviews).

The positive negotiator

A quite different view about negotiation emerges from the social psychological literature
on negotiation. Social psychologists argue that expression of positive emotion, in contrast
to a poker face, can be an advantage at the negotiation table. In a number of empirical
investigations, positive emotion enhanced the quality of negotiated agreements, as com-
pared to the outcomes reached by “neutral” (poker-faced) negotiators. The advantages of
positive emotion derive from a theory of information processing, which argues that people
process information differently when in a positive mood as opposed to a negative or a
neutral mood (Isen, 1987). In what has become the seminal study in positive affect and
negotiation, Carnevale and Isen (1986) induced positive emotion in some negotiators by
instructing them to perform a seemingly unrelated task of sorting cartoons into two piles
— those that were very funny, and those that were not as funny. Negotiators in the mani-
pulated conditions were also told they could keep the scratch pad they used during
the experiment as a gift; negotiators in a control condition did not see the cartoons, nor
were they given a gift. Negotiators in the positive affect condition reported more posi-
tive moods and subsequently created more mutually beneficial bargaining outcomes than
the control group. Carnevale and Isen (1986) concluded that, “the use of positive affect
may be a very useful tactic that may help negotiators discover optimal solutions . . . The
ability to integrate, to find creative ways of combining issues, and to develop novel solu-
tions may be necessary for negotiators to achieve anything beyond obvious compromises”

(p. 12).
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In a complementary fashion, empirical studies support the intuition that negative
emotion has a detrimental impact on negotiation. For example, in one empirical inves-
tigation, people participating in a job contract negotiation achieved lower joint gains
when they experienced high levels of anger and low levels of compassion toward each
other than when they experienced positive emotion toward each other (Allred et al. 1996).
In addition, angry negotiators were less willing to work with each other in the future.
Other studies suggest that angry negotiators are more likely to overtly retaliate (Allred,
1996), endangering the negotiation process.

Other investigations that have measured and manipulated emotion report similar find-
ings (for reviews, see Allred, Mallozzi, Matsui, & Raia, 1996; Barry & Oliver, 1996;
Forgas, 1998; Thompson, Nadler, & Kim, 1999). Negotiators in a good mood generally
realize higher individual and joint gains on both integrative and distributive negotiation
tasks than do people who are in a neutral or negative mood (Kramer, Pommerenke, &
Newton, 1993; Kumar, 1997). Specifically, negotiators in positive moods plan to use more
cooperative strategies, engage in more information exchange, propose more alternatives,
and are less likely to engage in contentious tactics (Carnevale & Isen, 1986). Accord-
ing to this perspective, positive affect promotes creative thinking (Isen, Daubman, &
Nowicki, 1987), which, in turn, makes negotiators more likely to engage in innovative
problem solving (Carnevale & Isen, 1986). This is particularly advantageous in integra-
tive tasks where innovative thinking helps negotiators overcome the faulty fixed-pie
perception (Thompson & Hastie, 1990) and achieve better joint outcomes (Carnevale &
Isen, 1986).

The affect infusion model (AIM) (Forgas, 1995) supports the view that positive emo-
tions enhance negotiators™ effectiveness. However, the underlying psychological process
is different than that proposed by the creative information-processing account. The
AIM model posits that people’s moods influence their cognitive evaluations. Essentially,
the AIM model suggests that negotiators adopt mood-congruent bargaining strategies;
according to this theory, happy negotiators will develop more cooperative tactics than
unhappy negotiators (Forgas & Moylan, 1996).

The positive emotion view of negotiation strictly cautions negotiators against the perils
that befall negotiators who express negative emotion. Perhaps the most well-developed
theory in this regard is Gresham’s law of conflict, which basically states that conflict can
either take a constructive or destructive course and that the negotiator’s own actions
determine which course is more likely (Deutsch, 1973). Deutsch (1973) views emotions
as attitudes and proposes that “a cooperative process leads to a trusting, friendly attitcude
and it increases the willingness to respond helpfully to the other’s needs and requests” (p.
30). In contrast, a “competitive process leads to a suspicious, hostile attitude, and it
increases the readiness to exploit the other’s needs and respond negatively to the other’s
requests” (p. 30). This destructive course is often described as a conflict spiral. The dynam-
ics of escalation are difficult to defuse because the emotions of negotiators tend to rise
exponentially. “It appears that we humans are good at escalating confrontations, but we
are ill-equipped to promote de-escalation. . . . Like small boats on a rising river, it is easy
for disputing parties to lose control of the circumstances” (Susskind & Cruikshank, 1987,
p. 93).
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The irrational negotiator

A quite different perspective argues that negotiators who show blatant negative emotion
(e.g., anger, rage, indignation, impatience) can be extremely effective at the bargaining
table. We label this perspective the irrational negotiator because the stance that these nego-
tiators take at the bargaining table appears to be extreme, risky, reckless, and seemingly
out of control. A constellation of theoretical treatments give rise to the “irrationality”
approach; most notable are the views expressed by Thomas Schelling (1960) and Robert
Frank (1988). We will ultimately argue, as do these theorists, that the “irrational” nego-
tiator is, in fact, highly rational. Yet, on a strictly behavioral level, in terms of emotional
expression, this person appears irrational and unreasonable. Irrational negotiators are
effective because their irrational behavior convinces the other party that they would be
willing to take great risks that would hurt both parties if they do not get what they want.
Irrational negotiators use wild displays of negative emotion to persuade the other party
to meet their demands. By appearing unstable and irrational, the irrational negotiator
convinces his opponent that he would sooner walk away from the table without having
reached an agreement than settle for anything less than he desires.

The irrational negotiator is effective to the extent that he can convince the other party
that he will follow through with what seems to be an extreme course of action — perhaps
because he has nothing to lose. Grave examples of such tactics can be found throughout
history, as well as in the game theory literature. For example, before the German annex-
ation of Austria, Hitler met to negotiate with the Austrian Chancellor von Schuschnigg.
At some point in this dark historical meeting, Hitler's mode of influence escalated to
extreme coercive power: It “became more strident, more shrill. Hitler ranted like a maniac,
waved his hands with excitement. At times he must have seemed completely out of control
... Hitler may then have made his most extreme coercive threats seem credible . . . [He
threatened to take von Schuschnigg into custody, an act unheard of in the context of
diplomacy]. He insisted that von Schuschnigg sign an agreement to accept every one of
his demands, or he would immediately order a march into Austria” (Raven, 1990, p. 515).

Game theorists stress that irrational behavior must be convincing to be effective.
Schelling (1960) gives the example of two negotiators playing a game of “chicken” in their
cars — a highly risky game. One person assumes an advantage if she rips the steering wheel
out of her car and throws it out the window, as long as her opponent sees her doing this.
The other party is then forced into being the one who moves out of the way; in other
words, she is forced to concede, if both are to survive the game. But not just any behav-
ior will suffice in order to evoke such concessions from the other party; in his book
Passions within Reason, Frank (1988) argues that “for a signal between adversaries to be
credible, it must be costly (or, more generally, difficult) to fake” (p. 99). Frightened that
the negotiation may end in an impasse, the other party may be pressured to concede to
what would normally be considered outrageous demands. This type of negotiation strat-
egy is best characterized by the expression “the squeaky wheel gets the grease,” and can
be highly effective. The negotiator who rants and raves is likely to get a large portion of
the pie. The irrational negotiator is thus, synonymous to what we call the rant 'n’ rave
approach.
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A close cousin of the irrational negotiator is the manipulative negotiator — the nego-
tiator who controls emotion to his or her advantage. This approach is more popularly
known as Machiavellianism. Similarly, Aristotle argued that “anyone can become angry
— that is easy. But to be angry with the right person, to the right degree, at the right time,
for the right purpose, and in the right way — this is not easy.” The actor who is so keenly
in control of his emotions that the way in which they are displayed can be so precisely
manipulated uses emotions in a highly rational way. However, little empirical evidence
has tested this assumption.

Review of Three Models of Emotion in Negotiation and
Prescriptive Implications

In this section, we critically examine the prescriptive advice that stems from each of the
above perspectives. Some of this advice seems to be little more than common sense,
whereas other advice is more counter-intuitive. As we will see, most of the prescriptive
maxims derived from these approaches lack direct empirical support short of armchair
observation, but many maxims have nevertheless attained the status of conventional
wisdom. However, taken together, the prescriptive advice regarding the role of emotion
in negotiation is often contradictory and confusing. In our discussion of these views, we
pay special attention to the #ype of bargaining situation that is used to model negotiator
behavior. To anticipate one of our conclusions, we argue that fundamentally different
bargaining situations (i.e., fixed sum vs. variable sum and cooperative vs. non-coopera-
tive) largely influence which strategy is most effective. Stated simply, in highly competi-
tive bargaining situations, poker face or “irrational” strategies may indeed be effective; in
contrast, in mixed-motive situations, particularly those in which parties’ interests are not
common knowledge, positive affect is often an advantage.

The rational negotiator approach

Probably the largest body of prescriptive research and theory on negotiation exalts the
negotiator as a rational actor (Nash, 1950; Raiffa, 1982). As a rational actor, the nego-
tiator is expected to follow the axioms of normative bargaining theory. Within these
axioms, there is little room for the expression of emotion. For example, in his book, 7he
Art and Science of Negotiation, Raiffa (1982) lists “self control, especially of emotions and
their visibility” as the thirteenth most important characteristic (out of 34 key character-
istics) of highly effective negotiators (p. 120). Similarly, Nierenberg (1968) claims that
“.. . people in an emotional state do not want to think, and they are particularly sus-
ceptible to the power of suggestion from a clever opponent . . . [an] excitable person is
putty in the hands of a calm, even-tempered negotiator . ..” (p. 46). A common pre-
scriptive maxim that emerges from the rational negotiator approach involves the “poker
face” philosophy.
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According to the rational negotiator approach, the negotiator is strictly advised to keep
a poker face. Even though a negotiator may feel emotion, he or she dare not express it,
lest it leads to less than desirable outcomes. According to economists, the negotiator who
expresses relief, satisfaction, and approval risks settling for a worse outcome than does the
poker face negotiator. For example, Raiffa (1982) strictly cautions negotiators from dis-
playing emotion “. . . dont gloat about how well you have done . ..” (p. 130). Janis and
Mann’s (1977) model of decision making formalizes the injurious impact of emotion on
decision-making quality. Specifically, they argue that decision-makers experiencing high
levels of emotional stress often undergo incomplete search, appraisal, and contingency
planning thought processes. As a result, they make defective decisions.

Although there may be benefits to “keeping a poker face,” such rational behavior may
not always be in a negotiator’s best interest. The very act of trying to keep a poker face
may have adverse effects, especially if this requires high levels of monitoring and control.
When we tell ourselves not to conjure certain thoughts, we find that it is virtually impos-
sible to refrain from thinking the exact thoughts that we did not wish to enter our minds.
There can be a paradoxical effect of attempting to control thoughts and emotions. For
example, when people are instructed to not think about white bears, they immediately
gain a vivid image of white bears. This well-documented process of ironic monitoring
(Wegner & Wenzlaff, 1996) which keeps people from successfully monitoring their cog-
nitions, may also prevent negotiators from adequately monitoring their emotions. The
more people try to block out unwanted emotions or mental states, the more accessible
these very emotions may become. Indeed, people who spend more time trying to repair
their negative moods are most likely to suffer from persistent emotional problems such
as depression and anxiety (Wegner & Wenzlaff, 1996).

The self-monitoring effects of controlling emotion may also interfere with the mutual
process of entrainment, whereby one person’s internal process is captured and modified
by another person — such as when one person in a positive mood “affects” the mood of
the other person with whom she is interacting (Kelly, 1988; see also this volume, chapter
7). Entrainment refers to the observation that when people interact, each person
synchronizes her behavior in accordance with the behavioral and emotional states of the
other person. In time, people develop an interpersonal rhythm that reflects a shared emo-
tional and behavioral state. Entrainment is a natural biological process that is conducive
to social relations (Kelly, 1988). The negotiator who is deliberately focused on repressing
emotion may interfere with this process and prevent negotiators from developing a nat-
urally synchronized pattern of interacting. Specifically, the negotiator who deliberately
adopts the “poker face” strategy may contribute to a more stilted and awkward interac-
tion. Indeed, the creation of dyadic rapport facilitates the attainment of more mutually
beneficial outcomes (Drolet & Morris, 1998; Moore, Kurtzberg, Thompson, & Morris,
1998).

Similarly, emotions can be contagious (Hatfield, Cacioppo, & Rapson, 1992). If one
negotiator conveys positive emotion, the other negotiator is likely to “catch” this positive
emotional state and convey positive emotion as well. Positive emotion promotes coopet-
ative and integrative negotiating strategies (Forgas & Moylan, 1996), and facili-
tates, which in turn helps avoid impasse (Drolet & Morris, 1998; Moore et al. 1998;
Thompson & Kim, in press). Positive emotions thus facilitate the negotiation process.
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The concerns with the “poker face” advice are not meant to imply that we should never
attempt to monitor our emotions; rather, they suggest that when it comes to a “poker
face,” the nature of the parties’ interdependence is a critical issue, as well as the timing
of the negotiation. According to Kelley (1979), people in a negotiation may be cooper-
atively or competitively interdependent. Walton and McKersie (1965) make the same
point in their theory of bargaining. Namely, in some bargaining situations, people have
perfectly opposing interests; in other bargaining situations, people’s interests are not pet-
fectly opposed, and in fact may be compatible — we call this mixed-motive interdepen-
dence. The “poker face” strategy would seem to be most advantageous when parties’
interests are perfectly, negatively opposed — that is, there is no advantage to parties becom-
ing mutually entrained. In contrast, in mixed-motive situations there is potential for inte-
grative agreement, and in these instances, it would make sense for parties to attempt to
build rapport with the other party, through displays of (genuine) positive emotion.
Indeed, when parties interests are purely opposed, negotiators display counter-contagion,
taking pleasure when the opponent loses; when negotiators’ interests are aligned, they
show more sympathetic emotional contagion. In addition, timing may be key. At the
beginning of a negotiation, “schmoozing” and conveying positive emotion can help build
rapport and are conducive to more integrative outcomes (Moore et al. 1998). On the
other hand, at other points of the negotiation, masking our true feelings could be bene-
ficial. For example, conveying elation at the end of a negotiation makes our opponent
feel less successful and less satisfied with the negotiation (Thompson, Valley, & Kramer,
1995).

In summary, the “poker face” strategy may be useful in situations of competitive inter-
dependence. The logic of the rational, poker face negotiator is one that pertains most
directly to situations in which negotiators’ interests are directly opposed, such that a gain
or an advantage for one party comes at the direct loss of the other party. In such situa-
tions, negotiators compete directly with one another — a situation known as distribu-
tive bargaining. Because every negotiation situation involves a distributive element, even
mixed-motive negotiations (Lax & Sebenius, 1986), this is an argument for rationality.
This assertion is true normatively; however, behaviorally, a more common road that
negotiators take to reach settlement is to build rapport, and building rapport necessitates
positive emotion (Moore et al., 1998).

The positive emotion approach

The positive emotion approach takes a completely different perspective on the role of
emotion at the bargaining table. There are three critical processes in this regard: One
involves feeling positive emotion; another involves expressing positive emotion; a third
involves engendering positive emotion in the opponent. A constellation of social psycho-
logical mechanisms are involved in this approach, and quite frankly, the exact causal deter-
minants surrounding the effectiveness of positive emotion have yet to be clearly identified.
Our review of the literature reveals two psychological mechanisms that may underlie the
powerful positive emotion effect. One relates to balance principles and the other to infor-
mation processing.
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One psychological mechanism that may underlie positive emotions relates to basic
principles of balance and congruence, dating back to Heider (1958) and Newcomb
(1961). At the bargaining table the negotiator reasons something like the following:
If I like the other party and I am interacting with him/her, then I should expect a favor-
able outcome. Similarly: If T do not like the other party and I am interacting with him/her,
then I should expect a negative outcome. Quite often, negotiations break down because
negotiators assume the worst about each other and take offense even when none was
intended. Negotiators form either positive or negative impressions of the other party early
on in a negotiation. The balance principle suggests that parties at the bargaining
table will interpret the opponent’s statements and behaviors in a positive light if they
like each other. Furthermore, it is parties’ expectations that guide negotiators’ subsequent
behaviors, and according to Deutsch (1973), determine whether the negotiation takes
a productive or destructive course. The balance principle is also consistent with the notion
of entrainment. If two negotiators feel positively toward each other, they are likely
to develop positive rapport that facilitates the mutually beneficial attainment of
settlement.

A quite different theoretical perspective is related to positive emotion and information
processing (Forgas, 1998; Isen, 1987). According to this theoretical perspective, effective
negotiation requires creative information processing and it is positive, rather than
negative emotion, that instigates such cognitive processing. Specifically, the instantiation
of positive affect is associated with more creative and varied cognitions — precisely those
that can facilitate integrative bargaining (Forgas, 1998; Isen, 1987). Corroborating evi-
dence from examinations of positive affect on creative ability suggests that when people
are experiencing a positive mood, they are more creative (Baron, 1990; Isen et al. 1987).
One explanation for this is that positive emotions can affect cognitive processes such that
people are better at integrating information and more flexible in conveying their thoughts
(Isen et al., 1987; Isen, Niedenthal, & Cantor, 1992). For example, in one investigation,
people experiencing positive affect were more likely to see relationships among ideas and
to link non-typical category exemplars together (Isen et al., 1992). In negotiations, an
increase in cognitive complexity and creativity can lead to higher joint gains (Carnevale
& Isen, 1986). In contrast, some research suggests that positive mood can induce more
heuristic, as opposed to thoughtful information processing. Under certain circumstances,
one’s own positive mood may reduce the motivation to systematically process message
content (Bohner, Crow, Erb, & Schwarz, 1992; Schwarz & Bless, 1991), and the per-
ception of a positive mood in another may prompt the use of heuristics in impression
formation (Ottati, Terkildsen, & Hubbard, 1997). Although this would seem to lead to
worse, rather than more effective negotiation performance, we believe that the heuristic
processing instigated by positive moods differs from the cognitive biases revealed in the
negotiation literature.

A number of prescriptive maxims derive from the positive emotion approach to nego-
tiation. A common maxim deriving from this perspective is, “Do not sour the negotia-
tion with an extreme opening offer.” The common lore is that an extreme opening offer
will anger the other party and cause him or her to retaliate with an extreme offer in return.
An opening offer, in the case of two negotiators who do not know each other well, rep-
resents the first impression that they have of one another. In the long run, it is feared
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that feelings of anger arising from an extreme opening offer can cause the opponent to
be less cooperative, strongly increasing the probability of an impasse. A variety of research
suggests that negative information learned early on about a person can have a powerful
effect on impression formation (Asch, 1946).

In fact, there is some evidence that extreme offers may actually be strategically advan-
tageous (Siegel & Fouraker, 1960; Thompson, 1995). Thompson (1995) found that
negotiators with higher aspirations tended to place greater demands on their opponents,
and ultimately realized greater payoffs. Thus in contrast to intuition, extreme opening
offers may result in more profitable outcomes for the negotiator who makes them. Thus,
the widely held assumption that one should not sour the negotiation with an extreme
opening offer is flanked by two opposing theoretical assumptions and bodies of research.
Research that supports the maxim indicates that uncooperative and hostile negotiators
realize fewer joint gains than cooperative negotiators. Research that challenges the maxim
suggests that the anchor provided by an extreme offer can actually help the party who
makes the initial offer obtain a greater ultimate profit.

A second prescriptive maxim deriving from the positive emotion in negotiation view
is the advice to “leave the other party feeling good.” This popular belief is based on the
notion that engendering positive feelings in the other party benefits future negotiations.
The assumption is that if an opponent leaves the negotiation feeling good about the
process and the outcome, that person will be likely to engage in a cooperative fashion in
subsequent negotiations and to fulfill the terms of the current contract. In addition, the
way an opponent feels about the negotiation at its completion has implications for our
reputation. An opponent who feels good about a negotiation may speak highly of us, thus
enhancing our reputation. Thus, assuming that these positive feelings endure, we can
build a positive reputation and enjoy success in our future negotiations. On the other
hand, we may assume that an opponent who leaves the negotiation with negative feel-
ings will be unlikely to want to cooperate with us in subsequent interactions. If our oppo-
nent has a negative experience with us, we may also fear gaining a reputation for being
uncooperative.

One reason why negotiators may want to end the negotiation on a positive note is
that people tend to place a great deal of emphasis on the end point of an event and on
the event’s peak moment in determining their overall evaluation of the event itself
(Fredrickson & Kahneman, 1993; Kahneman, Fredrickson, Schreiber, & Redelmeier,
1993; Redelmeier & Kahneman, 1996). The maxim “leave your opponent feeling good”
resonates with this idea that the end point has a large impact on the overall evaluation
of an experience. This suggests that even if an opponent felt as though she were pressured
to make concessions during a negotiation, she could remember the negotiation favorably
if the last few minutes of the interaction were experienced positively. For example, when
opponents end the negotiation on a humorous note (e.g., “I will throw in my pet frog”)
acceptance rates are higher than when they do not (O’Quin & Aronoff, 1981).

Whereas we may want to leave our opponents feeling good at the conclusion of a nego-
tiation, we do not want to show our opponent that we feel good. Thompson et al. (1995)
found that independent of the actual outcome, negotiators felt less satisfied (and pre-
sumably less positive) with the negotiation when they believed their opponents were
happy with the final outcome. This research also indicates that negotiators who told their
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opponent they felt good at the end of a negotiation ended up getting fewer dollars from
their opponent in a subsequent allocation decision. This suggests that one should always
avoid gloating at the end of a negotiation, regardless of how pleased one may be with the
outcome. In fact, it may be wise to end a negotiation by pretending to be unhappy, thus
causing the opponent to feel guilty and indebted.

A third perspective, which derives from the positive emotion view, is that hostilicy
is detrimental to negotiation. The assumption is that hostility in a negotiation may
breed further hostility that will spiral out of control. “Once an attack—defense cycle gets
going the parties queue up to get their thrust in. The faster the attacks, and their replies,
the higher the emotional tension. People in an emotional state make threats, not
necessarily intending to carry them out, but threats provoke counter-threats and the
parties may end up in a mutual exchange of sanctions because they boxed themselves into
corners from which a retreat would [seemingly] cost too much . .. The consequence is
that parties get nowhere except further apart which is the antithesis of negotiating”
(Kennedy, Benson, & McMillan, 1980, pp. 42-43). The conflict spiral derives from
Gresham’s law. Such destructive conflict tends to escalate and expand, often irrespective
of the initial cause, due to competition, misperception, and commitment processes
(Deutsch, 1973).

The conflict spiral, or interchange of mounting negative affect, leading to irrational
behavior is a cornerstone principle of dyadic communication. Individuals organize the
continuous flow of interaction into discrete causal chunks (Swann, Pelham, & Roberts,
1987; Whorf, 1956). When engaged in conflict, people interpret these sequences of
communication differently. Each party parses, or “punctuates” the conflict situation
differently (Kahn & Kramer, 1990). That is, each party sees their own negative behavior
as a defensive reaction to the unprovoked negative behavior of the other side; and simul-
tancously perceives the other party as an aggressor. Indeed, negative conflict spirals
have been cited as a cause of war and continuing conflict between nations (Deutsch,
1973).

Even in the absence of outside provocation, processes internal to conflict cause it to
escalate and persist over time. Once a conflict is underway, changes occur in the rela-
tionship between the conflicting groups. Negotiations often collapse when one party
becomes angry with the other and desires to hurt the other party, rather than satisfy
itself (Bazerman & Neale, 1983). The conflict spiral may further be fueled by the fact
that negative emotions may be contagious (Hatfield et al., 1992).

Does the conflict spiral stemming from hostility imply that negotiators should avoid
displaying hostile attitudes and behavior altogether? Not necessarily. In some cases,
expressing hostility may actually facilitate the negotiation by allowing parties to “vent” or
express emotion. “Particularly in interpersonal disputes, hostility may diminish signifi-
cantly if the aggrieved party vents her anger, resentment, and frustration in front of the
blamed party, and the blamed party acknowledges the validity of such emotions or, going
one step further, offers an apology. With hostility reduced, resolving the dispute on the
basis of interests becomes easier” (Ury, Brett, & Goldberg, 1988, pp. 6-7).

The benefits of positive emotion have been empirically examined nearly exclusively in
the context of mixed-motive or integrative bargaining situations. In mixed-motive nego-
tiations, parties must cooperate with one another to maximize the size of the pie and reach
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mutual settlement, yet compere with each other so as to gain as much as they can for
themselves. This is a challenging goal because negotiators do not have complete infor-
mation about the other party’s interests and so it is not obvious how the most joint gains
can be attained. The pie can be enlarged in a number of ways, such as by trading issues
on which parties preferences and priorities differ, adding new compatible issues, or capi-
talizing on differences in beliefs (see Thompson, 1998 for an overview). As indicated
above, negotiators who are in a positive mood reach more mutually beneficial settlements
than do those in neutral (or negative) moods. However, an obvious, but as yet, unan-
swered question concerns the impact of emotion on the distributive (or competitive) com-
ponent. Generally, experimental studies have not examined this issue and therefore, our
conclusions are that when both negotiators are in a positive mood, greater joint gains will
be attained than when negotiators are in a negative, or neutral, mood; but it is unclear
whether the positive emotion negotiator will gain significantly less of the total joint gain
if paired with a negative or neutral opponent.

The ‘rant n’ rave” approach

The irrational negotiator perspective, or “rant 'n’ rave” approach, asserts that the expres-
sion of extreme negative — to the point of irrational — behavior can be highly effective.
To the extent that a negotiator can convince the other party that he or she is just crazy
enough to take outrageous risks, he or she can actually achieve a bargaining advantage
(Schelling, 1960). A negotiator who is faced with an irate opponent may capitulate to
the other party to end the interaction quickly (Frank, 1988). Although little or no empiri-
cal research has examined this strategy, there are four psychological explanations that may
account for its effectiveness: perceptual contrast, negative reinforcement, self-regulation
theory, and somewhat paradoxically, game theory.

The door-in-the-face technique (Cann, Sherman, & Elkes, 1975; Cialdini, 1975),
most commonly investigated in the persuasion contexts, highlights the usefulness of per-
ceptual contrast. The basic premise is that to the extent that a person makes what is per-
ceived to be an outlandish, ridiculous request, he or she is more likely to secure agreement
to a subsequent, smaller request. The fundamental principle involved is that of percep-
tual contrast (Cialdini, 1993). Quite simply, when we compare two different requests,
one extreme and the other more modest, we perceive the second request to be much more
reasonable than if we were to consider only the second request without having heard the
first one. In the same way, perceptual contrast explains why, if we lift a heavy object, set
it down, and then lift a light object, we perceive the light object to be much lighter than
it actually is. Skilled negotiators have been profiting from perceptual contrast effects for
years (Cialdini, 1993). Consider the savvy car salesperson who shows the potential buyer
the most expensive models before showing her the model in which she is actually inter-
ested. Compared to the $40,000 price tag of the expensive model, the $20,000 price tag
of the intended sale seems much more palatable. Thus, the negotiator who is aware of
perceptual contrast effects can use them to her advantage. By making an outrageous initial
request, one can increase the possibility that the second request will be accepted by one’s
opponent.
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A second psychological explanation for the rant 'n’ rave approach relates to basic
principles of negative reinforcement (Skinner, 1938). Negative reinforcement, or escape
behavior, explains the increased likelihood of behavior that eliminates or removes an
aversive stimulus. If the radio is playing obnoxious music, the listener will turn it off,
thus eliminating the unpleasant stimuli. In a similar vein, because most people find it
unpleasant to be around hostile, negative, and demanding people, they may be willing
to give the person what he or she wants just to make the other person be quiet. Ironi-
cally, this behavior operates as a positive reinforcement to the person displaying negative
behavior. Conceding to an opponent’s bursts of irrationality means rewarding their hostile
behavior, and increases the likelihood of this behavior in the future. Thus, “squeaky
wheel” negotiators may capitalize upon and be reinforced for their hostile behavior.

Similarly self-regulation theory (Baumeister, Leith, Muraven, & Bratslavsky, 1998)
explains why people may give in to a hostile opponent. This theory proposes that most
people like to prolong positive moods and exposure to positive stimuli and minimize
negative moods. People self-regulate by actively working to maintain a desired positive
mood; one way to achieve this is to avoid negative stimuli. Being around a “ranting and
raving” negotiator is usually unpleasant, so much so that the negotiator will want to
remove him or herself from the situation, which often means capitulating.

Paradoxically, game theory also helps understand a number of prescriptive maxims that
derive from the irrational negotiator perspective. Probably the most well known is the
squeaky wheel principle (Singelis, 1998). The squeaky wheel principle states that a nego-
tiator should demonstrate an unwillingness to move away from a stated position, by esca-
lating the level of hostility and using threats. Whereas little or no empirical research has
examined the efficacy of this strategy, Schelling (1960) and Frank (1988) provide quali-
tative evidence that this strategy can be remarkably effective.

For example, a threat that compels rather than deters often takes the form of admin-
istering the punishment undil the other acts, rather than if he acts. Schelling (1960)
describes a situation with two people in a row boat. If one threatens the other that if he
doesn’t row the former will tip the boat over, that would not be as powerful as starting
to rock the boat fervently while yelling at the other to row if he wants him to stop rocking.
Thus, “initiating steady pain, even if the threatener shares the pain, may make sense as
a threat, especially if the threatener can initiate it irreversibly so that only the other’s com-
pliance can relieve the pain they both share” (Schelling, 1960, p. 196).

Frank (1988) in his book, Passions within Reason, develops the idea that being moti-
vated by emotion can be a competitive advantage, as long as one can stand up to the
commitment made during an emotional outburst. An emotional negotiator is more likely
to be able to make a credible threat of walking away from an offer she perceives as unfair,
even if that offer would entail an objective gain for herself. This may allow the emotional
negotiator to procure a better offer from her opponent, thus capturing a larger share of
the bargaining zone.

A second maxim to be derived from this strategy is what we call the zough strategy,
which involves signaling toughness throughout the negotiation so that the opponent will
respect your position. Negotiators who make fewer concessions and make smaller con-
cessions are indeed more effective in terms of maximizing individual gain compared to
those who make larger and more frequent concessions (Siegel & Fouraker, 1960; Yukl,

1974).
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The rant ’n’ rave strategy has been modeled (but not empirically examined) primarily
in the context of non-cooperative bargaining situations — situations in which each party
makes a unilateral choice, not knowing at the time what the opponent will do, but
knowing what the full range of outcomes will be. Thus, this bargaining situation differs
significantly from the integrative bargaining situation used in the positive emotion liter-
ature, which nearly exclusively focuses on behavior in cooperative bargaining situations
— that is, situations in which parties must mutually agree for any settlement to be binding.
Another significant difference between the typical rant 'n’ rave context and that of posi-
tive emotion has to do with how much information the parties have regarding what the
possible outcomes might be. The positive emotion research has focused on situations in
which negotiators have incomplete information about the other’s interests and thus, the
two of them need to cooperate in large measure so as to jointly determine the range of
possibilities. In contrast, the irrational negotiator approach has been primarily studied in
situations where the opponents have the same information; situations that have binary
cooperate or deflect choices, such as the prisoners’ dilemma or chicken game.

There are several ways in which signaling toughness can impede a negotiation. When-
ever we try to convey an emotional position like toughness we run the risk that our oppo-
nent will either fail to receive our intended message, or will grossly misinterpret it. A
staunch position can easily be misinterpreted as coercion or hostility rather than the
respect and deference the tough party hopes to convey. This type of misinterpretation sets
the stage for a conflict spiral (Rothbart & Hallmark, 1988) which is likely to lead to an
impasse.

As a case in point, consider what happened during World War II (Rothbart &
Hallmark, 1988). Shortly after the United States joined the allied forces in World War
II, the Americans and British engaged in costly bombing raids over Germany aimed at
decreasing the Germans “will to resist.” Although the allies would have expected to
respond to the German’s hostility by initiating a counter-attack, they expected that the
Germans would respond to their displays of aggression by retreating in fear and intimi-
dation. Participants on both sides predicted that they would retaliate against their oppo-
nent’s coercive tactics while their opponents would retreat in response to their displays
of aggression. In addition, negotiators often signal toughness by adopting a Boulware
strategy (Walton & McKersie, 1965), wherein they make their position known and
propose a first and final offer. Boulwarism is not very effective (Raiffa, 1982) and can
instigate a conflict spiral (Thompson, 1998). Whereas signaling toughness may engen-
der the respect of your opponent, it may also quickly escalate conflict and make reach-
ing a settlement virtually impossible.

Misperceptions about Emotions in Negotiation

The most common prescriptive maxims regarding emotion that guide the behavior of
negotiators at the bargaining table are hardly consistent and, in some cases, downright
contradictory. The prescriptive literature advises negotiators to be simultaneously ratio-
nal, positive, and irrational. We undertake an examination of psychology of emotions in
negotiations to disentangle the conflicting aspects of the above strategies. This requires a
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careful analysis of how people perceive emotions. Most important, it requires an analy-
sis of how emotions are often misperceived. Specifically, three misperceptions about emo-
tions in negotiations permeate much of the prescriptive advice offered to negotiators in
all three of the perspectives we have reviewed. These three common misperceptions are
that: (1) people can accurately understand and read emotions in others; (2) emotional
states endure over time; and (3) emotion predicts behavior. We argue that these misper-
ceptions affect negotiators™ ability to effectively negotiate, in terms of maximizing both
joint gain and individual gain.

Misperception 1: People can accurately understand
and read emotions in others

Much prescriptive advice assumes that people have near-perfect insight into the emotions
of others. Consider, the “keep a poker face” maxim. The maxim assumes that if a nego-
tiator were to display any emotion, the other party would be able to accurately state and
correctly interpret its meaning, thus conferring him with information about the oppo-
nent’s position. In other words, the “keep a poker face” maxim presupposes that nego-
tiators can accurately detect emotion in others.

People have limited access even to their own emotions (Loewenstein & Schkade,
1997), let alone to the emotions of those around them, and they often mispredict why
others feel the way they do (Ekman, 1985; Keltner, 1994). In addition, people misjudge
the intensity of their feelings (Keltner & Robinson, 1993) and are overconfident in their
ability to predict others’ emotions (Dunning, Griffin, Milojkovic, & Ross, 1990).
Whether it is because people fail to account for situational factors (Dunning et al., 1990;
Kulik, Sledge, & Mahler, 1986), or are unable to distinguish genuine from contrived
emotions (Keltner, 1994), people are not as adept as they believe themselves to be at pre-
dicting how other people will feel or behave in different circumstances.

Complementing this bias is the fact that we believe that others can read our internal
states more accurately than is actually the case. Most of us believe that other people can
readily read what we are thinking and feeling (Gilovich, Savitsky, & Medvec, 1998) and
fear that we let too much information about our emotional states leak out. We fall prey
to an “illusion of transparency,” overestimating the extent to which our emotions “leak
out,” and become detectable to others (Gilovich et al. 1998). Negotiators who fall victim
to this bias may be convinced that their genuine feelings of joy, anger, or anxiety have
seeped out, and may not believe they have successfully concealed their true attitudes. The
illusion of transparency bias suggests that it is difficult to know if we have successfully
maintained a poker face. We may think we are conveying too much or very little emotion,
but our opponents may not notice it at all.

Misperception 2: Emotional states endure over time

Much prescriptive advice assumes that emotional states endure over time. We generally
assume that a positive event, such as winning the lottery, getting a raise, and falling in
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love will have a long-lasting effect on our overall happiness. We also assume that intensely
negative events, such as getting fired, being in an accident, or losing a loved one will leave
us unhappy forever. Contrary to popular belief, the emotional effects of extremely nega-
tive events or extremely positive events do not last nearly as long as we would think
(Gilbert, Wilson, Pinel, & Blumberg, 1998; Suh, Diener, & Fujita, 1996; Wortman
& Silver, 1989). We do not sustain prolonged levels of intense distress or elation, but
rather, adapt to these hedonic states and return to a more neutral level of functioning
(Frederick & Loewenstein, 1998).

Because our intuition about the effects of highly emotional events is often incorrect,
we have a tendency to over-predict how long we will feel sad in response to a tragedy, or
happy in response to a joyous event. For example, when people predicted how they would
feel several months after the termination of a romantic relationship, they over-predicted
the duration of their negative affect (Gilbert et al., 1998). Additionally, when faculty
members predicted how they would feel after failing to achieve tenure, after receiving
negative personal feedback, and after being turned down from an attractive job, they con-
sistently over-predicted how long their negative affect would last — that is in comparison
to the reports of people who did endure these unfortunate events (Gilbert et al., 1998).

According to the durability bias (Gilbert et al., 1998) we do not adequately account
for the ability of our psychological immune system to adapt. Through a variety of psy-
chological mechanisms, we are able to reinterpret, reinvent, or altogether ignore negative
events to reduce the consequences of such events on our subjective well-being. These
defenses provide a psychological shield that protects us from deviating too far below our
chronic levels of subjective well-being. For this reason, it is quite likely that negotiators
overestimate the impact a particular negotiation will have on their own subjective well-
being, and overestimate the effect that a negotiated outcome will have on how someone
else feels.

Indeed, people’s prospective expectations and retrospective evaluations of events are
more positive than the actual experience of the events (Mitchell, Thompson, Peterson, &
Cronk, 1997). For example, in one investigation people anticipated that they would enjoy
events like a trip to Europe, a Thanksgiving vacation, and a bicycle trip more than they
actually did (as indicated by journals that were kept during the events), and remembered
the events as being more enjoyable than they actually experienced them at the time. Their
in-the-moment negative evaluations tended to be short-lived, and were quickly replaced
by positive memories of the experiences (Mitchell et al., 1997).

What specific psychological processes account for this relative immunity to negative
events? One possibility is that individuals selectively remember only the most positive
aspects of an event so that their enduring memory will be positive. Likewise, they may
distort or transform experiences so that an in-the-moment disappointment becomes a
much-cherished memory. Most of us interpret an aggravating experience as a “comedy of
errors,” emphasizing the comic element more and more over time (Mitchell et al., 1997).
Additionally, a desire for cognitive consistency compels people to have memories of
an event that match their expectations of that event. Thus, a highly anticipated event,
despite its actual quality, is likely to be remembered well. Overall, it seems that people
are motivated to gloss over negative details of an event, and reframe events into a
positive experience that will serve a positive self-image. This psychological immune
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system is “invisible” (Gilbert et al., 1998) in that it is largely unknown to us until we are
forced to utilize it, and, in fact its invisible nature is critical to its effectiveness. If we were
made aware of the way in which we were distorting information to alleviate our negative
affect, we would be unable to properly defend ourselves psychologically. The idea of a
psychological immune system helps us understand why our negative affect dissipates
rather quickly, but does not offer a compelling explanation as to why we often experi-
ence a similar dissipation of positive affect. Why is it that previous lottery winners have
been found to be no happier than non-winners? (Brickman, Coates, & Janoff-Bulman,
1978).

One explanation is focalism — the tendency to focus on the precipitating event to the
exclusion of all others (Gilbert et al. 1998). Events happen within the context of our lives
yet we often ignore this context when estimating the impact that a particular event will
have on us. Thus, if we are asked how we would feel six months after winning the lottery,
we focus only on that winning event, ignoring all of the other events that may also impact
our affective state. On the other hand, when we report our actual happiness six months
later, the fight we had that morning with our spouse, the call from our child’s teacher,
and the hunger pangs we are experiencing because we skipped breakfast are all very salient
and have a distinct influence on our reported level of happiness. Thus, the context sur-
rounding the event is often overlooked in people’s predictions, but this context plays a
very significant role in actually determining people’s happiness.

Just as we mispredict the duration of our affective responses, so too, do we miscon-
strue the way in which the duration of our experiences influences our retrospective eval-
uations of them. One of the more universal beliefs is that people seek to maximize pleasure
and reduce pain. Likewise, most of us assume that, if given the choice, we would prolong
pleasurable or hedonic experiences, and diminish unpleasant experiences." Contrary to
basic psychological intuition, our evaluations of episodes are often based on trends rather
than duration (Varey & Kahneman, 1992). For example, an episode that is painful for
ten minutes is considered worse than an episode that is equally painful for the first ten
minutes, but is followed by five minutes of less intense pain (Redelmeier & Kahneman,
1996).

Rather than basing evaluations on the aggregate level of pleasure or pain, we often
base our evaluations on the peak and end moments of the experience (Redelmeier &
Kahneman, 1996). This effect has been predominantly studied in terms of unpleasant or
painful experiences. People’s evaluation of painful or unpleasant experiences is based on
the level of discomfort at the most intense moment of the episode (the peak) and the
level of discomfort during the final moments of the episode (the end) (Fredrickson &
Kahneman, 1993; Kahneman et al., 1993; Redelmeier & Kahneman, 1996). Thus,
episodes that end with intense pain, even if they are brief, are evaluated worse than
episodes that begin with the same initial level of pain, but have additional moments of
decreasing pain tacked onto their end. This phenomenon of duration neglect (Fredrick-
son & Kahneman, 1993) has been demonstrated with painful colonoscopy procedures
(Redelmeier & Kahneman, 1996), aversive film clips, and the submersion of extremities
(such as fingers) into painfully cold water (Kahneman et al., 1993), but not yet in nego-
tiations. The duration of the episode, or its integrated utility, seems to have little, if any
effect on the way we feel about the experience.
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People also give disproportional weight to the final moments of an interaction when
retrospectively evaluating social interactions (Fredrickson, 1991). Fredrickson (1991)
showed that people who believed their social interactions would be terminated at the end
of the experimental session judged the entire social relationship on the affect they were
experiencing during the final moments of the interaction. There was no correlation,
however, between the relationship evaluations and the affect experienced during the final
conversation among people who believed that they would reconvene with their social
partner the following day. This suggests that we base our social evaluations on the way
we feel about the relationship at the perceived end of the encounter.

But what does all of this mean for the conduct of negotiations? Do we need to leave
our opponent feeling good? The durability bias (Gilbert et al., 1998) suggests that we
greatly overestimate how long we and others will feel strong emotions. Thus, although
many negotiators assume that positive feelings in their opponent will last indefinitely,
research suggests that such feelings may actually be fleeting. If this is the case, then leaving
an opponent feeling good at the end of a negotiation will have little impact on future
negotiations that are temporally distant. Leaving an opponent with negative feelings may
also be relatively harmless if the durability bias is accurate and these feelings wear off
before the next interaction. On the other hand, if the feeling at the end is the most promi-
nent in defining the other person’s evaluation of the interaction then leaving the oppo-
nent feeling good may be useful in terms of your general reputation with the other party.
However, if it is only the feeling at the end of the negotiation that is key, this may mean
that one can be demanding throughout the negotiation as long as at the end of the nego-
tiation one makes a concession which is then highlighted to one’s opponent to make him
or her feel good.

Misperception 3: Emotion predicts behavior

Much prescriptive advice assumes a distinct causal relationship between emotion and
behavior. Presumably, one reason why negotiators care about emotion in negotiation is
because they believe that emotions predict behavior. Consider the maxim “do not sour
the negotiation with an extreme opening offer.” The assumption behind this belief is that
an extreme opening offer will anger the opponent and cause him or her to behave in a
hostile, uncooperative manner. However, people’s access to their own internal states —
namely their emotions — is relatively limited and often faulty (Wilson, 1985; Wilson &
Dunn, 1986; Wilson & Schooler, 1991). As a result, people often mispredict what they
are feeling, which leads to subsequent mispredictions about their corresponding behav-
ior. Furthermore, when people try to introspect and monitor their feelings, it often leads
to inconsistent behavior (Wilson, 1985; Wilson & Dunn, 1986; Wilson, Dunn, Kraft,
& Lisle, 1989; Wilson, Hodges & LaFleur, 1995; Wilson & LaFleur, 1995; Wilson, Lisle,
Schooler, Hodges, Klaaren, & LaFleur, 1993; Wilson & Schooler, 1991).

Focusing on feelings themselves presumably makes attitudes more salient, and is there-
fore thought to increase attitude—behavior consistency; however, analyzing the reasons for
feelings reduces attitude—behavior consistency. For example, when students were simply
asked to think about which beverages they preferred, there was increased atticude—
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behavior consistency in the beverages they chose at their subsequent meal (Wilson &
Dunn, 1986). When asked their reasons for preferring certain beverages, attitude—
behavior consistency decreased at their subsequent meal.

Why does introspecting about reasons for preferences negatively affect attitude—
behavior consistency? According to Wilson (1985) when people are asked to analyze the
reasons for their feelings, they construct a plausible explanation to account for what are
often unconscious, preverbal feelings. The problem is that people are often unaware of
why they feel the way they do. When asked to defend their feelings, they focus on the
most salient, reasonable interpretations, even if these explanations are inaccurate, or mis-
represent their initial attitude. People search for “factors that are plausible and easy to
verbalize even if they conflict with how they originally felt” (Wilson & Schooler, 1991,
p. 182). “To the extent that these cognitions have a different valence from one’s affect,
and to the extent that behavior remains affectively based, attitude—behavior consistency
will suffer” (Wilson & Dunn, 1986, p. 251). This suggests that attitude—behavior incon-
sistency is due to the fact that once people have analyzed the reasons for their feelings,
they adopt a new attitude; however, their behavior is still based upon their original atti-
tude. The outcome is an apparent inconsistency between their newly formed attitude and
their behavior. An alternative explanation suggests that people’s behaviors are actually
aligned with their newly formed attitudes, and are thus inconsistent with the way they
originally (and presumably, genuinely) felt.

Given that our attitudes are often inconsistent with our behavior, it is not surprising
that we are overconfident in our ability to accurately predict our own behavior (Osberg
& Shrauger, 1986; Vallone, Griffin, Lin, & Ross, 1990). One reason for overconfident
self-predictions may be self-reflection (Wilson & LaFleur, 1995). As discussed above,
people who analyze the reasons for their feelings and preferences demonstrate increased
attitude—behavior inconsistency. Along with attitude—behavior inconsistency, introspec-
tion of this nature can lead to inaccurate and overconfident predictions about our own
future behavior. The fundamental attribution error (Griffin, Dunning, & Ross, 1990;
Nisbett & Ross, 1980; Ross, 1977) also contributes to people’s tendency to be overcon-
fident in their self-predictions. Although most often understood as a social or interper-
sonal phenomenon, people also discount situational factors when making predictions
about their own behavior. In other words, people fail to consider the uncertainty of
situational construals in predicting their own future responses. For example, when par-
ticipants in different situations were asked to predict how much money they would spend
on certain events, and how much time they would spend engaged in certain activities,
they did not consider the uncertainty of their situations when predicting their future
behavior or their confidence in these predictions (Griffin et al., 1990). “To the extent
that people naturally and habitually treat their situational construals as if they are error-
free representations of reality, their predictions and assessments are bound to be over-
confident” (Griffin et al., 1990, p. 1138).

People’s overconfidence in their ability to predict future behaviors transcends the
intrapersonal realm, and is also evidenced in people’s predictions about the behaviors of
others. Just as people discount the uncertainty of situational construal in predictions
about themselves (Griffin et al., 1990), so too do they discount situational factors when
making predictions about the future behavior of others.
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Individuals often use misguided inferences about the role that other people’s disposi-
tions played in past behaviors, and are therefore likely to overestimate the role such
dispositions will play in their future behaviors (Dunning et al., 1990). Furthermore, even
when people predict the future behaviors of those with whom they are quite familiar, they
tend to underestimate situational variables and mispredict these people’s future behaviors.
They also tend to be overconfident in the accuracy of these predictions.

It may be our failure to properly predict how others make sense of; or fee/ about, sit-
uations that limits our ability to predict their behavior. Consistent misprediction of other
people’s behavior suggests that we are unable to infer the thoughts and feelings of other
people. Overconfident predictions suggest that we are not fully aware of how easily and
how often we fail to understand the way in which other people are subjectively constru-
ing situations. If people are overconfident about their opponents’ behaviors in a nego-
tiation, it is likely that they are overconfident in their assessments about how their
opponents are feeling about the negotiation.

The discontinuity between emotion and behavior is key to evaluating the maxim “do
not sour the negotiation with an extreme opening offer.” First, we must consider whether
extreme offers arouse feelings of anger in our opponents. Whereas common sense may
tell us they should, empirical evidence suggests the opposite. Even if an extreme offer
does anger our opponent, it is not clear that our opponent’s anger will impact his behav-
ior in the negotiation since there is often a dissociation between our feelings and our sub-
sequent behaviors (Wilson & Dunn, 1986; Wilson & Schooler, 1991). This suggests that
feelings of anger may not necessarily lead to hostile or uncooperative behavior. Thus, we
may be misguided in avoiding extreme opening offers. First, we may not be as accurate
as we believe in assessing the emotional response that will be triggered by an extreme offer
and second, we may be overestimating the relationship between individuals’ emotional
reactions and their subsequent behavior.

Conclusion

In this chapter, we have outlined three prescriptive approaches for negotiation: the ratio-
nal strategy, the positive strategy, and the irrational strategy. At first glance, these three
perspectives of negotiation appear to be in conflict, as it would seem impossible for a
negotiator to simultaneously not show emotion, display positive emotion, and express
extreme negative emotion. In addition, these three views give rise to prescriptive advice
that is not only contradictory across perspectives, but also whose validity is often called
into question by existing research. We argue that there are three common misperceptions
about emotions in negotiations that permeate the strategies offered to negotiators. Rec-
ognizing these misperceptions does not eliminate contradictions in the prescriptive advice,
but it may help negotiators understand when certain approaches may be better than
others, and understand the limitations of all of the strategies.

It would seem natural to address the question of which strategy is indeed the most
effective in negotiation. We have partially attempted to answer this question by con-
cluding that the optimal strategy depends in large part on the type of bargaining situa-
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tion. To this end, we drew a distinction between the type of bargaining game, coopera-
tive or non-cooperative, and concluded that in many cooperative bargaining situations,
positive, as well as rational, strategies can be highly effective; whereas in non-cooperative
bargaining games (e.g., prisoner’s dilemma, etc.) aggressive, and rational strategies can be
effective. Thus, in our treatment of the negotiation literature, we distinguish two funda-
mental bargaining objectives that are related to outcomes: the creation of value (this is
typically referred to as the win-win aspect of negotiating) and the distribution of value
(this is typically referred to as the win-or-lose aspect of negotiating). The distinction
between integrative and distributive aspects of negotiations is hardly new. Raiffa (1982),
Lax and Sebenius (1986), and Bazerman, Mannix, and Thompson (1988) have argued
that negotiators face a mixed-motive enterprise in that they must cooperate with the other
party so as to ensure agreement and to find joint value but simultaneously compete with
the other party concerning the distribution or allocation of the joint value. The contri-
bution of this chapter lies in illustrating the interaction between these situations and emo-
tional content and process of negotiations.

Certain prescriptive strategies regarding the use of emotion may apply to the value-
creation process while others apply to the distributive process. The social psychological
perspective that advances the “positive emotion” negotiator emphasizes joint or mutual
outcomes in non-zero-sum and cooperative games, whereas the irrational negotiator
perspective emphasizes individual outcomes in zero-sum and non-cooperative games. The
rational approach and its prescriptive poker face pertain mostly to situations in which
negotiators’ interests are directly opposed — the distributive aspects of either type of zero-
sum or NON-zero-sum games.

The three approaches we identify can also be considered three distinct mental models.
Mental models describe the ways in which people understand social and physical systems
and often refer to the way they think about problem solving (Johnson-Laird, 1983; Rouse
& Morris, 1986). Negotiators have different kinds of mental models that they can apply
to a negotiation situation, such as a “fixed-pie” model versus a “creative problem-solving”
model (Van Boven & Thompson, 2000). We argue that the rational, positive, and aggres-
sive approaches represent three different mental models for approaching negotiation.

Applying the accurate mental model to the negotiating situation is key for successful
outcomes. People often misapply mental models, for example, operating a home ther-
mostat like a gas pedal (Gentner & Gentner, 1983). Imagine a person interested in heating
his home views the thermostat as either that of a kitchen oven or a gas pedal in the car.
The former assumes that, by turning on the heat to a higher temperature, like operating
the gas pedal in the car, the house will reach a higher temperature at a faster pace. The
latter, accurately realizes that the house, similar to a kitchen oven, will reach the tem-
perature on the dial (either 375 degrees for baking a cake or 68 degrees for warming the
house) at the same rate no matter whether the thermostat of either is initially set to the
desired temperature or to a higher one. This analogy stresses the importance of having a
mental model that is appropriate for the given situation. To the extent that their negoti-
ating mental model — rational, positive, or aggressive — is appropriate for the particular
type of negotiation, negotiators will be more successful.

While the three approaches seem to be very different, the prescriptive advice that flows
from them shares a disconcerting commonality. Specifically, much of this advice is based
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on flawed assumptions about people’s ability to perceive emotions, the durability of emo-
tions, and the relationship between emotions and behavior.

Throughout this chapter, we have attempted to identify some of the most common
misperceptions regarding emotion. A better understanding of the role emotion actually
plays in a negotiation can lead to a more informed use of the maxims and perhaps an
ultimate blending of the three approaches. For example, a negotiator who recognizes that
the way one feels at the end of an interaction is most important in defining that person’s
evaluation of the event, can use an aggressive approach throughout the negotiation to
capture more of the pie, and can conclude the negotiation with a positive approach to
secure a good reputation for future interactions. In the end, we argue that negotiators
need to fit their negotiation strategies with the given situation and understand and cap-
italize on the psychology of emotion that underlies these strategies.

1 The value of an experience is known as its utility (Varey & Kahneman, 1992). When we eval-
uate our experiences, we think of highly pleasurable experiences as having high utility, while a
disagreeable experience is said to have high disutility.
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GHAPTER SEVEN

Mood and Emotion in Groups

Janice R. Kelly

Speculation about how moods and emotions affect group life have been an important
part of psychological inquiry for decades. The concept of emotional “contagion” has been
with us since Le Bon’s (1896) early writings on crowd behavior and McDougall’s (1923)
writings on the group mind. Patterns of emotional behavior were also an important part
of group development theories since the writings of Bion (1961) and Tuckman (1965).
In addition, the emotional strain involved in task performance was an integral part of
Bales’ (1950) theory of equilibrium processes and phase movement in groups.

Over the past few decades, individual-level researchers investigating social phenomena
have acknowledged that moods and emotions have profound influences on many areas
of cognitive functioning. For example, mood has been found to affect aspects of persua-
sion and person perception, and it appears to do so through influencing the processes of
memory, attention, and type of information processing (Forgas, 1992). More recently,
however, it has been acknowledged that many aspects of affective phenomena have inter-
personal antecedents and consequences (Wallbott & Sherer, 1986), and that emotional
expression has an important impact on social interaction. Thus research should logically
be directed toward examining the effects of mood and emotion on interpersonal inter-
action among group members.

The purpose of this chapter is to briefly review some of the past and the present
research on mood and emotion in groups by examining two broad categories of effects —
affect as an index of group development, and affect as a compositional factor. A series of
questions that may be useful in directing future research efforts are then presented.

Types of emotional experience
Although the concept of group emotional life has been central to many theories of group

structure and development, precise definition and measurement of group mood or
emotion has not received a great deal of attention. For example, group emotion has been
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measured by the number of socio-emotional communicative acts (Bales, 1950; Tuckman,
1965) or by questionnaire measures of affective ties between group members (Mudrack,
1989). Researchers have also defined a variety of types of emotional experiences that may
occur primarily in group settings. For example, the concept of “group cohesiveness” refers
to the affective ties that bind a group together, or to a sense of solidarity or esprit de corp
that may develop over the course of group interaction (Hogg, 1992; also see Hogg, this
volume, chapter 3). More recently, George (1990) coined the term “group affective tone”
to describe the characteristic level of positive or negative affect experienced by some
groups. These varied definitions and measures of group emotion reflect large differences
in the underlying type of affect experienced by the group, and this chapter will retain
such a broad definition.

Individual-level researchers have also described a variety of different types of affective
experiences. The term “affect” is a general term used to describe a variety of feeling states
including mood, emotion, and dispositional affect. However, researchers have tended to
make distinctions between “mood” and “emotion” along a number of different dimen-
sions (Isen, 1984). Emotions tend to be more intense in nature than are moods and tend
to be target specific — that is, they are often directed toward a specific provoking stimu-
lus. Moods, on the other hand, are more diffuse, and can potentially affect a wider range
of stimuli (Frijda, 1986). Finally, emotions tend to be labeled with specific emotions
terms, such as anger, happiness, and sadness (Plutchik, 1980), whereas moods tend to be
labeled simply along a positive—negative or pleasant—unpleasant dimension (Nowlis,
1960). In contrast to both mood and emotion, “dispositional affect” describes a general-
ized tendency on the part of an individual to react in characteristically positive or nega-
tive ways to a range of stimuli (Watson & Clark, 1984). Since individual-level affective
experiences may combine to form a group-level affective experience, all of these different
individual-level and group-level affective terms are important in the understanding of the
effects of mood and emotion on group experience.

Group Development

This section examines emotional factors that are involved in studies of group develop-
ment. In general, studies of group development try to account for regular patterns of
emotional expression as groups progress toward group goals. That is, group development
researchers try to account for patterns of growth and change that occur as a group moves
from the beginning to the end of its life cycle. Most models of group development assume
that groups pass through predictable stages or phases as they develop, with each stage
characterized by particular socio-emotional challenges and outcomes.

Bales’ research on phase movement in groups

Research on group development has been ongoing for nearly 50 years, beginning with
Bales and Strodbeck’s (1951) pioneering work on phases that occur in decision-making
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groups. A number of researchers have posited that group movement toward particular
goal states involves both progress in group locomotion activities (Festinger, 1950) and
progress in group maintenance activities (Thibaut & Kelley, 1959) or emotional repair
and well-being. Bales and colleagues (Bales, 1950; Bales & Slater, 1955; Bales &
Strodbeck, 1951) proposed that, in fact, group progress involved alternating attention
devoted to two sets of concerns — instrumental, or task-related concerns and expressive,
or socio-emotional concerns.

According to Bales (1950), these concerns manifest themselves in terms of a series of
continual shifts to establish equilibrium between instrumental and expressive activities,
both at a micro act-by-act level and a more macro or phase level throughout the problem-
solving session. The micro-level shifts were predicted by the equilibrium hypothesis,
which posited that action in one set of activities (e.g., instrumental activities) created
tension in the other set of activities (e.g., expressive activities). When tension becomes
oo high, progress toward the group goal ceases until that tension is reduced by repara-
tive action in the corresponding category. Thus, groups continually cycle between instru-
mental and expressive communicative acts.

Bales also described macro-level shifts that corresponded to phase movements in the
group. On the instrumental side, groups engage in activities concerning first orientation,
then evaluation, and then control as the group progresses from the beginning to the end
of a problem-solving session. To reflect the idea of an equilibrium between instrumental
and expressive concerns, Bales also proposed corresponding activity in expressive cate-
gories. Both positive and negative socio-emotional acts increase from the beginning to
the end of a session, as groups move from the relatively unemotional orientation stage to
the more controversial control stage. Thus, for Bales, emotional expression was a central
part of group functioning and performance.

Bales’ (1950) work also included the development of a structured set of categories for
observing communicative acts within problem-solving groups in order to systematically
document the idea of both phase movement and equilibrium processes in groups. A con-
sistent finding was that two kinds of leaders tended to differentiate in groups — a task
specialist and a socio-emotional specialist (Parsons & Bales, 1955). Bales and his col-
leagues speculated that this differentiation was one way of dealing with the equilibrium
problem. The strain created by the task specialist was best handled by a second, more
socio-emotional leader. Elements of these two styles or specialties can be seen in more
modern leadership theories, including Fiedler’s contingency model (1981), Blake and
Mouton’s leadership grid (1964), and Hersey and Blanchard’s theory of situational lead-
ership (1976).

Models of group development

Since that time, literally hundreds of group development studies have been conducted,
and the majority of studies and theories about group development highlight the impor-
tance of the group dealing with emotional issues. For example, Bennis and Shepard
(1956), through their observations of T-groups, proposed that groups pass through two
major phases of development, the first including issues of authority and structure, and
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the second including issues of intimacy and interdependence. Bion (1961) suggested that
groups must work on emotionality issues, expressed in terms of dependency, fight/flight,
or pairing, in order for progress toward group goals to continue. Tuckman (1965), in
reviewing and integrating the existing literature on group development, proposed that
groups go through identifiable phases of forming, storming, norming, and performing,
with a final stage of adjourning added later by Tuckman and Jensen (1977). The storm-
ing stage in particular is one that is fraught with conflict as group members vie for status
and roles within the group.

Since those researchers were primarily interested in group development in therapy
groups, the emotional importance of the group and resolving emotionally laden issues
was obviously central. However, studies developed on laboratory groups also suggest
similar emotionally laden stages. For example, Schutzs (1966) model of group develop-
ment focused on member needs at various periods throughout the group’s life cycle.
The first need is for inclusion and a sense of belonging to the group. Need for control
is reflected by a struggle to sort out power and authority issues among group members.
Finally, an affection need is reflected in work on interpersonal relations within the
group.

More recently, Wheelen (1990, 1994) has proposed a model of group development
that integrates findings from both therapy and laboratory groups. She notes that there
are commonalities among proposed models regardless of type of group to which the model
has been applied, length of time that the group interacts, and other variations, and these
commonalities are described in her five-stage model. Stage 1, Dependency and Inclusion,
is characterized by member dependency on the group leader and by initial polite attempts
at determining group structure. Thus, this stage is characterized by emotional control
rather than emotional expression. Stage 2, Counterdependency and Fight, is characterized
by conflict among members and leader. Similar to the “storming” phase in Tuckman’s
(1965) model, negative affect is most prevalent. However, this conflict is assumed to be
essential to the development of cohesion and the establishment of shared values. Stage 3,
Trust and Structure, is characterized by the more mature determination of the elements
of group structure and performance norms. Stage 4, Work, is characterized by effective
progress toward group goals. Finally, Stage 5, Zermination, is reflected in evaluation of
past work, feedback, and the expression of feelings about fellow group members. Thus,
emotionality also characterizes the final stage of group development.

Many of the past models reviewed above make particular assumptions about both the
universality of the proposed stages and the need for groups to pass through each phase
in succession. Other models are more cyclical in nature, positing that certain stages may
recur as group members confront similar issues at a later date (Arrow, 1997). Still other
theorists propose that group development cannot be characterized by phases or stages,
but rather that sets of activities, including activities devoted to both group locomotion
and group maintenance, occur simultaneously. Poole’s contingency model (1983), for
example, suggests that groups engage in three intertwining sets of activities involving task,
relational, and topical focuses. Thus, group emotional work occurs simultaneously with
group task work. McGrath’s (1991) TIP model also describes groups as simultaneously
engaging in work devoted to satisfying production, well-being, and member support
functions.
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Summary of group development

Theories of group development view group emotions as being a necessary part of group
progress. Group emotion is a part of or a reaction to inscrumental group work, and thus
is a necessary part of the pacing of the group as it progresses toward its group goal. Group
stages or cycles are characterized or defined by different types of emotional activity, and
thus can serve as an index of the group’s maturity.

Group development theories therefore view group emotions as arising from the natural
consequences of interaction between group members over time. That is, different emo-
tions are evoked at different times and the emotions that arise stem from the activities of
the group itself. The next section, involving affective group composition, examines mood
and emotion more as a characteristic of the group as a whole.

Affect as a Factor in Group Composition

The term “group composition” is used here in a very broad sense and includes what other
researchers may at times describe as input conditions or at times as consequences of group
interaction. The focus of this section is on the affective experience of the group as a whole,
both in terms of group-level emotional experience (cohesiveness) and in terms of indi-
vidual-level emotional experiences that form the parts of a group (manipulated mood).
A number of broad categories of effects are examined including emotional contagion,
group affective tone, and mood as a manipulated input variable to the group experience.

Emotional contagion

“Emotional contagion” refers to the process whereby the moods and emotions of those
around us influence our own emotional state. That is, it is the process through which we
“catch” other people’s emotions. Although originally theorized in the context of patho-
logical crowd behavior (Le Bon, 1896) or the “group mind” (McDougall, 1923), more
recent research has focused on the more commonly occurring day-to-day forms of emo-
tional contagion that can occur from mere exposure to others’ emotional states. Hatfield,
Cacioppo, and Rapson (1993, 1994) call this “primitive emotional contagion,” a rela-
tively automatic and unconscious tendency to “mimic and synchronize facial expressions,
vocalizations, postures, and movements with those of another person and, consequently,
to converge emotionally” (Hatfield et al., 1992). Contagion in general is thought to be
multiply determined by a package of psychophysiological, behavioral, and social phe-
nomena. It can elicit similar responses in a target (smiling back at someone else’s smile,
Hinsz, 1991) or complementary responses (countercontagion, such as when a parent finds
a child’s anger to be amusing). Further, Hatfield et al. (1993) argue that emotional
contagion produces the important consequence of synchrony or entrainment of atten-
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tion, emotion, and behavior and argue that this synchrony has an adaptive function for
social entities.

A number of basic processes have been proposed to account for emotional contagion.
For example, emotional contagion may occur through basic learning processes. Emotional
contagion can be a conditioned emotional response, such as when two people’s affective
experiences are habitually linked, or an unconditioned emotional response, such as when
a loud voice causes momentary fear. Hatfield et al. (1993, 1994) focus on interactional
mimicry and synchrony, the automatic imitation and coordination of facial features,
movements, and vocal rhythms that can occur in interaction, as a potential process under-
lying emotional contagion. People seem to automatically mimic the facial, movement,
and vocal rhythms of others, and, as a consequence of feedback from this mimicry, “catch”
their emotions.

Mclntosh, Druckman, and Zajonc (1994) use the somewhat more general term
“socially induced affect” to refer to situations where one person’s affect is induced or
caused by another person’s affect. They feel that the causal implications of the term
“induction” are more appropriate than the transference implied by the term “contagion.”
Further, “induction” denotes that some kind of affective experience, although not neces-
sarily an identical one, is induced in another person. In their review of the literature,
Mclntosh et al. (1994) find stronger evidence for concordant rather than discordant
socially induced affect, and suggest that the strength of the affect induced may be a func-
tion of how similar or well liked the source is by the target. They also suggest that plau-
sible mechanisms involved in socially induced affect involve contagion, conditioning, and
mimicry.

A third, related concept that has received some research attention involves behavioral
entrainment (Condon & Ogston, 1967; Kelly, 1988; McGrath & Kelly, 1986) or inter-
action synchrony (Warner, 1988). Behavioral entrainment refers to the processes whereby
one person’s behavior is adjusted or modified in order to coordinate or synchronize with
another’s behavior. Synchrony usually refers to the coordination of both micro- or macro-
body movements, but has also been used more broadly to refer to the coordination of
affect and attitudes between interacting partners (Siegman & Reynolds, 1982). The
outcome of this synchrony, generally, is positive affect, which can take the form of liking
for the partner (Kelly, 1987), satisfaction with the interaction (Bernieri, Reznich, &
Rosenthal, 1988), or greater group rapport (Tickle-Degnen & Rosenthal, 1987). Thus,
with behavioral entrainment, affect arises as a byproduct of smooth interaction rather
than as the result of transference.

Evidence for emotional contagion. There is very strong evidence for many of the processes
that are proposed to underlie emotional contagion (and socially induced affect or behav-
ioral entrainment as well). A number of researchers have found evidence for many forms
of behavioral synchrony, including synchrony in conversational rhythms (Jaffe & Feldstein,
1970; Warner, 1988), nonverbal behavior (Tickle-Degnen & Rosenthal, 1987), and more
general interaction behavior (Bernieri, 1988). Evidence for facial mimicry has also been
identified (Bavelas, Black, Lemery, & Mullett, 1987). In sum, there is plentiful evidence
that we mimic or synchronize with the emotional behavior of others (Hatfield et al., 1994).
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Evidence is also found for the effect of facial, postural, and vocal feedback influenc-
ing our own emotional state. A number of researchers, drawing on the facial feedback
hypothesis, have demonstrated that the manipulation of facial muscles involved in the
expression of particular emotions influences the degree to which the model experiences
those emotions (Duclos, Laird, Schneider, Sexter, Stern, & Van Lighten, 1989; Larsen,
Kasimatis, & Frey, 1990; Strack, Martin, & Stepper, 1988). Duclos et al. (1989) report
evidence that postural feedback may also intensify emotional experience.

Finally, evidence for the convergence of emotional experience can be found in many
areas of research, including developmental, clinical, social, and psychophysiological areas
(see Hatfield et al., 1994, for a review). In addition, there is some evidence that such syn-
chrony and convergence are an important component in group rapport (Tickle-Degnen
& Rosenthal, 1987).

Individual differences in emotional contagion susceptibility or transmission. A variety of
individual difference factors have been proposed that suggest that certain kinds of people
may be more likely to “catch” the emotions of others and other kinds of people may be
better at transferring their emotions. For example, people who are high in feelings of
interrelatedness, who are good decoders of emotional expressions, and who score high on
emotional contagion scales are more likely to catch the emotions of those around them
(Hatfield et al., 1994). Women, perhaps by serving as a proxy variable for the factors
listed above, may also be more likely than men to be susceptible to emotional contagion
effects.

On the other hand, people who are high in nonverbal expressiveness seem to be better
able to transmit their emotions to others (Sullins, 1989, 1991). Hatfield et al. (1993) also
suggest that transmitters must be able to feel, or at least to express, strong emotions, and
that they should be relatively insensitive to those who are experiencing incompatible emo-
tions. Their recent work with the emotional contagion scale (Doherty, Orimoto, Hebb,
& Hatfield, 1993) also supports the notion of individual differences.

Emotional contagion and group composition. The process of emotional contagion implies
that group members, if composed of people who are at least somewhat susceptible to
emotional contagion, will converge in affect over time leading to a more or less affectively
homogeneous group composition. That is, unless particular limiting conditions are in
place that prevent emotional contagion, groups working together over time should come
to display similar levels of positive or negative affect. Some recent research also suggests
that a group leader, especially one who is high in expressiveness, may be particularly likely
to influence the emotional characteristics of his or her group. Barsade and Gibson (1998)
suggest that knowledge of the emotional state of highly influential people in groups, or
knowledge of extremities of the emotion of influential persons in groups may be impor-
tant in determining group affective composition.

In addition, it is plausible that pessimistic or negatively toned groups may dissolve
over time, while optimistic or positively toned groups would be more likely to be
maintained, especially when referring to voluntary groups. What is the evidence for
affective convergence in groups and what are the consequences of such emotional
homogeneity?
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Group affective tone

George (1990, 1996) has recently proposed that, not only can many groups be charac-
terized by a homogeneous or internally consistent level of affect or “group affective tone,”
but also that these characteristic levels of affect can affect a variety of responses or behav-
iors within the group (George, 1991, 1995; George & Brief, 1992). For example, in a
study of sales teams, George (1990) found that group affective tone, as measured by aggre-
gating the teams’ dispositional positive and negative affect, predicted a number of impor-
tant outcomes. Mean positive dispositional affect levels were negatively correlated with
absenteeism, while mean negative dispositional affect levels were negatively correlated
with customer directed pro-social behavior. Later work showed important associations
between group affective tone as measured by aggregating reports of team member mood
state and team performance.

More generally, an optimistic or positive emotional or affective tone is often cited as
an important factor in many successful groups. For example, cohesion is often implicated
in successful performance of various types of groups (Evans & Dion, 1991; Mullen &
Copper, 1994). Other studies have shown that a positive emotional character, or “inter-
nal group harmony” can be the most important component in determining the quality
of group outcomes (Hackman, 1991; Williams & Sternberg, 1988).

George (1996) argues that, although not all groups may possess a group affective
tone, a number of processes work toward producing consistent levels of affect within par-
ticular groups. For example, borrowing from Schneider’s (1987) attraction—selection—
attrition framework, George suggests that people with similar levels of dispositional affect
may be attracted to and form particular groups, and those with a dissimilar dispositional
affect may leave that particular group, leading to a group composed primarily of per-
sons with similar levels of dispositional affect. She also suggests that group members are
exposed to similar types of tasks and similar group outcomes which commonly influence
their level of group affect. Furthermore, she suggests that group members may be actively
socialized as to a group’s affective tone, thus ensuring consistency in this measure across
time.

George (1990, 1996) proposes that group affective tone is a distinctively group-level
concept. Group affective tone only exists when a group demonstrates high levels of inter-
member consistency with respect to reports of affect levels. If such consistency exists, then
individual-level reports of affect may be combined into a group average which reflects the
group’s affective tone. If intermember consistency does not exist (George suggests using
James, Denaree, & Wolf’s, 1984, method of estimating within-group interrater reliabil-
ity), then an affective tone does not exist for that particular group.

Homogeneity versus heterogeneity of group affect. George’s work suggests that important
outcomes are associated with homogeneous levels of positive or negative affect within a
group. However, Barsade and Gibson (1998) point out that gains or positive group out-
comes are potentially associated with either homogeneity or heterogeneity in affective
composition. With respect to the positive benefits of group affective homogeneity, they
cite studies suggesting positive relationships between personality composition and per-
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formance in groups, noting that many personality variables (such as extroversion or neu-
roticism) have distinctively emotion-laden implications (Mann, 1959). Furthermore, they
suggest that affect is a dimension upon which people judge similarity to one another, and
that based upon the well-known similarity-actraction findings (Byrne, 1971), affective
homogeneity or similarity should lead to higher levels of member attraction or cohesion.
As a consequence, group members should feel more comfortable with each other, should
engage in more cooperative behavior, and thus should attain more positive group
outcomes.

It is also possible that particular levels of homogeneous affect may prove detrimental
to group performance. For example, there is some evidence that cohesiveness has a curvi-
linear relationship to group creativity (Lott & Lott, 1965; Woodman, Sawyer, & Griffin,
1993). That is, both very high and very low levels of interpersonal cohesiveness were
detrimental to creative performance. Such a curvilinear relationship may also exist for the
relationship between particular homogeneous mood states and performance. For example,
it is possible that extremes of both positive and negative moods will be associated with
poorer performance than more moderate levels.

Barsade and Gibson (1998), citing organizational evidence of the benefits of hetero-
geneity, also point out that affective similarity in particular circumstances may also lead
to negative consequences. For example, a group composed of members with high nega-
tive dispositional affect may be unduly pessimistic and unproductive. Drawing from the
need compatibility literature, they argue that diversity of affective types may also lead to
positive group outcomes, especially when dealing with specific emotions, such as anger
or euphoria, which may need to be tempered in order for progress to be made. Extreme
heterogeneity of moods, however, may also be disruptive to the smooth flow and coor-
dination of efforts necessary for effective performance.

Cobesiveness  Group cohesiveness might be considered to be a special type of group
affective tone, although one that is more limited in range of emotional expression and
perhaps more cognitively mediated. Group cohesiveness generally describes emotional
attraction among group members, although other types or dimensions of cohesiveness,
such as commitment to the task or group pride, have also been identified (Mullen &
Copper, 1994).

The literature on cohesiveness is vast and has been well reviewed in previous literature
(Evans & Dion, 1991; Hogg, 1992; Mudrack, 1989; Mullen & Copper, 1994). In
general, however, studies have shown that cohesive groups are better able to place
pressure on their members toward uniformity in behavior and conformity to group norms
(Festinger, 1950; Hackman, 1991; Hogg, 1992). In addition, a recent review of the lit-
erature suggests that there is a positive relationship between cohesiveness and group per-
formance (Mullen & Copper, 1994), although this relationship is small in magnitude.
The cohesiveness—performance relationship is stronger when cohesiveness is defined
in terms of commitment to the group task rather than as emotional attraction. In addi-
tion, there seems to be a more direct relationship from performance to cohesiveness
than from cohesiveness to performance. Further, cohesiveness—performance relationships
were stronger in small groups and real groups, and especially strong among intact
sport teams. It may be interesting in the future to investigate whether the basic
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findings concerning cohesiveness generalize to other positive affective experiences in
groups as well.

Manipulation of mood in groups

One way of creating affectively homogeneous or heterogencous groups, of course, is to
manipulate the mood of individuals coming together into a group situation. Research
taking this approach, however, is in its infancy. Since the few studies conducted in this
area draw on individual-level findings and theories in order to formulate their hypothe-
ses, this section will start with a brief review of past individual-level findings with respect
to mood and social judgments.

A number of researchers have reported results that suggest that mood states bias judg-
ments in a manner that is consistent with the mood that was induced (Isen, 1975, 1984;
Tversky & Kahneman, 1973). That is, positive moods bias judgments in a positive
manner, whereas negative moods bias judgments in a negative manner. These findings
are generally interpreted based on the concept that mood states are linked in memory
with other associated concepts. Mood can then influence social judgments and evalua-
tions through a number of different processes, such as the priming of mood-consistent
associations that influence the interpretation of ambiguous information, and directing
attention to mood-consistent information.

Other researchers have focused on the effect that mood states have on information
processing (Forgas, 1992; Sinclair & Mark, 1992; Worth & Mackie, 1987). In their inte-
grative model, for example, Sinclair and Mark (1992) argue that mood states lead to
changes in cognitive capacity, mood maintenance/repair strategies, and/or the use of
mood as information, and that these factors in turn account for the heuristic versus
systematic processing differences found for positive versus negative mood states. Forgas’s
(1992) AIM model also assumes that affect can play dual roles in judgments in that it
can affect both processing and informational influences.

Still other researchers have focused primarily on the information value that a mood
state may have with respect to a given situation (Schwarz & Clore, 1988) and how
that information value may impact information processing, in part to account for the
often asymmetrical effects of positive and negative moods. This “mood-as-information”
approach suggests that a positive mood signals that the situation is benign and not worthy
of further attention. Therefore, people in happy moods tend to engage in less effortful
or vigilant information processing. Negative moods, on the other hand, signal potential
threat, and lead individuals in negative moods to engage in effortful and systematic pro-
cessing of information. Although the mood-as-information approach may also sometimes
predict mood consistent effects in judgments, it focuses more on the information-
processing strategies that underlie mood effects.

All of these models may be important in predicting and explaining the effects of mood
and emotion in group situations. However, only a handful of studies have actually exam-
ined the effects of induced mood on any type of group situation. Forgas (1990), for
example, induced positive, negative, or neutral moods in individual or group participants
and asked them to make ratings of nine person categories on a number of dimensions.
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Consistent with previous research, individual judgments were biased in a mood-
consistent manner, such that happy individuals made more positive judgments, and sad
individuals made more negative judgments, compared to controls. The effect of being in
a group was to accentuate the bias of positive moods, with happy groups making even
more positive judgments, but to attenuate the bias of negative moods, with sad groups
making less extreme negative judgments. Presumably, group members in negative moods
engaged in more controlled information processing, and thus were not as influenced by
mood state. These results are somewhat consistent with work that examines groups under
stress. For example, Staw, Sandelands, and Dutton (1981) have reported that stressful
environments lead to more rigid information processing, similar to negative moods
leading to more systematic processing of information.

A few studies have also examined the effect of mood states on cooperative behavior
among small group members. For example, Hertel and Fiedler (1994) examined the
effects of induced positive and negative moods on cooperative and competitive behavior
in a four-person prisoner’s dilemma game. They found that positive mood states did not
directly increase cooperative behavior, but rather increased the variability of responses.
Across blocks of trials, positive mood subjects’ most cooperative responses were more
cooperative, and their most competitive responses were more competitive, than negative
mood subjects. In a more recent study (Hertel, Neuhof, Theurer, & Kerr, under review),
the effects of positive and negative moods were examined in the context of a chicken
dilemma game. The results here suggested that the reliance on heuristics exhibited by
individuals in positive moods increased adherence to salient norms in the situation, such
as imitation of partners’ behavior. Negative moods induced more systematic processing
of information and led to a more rational decision-making strategy, such that individu-
als defected when others’ cooperation was high, but cooperated when others’ cooperation
was low.

Group researchers are beginning to examine more fully the meaning and the effects of
information processing in groups (Hinsz, Tindale, & Vollrath, 1997). It is likely that such
research will also begin to integrate the implications of affective influences on informa-
tion processing as well. As it does, there are some important issues to consider. Some
conceptual issues include: Is group information processing analogous to individual infor-
mation processing? Is group mood or emotion something other than the sum of indi-
vidual affective experiences? Methodological questions include: Is a group mood an
emergent property of a group, or is it something that can be induced or produced from
combining the moods of the individual group members? For example, if a group is suc-
cessful at working on a task and comes to feel good, is that the same as grouping good-
feeling individuals together into a group. In addition, can we develop a reliable group-level
measure of group mood? These important methodological and conceptual issues will
undoubtedly be explored in the near future.

Questions for Future Research

The bodies of literature reviewed above describe a variety of approaches to theorizing and
investigating various affective phenomena in groups. These approaches differ greatly in
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how they treat emotional phenomena in groups. Some describe emotionality as a process
of interpersonal interaction. Some treat emotionality as a group-level descriptor that sets
the context for group performance. Others use emotionality to describe regularly appear-
ing sequences of behavior. The following section suggests a useful model for integrating
some of the past research on mood and emotion in groups and for suggesting new areas
of investigation.

The input—process—outcome model presents a typical way of thinking about small
groups (Hackman & Morris, 1975; McGrath, 1984). The input—process—outcome model
assumes that various input characteristics, such as task type, group structure, and indi-
vidual differences, have their impact on group performance through their effect on group
process. Such a framework might be useful for framing questions concerning the impact
of mood and emotion on small groups. In particular, the model suggests that mood may
affect group performance directly or interactively as an input characteristic, as a context
or component of group process, or as a consequence or outcome of group interaction.
Possible effects of mood at these three points are suggested below.

Mood and emotion as an input characteristic

Mood or emotion may impact group performance either directly as an input character-
istic, such as is suggested by the work of George (1990, 1996), or through interactive
effects with other group input factors. For example, mood or emotion may interact with
task characteristics or group structure to affect group performance.

A number of models of individual-level mood effects suggest that moods may impact
the types of cognitive processing of information engaged in by individuals (Forgas, 1992;
Schwarz & Clore, 1988; Sinclair & Mark, 1992). Specifically, positive moods seem to
promote more heuristic processing of information, whereas negative moods seem to
promote more systematic processing of information. If individual group members are
engaging in these different types of processing modes, then group performance would
seem to depend on the degree to which heuristic or systematic processing of information
is appropriate for effective group performance on any particular task. For example, we
might expect that positive moods and heuristic processing may facilitate performance on
simple or routine tasks, or what have been referred to as “problems” (Katz & Kahn, 1978).
On the other hand, more systematic processing of information prompted by negative
moods may be more effective for complex or novel problems, or what have been referred
to as “dilemmas” (Katz & Kahn, 1978).

Moods and emotions may also interact with aspects of group structure. For example,
Ridgeway and Johnson (1990) describe how expressions of positive and negative affect
in group interaction are tied to aspects of member status and group norms concerning
the development of group solidarity. Norms operate, for example, to constrain the expres-
sion of negative socio-emotional behavior, whereas expressions of positive socio-emotional
behavior are relatively uninhibited, especially with respect to low-status group members
reacting to high-status group members. Norms for the expression of affect may differ
from group to group (Hochschild, 1983). We might expect to find more homogeneity
or regularity of expressions of affect in highly cohesive groups where norms for emotional
expressions are likely to be more crystallized and enforced (Jackson, 1966).
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Group size may moderate the effect of affect on group structure or performance. For
example, as group size increases, cohesiveness decreases, norm enforcement decreases, and
member participation rates become more disproportionate. As a consequence, one would
expect less homogeneity of affect within these groups, and less crystallized norms for
emotional expression. One might also find that, as group size increases, the emotional
tone of a group is more heavily influenced by single individuals in higher status or more
powerful positions in the group.

Leadership variables may also affect the affective structure of groups. For example, the-
ories of transformational or charismatic leadership describe how a single particularly influ-
ential leader can profoundly shape the goals and the emotional character of groups (House
& Baetz, 1979). Charismatic leaders derive their influence in part by their ability as inspi-
rational speakers, projecting an appealing and emotionally charged vision of the future.
Followers in turn become highly emotionally attached to the group and expend great
effort and sacrifice for the good of the group (Burns, 1978; House & Baetz, 1979).

Mood and emotion as a context or process of group interaction

Much of the group development literature focuses on how types of emotional expression
are tied to fairly regular or consistent phases of group development. However, more recent
work suggests that other temporal patterns of emotional expression may also exist. Gersick
(1988), for example, has identified a midlife crisis for groups that is characterized by
anxiety and worry about the group’s current procedures for accomplishing its given task.
Such an emotional crisis signals a change in group procedures to more effective strategies
for continued progress toward group goals (Arrow, 1997; Gersick, 1988).

Recent literature also suggests that an emotional context may be dictated by aspects
of organizational culture (Kunda, 1992; Van Maanen & Kunda, 1989). Specifically, orga-
nizations may develop particular norms for emotional display that constrain the feelings
and expression of emotion among organizational members (Hochschild, 1983; Van
Maanen & Kunda, 1989). It is likely that such feeling and display norms also exist at
the group level (Barsade & Gibson, 1998). We know, for example, that therapy groups
attempt to establish norms encouraging the free expression of emotions (Stokes, 1983),
whereas customer service personnel are encouraged to express only positive emotions
(Hochschild, 1983). Further investigation of emotion norms in various contexts is
warranted.

Mood and emotion as a consequence of group interaction

It has already been suggested that a number of processes exist to push groups toward
homogeneous levels of affect. For example, emotional contagion processes may cause
group members to catch other group members’ moods. Emotion norms may encourage
only specific types of emotional expression. It therefore seems reasonable to assume that
homogeneous levels of affect, or a group affective tone (George, 1990, 1996), will develop
as a consequence of group interaction.
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The particular character of this group affective tone, in turn, has implications for a
number of different outcomes. For example, the positivity or negativity of affective expres-
sions may have implications for the stability of the group. More negative or pessimistic
groups may be more likely to have high member turnover rates and may be more likely
to disband than groups that are more positive and optimistic in emotional tone.

More generally, however, the emotional consequence of a prior group interaction may
serve as an input to a future group interaction (Levine & Moreland, 1990). In that way,
the emotional life of a group takes on a more dynamic and cyclical character. In addi-
tion, all of the questions posed above may be qualified by consideration of more global
issues, such as the stage of development the group is in or the physical and social envi-
ronment surrounding the group interaction.

Conclusions

The importance of mood and emotion to group interaction and performance is once
again becoming recognized. In the past, research attempting to document the emotional
character of communication within the group, such as studies of group development and
group interaction process analysis, proceeded somewhat independently of work on group
outcome or performance. With our increased knowledge of affective influences on indi-
vidual-level judgments and processing of information, and with the increased emphasis
on teams and work groups in industrial and organizational settings, the importance of
examining how group moods and emotions influence group-level judgments and infor-
mation processing is now being recognized. The possible ways that mood and emotion
can affect group interaction and performance noted above are only a partial list of impor-
tance influences. More questions will emerge as more researchers contribute to this impor-
tant and growing area of research (see, for example, Thompson, Medvec, Seiden, and
Kopelman, this volume, chapter 6).
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CHAPTER EIGHT
The Psychology of Crowd Dynamics

1 The Challenge of Crowd Psychology

Crowds are the elephant man of the social sciences. They are viewed as something strange,
something pathological, something monstrous. At the same time they are viewed with
awe and with fascination. However, above all, they are considered to be something apart.
We may choose to go and view them occasionally as a distraction from the business of
everyday life, but they are separate from that business and tell us little or nothing about
normal social and psychological realities. Such an attitude is reflected in the remarkable
paucity of psychological research on crowd processes and the fact that it is all but ignored
by the dominant paradigms in social psychology. The second edition of The Handbook
of Social Cognition (Wyer & Srull, 1994) has no entry in the index under “crowd.” Indeed,
within a discipline that often views literature from a previous decade as hopelessly out-
dated, the little reference that is made to such research still tends to focus on Gustave Le
Bon’s work from a previous century (Le Bon, 1895). As we shall shortly see, it is most
clearly reflected in the content of Le Bon’s research and that of his followers. It was Le
Bon, in terms of his theories if not his practices, who divorced crowds from their social
context. His theory assumed that crowd participation extinguishes our normal psycho-
logical capacities and reveals a primal nature, which is usually well hidden from view.
It was he who, with typical Victorian gusto, consigned crowds to the realms of a social
scientific theatre of curiosities (cf. Reicher, 1996a; Reicher & Potter, 1985).

The aim of this chapter above all else is to free crowd psychology from being impris-
oned at the margins and to restore it to its rightful place at the center of social scientific
inquiry and, more specifically, of social psychological thought. As I have previously argued
(Reicher, 1982, 1987) one of the more remarkable features of traditional crowd psy-
chology is that it has tended to constitute a theory without a referent. Rather than start-
ing from a set of phenomena in need of explanation, a set of explanations was elaborated
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in order to underpin certain ideological presuppositions about the crowd — or at least the
suppositions of gentleman observers who viewed the masses with alarm from the outside.
To them, crowds secemed anonymous, their actions inherently destructive and random,
their reasons unfathomable. However, these hostile and external observers never took care
to investigate the patterns of crowd action and the conceptions of crowd members to see
if their suppositions were warranted. If one did — and there is a growing literature by his-
torians and social scientists that does (e.g. Feagin & Hahn, 1973; Krantz, 1988; Rude,
1964; Williams, 1986) — then two things would become immediately apparent. The first
is that crowd action is patterned in such a way as to reflect existing cultures and societies.
Perhaps the classic example of this remains E. 2. Thompson’s study of 18th-century food
riots in England (Thompson, 1971, 1991).

Of all examples of crowd action, one might at first think of food riots as a domain in
which social analysis has least to offer. Surely starving people are simply motivated by a
biological need to eat, to grab — by force if necessary — whatever food is available, and to
make off with it. And yet, as Thompson notes, people are often passive in the face of
starvation and protests are comparatively rare. When they do occur, food riots are far
from inchoate explosions. In an analysis of several hundred such riots in England around
the turn of the 19th century, Thompson shows how riots had a characteristic pattern both
in terms of how they started and how people behaved within them. Moreover, these pat-
terns reflected collective belief systems. Thus the riots occurred in the context of a shift
from feudal to market-based economies. These were matched by different “moral
economies.” For the one, produce was meant to be sold locally and, for the other, produce
was legitimately sold where it fetched the highest price. Riots generally started when grain
was being transported to a distant market and the populace attempted to enforce their
moral economy against that of the merchants. Events then unfolded in a way that reflected
localist beliefs: Grain was sold at a popular price and the money — sometimes even the
grain sacks — were handed back to the merchants. In short, and in complete contrast to
prevalent visions of anarchy, the food riot demonstrates how crowd action is shaped by
ideology and social structure.

The second obvious feature of crowd phenomena is that they are not only shaped by
society but also that they in turn bring about social change. Indeed the changes wrought
by crowds exist at three levels. There is change in the ways that crowd members see them-
selves as social actors. Autobiographies and studies of activists (e.g. Biko, 1988; Burns,
1990; Cluster, 1979; Haley, 1980; Teske, 1997) repeatedly show that people do not enter
collective movements with fully fledged movement ideologies but that they develop their
understanding of society and who they are within it as a consequence of participation.
Crowds and collective action also lead to changes in the collective ideologies themselves.
Indeed, as Eyerman and Jamison (1991) argue, the actions of social movements “are
bearers of new ideas, and have often been the sources of scientific theories and of whole
scientific fields, as well as new political and social identities” (p. 3). To take but one
example, the rise of environmental science, of “green” sensibilities and “green” identities
cannot be understood outside the actions of anti-nuclear activists, roads protestors, and
other collective acts of opposition. Finally, crowd action can bring about the entire restruc-
turing of society. Just over a decade ago, such a point may have required more justifica-
tion when the role of the sans-culottes in the French Revolution of 1789 (Rude, 1959)
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or of the July day crowds in the Bolshevik Revolution of 1917 were only historical
memories. However, since the transformations in Eastern Europe — whether through the
peaceful mass demonstrations of Czechoslovakia’s “velvet revolution,” the confrontational
demonstrations in East Germany, or the violent clashes between Romanian crowds and
state forces in Timisoara and elsewhere (cf. De Rudder, 1989/90; Garton Ash, 1990), the
claim hardly needs to be labored.

Putting the two features together, it should be clear that, in simultaneously encom-
passing social determination and social change, crowd action reflects what is possibly the
central paradox of human action. Characteristically, even when this paradox constitutes
the focus of inquiry, these twin facets of the human condition are studied in relation to
different phenomena. However, both come together in the crowd. It follows both that
the crowd provides a privileged arena in which to study social (psychological) processes
and also that any adequate explanation of the crowd must take us a long way toward
understanding the general bases of human social behavior.

As well as delineating the extent of the challenge, even such a brief account as that
provided above suggests the nature of the tools that are necessary to meet it. Thompson’s
analysis suggests that the impact of structural and ideological factors upon action is
achieved through actors’ collective understanding of their position as social subjects. Con-
versely, the work on social change indicates that it is as social subjects that people act col-
lectively in ways that bring about transformations — including the way they understand
their own position. In other words, the psychological processes that relate society to crowd
action are those of identity. If we are to understand the nature of crowd action we there-
fore need a model of identity which explains both how society structures identity and
how identity organizes action. Failure to do the former will lead to a desocialized crowd
psychology, while failure to do the latter will lead to an abstracted social theory. In either
case, it will be impossible to complete the cycle of crowd dynamics whereby social factors
affect identity which organizes action which then reflects back upon society — and so on.

When one measures the actual performance of traditional crowd psychology against
the size of this challenge the results are sorry indeed. The failure has not been to explain
either social change or social determination at the expense of the other but to ignore —
no, o deny — both. The theoretical underpinning of this denial, which has unfortunately
been bequeathed to much of social psychology in general, is a theoretical model of the
self which writes society out of the picture and which therefore cannot address how it
either shapes or is shaped by actors and their actions. This neglect is hardly accidental. It
reflects the concerns which led crowds to become a focus of explanation. In order to
understand the deficits of classical crowd theory and how to transcend them it is neces-
sary to start by considering the context in which crowd psychology was born.

2 Classic Models of the Crowd
2.1 Mass society and the birth of crowd theory

The rise of industrialization and the growth of cities in Europe and North America
during the 19th century posed social as well as technological questions. Most notably, the
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birth of mass society put the question of social control at the very top of the political and
intellectual agenda. How would those who hitherto had been bound into the immediate
hierarchies of village life continue to respect the existing social order once they were sep-
arated from their overlords as part of the urban masses? Mass society theory (cf. Giner,
1976), which theorized this dilemma, was ideological both in its diagnosis and its cure.

The diagnosis centered on the loss of traditional hierarchies — the church, the family,
the army. This, it was proposed, led to a level of rootlessness and mindlessness, which
made the mass prey to anarchic impulses, to passing fads, and to unscrupulous agitators.
At the core of this argument is an ideological sleight of hand. Opposition to a particular
social order from the perspective of alternative forms of social order is rendered as oppo-
sition to any social order from the perspective of no social order. Existing social relations
are rendered inviolate by pathologizing the alternatives. The cure for those dangers posed
by the mass was therefore to reimpose existing hierarchies rather than to acknowledge the
problems which nourished alternative visions (Giner, 1976; Nye, 1975).

If the mass was a potential threat to “society,” then the crowd was that potential made
actual. The crowd was the instrument through which anarchy would replace order.
Nowhere did that threat seem more real than in the French Third Republic, the birth-
place of crowd psychology. If the bourgeoisie of other industrializing countries feared for
what masses and crowds might bring about, France had seen a brief but bloody victory
of mass action against the state in the form of the Paris Commune. The republic which
grew on the ashes of the Commune was weak and buffeted by forms of popular opposi-
tion on all sides: Clericalism, the populism of General Boulanger and, most particularly
the rise of syndicalism, anarchism, and socialism. When the founders of crowd science
wrote about crowds it was primarily such working-class action they had in mind. These
founders were outsiders to the crowd, their presiding sentiment was that of fear and their
principal purpose was less to understand than to repress the crowd. The first debate in
crowd psychology was actually between two criminologists, Scipio Sighele and Gabriel
Tarde, concerning how to determine criminal responsibility in the crowd and hence who
to arrest (Sighele, 1892; Tarde, 1890, 1892, 1901).

Yet it would be one-sided to suggest that crowds incited only fear amongst the schol-
ars who studied them and the class they represented. Crowds were also figures of fasci-
nation. Nye (1995) points out, in the late 19th century the French in particular and
Europeans in general were obsessed with the notion that industrialization and urban life
were draining off human energy, were leading to the fatigue of civilization and were
thereby threatening the very survival of society. In this fin de siécle context the savage
energy of crowds appeared as promise as well as threat. The failure of early crowd psy-
chology was that it bemoaned the threat without being able to harness the promise. It
was, perhaps, because he dealt with both sides of popular concern that the work of
Gustave le Bon stood out from that of his contemporaries and that, of all of them, his
work alone continues to have influence.

2.2 Gustave Le Bon and the group mind tradition

Le Bon’s book on the crowd was first published in 1895. Moscovici (1981) has argued
that it has not simply served as an explanation of crowd phenomena but has served to
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create the mass politics of the 20th century. Certainly, Le Bon influenced a plethora of
dictators and demagogues, most notoriously, Goebbels, Hitler, and Mussolini. This influ-
ence was not in spite of but rather an expression of Le Bon’s intentions. He repeatedly
urged contemporary establishment figures to employ his principles in order to use the
power of the crowd for, rather than against, the state. His perspective matched the con-
cerns of the age in their entirety: Fear and fascination in equal measure; denigration of
the collective intellect, harnessing of collective energy. Both are equally represented in the
core concept of submergence which, for Le Bon, marked the transition from individual
psychology to crowd psychology. Simply by being part of the crowd, individuals lose all
sense of self and all sense of responsibility. Yet, at the same time, they gain a sentiment
of invincible power due to their numbers.

Once individual identity and the capability to control behavior disappears, crowd
members become subject to contagion. That is, they are unable to resist any passing idea
or, more particularly and because the intellect is all but obliterated, any passing emotion.
This may even lead crowd members to sacrifice their personal interests — a further sign
of irrationality. Contagion, however, is but an effect of suggestibility. That is, the ideas
and emotions, which sweep unhindered through the crowd, derive primarily from the
“racial unconscious” — an atavistic substrate which underlies our conscious personality
and which is revealed when the conscious personality is swept away. Hence the primi-
tivism of that unconscious is reflected in the character of crowd behavior. Crowd
members, Le Bon asserts, have descended several rungs on the ladder of civilization. They
are barbarians. But even here, where he seems at his most negative, the two-sidedness of
Le Bon’s perspective still comes through. For, as he then clarifies, this barbarian “possesses
the spontaneity, the violence, the ferocity and also the enthusiasm of primitive beings”
(p. 32). The majority of his crowd text is, in fact, essentially a primer on how to take
advantage of the crowd mentality, how to manipulate crowds, and how to recruit their
enthusiasms to one’s own ends. In brief, Le Bon exhorts the would-be demagogue to
direct the primitive mass by simplifying ideas, substituting affirmation and exaggeration
for proof, and by repeating points over and again. It is important to acknowledge this
stress on the power and the potential of crowds as a strength in Le Bon’s work which has
often been overlooked — and this is an issue that will recur several times in this chapter.
None the less there are fundamental criticisms that can be made of his ideas on three dif-
ferent levels.

On a descriptive level, Le Bon’s work is thoroughly decontextualized. The crowd is
lifted both from the distal and the proximal settings in which it arises and acts. If Le
Bon’s concern was with the working-class crowds of late 19th-century France, no sense
is given of the grievances and social conflicts which led angry demonstrators to assemble.
Perhaps more strikingly still, Le Bon writes of crowd events as if crowds were acting in
isolation, as if the police or army or company guards whom they confronted were absent,
and as if the violent actions directed from one party to another were the random gyra-
tions of the crowd alone. Such decontextualization leads to reification, to generalization
and to pathologization. Behaviors that relate to context are seen as inherent attributes
of the crowd, they are therefore assumed to arise everywhere irrespective of setting and,
by obscuring the social bases of behavior, crowd action is rendered mindless and
meaningless.
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On a theoretical level, this divorce between crowds and social context is mirrored and
underpinned by a desocialized conception of identity. That is, the self is conceptualized
as a unique and sovereign construct which is the sole basis of controlled and rational
action. Social context plays no part in determining the content of identity but merely
serves to moderate its operation. Specifically, crowd contexts serve as the “off switch” for
identity. Thus Le Bon’s crowd psychology breaks the link both between society and the
self and also between the self and behavior. The former rupture means that no action,
including crowd action, can either shape or be shaped by society. The latter rupture means
that crowd action can have no shape at all, either social or otherwise. If the self is sole
basis of control, then loss of self in the crowd means loss of control and emergent
psychopathology.

On an ideological level, Le Bon’s ideas serve several functions. First, they act as a denial
of voice. If crowds articulate grievances and alternative visions of society — if, in Martin
Luther King’s resonant phrase, crowds are the voice of the oppressed — then Le Bonian
psychology silences that voice by suggesting that there is nothing to hear. Crowd action
by definition is pathological, it carries no meaning and has no sense. Secondly, this psy-
chology serves as a denial of responsibilicy. One does not need to ask about the role of
social injustices in leading crowds to gather or the role of state forces in creating conflict.
Being outside the picture they are not even available for questioning. Violence, after all,
lies in the very nature of the crowd. Thirdly, Le Bon’s model legitimates repression.
Crowds, having no reason, cannot be reasoned with. The mob only responds to harsh
words and harsh treatment. Like the mass society perspective from which it sprang, but
with more elaboration and hence with more ideological precision, the Le Bonian posi-
tion defends the status quo by dismissing any protests against it as instances of pathol-
ogy (cf. Reicher, 1996b; Reicher & Potter, 1985).

McPhail (1991) points to such a political stance as the root of contemporary dissatis-
faction with Le Bon. However, even if Le Bon’s name has fallen into some disrepute, his
intellectual tradition continues to have a strong presence in contemporary psychology
where, since the ideology is more implicit, the ideas can still exert their baleful influence.
Most directly, the concept of submergence has explicitly been acknowledged as the root
of contemporary theories of deindividuation (Cannavale, Scarr, & Pepitone, 1970) —
although, as will be argued, deindividuation is a partial appropriation of submergence.
The first study in this tradition, by Festinger, Pepitone, and Newcomb (1952) showed
that the more anonymous male subjects felt the more they were prepared to express hos-
tility toward their parents. This led to a number of studies which suggested that
anonymity, particularly anonymity within a group, enhanced anti-social behavior
(Cannavale et al., 1970; Singer, Brush, & Lublin, 1965). The first comprehensive attempt
to theorize this relationship was made by Zimbardo (1969).

If Zimbardo echoes the extravagance of Le Bonian language in the title of his theo-
retical exposition — individuation reason and order versus deindividuation, impulse, and
chaos — the exposition itself is rather more prosaic. A series of antecedent variables, notably
anonymity, lead to the lowering of self-observation and self-evaluation and hence to the
weakening of controls based on guilt, shame, fear, and commitment. The result of these
mediating processes is lowered thresholds for exhibiting anti-social behavior. Under con-
ditions of deindividuation, people are liable to act in violent, vandalistic, and destructive
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ways. Quite quickly, however, it became clear that the model has both conceptual and
empirical weaknesses. Conceptually, the model remains rather vague about the psycho-
logical mediators which lie between antecedents and behavioral outcomes. Certainly, little
attempt was made to explore or provide evidence for these mediators. Empirically, it
rapidly became clear that, if deindividuation produced behavioral changes it didn’t nec-
essarily lead to anti-social behavior. Indeed at times people may become more generous
and more affectionate to others under deindividuated conditions (Diener, 1979; Gergen,
Gergen, & Barton, 1973; Johnson & Downing, 1979). These twin issues led Diener
(1977, 1980) to revise Zimbardo’s model.

Diener employs Duval and Wicklund’s notion of “objective self awareness” (Duval &
Wicklund, 1972) as the psychological core of deindividuation. Once again a number of
antecedents, most particularly perceptual immersion in a group, provide the first stage of
the model. The consequence of these factors is to overload the information-processing
capacities of the individual and hence to block the possibility of self-directed attention.
This equates to a state of lowered objective self-awareness. The consequence of such a
state is that individuals, being unable to retrieve internal or internalized standards, become
increasingly influenced by environmental stimuli. They show little foresight, they lack
inhibitions based on future punishment, their behavior changes with the stimuli to which
they are exposed being alternatively prosocial or antisocial as a function of whether the
stimuli are pro- or antisocial.

Prentice-Dunn and Rogers (1989) have added one further twist to the tale of deindi-
viduation theory. They borrow a distinction between public self-awareness, which has to
do with individuals’ concerns about how others evaluate them, and private self-awareness,
which approximates to the concept of objective self-awareness and has to do with moni-
toring the extent to which one’s behavior matches one’s internal standards (cf. Carver &
Scheier, 1981; Fenigstein, Scheier, & Buss, 1975). When public self-awareness is blocked
people ignore what others think and hence exhibit antinormative behaviors. When private
self-awareness is blocked people lose access to their own internal standards and fall under
external control. In effect, then, the model is a hybrid in which loss of public self-
awareness approximates to Zimbardo’s position and loss of private self-awareness approx-
imates to Diener’s. However, Prentice-Dunn and Rogers argue that being in a large group
strips away both: Crowds leave us unrestrained either by social or personal standards.

Despite their differences, these models share three things in common. First of all, they
consider that individuals have a single and personal identity or set of standards which is
the condition for rational and controlled behavior. Secondly, they consider that any loss
of access to these standards will lead to disinhibited or at least uncontrolled behavior.
Thirdly, they propose that being part of a group — especially large and undifferentiated
groups such as crowds — will lead to the occlusion of personal standards and hence to
antisocial or asocial behavior. In these respects, deindividuation theory faithfully repli-
cates the notions of loss of identity and loss of control which contribute to Le Bon’s
concept of submergence. However, as has been stressed, the concept of submergence is
not just about loss of identity but also about the gain of a sense of power. It is by ignor-
ing the latter that deindividuation theory becomes only a partial appropriation of the
submergence concept. Indeed it could be argued that deindividuation theory discards the
strengths and retains the weaknesses of Le Bon’s argument.
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By ignoring the issue of power, deindividuation models also ignore the potential of
crowds and their transformatory possibilities. By retaining an individualistic notion
of identity and of its loss in the crowd, deindividuation theory perpetuates the notion of
collective action as generically incoherent and socially meaningful. This renders the
approach incapable of accounting for the social patterning of those collective events for
which the studies and the theory supposedly account. However, it also leads to a neglect
of the social patterning which occurs within the studies themselves. A recent meta-analy-
sis of the deindividuation literature (Postmes & Spears, 1998) demonstrates that, overall,
participants are more likely to adhere to collective norms when they are supposedly dein-
dividuated. All in all, the continued rupture between society self and action leads dein-
dividuation theory to lack both internal and external validity.

2.3 Floyd Allport and the individualistic tradition

Sometimes influence is better measured by the way one provokes disagreement than
through those who express direct agreement. Group mind theory may retain a presence
in social psychology, however, it is undoubtedly a minority presence. Le Bon’s more endur-
ing impact has to do with Floyd Allport’s rejection of the idea of a group mind and then
with Allport’s subsequent influence. If this seems paradoxical, the important thing to bear
in mind is that, in being drawn into debate with Le Bon’s position, Allport accepted the
terms of that debate and hence these terms were allowed to predominate.

Such acceptance is easily obscured by the ferocity with which Allport condemned any
notion of a group mind. He considered any reference to a mind that was separate from
the psyche of individuals as a meaningless abstraction or even as “a babble of tongues”
(Allport, 1933) and, in his seminal text on social psychology (Allport, 1924) he asserted
that: “there is no psychology of groups which is not essentially and entirely a psychology
of individuals” (p. 4). When it came to collective action, Allport declared, still more
famously: “The individual in the crowd behaves just as he would behave alone only more
s0” (p. 295). This phrase has launched numerous theories and countless studies in group
and crowd psychology. Ironically, however, while it fairly represents Allport’s views on
group processes in general, it is seriously misleading when it comes to his account of what
happens in crowds themselves.

Allport’s approach was based upon a combination of instinct and learning theory. He
saw individuals as behaving on the basis of enduring response tendencies deriving from
their conditioning histories. Conditioning, in turn, was built upon six fundamental pre-
potent reflexes — including withdrawing from danger, the need for nutrition and for love.
When energy is applied to the system, say through the stimulation provoked by others
being present, there is an accentuation of the pre-existing tendencies. This is the concept
of social facilitation. In general, then, collective behavior arises where there is a coming
together of individuals who “owing to similarities of constitution, training, and common
situations, are possessed of a similar character” (1924, p. 6). However, excitation is in
geometric relation to the number of people present. So, as the group becomes a mass, so
there comes a point at which the collective “boils over.” At this point, learnt responses
simply break down leaving the underlying instinctual apparatus. In particular, masses (or
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crowds) are governed by the instinct of struggle — which is the tendency to destroy any-
thing that stands in the way of the satisfaction of other instincts.

When one outlines what Allport actually wrote about crowd psychology as opposed
to what has been assumed from a single quotation, the similarities with Le Bon are
obvious. Crowd members lose their unique and idiosyncratic identities and behave in
terms of a primitive animal substrate — the difference being that Allport’s substrate is more
biological and less mystical. Like Le Bon, Allport’s crowd psychology ruptures both the
link between society and identity and that between identity and action. His more general
group psychology may restore the latter link, but it still rejects the former. That is to say,
groups might accentuate identity but it is an asocial identity. The shape of crowd action
is determined by character structures not by culture or by ideology. It therefore remains
impossible to understand the social shape of collective action let alone the way it shapes
society. Therefore, the tradition which derives from Allport may (unwittingly) break with
his (and Le Bon’s) ideas of identity loss. However, it still retains a desocialized concep-
tion of identity which blocks the possibility of understanding the psychological media-
tion between society and collective action.

In talking of the Allportian tradition one is referring to a more diffuse sense of influ-
ences than in the case of Le Bon. Rather than a single model with its roots explicitly
acknowledged, there are a number of approaches whose lineage from Allport is a matter
of explaining collective action in terms of pre-existing individual tendencies. The most
obvious application of such an individualistic meta-theory to crowds is to argue that
action is explicable in terms of the individual traits and attributes of participants. Crowd
members who take part in violent action or action against the social order might be
expected to have violent or antisocial personalities — or, at the very least, to be under-
socialized or marginal to society. As the official U.S. Riot Commission report of 1968
acknowledged, the most prevalent view was that “rioters were criminal types, overactive
social deviants, or riff-raff — recent migrants, members of an uneducated underclass —
alienated from responsible Negroes and without broad social or political concerns” (pp.
125-126).

The evidence disconfirms such a view. To start with, riots are less likely where popu-
lations are more marginal or more transient. Indeed, in total contrast to the fears of mass
society theorists, an analysis of European cities during the 19th century shows that greater
growth and social disorganization were related to lower levels of riot (C. Tilly, 1969, R.
Tilly, 1970; Tilly, Tilly, & Tilly, 1975). Riots tended to happen in towns and in areas that
were stable and had well-established social networks. Feagin and Hahn (1973) provide
similar evidence for the American urban revolts of the 1960s.

Next, there are considerable data that show migrants were under-represented and long-
standing residents were over-represented in riot events (Caplan & Paige, 1968; C. Tilly,
1968). This resonates with what, by now, is a copious literature on crowd participants
which, whether in the case of Roman mobs (Brunt, 1966), the Sacheverell rioters of 1710
(Holmes, 1976), the Gordon rioters of 1780 (Rude, 1970; Stephenson, 1979), the
Wilkite mobs (Rude, 1970), the crowds of the French Revolution (Rude, 1959), the Lud-
dites (Hobsbawm, 1968), the “Captain Swing” rioters (Hobsbawm & Rude, 1969), and
many more besides, including the American rioters of the 1960s (Caplan & Paige, 1968;
Marx, 1967), shows that rioters were typically members of cohesive groups from the more
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“respectable” strata of society. The 1968 U.S. Riot Commission draws an explicit portrait
of the typical ghetto rioter: “He was born in the state and was a life-long resident of the
city in which the riot took place. . . he was somewhat better educated than the average
inner-city Negro. . . he is substandially better informed about politics than Negroes who
wete not involved in the riots” (pp. 128-129).

Finally, while there is ample evidence, especially from the American revolts of the
1960s, that participants differed from non-participants in terms of ideology and identi-
fication — they associated more in terms of Black pride and Black power and accepted an
ideology of resistance to oppression (Caplan, 1970; Caplan & Paige, 1968; Forward &
Williams, 1970; Marx, 1967; Tomlinson, 1970) — there has been precious little success
in finding any individual attributes which reliably predict riot participation (Foster &
Long, 1970; Stark, 1972; Turner & Killian, 1987). McPhail (1971) surveyed 288
attempts to associate such attributes with measures of participation in riots between 1965
and 1969, and in only two cases was there a strong relationship. The riff-raff view, what-
ever guise it takes, is manifestly unsupported.

A rather different attempt to explain crowds in individualistic terms can be found in
the form of game theory. The classic statement of this approach is to be found in Olson’s
(1965) text, The Logic of Collective Action. He argued that crowd members act as classic
utility maximizers, seeking, as normal, to increase benefits over costs to the individual self
but under conditions of altered contingencies. The most consistent champion of this
approach has been Richard Berk (1972a, 1972b, 1974a, 1974b). His “ rational calculus”
model of crowd action involved five steps. First crowd members seek information, sec-
ondly they use this information to predict possible events, thirdly they list their behav-
ioral options, fourthly they establish a preference order for the probable outcomes of
alternative actions, and fifthly they then decide on a course of action which will mini-
mize costs and maximize rewards. In sum, the probability of an act is a joint function of
payoff and perceived probability of support (Berk, 1974b). So, where one perceives mass
support, one will be more likely to pursue valued ends which one previously eschewed
for fear of resistance or punishment by an outgroup (see also Brown, 1985). The effect
of the crowd, therefore, is to transform behavior while maintaining the individual stan-
dards and tendencies on which behavior is based.

Berk himself recognizes that both his causal concepts, anticipated payoff and antici-
pated support, are fraught with problems. Being almost impossible to specify in advance:
“analyses of their impact risk circularity” (1974b, p. 365). As a result of this, game the-
oretical approaches to crowd behavior have generated little research and the area has fallen
into disuse. While Berk himself did provide some detailed studies of crowd events (1972b,
1974a), as McPhail (1991) notes, their subtlety serves to expose the limitations and not
to reveal the power of game theory. These limitations can be traced directly to the concept
of self-embodied in the core notion of human beings as “utility maximizers.”

This idea is individualistic in two senses. On the one hand it is presupposed that the
subject of utility is the individual actor. The idea that people might seck to accrue ben-
efits for collective units — one’s country, one’s comrades, even one’s family — is not con-
sidered. On the other hand the criterion of utility lies in the set priorities of the individual
actor — or else it is presupposed that certain things, notably monetary reward, count as
utilities for everyone. The possibility that social values and norms might determine util-
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ities, or that the values and norms on which people act, and hence what counts as a utility,
might change in collective contexts, is equally ruled out of court. Hence we are back
firmly with the problem with which we began. Any model which links behavior to fixed
individual tendencies must suppose a commonality of tendencies among crowd members
(a proposition which is confounded by the evidence) and must deny the social character
of crowd action. These errors of commission and omission are insuperable. More gener-
ally still, the view of self which isolates the psychological mechanisms of behavioral control
from societal structuration — a view shared by Le Bon and by Allport and by the descen-
dants of both — remains as much of a barrier to the understanding of crowd action as it
did a century ago.

3 Models of Crowd Sociality
3.1  Emergent norm theory

Given the divorce between individual and society in psychological social psychology it is
unsurprising that sociology began to develop its own social psychology and that perhaps
the best-known approach within this tradition is symbolic interactionism, which is con-
cerned with the creation of meaning within social interactions. It is equally unsurprising
that the first attempt to explain the social shape of crowd action should involve the appli-
cation of the approach by sociologists. Emergent norm theory (Turner & Killian, 1987)
is an attempt to combine symbolic interactionism with psychological research on the for-
mation of group norms (Asch, 1952; Sherif, 1936; Sherif & Harvey, 1952) in order to
account for the social coherence of collective action. The approach seeks to reconcile the
claim that crowd action is normal rather than pathological or irrational with the obser-
vation that it is not guided by traditional norms but rather tends to transcend, bypass,
or even subvert established institutional patterns. As the name of the theory suggests, this
reconciliation is effected through the idea that collective behavior takes place under the
governance of emergent norms. Understanding collective behavior therefore depends
upon explicating the process of norm formation.

For Turner and Killian, collective behavior often takes place in situations that are
unusual such that “redefining the situation, making sense of confusion, is a central activ-
ity” (1987, p. 26). They draw on Sherif (Sherif, 1936; Sherif & Harvey, 1952) to argue
that uncertainty precipitates a search for norms and upon Asch (1952) to argue that the
perception of unanimity is central to the validation of norms. Norms are effective to the
extent that they are seen as a property of the group rather than a position taken by par-
ticular individuals within the group. However, their distinctive contribution concerns the
gap in between: How do new norms emerge and gain assent?

Turner and Killian argue that it is an illusion to suppose that crowds are homogenous.
Rather, crowds are characterized: “by differential expression, with some people express-
ing what they are feeling while others do not” (1987, p. 26). Before crowd action takes
place there is characteristically an extended period of “milling” during which people
engage with others, proffering their own accounts of reality and listening to those of
others. Certain individuals are more prominent than others in this process. These so-
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called “keynoters” help to resolve the ambivalence of the majority by proposing definite
action tersely, forcibly, and with no uncertainty. As more people resolve or suppress their
ambivalence in favor of the stance of a given keynoter so that proposal is expressed more
widely to the exclusion of other proposals. In this way the illusion of unanimity grows
and the illusion becomes a self-fulfilling prophecy.

From close to, this provides a compelling picture of crowd action. As is demonstrated
by the studies which Turner and Killian cite, and by subsequent studies alike (e.g. Reicher,
1984a; Reicher, 1996b; Stott & Reicher, 1998), the violent and dramatic moments of
crowd events may attract all the attention but they almost always occur after a prolonged
period of “hanging around” during which crowd members seek to make sense of what is
happening. To remove the final moments from the extended temporal context is as serious
an act of decontextualization as to remove crowd action from the extended intergroup
context. Equally, the notion of crowd members debating how to make sense of novel
social situations and then acting upon the resultant collective understandings fits with
empirical studies of crowd events (Caplan & Paige, 1968; Fogelson, 1971; Oberschall,
1968; Reddy, 1977; Reicher, 1984a; Smith, 1980; Thompson, 1971).

In these regards, emergent norm theory marks a crucial break with classic crowd psy-
chology and an important step toward understanding the sociality of crowd action. It
restores the link between the self-understandings of the subject and actions in the crowd.
It also emphasizes the inherent sociality of these understandings. However, this sociality
relates almost exclusively to the micro-social interactions among individual crowd
members. It comes at the expense of understanding the links between what goes on
between crowd members and broader aspects of social reality. This divorce between micro
and macro levels of analysis underlies two important limitations to the theory.

First of all, such is that stress on the deliberative process that it becomes very difficult
to explain how crowd unity can be achieved without a prolonged period of milling and
therefore how crowds could remain united but still shift rapidly in relation to changing
circumstances — a problem acknowledged even by adherents to emergent norm theory
(e.g. Wright, 1978). It is as if norms must be constructed from scratch through labori-
ous interindividual interactions each time a decision is needed. The lack of any scaffold-
ing to the process of norm creation also makes it hard to explain how crowd norms and
crowd behavior reflect broad cultural and ideological understandings — this is the second
limitation. When explaining why the suggestions of particular keynoters should prevail
over others, Turner and Killian invoke such factors as the status of speakers, their primacy
in speaking, their terseness of expression, and the existence of latent support for their
position. Without specification, the last suggestion is in danger of slipping into tautol-
ogy. What is left is a series of factors relating to the attributes of the keynoter. Taken to
its extreme, this results in a position whereby crowds act in terms of group norms but
these group norms are a function of the individual leaders. Hence emergent norm theory
becomes an elitist form of the individualist tradition.

This is certainly not what Turner and Killian intend. However, these problems are
inevitable unless a way is found to relate the processes of sense-making in the immediate
social context to the broader ideological context. To put it otherwise, emergent norm
theory extends the analysis of the processes that shape crowd action from an intraindi-
vidual to an interindividual level. However, the subject remains isolated from societal def-
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inition and hence the relations of determination between larger-scale social factors and
the actions which take place within and between groups remain opaque.

3.2 A social identity model of crowd action

For the purposes of explaining crowd action, perhaps the most significant aspect of social
identity theory and its development through self-categorization theory (Tajfel, 1978,
1981; Tajfel & Turner, 1986; Turner, Hogg, Oakes, Reicher, & Wetherell, 1987; Turner,
Oakes, Haslam, & McGarty, 1994; see Hogg, this volume, chapter 3) is the concept of
social identity itself. To start with, the social identity tradition assumes identity to be mul-
tiple and to constitute a complex system rather than being unitary. Most notably, a dis-
tinction has been made between personal identity, which refers to the unique
characteristics of the individual, and social identity, which refers to an individual’s self-
understanding as a member of a social category (Tajfel, 1978; Turner & Giles, 1981).
However, these terms may be misleading and it is important to stress that all identities
are social in the sense of defining the person in terms of social relations. It is just that
these relations are defined at different levels of abstraction. Personal identity defines how
I, as an individual, am unique compared to other individuals while social identity defines
how we, as members of one social category are unique compared to members of other
social categories (Turner, 1991, 1999; Turner et al., 1987). However, the definition of
social categories is inescapably bound up with ideological traditions. What it means to
be a Catholic, a socialist, a Scot, or whatever cannot be understood outside of such
traditions.

It is equally important to stress that all identities are personal in the sense that they
define the individual and are deeply important to the individual. Social identities at times
may be even more important than individual survival. It is almost a truism to note that
people will not only kill but die for their various faiths — national and political as well as
religious. They may even glory in so doing: dulce et decorum est pro patria mori. The most
important point, however, is to stress how social identity brings the individual and the
societal together. It defines individual category members in ideological terms. It thereby
provides a good starting point for understanding how the patterns of collective action
may be ideologically coherent. It remains to specify in more detail how socio-ideological
factors relate to the micro-processes of influence and interaction in the crowd through
the mediation of social identity.

According to Turner (1982, 1991; Turner et al., 1987) self-categorization constitutes
the psychological basis for group behavior. On defining ourselves as category members
we participate in a process of self-stereotyping. That is, we seek to determine the rele-
vance of category identity for action in context and we conform accordingly. We expect
fellow group members to do likewise and therefore we also expect to agree with them on
matters pertaining to our mutual social identity. How then do we determine what our
category implies for how we should act in any given situation? In most of our social lives
our actions will be routinized and norms will be clearly specified. Where they are not,
there may be mechanisms of debate or else hierarchies of command through which norms
may be specified. Such deliberative processes whereby appropriate behavior is derived
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from consideration of general category identity corresponds to what has been termed the
deductive aspect of categorization (Turner, 1982). However, crowd situations are typi-
cally exceptional rather than routine and they offer little possibilicy of deliberation.
Crowds are usually unstructured groups with no formal lines of command and the prac-
tical possibility of sitting down to agree on norms in the midst of a riot is rather limited.
In this situation, the inductive aspect of categorization may take precedence. That is,
group norms are inferred from the comments and actions of those seen as typical group
members (Reicher, 1982).

In one sense, this account is similar to that of emergent norm theory: Crowd members
are faced with the task of making sense of ambiguous situations and look to noteworthy
others in order to do so. However, the key difference is that, from a social identity per-
spective, crowd members approach that task as members of a specific category. Being part
of a psychological crowd (as opposed to a set of people who simply happen to be co-
present) does not entail a loss of identity but a shift to the relevant social identity. Cor-
respondingly it entails neither a loss of control nor a simple accentuation of pre-potent
tendencies, but rather a shift to categorical bases of behavioral control. So, crowd members
do not simply ask “what is appropriate for us in this context?” but “what is appropriate
for us as members of this category in this context?” They won't follow anything but only
those suggestions that can be seen as appropriate in terms of category identity. They won't
follow anyone but only those seen as category members. More generally, crowd members
seek to construe a contextual identity by reference to and within the limits set by the
superordinate categorical identity. This relationship, and the fact that identity can be
inferred from the acts of ingroup members, explains the rapidity with which consensus
can arise. Insofar as social identities are ideologically defined, this (unlike emergent norm
theory) also explains how the broad limits of crowd action make sense in terms of soci-
etal ideologies (Reicher, 1982, 1987).

Evidence to support the social identity model of crowd action comes from both exper-
imental and field studies. The experimental studies address the deindividuation para-
digm. Reicher (1984a) demonstrated that when individuals are already in a group then
anonymity in the sense of loss of individuating cues accentuates the predominance of
cues to group membership and hence of category salience. This leads to an accentuation
of group normative behavior. Conversely, where people start off isolated from each other
as individuals, then anonymity accentuates that isolation, weakens group salience, and
weakens normative behavior. These findings have been replicated and extended in a
number of different settings with a variety of groups and using different manipulations
of anonymity (Lea & Spears, 1991; Postmes, Spears & Lea, 1998, 1999; Reicher &
Levine, 1994a, b; Reicher, Levine & Gordijn, 1998; Reicher, Spears & Postmes, 1995;
Spears & Lea, 1992, 1994; Spears, Lea & Lee, 1990). What is more, as I have already
noted, a recent meta-analysis of all the major studies over the last 30 years (Postmes &
Spears, 1998) indicates that, when supposedly “deindividuated,” subjects tend to act in
terms of the norms that are appropriate to the specific groups that were involved.

The first of the field studies dealt with the St. Paul’s “riot” of April 1980 — the pre-
cursor to a wave of “inner city riots” which affected most major British cities during the
1980s. The events stemmed from a police raid on a Black-owned café in the St. Paul’s
area of Bristol and led to five hours of sustained conflict followed by attacks against prop-
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erty. Despite the dominance of irrationalist accounts by politicians and in the media
(Reicher, 1984a; Reicher & Potter, 1985), a systematic analysis of the events revealed
three elements that went together to make up a very different picture. First of all, there
were clear limits to crowd action. In the earlier phase of conflict, only the police consti-
tuted targets of attacks. In the later phase, after the police had left, only financial insti-
tutions and shops owned by outsiders were subjected to collective attack and looting.
There were also geographical limits to the action. The rioters chased the police to the
boundaries and then stayed put, lighting symbolic bonfires at the limits and directing
traffic back in.

Secondly, participants described themselves and others in terms of social identities. On
the one hand, they stressed their collective identity as members of a St. Paul’s commu-
nity. Likewise, they described their relations to others on a categorical level: whether
people were fellow St. Paul’s inhabitants, whether they were outsiders, or whether they
were members of categories specifically seen as antagonistic to St. Paul’s. They also stressed
that part of the pleasure of the events was that people recognized each other and were
recognized as from St. Paul’s. That is, they may have been anonymous to the police out-
group but they were certainly not anonymous to fellow ingroup members.

Thirdly, there was a clear match between crowd action and the self-definition of crowd
members. While only a minority of crowd members were Black, St. Paul’s identity was
defined in terms of Black experience: To be from St. Paul’s was to be oppressed by insti-
tutions such as the police, to be exploited by financial institutions, and to be in poverty
within an affluent society. Accordingly, those people who were attacked were predomi-
nantly members of the police. It was the financial institutions that were physically attacked
and the symbols of luxury that were destroyed. Moreover, the geographical character of
the identity is reflected in the geographical limits to all the attacks.

This relationship between identity and collective action was apparent not only in terms
of outcome but also in terms of process. That is, the actions of individuals in the crowd
were extremely varied, however, the importance of social identity was displayed in the
ways in which individual actions did or did not generalize. When a stone was thrown at
the police it led to a hail of stones. When a stone was thrown at a bus crowd members
not only failed to join in but actively dissuaded the perpetrator. Hence it was through
the limits of what became collective that the operation of social identity was apparent.
No doubt, under the cover of crowd action, individuals did enter St. Paul’s to loot for
personal gain. Hence the simple record of damage and theft reveals a muddied pattern.
But considering events in progress and looking at how consensus emerges and shifts, then
the pattern is much clearer.

Such evidence, and further evidence concerning a number of different crowd events
in different contexts (Drury & Reicher, 1999, in press; Reicher, 1996b; Stott, 1996; Stott
& Drury, 1999; Stott & Reicher, 1998) serves as powerful support for a social identity
perspective and, more particularly, for the notion that crowd members act in terms of
social identity (as opposed to losing identity) which then guides influence processes
among crowd members (as opposed to influence being unguided and unlimited).
However, even within the St. Paul’s study, the evidence does more than suggest
that crowds are simply like other groups in that social identity forms the basis for
collective action. Firstly, it indicates that crowds give rise to a sense of power which
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allows members to express their identity even in the face of outgroup opposition. Indeed
it suggests that crowds may be unique in allowing people to give full expression to their
identities.

This claim gains further backing from more recent studies in the deindividuation par-
adigm which show that, when people in groups are anonymous to outgroup members
and identifiable to fellow ingroup members (such that they are able to coordinate and to
express mutual support) they are more likely to express those aspects of ingroup identity
that are punishable by the outgroup (Reicher & Levine, 1994a, b; Reicher, Levine, &
Gordijn, 1998; Reicher, Spears, & Postmes, 1995). Such analyses reintroduce the concept
of power to crowd psychology. However, in contrast to the Le Bonian tradition, power
is not regarded as a result of identity loss and is not seen as leading to mayhem in crowd
events. Rather, power operates in relation to the expression of identity and therefore lends
a clearer social form to crowd action.

Thus far, the social identity model fares relatively well in explaining crowd action. It
provides a means of linking society to identity and identity to action in such a way as to
explain the patterning of crowd events. It acknowledges that people in crowds have the
potential to undertake and carry through actions in ways that would normally be impos-
sible. The energy of the crowd invests it with a transformatory potential. However, the
evidence points to a second type of transformation with which the model copes less well.
That is, in St. Paul’s as elsewhere, events did not simply allow crowds to enact repressed
aspects of an existing identity. They also led to a change of identity. After the “riots,”
those who had been involved expressed a new-found confidence in resisting and making
claims of the police and of other authorities. They expressed a new sense of pride in them-
selves and a new sense of their potential. In a model where the emphasis is on the way
in which crowd action is a consequence of social identity, how can crowd action lead to
social and psychological change? In more general terms, the social identity model may
account for the social determination of crowd action, but it is less successful in explain-
ing social and psychological change. In order to overcome this impasse it is necessary to
address the relationship between social categorization and social reality.

This is a central issue for self-categorization theorists. In contrast to those who assert
that social categorization and group-level perception are a form of functional error by
which a human cognitive system of limited processing capacity secks to simplify an overly
complex social world, self-categorization theorists assert that categorization and stereo-
typing reflect the nature of social reality: We see people in terms of group memberships
to the extent that people are organized in terms of group memberships in the world
(Oakes, Haslam, & Turner, 1994) even though this may increase the load on our cogni-
tive systems (Nolan, Haslam, Spears, & Oakes, 1999; Spears & Haslam, 1997; Spears,
Haslam, & Jansen, 1999). However, while self-categorization theory raises the question
of how psychological categories relate to the organization of the social world, it is impor-
tant to see this as a two-way relationship. To date, the stress has been on the way in which
social context defines social categories and hence social action. It is equally important to
examine how social categorization can be used to organize collective action and hence
affect social context. This aspect of the relationship is important in itself if we are to
understand crowd phenomena — particularly the mobilization and direction of mass
action. However, it is also important as a precursor to understanding the interplay
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between determination and change and hence how crowd events unfold. In the next two
sections, these issues will be dealt with in turn.

3.3 Categorization and mass mobilization

In technical terms, self-categorization theory proposes that the way we group people in
the world (category salience) is a function of accessibility and perceiver readiness. Per-
ceiver readiness has to do with the extent to which certain categories are available within
our cognitive system and the extent to which we are accustomed to using them (Turner
et al., 1994). Most work, however, has focused on “fit,” which has to do with the extent
to which the categories fit the distribution of stimuli in the real world. On the one hand
those categories are chosen which minimize the ratio of intragroup differences to inter-
group differences — comparative fit. On the other hand, categories are chosen such that
the nature of differences between stimuli matches normative expectations about group
differences — normative fit (Oakes et al., 1994; Oakes & Turner, 1986; Oakes, Turner, &
Haslam, 1991). The fit principle, specifically that of comparative fit, is also used to explain
the content of category identities. That is, the prototypical group position toward which
group members will converge is that position which minimizes intragroup differences
compared to intergroup differences. It will therefore vary as a function of which outgroup
is present in the specific comparative context (Haslam & Turner, 1992, 1995; Haslam,
Turner, Oakes, McGarty, & Hayes, 1992).

While the fit principle assures the link between reality and group process, it should
not be thought that this means that social perception and action are purely the result of
intrapsychic cognitive computations. In recent formulations (Haslam, 1997; Haslam,
Turner, Oakes, McGarty, & Reynolds, 1998) it has been stressed that the adoption of a
common category membership frames a process of discussion and debate. The impor-
tance of categorization is that it leads group members to expect agreement around the
ingroup stereotype and hence to engage in an active search for consensus. None the less,
even if a degree of debate is allowed, there is a danger that the emphasis on fit may lead
to the impression that in any specific situation, the categories will also be specified and
that there will be an irresistible impetus toward a single and consensual definition of the
category stereotype. As indicated above, the model may be seen as providing a one-sided
relationship between context and self, whereby the context is taken as given and as deter-
mining the self — and hence social action. If stasis derives from a rigid notion of context
as fixed external reality, balance depends upon problematizing this notion.

Reicher and Hopkins (1996a, 1996b) have argued that, while experimenters may be
able to impose a particular frame upon subjects, to specify the positions of those within
the frame and to do so in advance of any action, these conditions are far from universal
outside the laboratory. Frequently in our social worlds, especially those worlds inhabited
by crowds and social movements, the nature of context is not clear and may provide a
focus of controversy. So, while categories may indeed be linked to context, one cannot
always presuppose the context and read off the categories. It is also true that people may
contest the nature of context and therefore dispute the nature of categories. Within a spe-
cific situation people may differ over what categories are relevant, over the content of cat-
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egorical stereotypes and even over who is prototypical of the groups (Herrera & Reicher,
1998; Reicher & Hopkins, 1996a, 1996b; Reicher & Sani, 1998; Sani & Reicher, 1998,
1999).

Taking the argument a stage further, these arguments about categorization are not
simply attempts to understand context, but an attempt to create context. That is, if
self-categorization theory is right in suggesting that the character of collective action
depends upon the nature of self-categories, then it is through defining these categories
that one is able to shape social behavior at any scale from the small group right up to
societal mobilizations. This being the case, then one might expect those concerned with
mass mobilization — such as politicians and social movement activists — to be “entrepre-
neurs of identity” (cf. Besson, 1990). A number of studies have supported this supposi-
tion, showing that speakers seek, firstly, to define the boundaries of social categories
such that all those they seck to mobilize fall within a common category; secondly, to
define the content of category stereotypes such that the position advocated by the speaker
is consonant with ingroup identity; and, thirdly, to define the category prototype such
that they themselves or the organization they represent exemplifies the category and
is therefore able to oudine appropriate situational norms (Hopkins & Reicher,
1997a, 1997b; Reicher & Hopkins, 1996a, 1996b; Reicher, Hopkins, & Condor, 1997a,
1997b).

In more familiar terms, this is a model of mass leadership (or, in the terms of emer-
gent norm theory, of keynoter effectiveness). Successful leaders are those who are able to
define themselves in the terms of the category definition and who define their proposals
as the enactment of the relevant social identity. In one sense, this is consistent with recent
studies which show that, when categories are salient, leadership effectiveness is higher for
those who match the category prototype (Hains, Hogg, & Duck, 1997; Hogg, 1996) and
that, as comparative context changes and with it the category prototype, so different
leaders come to the fore (Haslam, 1999). However, in line with the broader meta-theory,
these studies tend to presuppose the definition of identity and leadership is something
conferred by objective coincidence between personal and group positions. This portrays
the leader as essentially passive and helpless in the face of circumstance. The argument
being advanced here rejects the notion of identity as given, it makes the leaders much
more active in construing both the nature of group identity and their own natures or else
their proposals so as to achieve a consonance between the two. It also demands that we
give independent weight to the discursive ploys through which speakers seek to make
their constructions seem factual and self-evident (cf. Edwards, 1997; Potter, 1996). All
in all, leadership is not simply a reflection of existing social realities, but also a matter of
creating future realities through the ways in which self-categories are constructed and
people are mobilized.

We now have a path from self-categorization to social context which can be added to
that from context to categorization. However, this statement needs elaboration or else it
threatens to be seriously misleading. If self-categorization is seen as a direct determinant
of social reality, then there would be no limits upon the effectiveness of leaders in recre-
ating the world as they wish beyond their ingenuity in offering appropriate constructions
(what Billig, 1987, terms “witcraft”). That would be simply to use the one path to sup-
plant the other rather than advancing our understanding of the two-way relationship
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between categorization and social reality in such a way as to account for the way in which
collective action embodies both social determination and social change.

However self-categorization does not create reality directly. Rather it organizes collec-
tive action which is aimed at creating particular forms of reality. But, of course, such
actions may not proceed unhindered, particularly in crowd contexts. As was stressed
carlier, crowd events are typically intergroup encounters, and the actions of one group
may be resisted by the actions of the other. If identity is about the organization of action,
then one might expect that such outgroup resistance to ingroup actions will frame the
effectiveness of different identity constructions. Indeed, one can go further and argue
that, in the case of crowd events, the outgroup does not just provide resistance to action,
but provides the very ground on which it occurs. That is, the physical context within
which crowd members act and which they seek to change, is constituted by the presence
and actions of the other. The relationship between self-categorization and context is there-
fore formed out of the intentions for future action by one group and the outcomes of
past action by the other group. This relationship, and hence the balance between social
determination and social changg, is to be understood by analyzing the unfolding dynam-
ics between groups. The elaborated social identity model of crowds is designed to enable
just such an analysis.

3.4 An elaborated social identity model (ESIM) of crowds

In order to address the dynamic interplay between groups that constitutes crowd events,
ESIM involves a reappraisal of some of the basic terms of the social identity tradition.
The first (as already indicated) is the notion of context, which needs to be understood as
constituted for one group by the actions of the other (and vice versa). The second is the
notion of identity itself. Whereas self-categorization theory, through the concept of com-
parative fit, proposes that the process of identity definition depends upon the relation-
ship between categories in context, the content of social identity is generally
conceptualized (or at least operationalized) in terms of trait lists (e.g. Haslam & Turner,
1992, 1995; Oakes, 1987; Oakes & Turner, 1990).

By contrast ESIM regards social identity as a model of self in social relations, along
with the actions that are proper and possible given such a social position. Thus, to be
British is to define oneself in a world of nations or to be working class is to define a world
in terms of class relations, and class “characteristics” flow from the possibilities that low
from occupying a disempowered position within this world. Such a conception is but-
tressed by two types of empirical evidence. The first is that when people talk of their iden-
tity they tend to do so in the terms of this definition (Reicher, 1984a, 1987). The second
is that use of traits without reference to the relational context in which they gain meaning
may be highly misleading (Hopkins & Reicher, 1997a, 1997b). To describe the English
as “freedom loving” has entirely different connotations as a function of whether it is used
in the context of fighting the Nazis or opposing a Pakistani family moving in next door
(cf. Schwarz, 1982).

This conception of social identity leads to the question of how we can change iden-
tity by acting on identity to be reposed in the following terms: How can action in terms
of one’s understanding of one’s social position lead to a change in that social position
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and hence a change in one’s self-understanding? Social psychology in general, and
the social identity tradition in particular, often presuppose that outcomes flow directly
from intentions and therefore overlooks any disjunction between the two. However, by
invoking the intergroup character of crowd events once more, this disjunction becomes
not only explicable but also even mundane. As Shotter (1989) notes, once action is placed
in an interactional context, it is always liable to result in unintended consequences. In
crowd events, people may act on the basis of one set of understandings but their acts may
be interpreted in very different ways by the outgroup. Where the outgroup has the power
to privilege its interpretations this may lead actors into unimagined positions.

In a number of studies involving different types of crowd event, including football
matches (Stott & Reicher, 1998), student demonstrations (Reicher, 1996), tax protests
(Drury & Reicher, 1999), and environmental protests (Drury & Reicher, in press), a
common dynamic has been found to underlie processes of change. Each of these events
had different psychological crowds with different identities and different intentions co-
existing within the physical crowd (or aggregate). Such change as occurred was among
“moderate” elements of the crowd who understood themselves as “responsible citizens”
acting in socially legitimate ways and who understood those policing them as neutral
guarantors of the social order. However, in coming together within a single aggregate,
these actors were seen by police as an indistinguishable part of an illegitimate crowd which
constituted a danger to the social order. Moreover, given their technological and com-
municational resources, the police were able to impose this understanding upon the crowd
by stopping all of them from continuing in their activities — whether they were march-
ing to a football match, lobbying parliament about student funding, registering opposi-
tion to a new tax, or registering opposition to the destruction of green areas in order to
construct a road.

As a consequence of being impeded in carrying out such “legitimate” activities and in
response to being treated as dangerous and oppositional by the police, “moderate” crowd
members in turn came to see the police as an illegitimate opposition. Furthermore, having
experienced a common fate at the hands of the police, previously disparate crowd
members came to see themselves as part of a common category even with more radical
elements from whom they had previously felt distanced. This extension of the ingroup
category, along with the solidarity that was both expected and obtained among ingroup
members, led to a sense of empowerment and a willingness to challenge the police. Such
challenges confirmed the initial police perception and, in turn, led them to increase the
level of constraint they sought to impose on crowd members. In this way a process of
escalation was initiated and sustained.

These interactions led, both during and subsequent to the actual events, to a series of
changes: In subjects’ sense of themselves (from “moderate” to “oppositional”), to a change
in their sense of identification with others (including other oppositional groups within a
common identity), to a change in their sense of empowerment and potential (as a func-
tion of being part of a larger movement), and even to a change in their very reasons for
collective action (from the specific aim of the original protest to the need to challenge
illegitimate authority and hence the intrinsic value of sustaining protest).

On a theoretical level, these examples show clearly how categorization and context
interrelate within intergroup dynamics. The category definitions deployed by the police
led to their physical deployment against the crowd and constituted the context in which
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the crowd acted. This led to recategorizations by the crowd and common action against
the police — thus constituting a new context within which the police in their turn reacted.
Not only does categorization for the one group shape the actions which become the
context for the other, but in the process the very categories and the relations between
them are altered. It can also be seen that the process of change results from certain crowd
members acting on one understanding of social relations and this leading to them being
placed in a new set of social relations as a consequence of the way their presence and their
actions were understood and reacted to by an outgroup. Hence, in line with the recon-
ceptualizations offered above, it can be seen how acting on identity led to a change of
identity due to the dynamics that ensued from a mismatch between how certain crowd
members saw their social location and how the police (re)located them.

It should be stressed that this model is not meant to suggest that change is a feature
of all crowds or even of all within particular crowds. Indeed the particular conditions
which initiate the process of change — where there is an asymmetry between the under-
standings of different parties and where one group has the power to enact its under-
standing over the other — may be relatively rare. Many events may be relatively routinized
and the understandings which each has of the other will match. What is more, where
change does occur it needn’t always be in the direction of radicalization and empower-
ment. It could be that one’s view of an outgroup and of one’s social position is moder-
ated when they facilitate actions when they were expected to impede them.

Clearly, the particular evidence of change obtained in the studies mentioned above
results from the particular configuration of social relations between groups which obtained
within them. ESIM is not intended to substitute for such situated social analysis, but rather
to provide a psychological model which operates within ideological and structural settings.
The aim is to explain what aspects of these settings are crucial and how they articulate with
crowd psychology in order to produce different outcomes. The role of crowds in affirming
and consolidating a social order due to the symmetry of understandings between the dif-
ferent parties to an event is every bit as important and requires just as much study as the
processes of conflict and change that may be initiated by asymmetric perspectives.

4 Conclusion

At the outset, the aim of this chapter was defined as seeking to re-place crowd psychol-
ogy at the center of social scientific and sociological thought. The grounds for doing so
were that crowd events encompass both social determination and social change and there-
fore an adequate crowd psychology must necessarily address the full complexity of human
sociality and the inherently two-sided nature of the relationship between the individual
and society. Throughout the chapter, attempts both to ignore such questions and also to
answer them have been documented — attempts which have revolved around two inter-
related themes: The decontextualization or contextualization of crowd action; the use of
desocialized or socialized conceptions of self and identity.

Having reached the end of the chapter, it would clearly be both presumptuous to
suggest that we now have a comprehensive understanding of crowd phenomena. Indeed
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certain key phenomena are all but missing from the contemporary literature. Most obvi-
ously, the attempt to combat dominant irrationalist accounts has led to a focus on crowd
cognitions and understandings while emotions and the phenomenology of crowd partic-
ipation has been largely ignored. It is time to revisit these aspects of the crowd, but in
doing so, we should not repeat the classic mistake of counterposing intellect and emotion
and seeing the latter as usurping the former. Just as it was argued that empowerment
operates in relation to identity, so progress depends on investigating how emotion relates
to the self-understandings of crowd members. There may be joy in being part of a crowd,
in being fully recognized as a group member, and being able fully to express one’s iden-
tity; there may be anger at outgroup attempts to impede such expression; however, what
counts as expression and its denial is a function of the precise definition of identity at
any moment in time. While we may not understand the crowd in full, we do at least have
a framework within which to address both the well-visited and the neglected corners of
the field.

This framework involves reconceptualizing core concepts such as “context,” “social
identity,” and “intentionality.” Above all, it requires us to look at collective phenomena
as interactive and as developing over time. If such a framework is necessary to the under-
standing of crowds, it may also have more general applicability to the field of social psy-
chology. Indeed, in the course of analysis, we have encountered many of the central
phenomena of social psychology and seen how they develop through the course of events.
These include stereotypes, attitudes, social influence, minority influence, and polariza-
tion to name but a few. The changes that did (or did not) occur would have been inex-
plicable by restricting the analysis to a cognitive plane alone, without addressing the active
construction of social categories and, most crucially, without studying ingroup under-
standing in relation to unfolding intergroup dynamics.

Crowd psychology points to the necessity of developing a historical and interactive set
of methods and of concepts if we are to understand social understanding and social action.
A historical and interactive psychology which focuses on the way in which our under-
standings shape and are shaped in practice, which looks at our cognitions in relation to
the constraints on our action, and which recognizes how constraint in turn derives from
the cognitions of others, is the only way of avoiding the bugbear of reification. Because
of their transparent historical and interactive nature, crowd events provide an ideal
location from which to generate an understanding of our dynamic psychological nature.
It is also an ideal location within which to study that nature. There is much to be gained
by restoring crowd psychology to the position of prominence it had at the birth of
our discipline, but with the ambition of embracing crowd dynamism rather than
repressing it.
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GHAPTER NINE

Conformity and Independence in Groups:
Majorities and Minorities

Introduction

It has been estimated that there are over 200 attempts to influence our opinions every
day. Every time we read a newspaper, listen to the television, or hear a debate, other people
are trying to influence our attitudes and opinions. Sometimes these may be direct or active
attempts to change our views (such as advertisements or health promotion campaigns).
On other occasions they may be passive attempts (such as reporting opinion polls). In
these situations people often support their arguments by claiming that most other people
(or a majority of the population) hold a similar view, and discount alternative arguments
by claiming that only a few people (or a minority) support that position. This provides
an interesting research question, which is not only important for theoretical reasons but
also has applied implications. Does the numerical support of a persuasive message
(whether it be majority or minority) affect the level of attitude change? The aim of this
chapter is to address this issue by reviewing research examining majority and minority
influence.

Historically research on majority and minority influence has gone through three dis-
tinct chronological stages. The first stage of research (pre-1970), mainly conducted in
North America, was concerned with the ability of the majority to cause individuals to
conform or comply with its view. The second stage of research (late 1960s-1980), which
was dominated by European researchers, concerned the study of active minorities and
how these can influence the majority. A research question common to both the first and
second stages of research was the identification of factors that either inhibited or facili-
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tated majority or minority influence. The final stage of research (1980—present) takes a
very different approach. The main issue was, and is, to integrate both the first and second
stage research traditions, which had until then remained distinct, and to compare major-
ity and minority influence within the same research paradigm. This led to two main
research questions. First, are majority and minority influence determined by the same or
different processes, and second, what are the underlying psychological processes involved
in majority and minority influence?

Since the research conducted in the first and second stages of research has been well
summarized elsewhere (for reviews of majority influence see Allen, 1965, 1975; Kent,
1994; Levine & Russo, 1987; and for minority influence see, De Vries & De Dreu, in
press; Maass & Clark, 1984; Maass, West, & Cialdini, 1987; Moscovici & Mugny, 1983;
Moscovici, Mugny, & Van Avermaet, 1984; Moscovici & Nemeth, 1974; Mugny, 1984;
Mugny & Pérez, 1991), this chapter focuses mainly on contemporary research conducted
in the third chronological stage (1980—present). The major feature of this stage of research
has been the development and testing of a number of theories of majority and minority
influence. This chapter addresses the two main research questions identified above and
also provides a review of the main theoretical developments. The chapter is divided into
three sections. By way of introduction, the first part briefly considers the two stages of
research examining either majority or minority influence. The second section provides a
review of the main theories of majority and minority influence. The theories are catego-
rized into whether they propose majority and minority influence determined by two sep-
arate processes (dual-process models) or the same process (single-process models). In the
final section, we evaluate recent advances in the literature, identify research problems and
comment on future research directions.

Early Research on Majority and Minority Influence

In this section we briefly review the first two stages of research which focused either on
majority or minority influence.

The emergence of majority influence (pre-1970)

The first studies into social influence processes examined the conditions under which an
individual will yield or conform to a numerical majority. These experiments typically
involved judgments of an objective task (such as line lengths) and exposed naive partic-
ipants to the erroneous responses of a majority of individuals (e.g., Asch, 1951;
Crutchfield, 1955). This research convincingly demonstrated that an individual would
conform to the judgments of a numerical majority even when that majority had given
the obviously wrong response.

The explanation for conformity was derived from the functionalist approach, which
was the dominant perspective of small-group behavior at that time. Based on social com-
parison theory (Festinger, 1950; see Darley, this volume, chapter 14), the assumption of
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the functionalist approach is that individuals desire to evaluate their abilities by compar-
ing themselves to significant others. There is a number of reasons why individuals might
have conformed in these experiments. First, participants were in a situation where their
judgment differed from the majority and they may have conformed to ensure majority-
group membership (or to avoid minority-group membership). Second, since people
assume that the majority is more likely to be correct than one person (“several pairs of
eyes are better than one”), the participant may conclude that he or she is wrong and the
majority is correct. The validity of the majority, in the eyes of the participant, has been
shown to be crucial for conformity to occur and this is consistent with the functionalist
explanation (see Allen, 1965). Explanations of conformity based upon the need for social
approval and judgment verification are represented in Deutsch and Gerard’s (1955) dis-
tinction between two types of social influence underlying conformity: Normative social
influence (“. . . an influence to conform with the positive expectations of others,” p. 629)
and Informational social influence (“. . . an influence to accept information obtained from
another as evidence about reality,” p. 629).

The need to compare oneself against the majority position in order to validate one’s
judgments renders individuals dependent upon the majority members. Jones and Gerard
(1967) outline two forms of dependency: Affect dependency where individuals rely upon
others for the satisfaction of personal needs and instrumental dependency where individ-
uals rely upon others for accurate information about the environment. Applying this line
of reasoning to majority influence, when a person holds a view different from the major-
ity then that individual becomes dependent upon the majority in order to validate his or
her views, and will comply with the majority’s position to reduce uncertainty. The most
common factors examined in relation to dependency were the majority’s size, status, and
power with increases in each of these factors leading to greater conformity.

One of the features of this research was the predominant focus on the ability of
the majority to influence the individual, which neglected perhaps the theoretically
more interesting question, whether the individual (or minority) can influence the major-
ity. Perhaps this focus was ignored because it would contradict the spirit of the func-
tionalist approach with its emphasis on dependency as the key psychological construct.
Therefore, according to this approach, social influence can only flow from those who
have the power to create psychological dependency (such as a majority) to those who do
not (such as a minority). Deviance, within the functionalist approach, is seen as dys-
functional and a threat to group harmony. Deviants either conform to the group or face
rejection.

The emergence of minority influence (late 19605—1980)

Nearly all research on social influence processes until the mid-1960s had focused on how
the majority makes individuals conform to or comply with its position. Serge Moscovici
and his colleagues were the first to identify a “conformity bias” in the literature and argued
that this led to the dominance of the functionalist approach toward social influence, with
its reliance on dependency as its explanatory variable (Moscovici & Faucheux, 1972).
Indeed, Moscovici (1976) suggests that researchers have over-relied upon dependency as
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an explanation by stating that “The French say ‘cherchez la femme’; social psychologists
say ‘look for dependence, and everything will be explained’.” (p. 19)

Moscovici (1976) provides a detailed analysis of the functionalist account of social
influence and contrasts this with his alternative “genetic” model in his book Social Influ-
ence and Social Change (see Kelvins, 1979, review of the book and Moscovici’s, 1979,
rejoinder). A detailed account of the differences between these models is beyond the scope
of this chapter (see also Levine, 1980), however, one of the shortcomings of the func-
tionalist approach, according to Moscovici, was that it promoted a unilateral perspective
on social influence which saw influence only flowing from the majority to the minority.
Moscovici, by contrast, argued that both the majority and minority can be the source
and target of influence and therefore social influence processes should be characterized as
bilateral. Another major difference between the genetic and functionalist models was the
status of dependency as a cause of social influence. Moscovici rejected dependency as a
causal factor in minority influence because a minority, by definition, lacks many of the
actributes necessary to exert pressures toward conformity (e.g., power, status, size).
Instead, he argued that social influence arises from the conflict that occurs between social
entities and that social influence stems from the resolution of that conflict which can be
intrapersonal (from confronting a position which is different from one’s own) and inter-
personal (from confronting others holding different opinions).

Moscovici complemented his experimental analysis of minority influence by analyz-
ing several case histories of successful deviants, or what he termed “active” minorities (such
as Galileo, Freud) and social movements (such as ecologists, student movements). From
these analyses Moscovici argued that the influence of the minority is rooted in the way
the minority behaves and the attributions which this behavior leads to. He termed this
the minority’s behavioral style, which is defined as the “. .. way in which the behavior is
organized and presented . . . to provoke the acceptance or rejection of a judgment . . . the
fact that it maintains a well-defined point of view and develops it in a coherent manner”
(Moscovici, Lage, & Naffrechoux, 1969, p. 366). Moscovici (1976) identified five behav-
ioral styles: investment, autonomy, consistency, and fairness, which increase influence,
and rigidity, which decreases it. By far the most researched behavioral style has been con-
sistency, perhaps because it is the easiest to operationalize experimentally. This research
shows that response consistency is important for minority influence to occur (see Maass
& Clark, 1984, for a review).

To explain why behavioral style is important to minority influence, Moscovici relies
upon Kelley’s (1967) attribution theory (for alternative perspectives see Chaiken &
Stangor, 1987; Eagly & Chaiken, 1993; Maass & Clark, 1984). By being consistent the
minority is “visible” in the group and attracts, or even demands, attention (Schachter,
1951). Response consistency leads to attributions of certainty and confidence, especially
when the minority is seen to publicly reject the majority position. Such a style of behav-
jor creates two types of conflict within members of the majority: one cognitive (from an
increase in response diversity) and the other social (from threatened interpersonal rela-
tions). Majority members resolve this conflict by questioning their own position and con-
sidering the minority’s position as a valid alternative.

One of the most important outcomes of this research was the recognition that
one needs to examine the impact of minorities beyond the public level. While the impact
of minorities on public responses was generally low, probably because individuals
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wish to avoid publicly agreeing with a deviant group, it was greater on private or
indirect dimensions (e.g., Maass & Clark, 1983, Moscovici et al., 1969; Mugny, 1976,
1982).

While Moscovici’s early theorizing about minority influence has had a major impact
on social influence research, it has been criticized by a number of researchers (e.g., Cramer,
1975, see replies by Moscovici, 1975 and Nemeth, 1975; Kelvin, 1979, see reply by
Moscovici, 1979; Levine, 1980; Turner, 1991). One of the main criticisms has been
Moscovici’s rejection of dependency as a causal mechanism in conformity (for alternative
views see Doms, 1983; Hollander, 1960; Levine, 1980; Wolf, 1979). Instead, he argues
that behavioral styles can explain many of the findings in both majority and minority
influence (Moscovici & Nemeth, 1974).

Theoretical Approaches to Majority and Minority Influence

In introducing this chapter we identified three distinct chronological stages of research.
The first and second stages examined majority and minority influence, respectively.
The third stage (1980—present) has taken the logical step of examining both majority and
minority influence within the same paradigm. This research focuses on comparing the
psychological processes involved in each type of influence and considers whether they
are determined by the same process or two distinct processes. Theoretical develop-
ments in this research can be conveniently grouped into whether the model proposes that
majority and minority influence are determined by two processes (dual-process models)
or by one process (single-process models). Below we provide a description of the
main models within each of these frameworks and also evaluate the relevant research
evidence.

Dual Process Models

There are currently three major theoretical approaches which propose that majority and
minority influence are determined by two qualitatively different processes: Conversion
theory, the objective-consensus approach, and convergent-divergent theory. In addition,
three contingency theories of majority and minority influence have been proposed: con-
flict elaboration theory, source/position congruence, and context/comparison model.

Moscovici's (1980) conversion theory

One of the most influential perspectives in this area has been Moscovici’s (1980, 1985)
dual-process model of majority and minority influence, termed conversion theory. The
central tenet of his thesis is that all forms of influence, whether from a majority or minor-
ity, result in conflict and that individuals are motivated to reduce that conflict. The res-
olution of conflict, however, varies depending on the nature of the source. In the case of
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majority influence, Moscovici proposes that individuals engage in a comparison process
where they concentrate attention on “. . . what others say, so as to fit in with their opin-
ions or judgments” (1980, p. 214). Thus, in the face of a discrepant majority, individu-
als engage in social comparison and, since identification with a majority is desirable,
conform to the majority position without the need for a detailed appraisal of the major-
ity’s message. This results in public compliance with the majority position with little, or
no, private or indirect attitude change. In the case of minority influence, social compar-
ison is unlikely as minority membership is often associated with undesirable characteris-
tics. However, through its distinctiveness, Moscovici proposes that the minority can
encourage a validation process leading individuals to “. .. examine one’s own responses,
one’s own judgments, in order to confirm and validate them . . . to see what the minor-
ity saw, to understand what it understood” (1980, p. 215). While minority influence may
not lead to public agreement, for fear of being categorized as a minority member (Mugny,
1982), the close examination of the minority’s position may bring about conversion
on an indirect, latent or private level. To be more precise, Moscovici defines conversion
as “...a subde process of perceptual or cognitive modification by which a person
gives up his/her usual response in order to adopt another view or response, without nec-
essarily being aware of the change or forced to make it” (Moscovici & Personnaz, 1980,
p. 271).

Moscovici’s conversion theory represents a major change from his earlier genetic model.
The focus of Moscovici’s theory has changed from an attributional account (based upon
perceptions derived from the source’s behavioral style) to a more cognitive explanation
(where influence results from the degree of elaboration of the source’s message; but see
Bohner, Erb, Reinhard, & Frank, 1996; Moskowitz, 1996). Perhaps reflecting changes in
social psychology more generally, conversion theory embraces the social-cognition per-
spective which views individuals as information processors. In the case of majority influ-
ence, the information processing focuses on the relationship between the source/target
and the desire to identify with the majority. In the case of minority influence, the infor-
mation processing focuses upon the content of the minority’s message and individuals’
evaluation of the minority’s position by considering arguments for and against the issues
and this elaboration can lead to attitude change. Thus, Moscovici suggests that the
conflict associated with majority influence is resolved by a process of social comparison
and public compliance while the conflict associated with minority influence leads to an
examination of the content of the message and is resolved by public rejection but private
acceptance.

Evidence relevant to conversion theory can be drawn from several lines of inquiry.
In this review we focus on evidence relevant to three key processes: Focus of attention,
cognitive activity, and attitude change.

Focus of artention. Conversion theory predicts that a majority should encourage indi-
viduals to focus their attention on the relationship between themselves and members of
the majority (interpersonal focus) while a minority should lead to greater attention being
focused on the content of the minority’s message (message focus). Studies which examine
these hypotheses typically use simple stimuli (such as noises) and have shown that indi-
viduals pay more attention to these stimuli when they are associated with a minority
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rather than a majority position (e.g., Campbell, Tesser, & Fairley, 1986; Tesser, Camp-
bell, & Mickler, 1983; see also Guillon & Personnaz, 1983, which focused on group
discussion).

Another way to gauge focus of attention is individuals’ ability to recall the source’s
message. If individuals focus more on a minority message than a majority message, as
proposed by conversion theory, one would expect greater recall of the arguments for the
minority than the majority. The results of studies reporting recall are, however, contra-
dictory; with some showing greater recall of a minority message, and therefore consistent
with conversion theory (e.g., Moscovici, Mugny, & Papastamou, 1981; Nemeth, Mayse-
less, Sherman, & Brown, 1990), while others show greater recall for a majority message
(e.g., Maass & Clark, 1983; Mackie, 1987; Trost, Maass, & Kenrick, 1992), and some
showing no difference between a majority and minority (e.g., Alvaro & Crano, 1997).
One problem in these studies is that the recall measures were often taken at the end of
the experiment, with many dependent variables intervening between exposure to the
message and recall, thus making it difficult to disentangle the effects of the source on
recall.

Cognitive activity. In terms of the quantity of cognitive activity, Moscovici predicts that
a minority will lead to greater message scrutiny than a majority. This hypothesis has been
examined by exposing participants to a message with either strong or weak arguments
(see Petty & Cacioppo, 1986). If participants are motivated (and able) to process the
message, they should be more influenced by a strong and persuasive message than by a
weak and nonpersuasive one. Differences between strong and weak messages (showing
message processing) have been found for a majority and minority source in different cir-
cumstances (e.g., Baker & Petty, 1994; Bohner, Frank, & Erb, 1998; Crano & Chen,
1998; de Dreu & De Vries, 1993; Martin & Hewstone, 2000). It appears that the level
of message processing, however, depends upon the processing demands which prevail at
the time of message presentation. Martin and Hewstone (2000) show that when the
message-processing demands are low, then individuals may rely upon a heuristic-like “con-
sensus equals correctness” and show greater majority than minority influence; when there
is a medium level of processing demands there tends to be greater message processing in
the minority than majority condition; and finally, when processing demands are high
there tends to be message processing for both a majority and minority source. These
studies have been inconclusive as to which source condition leads to a greater amount of
processing and show that situational factors can have as much impact on the amount of
message processing as do source characteristics.

In terms of the quality of thinking, Moscovici predicts that people are more likely to
generate arguments and counter-arguments to a minority message than to a majority
message. To test this, Maass and Clark (1983) exposed participants to both a majority
and minority message concerning gay rights and measured the quality of thinking using
a thought-listing technique (after reading the message, participants write down all their
thoughts on that topic). While there was no difference in the total number of thoughts,
the minority led to more pro-message arguments and they were less likely to generate
counter-arguments. Different results were obtained by Mackie (1987) who found a major-
ity led to a greater number of cognitive responses than did a minority and, moreover, the
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majority led to more favorable thoughts, which was a reliable predictor of attitude change.
Other studies, using the thought-listing technique, have found results suggesting differ-
ences in the quantity and quality of thinking following majority and minority influence,
but the pattern of results is inconsistent making it difficult to draw reliable conclu-
sions (e.g., Alvaro & Crano, 1997; de Dreu & De Vries, 1993, 1996; Martin, 1996;
Mucchi-Faina, Maass, & Volpato, 1991).

Attitude change. Conversion theory predicts that majorities will have more public than
private influence and that minorities will have more private than public influence. Studies
examining attitude change on different levels of influence can be grouped into four cat-
egories (cf. Maass, West, & Cialdini, 1987): Time (influence measured immediately fol-
lowing exposure to the source vs. influence measured later in time, e.g., Crano & Chen,
1998; Moscovici et al., 1981); specificity (influence is specific to the message vs. influence
which goes beyond the message and considers a wider set of issues — this dimension is
commonly referred to as “direct” and “indirect” influence respectively, e.g., Alvaro &
Crano, 1997; Moscovici et al., 1981; Mugny & Pérez, 1991); privacy (responses which
are made in public vs. those that are made in private and anonymously, e.g., Maass &
Clark, 1983, Martin, 1988a, 1988b); and awareness (participants are aware of the con-
nection between source message and influence dimension vs. not aware of this connec-
tion, e.g., Brandstitter, Ellmers, Gaviria, Giosue, Huguet, Kroon, Morchain, Pujal,
Rubini, Mugny, & Pérez, 1991; Moscovici & Personnaz, 1980, 1991).

One of the most provocative findings in this area has been Moscovici and Personnaz’s
(1980) claim that a minority, but not a majority, can cause perceptual conversion. Using
a color perception paradigm they measured both manifest and latent levels of influence
(corresponds to the “awareness” dimension noted above). After viewing a colored stimu-
lus, a person who transfers his or her gaze to a white background briefly perceives a dif-
ferent color (termed an afterimage) which is the complementary color of the original
stimulus. Since participants are presumably unaware of the link between slide and after-
image color, the latter represents an unconscious and latent level of influence. Since latent
influence avoids a range of response biases, such as the conscious desire to avoid chang-
ing to a deviant position, it potentially offers the best situation to test conversion theory
(for reviews see Martin & Hewstone, in press; M. Personnaz & Personnaz, 1994). The
results of the Moscovici and Personnaz (1980) study appeared to support conversion
theory in that a minority produced perceptual conversion (afterimages shifted toward the
complement of the slide color advocated by the source) but a majority did not. While
Moscovici and his colleagues have replicated these findings (e.g., Moscovici & Personnaz,
1986; Personnaz, 1981) other researchers have not (e.g., Doms & Van Avermaet, 1980;
Martin, 1995, 1998; Sorrentino, King, & Leo, 1980). Furthermore, in a review of these
studies Martin and Hewstone (in press) concluded that a range of methodological prob-
lems renders interpretation of the results difficult and they questioned whether the exper-
iments sufficiently meet the criteria to measure latent influence.

Wood, Lundgren, Ouellette, Busceme, and Blackstone (1994) conducted a meta-
analytic review of 97 studies into majority and minority influence and concluded
that, “Minority impact was most marked on measures of influence that were private
from the source and indirectly related to the content of the appeal and less evident
on direct private influence measures and on public measures” (p. 323). There was less
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support for Moscovici’s claim that majority influence takes the form of greater
public than private attitude change. Indeed, as noted in narrative reviews of the area (e.g.,
Maass & Clark, 1984), there are few studies showing the specific pattern of public
and private influence predicted by conversion theory (see David & Turner, 1996, for an
exception).

One cannot overestimate Moscovici’s contribution to the area of majority and minor-
ity influence (which explains why his theory takes up the largest proportion of this
review). It could be argued that Moscovici’s greatest impact has been to put minority
influence firmly on the research agenda. Prior to Moscovici, research in social influence
had restricted its focus solely to the influence of the majority on the individual (or minor-
ity) while it is now accepted that both a majority and minority can be the source and
target of influence. Thus Moscovici has been instrumental in analyzing majority and
minority influence within the same research paradigm (note also Nemeth, 1976, quoted
in Nemeth, 1995). Hypotheses derived from Moscovici’s theory have received the most
empirical research attention and, as reviewed above, there is evidence to support many
aspects of his theory. If we have one criticism of conversion theory, it is that we believe
it needs to say more about why minorities have influence. To this extent, we would argue
that concepts such as “behavioral style” need to be re-introduced onto the research agenda
and integrated into conversion theory.

The objective-consensus approach

One of the biggest challenges to conversion theory has come from recent theoretical work
based on concepts developed in the persuasion literature. According to the objective-
consensus approach (Mackie, 1987, see also de Dreu, De Vries, Gordijn, & Schuurman,
1999: De Vries, de Dreu, Gordijn, & Schuurman, 1996), there are two reasons why indi-
viduals will systematically process a majority message. First, people assume that the major-
ity view reflects reality in the sense that “several pairs of eyes are better than one” and the
majority position “. .. informs recipients about the probable validity of the arguments
presented, directs attention to them, and results in the majority messages receiving con-
siderable processing” (Mackie, 1987, p. 50). Second, people process the majority message
if it breaks the “false consensus heuristic” (cf. Ross, Greene, & House, 1977). This states
that people believe that they share similar attitudes to the members of the majority and
hold different attitudes from those in the minority and, as a consequence, they expect to
agree with the majority and disagree with the minority. When faced with a disagreeing
majority the consensus expectation is broken, which is surprising and this motivates
people to analyze the majority arguments in an attempt to understand this discrepancy.
By contrast, exposure to a discrepant minority is consistent with the consensus heuristic
and therefore it is not surprising, and consequently one is less likely to process the minor-
ity’s message. In contrast to conversion theory, this approach suggests that it is a major-
ity source that results in greater message processing.

In a series of four studies, Mackie (1987) showed that majorities were able to induce
systematic processing as shown by private acceptance of the message which generalized
to related issues. It should be noted, however, that Mackie’s (1987) results are at odds
with the literature which reliably reports greater indirect influence with minority mes-



218  Robin Martin and Miles Hewstone

sages (see Wood et al., 1994). Mackie argues that whether majority influence leads to sys-
tematic processing or acts as a heuristic cue (resulting in public compliance and little
private change) might be moderated by the targets” ability or motivation to process the
message. This idea is yet to be adequately tested but some studies have shown that major-
ity influence is reduced when the ability to process the message is hindered (Schuurman,
Siero, de Dreu, & Buunk, 1995) and is enhanced when both ability and motivation to
process are increased (Martin & Hewstone, 2000).

Other reasons why a majority might lead to greater message processing, other than by
violating the consensus heuristic, have been suggested by Baker and Petty (1994). People
may assume that attitudes held by a majority are more likely to become adopted than
those held by a minority and therefore believe it would be more important to process the
majority’s arguments. Also, individuals may wish to identify with the majority group and
process the majority message in order to discover what their own attitudes should be.
Baker and Petty (1994) clearly believe that these factors lead people to elaborate the major-
ity’s message but one could equally argue that these factors operate as a peripheral cue
and lead to influence without detailed message processing.

It should be recognized that the objective-consensus approach is a relatively new per-
spective in this area and, as a consequence, there has been little empirical research testing
its main predictions. However, this approach has helped to integrate concepts and tech-
niques from the persuasion literature into majority and minority research (see also e.g.,
Baker & Petty, 1994; Crano & Chen, 1998; De Vries et al., 1996; Wood, Pool, Leck, &
Purvis, 1996). This has led to two major benefits to our understanding of majority and
minority influence processes. First, these approaches focus attention on the underlying
psychological processes and offer techniques to measure such processes (e.g., thought-
listing) and methods for testing determinants of influence (e.g., mediation analysis).
Second, this approach recognizes that both majorities and minorities can have influence
on both public and private levels and potentially provides a framework for identifying
when these effects should occur.

Nemeth’s (1986) convergent-divergent theory

The third, major dual-process model of majority and minority influence arises from the
research conducted by Charlan Nemeth and her colleagues (see Nemeth, 1986, 1995).
According to Nemeths convergent-divergent theory, majority and minority influence
result in different types of thinking styles, each of which requires cognitive capacity.
Nemeth argues that majority influence leads individuals to focus upon the majority posi-
tion whereas minority influence leads individuals to consider a range of issues, some of
which may not have been proposed by the minority. Nemeth offers a number of reasons
why majority and minority influence might lead to different thinking styles. First, expo-
sure to a counter-attitudinal majority is more stressful than exposure to a counter-
atticudinal minority, presumably because the former implies the target is in a minority
group. Second, in line with the principles of the objective-consensus approach, people
expect their attitudes to agree with a majority and to differ from the minority and, there-
fore, they are motivated to agree with a majority and reject a minority. Since stress is
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known to reduce the focus of attention (Easterbrook, 1959), majority influence is
likely to result in convergent thinking which is characterized by a “... convergence of
attention, thought, and the number of alternatives considered” (Nemeth, 1986, p. 25).
In contrast, a minority causes less stress, which permits divergent thinking that involves
“. .. a greater consideration of other alternatives, ones that were not proposed but would
not have been considered without the influence of the minority” (Nemeth, 1986, p. 25).
What is radical about Nemeth’s perspective is that it suggests minority influence leads
individuals to consider a wider range of alternatives than would have been considered
without exposure to the minority, and this can result in improved judgments and
performance.

One of the major differences between Nemeth’s theory and that of conversion theory
and the objective-consensus approach concerns the type of processing underlying major-
ity and minority influence. All three perspectives agree that a majority can cause influ-
ence, but according to conversion theory this is due to the desired relationship with the
source without considering, in depth, the majority arguments. In contrast, both the objec-
tive-consensus approach and Nemeth argue that majority influence is determined by sys-
tematic processing of the majority message. But the objective-consensus approach argues
that influence would be due to both message- and issue-relevant thinking, while Nemeth
contends that influence would result only from message-relevant thinking. The biggest
difference between these theories concerns minority influence. According to conversion
theory, minority influence leads to the generation of pro- and counter-arguments to assess
the minority’s message. By engaging in these thought processes, individuals begin to
see the logic of the minority’s position and can be influenced by it. The objective-
consensus approach, by contrast, proposes that motivation to process the minority
position is low (because it is consistent with the consensus heuristic) and therefore the
minority arguments are not analyzed in detail. Finally, Nemeth argues that a counter-
acticudinal minority induces issue-relevant rather than message-relevant thinking, a sys-
tematic consideration of issues associated with the minority position but not necessarily
stated by it.

A diverse body of evidence supports Nemeth’s hypotheses which focus on either indi-
vidual performance or the generation of novel and creative responses. In tasks where per-
formance benefits from divergent thinking, minority influence has been shown to lead to
better performance than majority influence (e.g., Martin & Hewstone, 1999; Nemeth
& Kwan, 1987; Nemeth & Wachtler, 1983); while on tasks where performance benefits
from convergent thinking, majority influence has been found to lead to better perfor-
mance than minority influence (e.g., Nemeth, Mosier, & Childs, 1992; Peterson &
Nemeth, 1996). Further evidence for Nemeth’s predictions comes from studies showing
that exposure to a minority leads to the generation of more creative and novel judgments
compared to exposure to a majority (e.g., Mucchi-Faina et al., 1991; Nemeth & Kwan,
1985; Nemeth & Wachtler, 1983; Volpato, Maass, Mucchi-Faina, & Vitti, 1990; see also
Martin, 1996). However, whereas exposure to a minority leads to the use of multiple
strategies in solving problems, a majority leads individuals to focus on the majority-
endorsed strategy (e.g., Butera, Mugny, Legrenzi, & Pérez, 1996; Legrenzi, Butera,
Mugny, & Pérez, 1991; Nemeth & Kwan, 1987; Peterson & Nemeth, 1996). Finally,
minorities encourage divergent thinking involving issue-relevant thinking, whereas
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majorities lead to message-relevant thinking (e.g., de Dreu & De Vries, 1993; De Dreu
et al., 1999; Trost et al., 1992).

We identify two areas which we believe need further clarification. First, tests of
Nemeth’s theory have used simple cognitive tasks (such as the stroop test or identifying
anagrams) where an objectively correct response and, therefore, performance can be
assessed. There have been few tests of the theory with more complex cognitive tasks (but
see Martin & Hewstone, 1999). For this reason, it is difficult to evaluate Nemeth’s theory
against other models of social influence and it is not known whether the theory will apply
to more cognitively complex issues such as attitudes (Kruglanski & Mackie, 1990). A
second issue which needs attention concerns establishing a causal link between the psy-
chological processes proposed by Nemeth’s theory and the consequences of influence. For
example, research needs to establish whether convergent and divergent thinking mediate
majority and minority influence, respectively.

Contingency theories of majority and minority influence

The three main theories discussed above (conversion theory, the objective-consensus
approach, and convergent-divergent theory) propose specific processes for majority and
minority influence. In contrast to this approach, three recent theories have proposed a
contingency approach where the type of process involved, and consequently the level of
influence, is a function of the source (majority or minority) and a number of contingency
variables.

The first contingency approach we consider is the conflict elaboration theory proposed
by Mugny, Pérez, and their colleagues (Mugny, Butera, Sanchez-Mazas, & Pérez, 1995;
Pérez & Mugny, 1996: for empirical tests of the model see Brandstitter et al., 1991;
Buctera et al., 1996; Butera & Mugny, 1995; Pérez, Mugny, Butera, Kaiser, & Roux, 1991;
Sanchez-Mazas, Pérez, Navarro, Mugny, & Jovanovic, 1993). The basic premise of the
theory is that influence is . .. a consequence of divergence from some relevant others
(namely, the source of influence); the notion of conflict elaboration refers to the way
people give meaning to this divergence” (Mugny et al., 1995, p. 161). The nature of the
conflict elaboration, and the types of influence, depend on the nature of the task and the
source introducing the divergence.

These researchers propose two key dimensions for categorizing tasks. The first dimen-
sion concerns the relevance of making an error. If the task is objective with a clearly correct
response (with all other responses being wrong) then the relevance of an error to that
individual is high whereas if the task is one where objectively correct responses cannot be
determined, then the relevance of making an error to the individual is low. The second
dimension concerns whether the responses are socially anchoring: If the response defines
the individual within a particular group membership then it is socially anchoring whereas
if the response does not define an individual in terms of a particular social category then
the task is non-socially anchoring. By crossing these two dimensions four social situations
are created each of which has different hypotheses as to the results of conflict elabora-
tion. The implications for conflict elaboration for each of these situations is complex and
beyond the scope of this review. However, most research in majority and minority influ-
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ence focuses on tasks which are socially anchoring (i.e., where each response indicates
membership of a particular social group, such as a majority or minority) and where the
relevance of making an error can be ecither low (e.g., attitude studies) or high (e.g.,
problem-solving studies). When the task is socially anchoring and the relevance of making
an error is low, conflict elaboration has the aim of maintaining intergroup differentiation,
that is, agreement with one’s ingroup and disagreement with the outgroup and to avoid
actributing to oneself negative characteristics associated with a particular source. In this
situation, the most important characteristic of the source concerns its social group mem-
bership and whether this differs from the target of influence. In contrast, when the task
is socially anchoring and the relevance of making an error is high, people believe that one
answer is correct (though they may not know what it is) and they are concerned with
increasing their correctness on the task and/or with their own self-image concerning their
task ability. In this situation, source competence will be important in determining social
influence.

The second contingency theory, concerning source/position congruence (Baker &
Petty, 1994), and suggests that message processing is determined by the relationship
between the source and whether it breaks the consensus heuristic. When the source/
position is consistent with the consensus heuristic (pro-attitudinal majority or counter-
acticudinal minority, termed “balanced”) this situation is expected and therefore it is
unlikely to lead to message processing. However, when the source/position is inconsis-
tent with the false consensus heuristic (counter-attitudinal majority or pro-attitudinal
minority, termed “imbalanced”) this is unexpected and it motivates individuals to process
the message in order to understand the incongruence.

Baker and Petty (1994) identify two processes that might motivate message process-
ing in the imbalanced conditions. First, imbalanced situations are surprising as they break
the consensus heuristic and this may lead to processing of the message in order to under-
stand the incongruency. Second, imbalanced situations may be threatening to those
exposed to the message (e.g., being told the majority has a different view implies that one
is in the minority group) and this might lead to message processing in order to reduce
the negative feelings associated with the threat. However, as indicated earlier, the status
of these variables as central or peripheral cues is uncertain — the researchers advocate the
former but the latter appear to be equally likely. Also, alternative congruency factors other
than source/position congruence have been identified (such as, source/message content,
Maheswaran & Chaiken, 1991) and indeed it is possible that a multitude of factors may
be incorporated.

The third contingency approach, the context/comparison model (Crano & Alvaro, 1998;
for empirical tests of the model see Alvaro & Crano, 1997; Crano & Chen, 1998; Crano
& Hannula-Bral, 1994), identifies several contingency factors which need to be consid-
ered in order to understand when influence occurs. These factors are: (a) source status
(majority/minority); (b) source group membership (ingroup/outgroup); (c) nature of
issues under consideration (subjective/objective); (d) relevance of the attitude object
(low/high); (e) source-target position proximity (near/far); and finally (f) the centrality
of the attitude to the target (unvested/central). Two processes are important in deter-
mining whether there is direct or indirect influence: Message elaboration and source
derogation.
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In situations involving weak or unvested attitudes, an ingroup minority can be persua-
sive because it is perceived by majority members as being distinctive and this leads to
message elaboration. Because the issue is low on centrality, there will be little counter-
argumentation of the ingroup minority’s message. Furthermore, the ingroup status of the
minority means it will not be derogated by the majority because the attitude dimension
has little implication for ingroup membership. Majorities, on the other hand, are unlikely
to have much influence. First, the majority is unlikely to induce compliance because
the desirability of majority-group membership is low when the issues are unimportant.
Second, the majority is not distinctive and therefore does not trigger message
elaboration.

In situations involving vested or central attitudes, targets of ingroup minority influence
are reluctant to be identified with the minority position yet there is a reluctance to dero-
gate other ingroup members. This leads to what Crano and Alvaro (1998) term the
leniency contract, which allows the target to elaborate upon the ingroup minority’s message
without source derogation, “open-mindedly, with little defensiveness or hostility” (Crano
& Alvaro, 1998, p. 180). The leniency contract implies that the ingroup minority will
not lead to direct attitude change but the elaboration of the message might lead to indi-
rect attitude change. In the case of outgroup minorities, however, counter-argumentation
of the message and source derogation render its potential impact on both direct and indi-
rect levels as minimal. With majority influence, the model predicts that there should be
a large impact on a public or direct level. Given the importance of the issue, majority-
group membership is highly desirable and compliance can occur without message elabo-
ration. However, the majority can cause indirect influence in certain situations which
encourage message elaboration, such as high self-interest (e.g., Mackie, 1987).

The three contingency theories reviewed above represent some of the most recent the-
oretical advances in this area and it is likely that they will be the main focus for future
theoretical development and empirical testing (we would also include self-categorization
theory, which is reviewed below, in this category). The development of the contingency
approach has arisen out of the recognition that both majorities and minorities can have
influence (both public and private) in different situations.

Single-Process Theories

In this section we consider a number of theories which consider majority and minority
influence to be determined by the same process.

Mathematical models

Latané’s (1981) social impact theory is a general theory about how individuals react to
social pressure (also see Latané and Bourgeois, this volume, chapter 10). The basic
assumption of social impact theory is that social influence is determined by the amount
of social impact the source has upon the target. Social impact is conceptualized as the
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“. .. result of social forces (like the physical forces of light, sound, gravity, and magnet-
ism) operating in a social force field or social structure” (pp. 343—344). Social impact,
according to Latané, is determined by a multiplicative function of three factors: Strength
(e.g., status), immediacy (e.g., physical closeness), and number (i.c., how many people
hold that position). An increase in any one of these factors should have a corresponding
increase in the social impact experienced by the target and consequently greater social
influence should occur. The relationship between these three factors, their impact upon
the target and influence is governed by a further mathematical consideration. Drawing
an analogy to the impact of physical stimuli, Latané argues that the relationship between
these three factors and social impact is not linear but follows a power function based on
the number of people holding that position. Since the proposed exponential value for the
power function is less than one, social impact theory predicts that the addition of each
person into the source group increases the social impact by a factor less than the addi-
tion of the predecessor to that group.

Latané and Wolf (1981) have applied the principles of social impact theory to major-
ity and minority influence (see also Latané, 1996). Since the majority possess more of the
“ingredients” to reward or punish group members (which would affect their strength and
immediacy) then these variables are likely to have a greater impact in majority than minor-
ity influence. However, holding strength and immediacy constant, majority and minor-
ity influence will be determined by a power function of the number of individuals present
in each group. Since the majority, by definition, has more people within it than the minor-
ity then it will always exert greater social impact and consequently cause more social
influence.

Latané and Wolf (1981) support their theory with evidence concerning the relation-
ship between majority size and conformity, which social impact theory predicts should
increase as a power function of the number in the majority with an exponential value less
than one. For example, Latané and Wolf (1981) cite a re-analysis of a conformity exper-
iment by Gerard, Wilhelmy, and Conolley (1968), which varied majority size from 1 to
7, and showed a relationship consistent with a power function having an exponential
value less than one. There have been few experimental studies which have directly tested
the assumptions of social impact theory applied to minority influence. However, both
Wolf and Latané (1983) and Wolf (1985) show that social impact theory variables (in
particular, the number of people in the source condition) were better predictors of social
influence than aspects of the source’s behavioral style (such as, response consistency) (see
also Hart, Stasson, & Karau, 1999; Latané, Liu, Nowak, & Bonevento, 1996).

Another mathematical model of majority and minority influence has been proposed
by Tanford and Penrod (1984) termed the social impact model. Like social impact theory,
the social impact model proposes a mathematical relationship between majority size and
conformity. However, the social impact model differs from social impact theory in a
number of ways. For example, the social impact model argues that the second and third
members of the group should have the most impact upon conformity whereas social
impact theory proposes that the first group member has the most impact. Also, the social
impact model proposes an S-shaped relationship between majority size and conformity
where influence reaches an asymptote and, finally, the social impact model acknowledges
a number of additional variables which can affect influence, such as susceptibility to influ-
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ence. Like social impact theory, the social impact model has not generated research testing
its predictions with respect to minority influence (see Clark, 1998, for an exception).

The mathematical models of social impact theory and the social impact model are
both single-process models as they suggest that majority and minority influence are deter-
mined by the same set of variables. There are three main concerns regarding these models.
First, they are descriptive in nature and their level of analysis is the characteristics of the
source and, as a consequence, they do not provide an understanding of the psychologi-
cal processes involved in social influence. While these models may be able to predict when
influence occurs they say little of why it occurs (for an alternative consider Mullen’s, 1983,
mathematical model which proposes that self-attention explains the relationship between
majority size and conformity). A further problem of the descriptive nature of these the-
ories comes when one considers the evidence they cite in favor of their models, that is,
their mathematical equation for influence accounts for more variance in conformity than
a simple linear equation. Correspondence between predicted findings (based on numbers
in the source group) and actual findings does not, of course, indicate causality — there
may be other factors associated with source size that may be the causal agent (e.g., one
could argue that as group size increases so do perceptions of confidence). Problems of
disentangling soutrce size from other variables bring us to our second concern. The concept
of source size is ill-conceived in these models and is taken simply to refer to the number
of people holding a position. As pointed out by Wilder (1977), people in a group may
not be responding independently of each other and therefore a large group of (non-
independent) individuals may be perceived as a single entity and consequently have less
social impact. The third main concern is that neither of these models considers the influ-
ence of the source beyond the public or direct level and therefore they cannot explain the
private and indirect influence often observed with minority influence (Wood et al., 1994).
These models could, in principle, be adapted to take into account different levels of influ-
ence but this would require additional assumptions which would potentially violate their
single-process status.

Self-categorization theory

Turner and his colleagues have proposed a general theory of group behavior called se/f
categorization theory (Turner, 1991; Turner, Hogg, Oakes, Reicher, & Wetherall, 1987;
see Hogg, this volume, chapter 3). In its application to social influence processes its fun-
damental assertion is that influence flows only from individuals who are categorized as
similar to self on dimensions relevant to the influence topic. Similar others provide con-
sensual validation for one’s opinions and therefore disagreement with such individuals
can result in influence occurring. Dissimilar others do not provide consensual validation
and therefore are unlikely to be a source of influence. Indeed, the very fact that dissimi-
lar others are different (or “outgroup”) may be enough to explain the difference
in opinion. It does not follow from self-categorization theory that similar others always
have influence, as individuals may resist change by recategorizing themselves, the group
and the relevance of the influence topic or by acting upon the source to change their
opinions.
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Applying self-categorization theory to minority influence suggests that a minority will
only have influence if it is defined as a subgroup of the target’s ingroup and avoids being
categorized as being an outgroup. The categorization of the minority as different from
self reduces its influence. However, research reviewed earlier shows that minorities often
have more indirect than direct influence. Self-categorization theory tries to explain this
by suggesting that indirect influence occurs when there is a shift in perspective from intra-
group to intergroup. In the intergroup perspective, individuals perceive the minority in
a wider context and begin to see the minority as “part of ‘us’ rather than ‘them,” basically
on our side, standing for basic values that ‘we’ all share” (Turner, 1991, p. 171). In this
case, the minority can lead to an indirect change without it being apparent on the direct
level. Evidence for self-categorization comes from research by David and Turner (1996,
1999) who found majority compliance and minority conversion only when the source of
influence was categorized as similar to the target of influence.

Self-categorization theory’s predictions concerning private or indirect change differ
from Moscovici’s (1980) conversion theory. According to conversion theory it is the
minority’s deviancy (or dissimilarity from self) which promotes validation and triggers
conversion, whereas for self-categorization theory conversion only occurs for minorities
categorized as similar to self. Research on ingroup and outgroup minority influence pro-
vides an opportunity to test the predictions of these theories (for a review see Pérez &
Mugny, 1998). Both theories would expect an ingroup minority to have more influence
than an outgroup minority and research confirms this prediction (e.g., Alvaro & Crano,
1997; Clark & Maass, 1988a, 1988b; Crano & Chen, 1998; Maass, Clark, & Haberkorn,
1982; Mugny, Kaiser, & Papastamou, 1983). However, these theories differ in relation
to the impact of ingroup and outgroup minorities on indirect or private influence.
According to conversion theory, one would expect an outgroup minority to be more
distinctive than an ingroup minority and it should therefore be more likely to produce
conversion. Self-categorization theory, in contrast, predicts that influence should only
occur from similar others and therefore an outgroup minority should not produce private
change. Indeed, as David and Turner (1996) state, “Any evidence that psychological
out-group membership can produce influence is contrary to the theory” (p. 182). Evi-
dence on this issue is mixed. While some studies have found outgroup minorities to have
greater private than public influence (e.g., Aebisher, Hewstone, & Henderson, 1984;
Martin, 1988a, 1988b; Mugny et al., 1983; Pérez & Mugny, 1987) other studies have
not found this effect (e.g., Clark & Maass, 1988a, 1988b). Finally, a number of prob-
lems associated with the definition of ingroup and outgroup status have been identified
which render comparison across studies difficult (e.g., David & Turner, 1996; Volpato
et al., 1990).

Self-categorization theory is a recent attempt to explain majority and minority influ-
ence within a single-process framework. The basic principles of the theory challenge many
of those in other theories, especially the link between direct and indirect influence. It is,
perhaps, too eatly to pass judgment on the theory as the main proponents are yet to fully
articulate how the theory will be applied to majority and minority influence. However,
as pointed out by Wood et al. (1994), it is difficult to evaluate self-categorization theory
until research contains measures of the categorization process and only then can research
establish whether this mediates attitude change.
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Summary and Conclusions

The aim of this chapter has been to review current research into majority and minority
influence. We have identified three chronological phases of research focusing on: (a)
majority influence (pre 1970); (b) minority influence (late 1960s—1980); and (c) both
majority and minority influence (1980—present). This chapter focused specifically on the
latter phase of research which examined both majority and minority influence. Our review
of the literature shows that there has been considerable theoretical development and we
believe this is likely to continue for some time. Much of this development centers on the
question of whether majority and minority influence are determined by the same or dif-
ferent processes. We have avoided trying to answer this question for a number of reasons
(see also the meta-theoretical review by Kruglanski & Mackie, 1990). First, while we have
grouped the theories into whether they advocate single- or dual-process models we could,
of course, have used other classifications as there are as many differences wizhin the single-
and dual-process theories as there are between the two categories. Second, research typi-
cally examines the outcome of influence (such as attitude change) and still comparatively
little research has directly examined the underlying processes. While majority and minor-
ity influence may lead to different outcomes, implying different underlying processes, the
outcome itself may be moderated by another factor which covaries with source status but
is not part of the causal process. For example, the finding that a majority has more direct
and public influence than a minority may be due to the same process (e.g., psychologi-
cal dependency) but the manifestation of influence is moderated by a third unrelated
factor (e.g., fear of disapproval enhances majority but inhibits minority influence). More-
over, the question of single- versus dual-process models is becoming redundant given that
contemporary theoretical advances are adopting a contingency perspective which rejects
a source-process specific relationship and recognizes that a majority and minority can
induce different processes, leading to different levels of influence. For these reasons, we
believe that it is premature, and perhaps inappropriate, to conclude whether majority and
minority influence are determined by similar or different processes. Instead, the goal of
future research is not only to determine the range of processes a majority and minority
can induce but also when these processes will occur.

In their comprehensive review of the majority and minority influence, Maass and Clark
(1984) raised five main criticisms which future research should address (see also Maass
et al., 1987). Fifteen years after the Maass and Clark (1984) review, which itself covered
the first fifteen years of research into minority influence, it is timely to consider whether
research in the intervening period has addressed these issues. The first issue raised by
Maass and Clark (1984) was that nearly all the studies used paradigms in which “groups
are constituted for no other reason than a one-shot experiment” (p. 434). These artificial
groups differ from “normal” groups in that they have no past or anticipated future. Maass
and Clark (1984) do not argue against experimental studies, rather that the over-
concentration of laboratory studies had, at the time of their review, led to no field studies
of minority influence. Hence, there had not been an attempt to relate findings in the lab-
oratory to real-life situations. While there still have not been any field studies in this area
(probably due to ethical considerations) the advances made in applying the findings of
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basic research to real-life issues and/or to more ecologically valid situations include the
following: (a) group interaction (e.g., Smith, Tindale, & Dugoni, 1996; Van Dyne &
Saavedra, 1996); (b) real-life minority movements (e.g., Kelly, 1990; Pascaline, Choulot,
& Gafhie, 1998; Petrillo, 1994); (c) group decision making using computers (e.g., Fischer,
1997; McLeod, Baron, Marti, & Yoon, 1997); (d) changing behaviors to smoking (e.g.,
Joule, Mugny, & Pérez, 1988); and (e) organizational settings (e.g., de Dreu & De Vries,
1997; Nemeth & Staw, 1989).

The second issue raised by Maass and Clark (1984) was that there had been a lack of
precise definitions of key concepts, such as consistency. The literature is still hampered
by a lack of clarity regarding key concepts and this confusion is likely to grow with a
greater emphasis upon examining psychological processes. One problem concerns the dif-
ference between the definition of “majority” and “minority” at the theoretical level and
that which is used at the research level. Typically, experimental studies have defined
“majority” and “minority” status by numerical criteria, such as percentage of individuals
holding each position. The over-reliance on the consensus dimension, to the neglect of
the underlying norm structures gives rise to an important distinction which needs to be
made in this research between normative (pro- vs. counter-attitudinal) and numerical
(large vs. small) majorities and minorities.

The third issue raised by Maass and Clark (1984) concerned the status of intra- and
interpersonal processes. Maass and Clark (1984) point out that when these are consid-
ered they are typically treated as post-experimental variables and analyzed separately from
the influence measure, which has led to a “black-box” approach to understanding influ-
ence. It is still the case that research generally underplays the importance of intra- and
interpersonal factors. Furthermore, research that does include these types of measures
usually takes them after the influence, so that their status as mediators is equivocal. We
hope this is one area which future research will address.

The fourth issue raised by Maass and Clark (1984) extended their fourth by pointing
out that research had failed to examine whether psychological processes do, in fact,
mediate influence. This is one area where research is beginning to make advances.
Following developments in social cognition more generally, research in majority and
minority influence is now addressing the role of mediating psychological processes. For
example, the role of message elaboration (measured using thought-listing) has been exam-
ined as a mediator of majority and minority influence (e.g., Crano & Chen, 1998; Erb,
Bohner, Schmaelzle, & Rank, 1998; Maass & Clark, 1983; Martin & Hewstone, 2000;
Wood et al., 1996). It is our expectation that these techniques will be more widely used
in this area and help to give a better understanding of the processes involved, as investi-
gators develop a social cognition approach to majority and minority influence (see Mackie
& Hunter, 1999).

Maass and Clark’s (1984) fifth issue was that research had “stimulated little theoreti-
cal controversy” (p. 435). There has been considerable theoretical development since their
review with several clearly defined perspectives developed for analyzing majority and
minority influence. However, there have been few attempts to test between different the-
ories (see David & Turner, 1996, for an exception) with research tending to be theory-
specific and, as a consequence of this, each theory tends to have more research favoring
than opposing it. This might lead the reader to conclude that there is no clear consensus
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as to which theory is correct. Though it is tempting to try to compare the relative merits
of one theory against another we would argue that this strategy would not be appropri-
ate, at least not at this stage, as many of the theories presented in this chapter are com-
plementary rather than antagonistic, and they sometimes explain influence in different
kinds of settings.

Based on Maass and ClarK’s five criteria, research in this area has, we argue, made some
progress, but still has a long way to go. None the less it has undergone, and sustained, a
revolution in its perspective since the pioneering studies of social influence. From the per-
spective adopted in the era of dependency, the view of the minority was practically
ignored. This was little better than the disparaging view of minorities provided in Shake-
speare’s Roman play Coriolanus. “What's the matter, you dissentious rogues,/ That,
rubbing the poor itch of your opinion,/ Make yourselves scabs?”. Thirty years after
Moscovici’s pioneering studies on minority influence, the very “dissentious” view of the
minority remains a subject of curiosity, controversy, and sustained research. The conclu-
sion that both majorities and minorities can, under specific circumstances, exert influ-
ence on attitudes, opinions, and judgments may seem disappointing to some. But it is
surely an improvement on the myopic focus of eatlier research, and the sophisticated
paradigms and measures now used in this research area have led to a deeper understand-
ing of both when and how influence is exerted by both majorities and minorities.

References

Aebischer, V., Hewstone, M., & Henderson, M. (1984). Minority influence and musical prefer-
ence: Innovation by conversion not coercion. European Journal of Social Psychology, 14, 23-33.

Allen, V. L. (1965). Situational factors in conformity. In L. Berkowitz (Ed.), Advances in experi-
mental social psychology (Vol. 2, pp. 133-175). San Diego, CA: Academic Press.

Allen, V. L. (1975). Social support for nonconformity. In L. Berkowitz (Ed.), Advances in experi-
mental social psychology (Vol. 8, pp. 1-43). New York: Academic Press.

Alvaro, E. M., & Crano, W. D. (1997). Indirect minority influence: Evidence for leniency in source
evaluation and counterargumentation. Journal of Personality and Social Psychology, 72, 949-964.

Asch, S. E. (1951). Effects of group pressure upon the modification and distortion of judgments.
In H. Guetzhow (Ed.), Groups, leadership, and men (pp. 177-190). Pittsburgh, PA: Carnegie
Press.
Baker, S. M., & Petty, R. E. (1994). Majority and minority influence: Source-position imbalance
as a determinant of message scrutiny. Journal of Per:analz‘ly and Social P{yc/ao[agy, 67, 5-19.
Bohner, G., Etb, H. P, Reinhard, M. A., & Frank, E. (1996). Distinctiveness information in
minority and majority influence: An attributional analysis and preliminary data. British Journal
of Social Psychology, 35, 27—46.

Bohner, G., Frank, S., & Erb, H. P. (1998). Heuristic processing of distinctiveness information in
minority and majority influence. European Journal of Social Psychology, 28, 855-860.

Brandstitter, V., Ellmers, N., Gaviria, E., Giosue, E, Huguet, P, Kroon, M., Morchain, P, Pujal,
M., Rubini, M., Mugny, G., & Pérez, ]. A. (1991). Indirect majority and minority influence:
An exploratory study. European Journal of Social Psychology, 21, 199-211.

Butera, E, & Mugny, G. (1995). Conflict between incompetencies and influence of a low-
expertise source in hypothesis testing. European Journal of Social Psychology, 25, 457-462.

Butera, F, Mugny, G., Legrenzi, P, & Pérez, J. A. (1996). Majority and minority influence, task
representation and inductive reasoning. British Journal of Social Psychology, 35, 123-136.



Majority and Minority Influence 229

Campbell, J. D., Tesser, A., & Faitley, P. J. (1986). Conformity and attention to the stimulus:
Some temporal and contextual dynamics. journal of Personality and Social Psychology, 51,
315-324.

Chaiken, S., & Stangor, C. (1987). Attitudes and attitude change. Annual Review of Psychology,
38, 575-630.

Clark, R. D., III (1998). Minority influence: The role of the rate of majority defection and per-
suasive arguments. European Journal of Social Psychology, 28, 787-796.

Clark, R. D., III, & Maass, A. (1988a). Social categorization in minority influence: The case of
homosexuality. European Journal of Social Psychology, 18, 347-364.

Clark, R. D., III, & Maass, A. (1988b). The role of social categorization and perceived source cred-
ibility in minority influence. European Journal of Social Psychology, 18, 381-394.

Crano, W. D., & Alvaro, E. M. (1998). The context/comparison model of social influence: Mech-
anisms, structure, and linkages that underlie indirect attitude change. In W. Stroebe & M.
Hewstone (Eds.), European review of social psychology (Vol. 8, pp. 175-202). Chichester, UK:
Wiley.

Crano, W. D., & Chen, X. (1998). The leniency contract and persistence of majority and minor-
ity influence. Journal of Personality and Social Psychology, 74, 1437-1450.

Crano, W. D., & Hannula-Bral, K. A. (1994). Context/categorization model of social influence:
Minority and majority influence in the formation of a novel response norm. Jjournal of Experi-
mental Social Psychology, 30, 247-276.

Cramer, D. (1975). A critical note on two studies of minority influence. European Journal of Social
Psychology, 5, 257-260.

Crutchfield, R. S. (1955). Conformity and character. American Psychologist, 10, 191-198.

David, B., & Turner, J. C. (1996). Studies in self-categorization and minority conversion: Is being
a member of the outgroup an advantage? British Journal of Social Psychology, 35, 179-199.

David, B., & Turner, J. C. (1999). Studies in self-categorization and minority conversion: The
ingroup minority in intragroup and intergroup contexts. British Journal of Social Psychology, 38,
115-134.

de Dreu, C. K. W., & de Vries, N. K. (1993). Numerical support, information processing, and
attitude change. European Journal of Social Psychology, 23, 647—-663.

de Dreu, C. K. W.,, & de Vies, N. K. (1996). Differential processing and attitude
change following majority and minority arguments. British Journal of Social Psychology, 35,
77-90.

de Dreu, C. K. W., & de Vries, N. K. (1997). Minority dissent in organizations. In C. K. W. de
Dreu & E. Van de Vliert (Eds.), Using conflict in organizations (pp. 72—-86). London: Sage.

de Dreu, C. K. W., de Vries, N. K., Gordijn, E., & Schuurman, M. (1999). Convergent and diver-
gent processing of majority and minority arguments: Effects on focal and related attitudes. Euro-
pean Journal of Social Psychology, 29, 329-348.

De Vries, N. K., & de Dreu, C. K. W. (in press), Group consensus and innovation. Oxford, UK:
Blackwell.

De Vries, N. K., de Dreu, C. K. W., Gordijn, E., & Schuurman, M. (1996). Majority and minor-
ity influence: A dual interpretation. In W. Stroebe & M. Hewstone (Eds.), European review of
social psychology (Vol. 7, pp. 145-172). Chichester, UK: Wiley.

Deutsch, M., & Gerard, H. G. (1955). A study of normative and informational social influence
upon individual judgment. Journal of Abnormal and Social Psychology, 51, 629-636.

Doms, M. (1983). The minority influence effect: An alternative approach. In W. Doise &
S. Moscovici (Eds.), Current issues in European social psychology (Vol. 1, pp. 1-31). Cambridge,
UK: Cambridge University Press.

Doms, M., & van Avermaet, E. (1980). Majority influence, minority influence, and conversion
behavior: A replication. Journal of Experimental Social Psychology, 16, 283-292.



230  Robin Martin and Miles Hewstone

Easterbrook, J. A. (1959). The effect of emotion on the utilization and the organization of behav-
ior. Psychological Review, 66, 183-201.

Eagly, A. H., & Chaiken, S. (1993). The psychology of attitudes. Fort Worth, TX: Harcourt Brace
Jovanovich.

Erb, H. P, Bohner, G., Schmaelzle, K., & Rank, S. (1998). Beyond conflict and discrepancy:
Cognitive bias in minority and majority influence. Personality and Social Psychology Bulletin,
24, 620-633.

Festinger, L. (1950). Informal social communication. Psychological Review, 57, 271-282.

Fischer, L. J. (1997). Process d’influence dans la situation de médiation et modele de la conver-
sion minoritaire. Cahiers Internationaux de Psychologie Sociale, 35, 12-29.

Gerard, H. B., Wilhelmy, R. A., & Connolley, E. S. (1968). Conformity and group size. journal
of Personality and Social Psychology, 8, 79-82.

Guillon, M., & Personnaz, B. (1983). Analyse de la dynamique des représentations des conflits
minoritaire et majoritaire. Cabiers de Psychologie Cognitive, 3, 65-87.

Hart, J. W., Stasson, M. E, & Karau, S. J. (1999). Effects of source expertise and physical distance
on minority influence. Group Dynamics, 3, 81-92.

Hollander, E. P. (1960). Competence and conformity in the acceptance of influence. Journal of
Abnormal and Social Psychology, 61, 361-365.

Jones, E. E., & Gerard, H. B. (1967). Foundations of social psychology. New York: Wiley.

Joule, R. V., Mugny, G., & Pérez, J. A. (1988). When a compliance without pressure strategy fails
due to a minority dissenter. A case of “behavioral conversion.” European Journal of Social
Psychology, 18, 531-535.

Kelley, H. H. (1967). Attribution theory in social psychology. In D. Levine (Ed.), Nebraska sym-
posium on motivation (pp. 192-241). Lincoln, NE: University of Nebraska Press.

Kelly, C. (1990). Social identity and levels of influence: When a political minority fails. British
Journal of Social Psychology, 29, 289-301.

Kelvin, P (1979). Review of Moscovici (1976) “Social influence and social change.” European
Journal of Social Psychology, 9, 441-446.

Kent, M. V. (1994). Conformity. In A. P. Hare & H. H. Blumberg (Eds.), Small group research: A
handbook (pp. 107-137). Norwood, NJ: Ablex.

Kruglanski, A. W., & Mackie, D. M. (1990). Majority and minority influence: A judgmental
process analysis. In W. Stroebe & M. Hewstone (Eds.), European review of social psychology
(Vol. 1, pp. 229-261). Chichester, UK: Wiley.

Latané, B. (1981). The psychology of social impact. American Psychologist, 36, 343—356.

Latané, B. (1996). Strength from weakness: The fate of opinion minorities in spatially distributed
groups. In E. H. Witte & J. H. Davis (Eds.), Understanding group behavior, Vol. 1: Consensual
action by small groups (pp. 193-219). Mahwah, NJ: Erlbaum.

Latané, B., Liu, J. H., Nowak, A., & Bonevento, M. (1995). Distance matters: Physical space and
social impact. Personality and Social Psychology Bulletin, 21, 795-805.

Latané, B., & Wolf, S. (1981). The social impact of majorities and minorities. Psychological Review,
88, 438-453.

Legrenzi, P, Butera, E, Mugny, G., & Pérez, J. A. (1991). Majority and minority influence in
inductive reasoning: A preliminary study. Ewropean Journal of Social Psychology, 21, 359—
363.

Levine, J. M. (1980). Reaction to opinion deviance in small groups. In P B. Paulus (Ed.),
Psychology of group influence (pp. 375—429). Hillsdale, NJ: Erlbaum.

Levine, J. M., & Russo, E. M. (1987). Majority and minority influence. In C. Hendrick (Ed.),
Group processes: Review of personality and social psychology (Vol. 8, pp. 13—-54). Newbury Park,
CA: Sage.



Majority and Minority Influence 231

Maass, A., & Clark, R. D., IIT (1983). Internalization versus compliance: Differential processes
underlying minority influence and conformity. Eurgpean Journal of Social Psychology, 13,
197-215.

Maass, A., & Clark, R. D., III (1984). Hidden impact of minorities: Fifteen years of minority
influence research. Psychological Bulletin, 95, 428-450.

Maass, A., Clark, R. D., III, & Haberkorn, G. (1982). The effects of differential ascribed category
membership and norms on minority influence. European journal of Social Psychology, 12,
89-104.

Maass, A., West, S., & Cialdini, R. B. (1987). Minority influence and conversion. In C. Hendrick
(Ed.), Group processes: Review of personality and social psychology (Vol. 8, pp. 55-79). Newbury
Park, CA.: Sage.

Mackie, D. M. (1987). Systematic and nonsystematic processing of majority and minority per-
suasive communications. Journal of Personality and Social Psychology, 53, 41-52.

Mackie, D. M., & Hunter, S. B. (1999). Majority and minority influence: The interactions of
social identity and social cognition mediators. In D. Abrams & M. A. Hogg (Eds.), Social
identity and social cognition (pp. 332-353). Oxford, UK: Blackwell.

Maheswaran, D., & Chaiken, S. (1991). Promoting systematic processing in low-motivation
settings: Effects of incongruent information on processing and judgment. Journal of Personality
and Social Psychology, 61, 13-25.

Martin, R. (1988a). Ingroup and outgroup minorities: Differential impact upon public and private
responses. European Journal of Social Psychology, 18, 39-52.

Martin, R. (1988b). Minority influence and social categorization: A replication. European journal
of Social Psychology, 18, 369-373.

Martin, R. (1995). Majority and minority influence using the afterimage paradigm: A replication
with an unambiguous blue slide. European Journal of Social Psychology, 25, 373-381.

Martin, R. (1996). Minority influence and argument generation. British Journal of Social Psychol-
ogy, 35, 91-103.

Martin, R. (1998). Majority and minority influence using the afterimage paradigm: A series of
attempted replications. Journal of Experimental Social Psychology, 34, 1-26.

Martin, R., & Hewstone, M. (1999). Minority influence and optimal problem solving. European
Journal of Social Psychology, 29, 825-832.

Martin, R., & Hewstone, M. (2000). Majority versus minority influence: When, not whether, source
status instigates heuristic or systematic processing. Manuscript under review.

Martin, R., & Hewstone, M. (in press). Afterthoughts on afterimages: A review of the color per-
ception paradigms used in majority and minority influence. In N. K. de Vries & C. K. W. de
Dreu (Eds.), Group consensus and innovation. Oxford, UK: Blackwell.

McLeod, P. L., Baron, R. S., Marti, M. W., & Yoon, K. (1997). The eyes have it: Minority influ-
ence in face-to-face and computer-mediated group discussion. Journal of Applied Psychology, 82,
706-718.

Moscovici, S. (1975). Reply to a critical note on two studies of minority influence. European
Journal of Social Psychology, 5, 261-263.

Moscovici, S. (1976). Social influence and social change. London: Academic Press.

Moscovidi, S. (1979). Rejoinder to Kelvin’s (1979) review of Moscovici (1976) “Social influence
and social change.” European Journal of Social Psychology, 9, 446—451.

Moscovici, S. (1980). Toward a theory of conversion behavior. In L. Berkowitz (Ed.), Advances in
experimental social psychology (Vol. 13, pp. 209-239). New York: Academic Press.

Moscovici, S. (1985). Social influence and conformity. In G. Lindzey & E. Aronson (Eds.),
The handbook of social psychology (Vol. 2, 3rd Ed., pp. 347-412). New York: Random

House.



232 Robin Martin and Miles Hewstone

Moscovici, S., & Faucheux, C. (1972). Social influence, conformity bias, and the study of active
minorities. In L. Berkowitz (Ed.), Advances in experimental social psychology (Vol. 6, pp.
149-202). New York: Academic Press.

Moscovici, S., Lage, E., & Naffrechoux (1969). Influence of a consistent minority on the responses
of a majority in a color perception task. Sociometry, 32, 365-380.

Moscovidi, S., & Mugny, G. (1983). Minority influence. In P. B. Paulhus (Ed.), Basic group processes
(pp- 41-64). New York: Springer-Verlag.

Moscovidi, S., Mugny, G., & Papastamou, S. (1981). “Sleeper effect” et/ou effet minoritaire? Etude
théorique et expérimentale de 'influence sociale i retardement. Cahiers de Psychologie Cognitive,
1, 199-221.

Moscovidi, S., Mugny, G., & van Avermaet, E. (Eds.). (1984). Perspectives on minority influence.
Cambridge, UK: Cambridge University Press.

Moscovici, S., & Nemeth, C. (1974). Social influence II: Minority influence. In C. Nemeth (Ed.),
Social psychology: Classic and contemporary integrations (pp. 217-249). Chicago, IL: Rand
McNally.

Moscovidi, S., & Personnaz, B. (1980). Studies in social influence: V. Minority influence and con-
version behavior in a perceptual task. Journal of Experimental Social Psychology, 16, 270-282.
Moscovidi, S., & Personnaz, B. (1986). Studies on latent influence using the spectrometer method
I: Psychologization effect upon conversion by a minority and majority. European Journal of Social

Psychology, 16, 345-360.

Moscovidi, S., & Personnaz, B. (1991). Studies in social influence VI: Is Lenin orange or red?
Imagery and social influence. European Journal of Social Psychology, 21, 101-118.

Moskowitz, G. B. (1996). The mediational effect of attributions and information processing in
minority social influence. British Journal of Social Psychology, 35, 47—66.

Mucchi-Faina, A., Maass, A., & Volpato, C. (1991). Social influence: The role of originality. Euro-
pean Journal of Social Psychology, 21, 183-197.

Mugny, G. (1976). Quelle influence majoritaire? Quelle influence minoritaire? Revue Suisse de
Psychologie Pure et Appliqué, 35, 225-268.

Mugny, G. (1982). The power of minorities. London: Academic Press.

Mugny, G. (1984). The influence of minorities: Ten years later. In H. Tajfel (Ed.), The social dimen-
sion: European developments in social psychology (Vol. 2, pp. 498-517). Cambridge, UK:
Cambridge University Press/Paris: Editions de la Maison des Sciences de 'Homme.

Mugny, G., Butera, E, Sanchez-Mazas, M., & Pérez, J. A. (1995). Judgments in conflict: The con-
flict elaboration theory of social influence. In B. Boothe, R. Hirsig, A. Helminger, B. Meier, &
R. Volkart (Eds.), Perception-evaluation-interpretation (pp. 160-168). Géttingen: Hogrefe and
Huber.

Mugny, G., Kaiser, C., & Papastamou, S. (1983). Influence minoritaire, identification et relations
entre groupes: Etude expérimentale autour d’une votation. Cahiers de Psychologie Sociale, 19,
1-30.

Mugny, G., & Pérez, J. (1991). The social psychology of minority influence. Cambridge, UK: Cam-
bridge University Press.

Mullen, B. (1983). Operationalizing the effect of the group on the individual: A self-attention
perspective. Journal of Experimental Social Psychology, 19, 295-322.

Nemeth, C. J. (1975). Understanding minority influence: A reply and digression. European Journal
of Social Psychology, 5, 265-267.

Nemeth, C. J. (1976). A comparison between conformity and minority influence. Paper presented to
the International Congress of Psychology, France, Paris. Quoted in C. Nemeth (1995). Dissent
as driving cognition, attitudes, and judgments. Social Cognition, 13, 273-291.



Majority and Minority Influence 233

Nemeth, C. J. (1986). Differential contributions of majority and minority influence. Psychologi-
cal Review, 93, 23-32.

Nemeth, C. J. (1995). Dissent as driving cognition, attitudes, and judgments. Social Cognition,
13, 273-291.

Nemeth, C. J., & Kwan, J. (1985). Originality of word associations as a function of majority and
minority influence. Social Psychology Quarterly, 48, 277-282.

Nemeth, C. J., & Kwan, J. (1987). Minority influence, divergent thinking, and detection of correct
solutions. Journal of Applied Social Psychology, 17, 788-799.

Nemeth, C., Mosier, K., & Chiles, C. (1992). When convergent thought improves performance:
Majority vs. minority influence. Personality and Social Psychology Bulletin, 18, 139-144.

Nemeth, C., Mayseless, O., Sherman, J., & Brown, Y. (1990). Exposure to dissent and recall of
information. Journal of Personality and Social Psychology, 58, 429-437.

Nemeth, C. J., & Staw, B. M. (1989). The tradeoffs of social control and innovation in groups
and organizations. In L. Berkowitz (Ed.), Advances in experimental social psychology (Vol. 22, pp.
175-209). New York: Academic Press.

Nemeth, C. J., & Wachtler, J. (1983). Creative problem solving as a result of majority versus minor-
ity influence. European Journal of Social Psychology, 13, 45-55.

Pascaline, B., Choulot, S., & Gaffie, B. (1998). Etude experimentale de la transformation de deux
représentations en reseau. Cahiers Internationaux de Psychologie Sociale, 37, 97-121.

Pérez, ]. A., & Mugny, G. (1987). Paradoxical effects of categorization in minority influence: When
being an outgroup is an advantage. European Journal of Social Psychology, 17, 157-169.

Pérez, J. A., & Mugny, G. (1996). The conflict elaboration theory of social influence. In E. H.
Witte & J. H. Davis (Eds.), Understanding group behavior: Small group processes and interper-
sonal relations (Vol. 2, pp. 191-210). Hillsdale, NJ: Erlbaum.

Pérez, J. A., & Mugny, G. (1998). Categorization and social influence. In S. Worchel & J. M.
Francisco (Eds.), Social identity: International perspectives (pp. 142-153). London: Sage.

Pérez, J. A., Mugny, G., Butera, E, Kaiser, C., & Roux, P (1991). Integrazione tra influenza
magioritaria e minoritaria: Conversione, consenso e uniformita. Ricerche di Psicologia,
4, 75-102.

Personnaz, B. (1981). Study in social influence using the spectrometer method: Dynamics of the
phenomena of conversion and covertness in perceptual responses. European Journal of Social
Psychology, 11, 431-438.

Personnaz, M., & Personnaz, B. (1994). Perception and conversion. In S. Moscovici, A. Mucchi-
Faina, & A. Maass (Eds.), Minority influence (pp. 165-183). Chicago, IL: Nelson-Hall.

Peterson, R., & Nemeth, C. (1996). Focus versus flexibility: Majority and minority influence can
both improve performance. Personality and Social Psychology Bulletin, 22, 14-23.

Petrillo, G. (1994). Collective movements and minority influence: The processes of social influ-
ence beyond the confines of experimental groups. In S. Moscovici, A. Mucchi-Faina, & A. Maass
(Eds.), Minority influence (pp. 209-230). Chicago, IL: Nelson-Hall.

Petty, R. E., & Cacioppo, J. T. (1986). Communication and persuasion: Central and peripheral routes
to attitude change. New York: Springer-Verlag.

Ross, L., Greene, D., & House, 2. (1977). The “false consensus effect”: An egocentric bias in
social perception and attribution processes. Jjournal of Experimental Social Psychology, 13,
279-301.

Sanchez-Mazas, M., Pérez, J. A., Navarro, E., Mugny, G., & Jovanovic, J. (1993). De la paralysie
intragroupe au conflit normatif: Etudes sur I'avortement, la contraception et la xénophobie. In
J. A. Pérez & G. Mugny (Eds.), Influences sociales: La théorie de l'élaboration du conflit
(pp- 121-143). Neuchitel, Switzerland: Delachaux & Niestlé.



234 Robin Martin and Miles Hewstone

Schachter, S. (1951). Deviation, rejection, and communication. Journal of Abnormal and Social
Psychology, 46, 190-207.

Schuurman, M. K,, Siero, E W., de Dreu, C. K. W.,, & Buunk, A. P. (1995). Differentiéle ver-
werking van numerieke steun. In N. K. de Vries, N. E. Ellemers, R. Vonk, & C. K. W. de Dreu
(Eds.), Fundamentele Sociale Psychologie (Vol. 9, pp. 1-9). Tilburg: Tilburg University Press.

Smith, C. M., Tindale, R. S., & Dugoni, B. L. (1996). Minority and majority influence in freely
interacting groups: Qualitative versus quantitative differences. British Journal of Social Psychol-
ogy, 35, 137-149.

Sorrentino, R. M., King, G., & Leo, G. (1980). The influence of the minority on perception: A
note on a possible alternative explanation. Journal of Experimental Social Psychology, 16,
293-301.

Tanford, S., & Penrod, S. (1984). Social influence model: A formal integration of research on
majority and minority influence processes. Psychological Bulletin, 95, 189-225.

Tesser, A., Campbell, J., & Mickler, S. (1983). The role of social pressure, attention to the stim-
ulus, and self-doubt in conformity. European Journal of Social Psychology, 13, 217-233.

Trost, M. R., Maass, A., & Kenrick, D. T. (1992). Minority influence: Personal relevance biases
cognitive processes and reverses private acceptance. Journal of Experimental Social Psychology, 28,
234-254.

Turner, J. C. (1991). Social influence. Milton Keynes, UK: Open University Press.

Turner, J. C., Hogg, M. A., Oakes, P. ]., Reicher, S. D., & Wetherell, M. S. (1987). Rediscovering
the social group: A self-categorization theory. Oxford, UK: Blackwell.

Van Dyne, L., & Saavedra, R. (1996). A naturalistic minority influence experiment: Effects of
divergent thinking, conflict and originality in work-groups. British Journal of Social Psychology,
35, 151-167.

Volpato, C., Maass, A., Mucchi-Faina, A., & Vitt, E. (1990). Minority influence and social
categorization. European Journal of Social Psychology, 20, 119-132.

Wilder, D. A. (1977). Perceptions of groups, size of opposition, and influence. Journal of Experi-
mental Social Psychology, 13, 253-268.

Wolf, S. (1979). Behavioural style and group cohesiveness as sources of minority influence. Euro-
pean Journal of Social Psychology, 9, 381-395.

Wolf, S. (1985). Manifest and latent influence of majorities and minorities. Journal of Personalizy
and Social Psychology, 48, 899-908.

Wolf, S., & Latané, B. (1983). Majority and minority influence on restaurant preferences. Journal
of Personality and Social Psychology, 45, 282-292.

Wood, W., Lundgren, S., Ouellette, J. A., Busceme, S., & Blackstone, T. (1994). Minority influ-
ence: A meta-analytic review of social influence processes. Psychological Bulletin, 115, 323-345.

Wood, W., Pool, G. J., Leck, K., & Purvis, D. (1996). Self-definition, defensive processing, and
influence: The normative impact of majority and minority groups. Journal of Personality and
Social Psychology, 71, 1181-1193.



GHAPTER TEN

Dynamic Social Impact and
the Consolidation, Clustering, Correlation,
and Continuing Diversity of Culture

Bibb Latané and Martin ). Bourgeois

Sitting at a sidewalk café in Miami’s South Beach or Paris’s Left Bank, one sees an amazing
variety of people from all over the world. People from different neighborhoods, cities,
and countries seem to differ in predictable ways — from hairstyles to clothing, from eye-
glasses to smoking preferences. Yes, we are all human beings, but we are also Parisians or
Paducans, Calcuttans or Californians, Venetians or Venezuelans. Regional differences in
personal styles manifest themselves at virtually every scale from colleges and courtyards
(Festinger, Schachter, & Back, 1950), to cities and counties (Weiss, 1994), to countries
and continents (Hui, 1988). According to marketing researcher Jonathan Robin, “Tell
me someone’s zip code, and I can predict what they eat, drink, drive — even think” (Weiss,
1988).

A recent atlas of American consumer culture (Weiss, 1994) illustrates these regional
variations. The different shades in Figure 10.1, Map 1 represent variations in the popu-
larity of “muscle cars” across 211 consumer markets in the United States. The shades in
Map 2 depict each market’s response to direct mail. In both cases, darker shades repre-
sent higher rates of response. Please consider four important features of these maps: First,
although not shown directly, tastes are not static; if these same maps were drawn five years
carlier or later, they would be similar but not exactly the same. In fact, direct mail began
and was initially most popular in the Midwest, now an area of relatively low activity. In
other words, public preference is a dynamic process that becomes consolidated, or changes
over time. We can think of the maps as snapshots of a specific moment in a continually
evolving public process.

Second, note the regional clustering. The maps are not random distributions of
shades; rather, there is a distinct order to both. Whatever the city or town, people in the
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Muscle cars

Buyers of Ford Mustangs
Chevrolet Camaros

and Pontiac Firebirds

(purchases of model year 1992,
compared to U.S. average, 0.1%)

Junk Mail Junkies
Direct — Mail Respondents
(rates compared to US average, 34.1%)

Figure 10.1. Relative popularity of muscle cars and junk mail in 211 consumer markets (Weiss, 1994).

Southeast are more likely to own Mustangs or Camaros than those in the Central states.
We can predict whether a consumer market is likely to be high or low in muscle-car pop-
ularity or direct-mail response simply by which geographic region it is located within.

Third, mentally overlaying one map onto the other, notice the correlation between each
region’s favorability toward muscle cars and its response to junk mail. In fact, although
there is no logical reason to expect these consumer preferences to covary, there is a sub-
stantial (7= .68) relationship between the two. Surprisingly, one can predict 45% of the
variance in muscle-car preference by knowing a region’s response to direct mail.

Finally, despite evolution and change, there is a striking degree of continuing diversizy
among the different regions. Despite pressures toward uniformity arising from widespread
mobility and common exposure to mass media, national advertising campaigns, and gov-
ernment standardization, diversity of beliefs, values, and behavior is maintained and
sometimes even enhanced.

These four phenomena — consolidation, clustering, correlation, and continuing diver-
sity — seem to be ubiquitous aspects, not only of American consumer preferences, but
also of culture in general. Maps at any scale of any part of the world would show much
the same phenomena with respect to any of a wide variety of personal attributes or char-
acteristics. Accents, food preferences, inclinations toward prejudice, styles of sex and
violence, political ideologies, and religious beliefs all exhibit these characteristics, which
are so widespread they may often go unnoticed. Each of us, immersed in our own local
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environment, shares the illusion of being in the global majority, and we tend to under-
estimate the actual degree of cultural diversity in the still-wide world of the 21st century.

Culture can be taken to mean the entire set of socially transmitted beliefs, values, and
practices that characterize a given society at a given time. The elements of a given culture,
its pots, its poems, its prayers, its pleasures, its styles of cooking and cooperation, of altru-
ism and aggression, all these constitute a set of socially shared ideas and habits that guide
its members. Culture provides a common understanding transcending immediate indi-
vidual experience, a social reality to extend and modify the physical reality of our senses.
The problem is to explain how it comes about.

Cross-cultural researchers tend to adopt a top-down approach: People from different
regions are different because they come from different regions. Of course, this approach
is circular, and it begs the question relating to the origin of cross-cultural and subcultural
differences. We prefer a bottom-up approach that conceptualizes culture as an emergent
property of a complex dynamical system of people interacting with their family, friends,
and coworkers over long periods of time. In other words, consolidation, clustering, cor-
relation, and continuing diversity will be the natural outcome of social influence processes
operating in local neighborhoods and geographic regions.

We suggest that culture can be seen as a self-organizing system of regionally clustered
bundles or correlated sets of beliefs, values, and practices that emerge and evolve as people
relate and react to one another. In this chapter, we will sketch a theory of how culture
could result from the everyday interactions of spatially distributed people and describe
some surprising results of an actual experiment on the development of rudimentary sub-
cultures in small groups. Finally, we will briefly consider some implications for the rela-
tion between individuals and the social order. Our goal throughout is to employ simple
social psychological principles to explain two striking characteristics of culture, regional
variability and historical change.

Dynamic Social Impact Theory

Dynamic social impact theory (Latané, 1996a, 1997) draws on decades of well-docu-
mented research on individuals to explain how cultural patterns can emerge from the
actions of interacting people, each responding to their local social environment. The idea
that culture can be created from the bottom up is not new. In 1908, William McDougall
wrote that the fundamental problem for social psychology was “to show how, given the
native propensities and capacities of the individual human mind, all the complex mental
life of societies is shaped by . .. and in turn reacts upon . .. the individual” (p. 18, see
also Jones & Gerard, 1967). However, explicit theoretical accounts of possible processes
by which this happens are rare. Dynamic social impact theory is based on a simple, quite
general theory of individual influence.

Individual social impact

Social impact theory (Latané, 1981) is a well-tested metatheory of social influence. This
theory is quite general, referring to any socially influenceable attribute of a person, includ-
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ing not only beliefs and attitudes but also habits, moods, and lifestyles — anything, that
is, that is affected by the presence or actions of other people. Social impact theory can
be simply stated with a small number of propositions:

1 Individuals differ, one from another. This non-controversial assumption suggests
that, because of genetic variability and individual experience, people differ with
respect to many demographic, physiological, and psychological variables, includ-
ing age, gender, social status, and intelligence. We are especially interested in indi-
vidual differences with respect to credibility and the motivation and ability to
influence other people. Social impact theory uses the term szrength to refer to the
net of all the factors that make a person influential. Strength is a characteristic of
a single individual and has to do with how much power people have to influence
others, how wise, articulate, and assertive they are, and how much they are listened
to and imitated.

2 Individuals have relatively stable locations in space. Although the physical location
of humans is not fixed, most people stay relatively close to home, with periodic
short-range (e.g., traveling on the subway or by car to work) and occasional long-
range (e.g., a cross-country flight or drive to a vacation spot) movements. This
spatial stability implies that people will be more likely to come into contact with
and thus be influenced by some people rather than others. Social impact theory
uses the term immediacy to refer to closeness in physical or social space or lack of
intervening barriers or filters. Immediacy is a characteristic of a communication
channel or a relationship between individuals.

3 Social impact is proportional to a multiplicative function of the strength, immediacy,
and number of influence sources in a social force field. Number here simply refers to
how many people are sources and/or targets of social influence in any given situ-
ation. Multiplicative means that if any component is low, the resultant impact will
also be low.

This straightforward proposition has been well documented and applied to a wide
variety of social settings (other aspects of the theory deal with the marginally decreasing
impact of increasing numbers of sources, and conditions where impact will be divided or
diffused, rather than multiplied). Its predictions seem unsurprising, intuitive, even banal
— individuals are more affected when they are exposed to more persuasive, more imme-
diate, and more numerous sources of influence. These simple predictions have been sup-
ported for such different forms of social impact as conformity, obedience, stage fright,
political participation, and helping behavior (Freeman, Walker, Borden, & Latané, 1976;
Harkins & Latané, 1998; Jackson & Latané, 1981; Latané, 1981; Latané & Dabbs, 1976;
Latané & Harkins, 1976; Latané, Liu, Nowak, Bonevento, & Zheng, 1995; Latané &
Nida, 1981a, 1981b; Latané & Wolf, 1981; Latané, Williams, & Harkins, 1979; Wolf
& Latané, 1985).

The theory as stated above is static, in that it predicts the amount of social influence
expected to be experienced by a single individual at a given point in time, and does
not take into account what effects that individual may in turn have on his or her social
environment. Like most social psychological theories, it predicts a snapshot of one
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person’s behavior, rather than providing a moving picture of the cumulative effects of
social interaction in a group.

Dynamic social impact

Dynamic social impact theory (Latané, 1996a), building upon the initial individual
model, makes three additional assumptions. (1) Individual human beings, varying in
strength and other attributes, are distributed in social space. (2) Each person is influenced
by his or her own individual experience (here called “bias”) and by the other people in
proportion to a multiplicative function of their strength, immediacy, and number. (3) A
person will change a given attribute if, and only if, total persuasive impact (the pressure
to change to a different position) outweighs bias plus supportive impact (the pressure to
maintain one’s present position). This feature puts the theory into the class of modern
models of nonlinear dynamics.

Dynamic social impact is taken to be the cumulative effect of the iterative, recursive
influence of interacting people on each other. The problem is to predict what this will
be. How can we tell what will happen in a population of people, each of whom is both
source and target of social influence? Changing the unit of analysis, what will be the group
consequences of individual social influence in a complex social system? Computer simu-
lation can be used as a “derivation machine” to tell us what this complex dynamic theory
predicts (Latané, 1996b; Latané, in press, Nowak, Szamrej, & Latané, 1990).

Social impact theory provides the basis for SITSIM (Nowak & Latané, 1994), a sim-
ulation program designed to trace the expected evolution of populations of people fol-
lowing the assumptions of social impact theory. SITSIM allows us to vary 20 factors with
two to five levels of each, including such variables as population size, strength distribu-
tion, specific change rule, initial distribution of opinions, and the presence or absence of
borders. Thus, SITSIM allows us to test the effects of specific theoretical assumptions,
parameter values, system characteristics, and initial conditions. For a single simulation,
SITSIM randomly assigns individuals a spatial location, a degtree of persuasive strength,
and a position with respect to one or more attributes and then computes the expected
consequences over time. The simulation is repeated many times with different initial con-
ditions, rules, and parameters to make sure that the results are not dependent on any
quirks of random location or idiosyncratic assumptions.

Millions of simulation runs have discovered four phenomena to be expected in popu-
lations of people obeying the laws of social impact. These four phenomena — consolida-
tion, clustering, correlation, and continuing diversity — should sound familiar, as they are
the four ubiquitous markers of culture discussed eatlier. They are extremely robust in that
they hold for a wide variety of circumstances (Latané & Nowak, 1997), and they can be
predicted entirely from simple social influence.

Consolidation, defined as a reduction in minority size after discussion, results from the
fact that, by definition, members of a minority faction are especially exposed to contrary
pressures. On average, minority members will be more likely to be surrounded by people
who disagree with them, whereas majority members will tend to find themselves close to
like-minded others. As long as there are no systematic factors favoring the minority posi-
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tion, social influence will lead to a reduction in the size of the minority. Of course, under
certain conditions, minority influence can be expected to prevail (Latané, 1996¢; Latané
& Bourgeois, 1996a; Latané & Wolf, 1981; Moscovici, 1976; Wolf & Latané, 1983,
1985). For example, if minority members are especially persuasive (as when truth is on
their side), minority factions can be expected to grow in size. Overall, however, consoli-
dation seems to be the rule rather than the exception.

Clustering occurs as neighbors in social space come to share the same attributes. Clus-
tering in the real world can come about for several reasons. Obviously, people can simply
move to neighborhoods where they feel more comfortable, thereby segregating themselves
by race, income, ethnicity, or religion (Schelling, 1976). Less obviously, clustering will
also result merely from social influence, as neighbors influence each other more than
strangers and therefore come to be more similar.

Clustering is dependent on there being some sort of spatial distribution of individu-
als in a population, such that there are variations in immediacy. In other words, people
must be located in some kind of social space in which each person has more influence
on some members of the population than others (Latané & Liu, 1996; Nowak, Latané,
& Lewenstein, 1995). Research in proximity, from the seminal Festinger, Schachter, and
Back (1950) study to recent surveys of people ranging from rural Chinese villagers to
South Florida suburbanites and electronically connected and highly mobile international
social scientists shows that immediacy is a critical determinant of social impact (Latané
et al., 1995; Latané & Rockloff, in press).

Correlation across different attributes may result from social influence for at least three
different reasons. For one thing, attitudes on different issues may share common higher-
level values and/or ideologies which become salient in the course of discussion. For
example, support for the death penalty and opposition to abortion might become posi-
tively correlated in a population in which discussion is framed along conservative-liberal
lines, in contrast to a population in which discussion is split along Catholic-Protestant
divisions.

A second reason, suggested by Abelson (1979), results from the fact that individuals
differ in persuasive strength. As those who are most persuasive are most influential
to those around them on each of a variety of issues, the population as a whole may become
polarized in patterns that duplicate the belief structures of these key individuals.

A third and especially intriguing reason has to do with the loss of independence that
results as attitudes on different issues cluster (Latané, 1996d). As individuals interact and
become similar to those around them, the effective unit of analysis is no longer the indi-
vidual but a cluster of individuals, resulting in an effective reduction in degrees of
freedom. The greater the overlap between clustering on the two issues, the greater the
expected correlation. Thus, computer simulations in which topics are arbitrary and opin-
ions on one cannot directly influence attitudes on another show that correlation can
emerge from nothing. Although this apparent increase in correlation can be seen as a sta-
tistical artifact, it is nevertheless real in its consequences.

Finally, social influence can paradoxically be self-limiting and, despite consolidation,
result in continuing diversity. Seldom (unless initial minorities are too small and scattered
to form local clusters) will an entire population converge on the same choice. Although
typically reduced in size as a result of consolidation, minority factions usually survive.
This can be explained by the fact that clustering protects minorities.
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Computer simulations (Latané & Morio, in press; Latané & Nowak, 1997) and the-
oretical analyses (Lewenstein, Nowak, & Latané, 1992) reveal two conditions required to
maintain continuing diversity. First, there must be variation in persuasive strength or
immediacy among the agents in a population, so that “stronger” individuals or greater
distances can anchor the borders of minority clusters and shield people in the interior
from counter-attitudinal pressure. Otherwise, minority clusters will erode into the major-
ity sea. Such variation, often overlooked in theoretical analysis, obviously holds in the
real world.

Second, individual atticude change processes must have some degree of nonlinearity,
such that change is not simply incremental or proportionate to influence. That is, atti-
tude change must be discrete and not a simple adoption of the neighborhood average as
implicitly or explicitly assumed by classic attitude theory (e.g., Abelson, 1964; Anderson,
1971) — otherwise the system will converge to uniformity. Such nonlinear change may
be the rule in the real world, especially for important or involving issues (Harton &
Latané, 1997; Latané & Nowak, 1994; Liu & Latané, 1998a, 1998b).

In summary, real-world history and computer simulations show that social systems
self-organize in four different respects. Consolidation comes about because minorities are
usually more exposed to opposition than majorities and therefore more vulnerable to
social influence. Clustering results from people being more influenced by their neighbors
than they are by strangers. Correlation emerges as a result of both the perpetuation of
the strength structure and the reduction of degrees of freedom that results from the emer-
gence of overlapping clusters of originally independent attributes. And, finally, continu-
ing diversity is maintained by these same clusters, which have the effect of making
everybody think they’re in the majority.

These features seem to be the inevitable result of dynamical social systems. They are
extremely robust and not just some idiosyncratic quirk of a fine-tuned simulation. This
nontrivial discovery is reported in major books and journals in social science and physics
and illustrates that complex systems are not necessarily chaotic with small initial differ-
ences leading to big changes in the outcome. On the contrary, in self-organizing social
systems such as those we describe, very different starting points lead to identical out-
comes, at least at the group level.

Computer simulations and historical analyses can be very satisfying, but it would be
even more convincing if these outcomes could be demonstrated in actual experimental
settings. Furthermore, it would be nice to test the further implications from dynamic
social impact theory that consolidation and clustering should be enhanced in proportion
to social influence, correlation should be proportional to clustering, and diversity
should continue even when individuals are strongly motivated to conform to the
majority.

The Dynamics of Electronic Discussion

To test these predictions, we turned to electronic groups in which we could automati-
cally control and record all episodes of interpersonal communication. We recruited 456
students by mail to participate in Florida Atlantic University’s Computer Administered
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Figure 10.2. Communication links and initial perceived norms on six issues for an actual group of
24 people.

Panel Study (CAPS). Promised $20 plus bonuses for coming to five sessions over a two
and a half week period, participants averaged $41 apiece for their efforts. Participants
were organized into 19 separate 24-person groups, and communicated with other
members of their group by composing short messages on a variety of experimenter-defined
topics. Messages written during one session were delivered and read the following session
two or five days later.

By controlling which others within each 24-person group received the messages typed
in by each participant, we were able to create a social space. Each participant was ran-
domly assigned an address within the group. Nine of the groups interacted in a one-
dimensional “linear” geometry in which messages were passed to the two members on
cither side (with the ends wrapping around). This simple network, in which people are
spread out as if along a country road, is similar to “wheel” structures from previous com-
munication studies (Shaw, 1964). Ten groups interacted in a hierarchical “family” geom-
etry — six four-person subgroups, each with two connections to the neighboring families
on either side. This geometry was meant to capture the complex “clumpiness” of social
space in the real world.

The 24 faces in Figure 10.2 represent both this spatial configuration and the positions
of an actual group of 24 people on six issues before discussion. Each feature (2 brows, 2
eyes, 2 sides of mouth) corresponds to an issue, about which the person can be pro or
con. Clearly, there is considerable initial disagreement on every issue, and each face seems
to be a random combination of features, reflecting the fact that these choices are arbi-
trary and not yet open to social influence.

Varying influenceability

We chose five activities designed to vary the degree to which people were likely to influ-
ence one another:

1 Conformity game. Participants were promised a $1 reward for predicting the posi-
tion of the majority of their 24-person group on each of 6-11 uninvolving issues
such as “Which mathematician (Euler or Hilbert) will the majority of your 24-person
group prefer?” Topics were deliberately chosen to be neutral — we pretested each to
make sure students had no systematic preference and would thus be more open to
social influence.
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Each person had to predict the majority preference based only on the choices
of their four nearest neighbors. A rational winning strategy would be to use this
limited local information to help guess the global majority preference. For example,
if all four of your neighbors agree with you, stay with your previous choice, whereas
if all four neighbors disagree, change. Previous research on the conformity game
(Latané & L'Herrou, 1996; Latané & Bourgeois, 1996b) suggests that most people
do adopt such a strategy.

The conformity game may seem somewhat artificial or contrived, but it is

similar to many other social influence situations in which imitation is the goal.
Although people outside the psychology laboratory are seldom if ever given cash
to agree with their neighbors, they often are motivated to be relatively inconspic-
uous in their dress or behavior — at least until they find out what are the local
norms. What you wear to a party or order to eat or drink at a business lunch may
be strongly affected by what you think your friends or coworkers will choose —
your goal in such situations may be simply not to differ too much from them.
Thus, the conformity game can be seen as a problem in norm detection.
Give/take game. Because dynamic social impact theory predicts group-level self-
organization to emerge on behaviors as well as beliefs, we included a simple social
dilemma task. Each person within each 24-person group was given a choice on
each round of whether to divide $2 among their four nearest neighbors or take $1
for themselves. Of course, this is a classic social dilemma; the more people who
act unselfishly (i.e., by giving 50 cents to each of their neighbors), the better off
the group as a whole will be, but acting in one’s own self-interest (i.e., by taking
a dollar) will always pay off individually. Based on previous research with two-
person dilemma games (e.g., Dawes, 1991; Komorita, 1965), we thought people’s
decisions to give or take would be influenced by the previous decisions of others.
If so, choices should consolidate and become regionally clustered as local norms
of cooperating versus competing emerge from the local interactions of the partic-
ipants (Glance & Huberman, 1994).
Political/Social attitudes. Participants were asked to rate their agreement with a
series of statements representing a variety of judgments of human rights violations
(H), political policies (P), social issues (S), and items from the Authoritarian Per-
sonality Inventory (F). In addition to stating their opinions on each issue on a six-
point scale (from —3, definitely disagree to +3, definitely agree), group members
also typed in a rationale (up to two lines) for their choices. On each subsequent
session, group members could read the opinions of four neighbors before having
a chance to revise their own.

Unlike the conformity or give/take games, pressures to uniformity on this task
should result primarily from needs to create or conform to a group consensus or
social reality (Festinger et al., 1950). Whether through desires to persuade others,
change themselves, or avoid the consequences of deviance (Festinger, 1950; Fes-
tinger & Thibaut, 1951; Schachter, 1951), people often come to agreement in dis-
cussion groups, even without explicit reward (Levine, 1980). We expected people
to be somewhat but not massively responsive to the opinions of their neighbors
on these political and social issues.
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4 Personality self-descriptions. Personality traits are generally thought to be more stable,
enduring, and genetically determined than atticudes (but see Tesser, 1993), but
there is reason to think they may be subject to social influence. Western cultures
seem to produce individualistic, self-oriented, competitive people compared to the
communal, family-oriented, and cooperative people characteristic of Eastern cul-
tures (Triandis, Brislin, & Hui, 1988).

The personality discussion forum asked people to describe themselves in terms
of 10 items drawn from the NEO-FFI version of the Big Five personality inven-
tory, using a six-point scale to indicate their agreement with each statement (e.g.,
“I often feel tense and nervous”) and giving a two-line reason or example. On sub-
sequent rounds, each person was shown how their neighbors answered each ques-
tion and why, and then could revise their own answers. Unlike the political/social
issues, any pressures toward agreement probably result not so much from needs
for social reality as from opportunities for social comparison (“These other four
people seem to be quite tense and nervous; maybe I am t00”).

5  Deviation game. Instead of being rewarded for adopting the majority choice as
in the conformity game, participants in the deviation game were paid $1 per topic
for being in the minority of their 24-person group, giving them no incentive
to become similar to their neighbors. Again, each had to infer the global
preference from the previous choices of their four nearest neighbors, but
now should be motivated to change to the extent their neighbors agree with
them.

Individual change

Every session after the first, each person discovered for each item how their four nearest
neighbors responded on the previous round. Figure 10.3 shows the probability that indi-
viduals would change their choice as a function of the proportion of these messages that
opposed their own position. Change in the conformity and deviation games was defined
as moving from one choice to the other (e.g., from Euler to Hilbert); in the give/take
game, as a switch from giving to taking or vice versa. For political/social attitudes and
personality self-descriptions, change was defined conservatively, as a movement from
agreeing to disagreeing or vice versa (incremental changes in degree but not direction,
e.g., from —3 to —2, were not coded as opinion changes).

Social influence was highest in the conformity game. Fewer than 5% of participants
changed if at least half of their correspondents agreed with their previous choice. If in a
local minority, however, they conformed to their neighbors’ choices two-thirds of the
time. Even so, individual biases were strong and 25% maintained their initial positions
in the face of unanimous opposition.

Choices on the give/take game were also highly subject to social influence. When con-
fronted by a majority who adopted the opposite strategy on the previous round, people
changed their own strategy two-thirds of the time. There was an interesting asymmetry
— givers confronted by a majority of takers were more likely to change than were takers
confronted by givers, showing a role for self-interest as well as social influence.
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Figure 10.3. Individual change as a function of topic type and local disagreement.

People responded to their neighbor’s arguments with respect to the political/social
issues — over one-third changing with an opposing majority compared to the 10% who
changed after being exposed to disagreement from one or two neighbors. Even so, change
was relatively infrequent — even when all four correspondents disagreed, participants held
to their previous opinion 62% of the time.

People were surprisingly influenced by the choices of their neighbors on the person-
ality self-description items, being even more affected by knowing whether their neigh-
bors agreed with these self-referential statements than with attitudinal positions.
Participants changed their responses to Big 5 items fully half the time when all four
neighbors gave an opposite self-description.

Finally, change in the deviation game was inversely related to the amount of opposi-
tion, with people being more likely to change to the extent their neighbors agreed with
them.

These differences in degree of social influence should be reflected by corresponding
differences in the resulting emergence of consolidation, clustering, and correlation. Specif-
ically, these forms of self-organization should be greater for the conformity and give/take
games than for personality self-descriptions and political/social attitudes, and should
completely disappear for the deviation game.

Results

The study evolved over four semesters, and there were variations in the number and
content of topics within each type. Therefore, statistical analyses were conducted by com-
puting the average degree of consolidation, clustering, and correlation across all issues of
a given type for each of the 19 independent groups before calculating planned compar-
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Figure 10.4. Consolidation as a function of topic type.

isons. This conservative strategy (Rosenthal & Rosnow, 1991) underestimates the statis-
tical significance of the observed group phenomena (e.g., if a given group showed posi-
tive clustering on all six conformity game issues, the average clustering score does not
nearly describe how unlikely this would be by chance). Most of our results were associ-
ated with extremely large effect sizes (all reported results being statistically significant), so
this loss is not serious.

Consolidation, or the tendency for the initially preferred choice, opinion, or strategy
to become more prevalent as a result of discussion, was commonplace. Consolidation rep-
resents a reduction in minority size and can be calculated by the formula [1 — (size of
final minority/size of initial minority)] (Latané, Nowak, & Liu, 1994). Figure 10.4 shows
the average consolidation indices across groups broken down by topic type, with 95%
confidence limits superimposed.

All 19 groups played the conformity game, with each group discussing between 6 and
11 topics. Every single group exhibited positive consolidation and minority factions on
average lost one-third of their members. Fourteen groups played the give/take game; 12
starting with a majority of takers, and the other two with a majority of givers. In every
group but two, whichever choice was in the initial majority became more common over
the five rounds; on average, minority factions again lost 33% of their members as a result
of people changing their strategies to agree with their neighbors.

All nine of the groups that shared personality self-descriptions showed positive con-
solidation over the 10 items they compared, and minority factions were reduced by 19%.
Although people were not very responsive to social influence for the 8-12 political/social
issues, minority factions within each of the 19 groups got smaller, shrinking by 12% after
five discussion rounds. Finally, among the 14 groups playing the deviation game (each
using either two or three topics), there was absolutely no sign of consolidation, with a
net change of less than 1% in the size of the minority.

Overall, then, the tendency for minority factions to be reduced in size was highest in
the conformity and the give/take games, significant to a lesser extent in the personality
and political/social discussions, and nonexistent in the deviation game. This ordering cor-
responds perfectly to the relative degree of individual social influence characteristic of
each topic type.
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Figure 10.5. Clustering as a function of topic type.

Clustering was also consistent. The total number of opposing messages within a group
after an exchange can be used to create a clustering index by comparing it to the total
oppositions to be expected from all possible permutations of 24-person groups with the
same minority size to calculate the probability of as few or fewer oppositions by chance.
This probability can in turn be expressed as a z-score which can be averaged across issues
and groups. This procedure is similar in logic to a runs test.

Before discussion, there were essentially random levels of clustering within the dis-
cussion groups for each topic type, as people were no more or less likely than chance to
agree with their neighbors. Figure 10.5 shows the average clustering after discussion.

On conformity game items, each of the 19 groups showed substantial increases in the
level of clustering over the five discussion rounds and final z-scores averaged 3.20. Deci-
sions on the give/take game also clustered significantly, although not so greatly, with 12
of 14 groups showing an increase. People became more similar to their neighbors in each
of the nine groups that compared personality self-descriptions and in each of the 19
groups on the political/social discussion items. However, the final average clustering index
for these three topic types, although significantly greater than zero, was noticeably smaller
than for the conformity game.

Table 10.1 lists the 22 items used in the political/social discussion forum, along with
indices of social influence, size of initial minority, and final clustering. Clustering was
positive for 21 of the 22 items and significant for 14. Interestingly, the six items with the
lowest z-scores all were among the seven with initial minorities or social influence scores
less than .25.

Finally, there was virtually no net change in the level of clustering after discussion for
the 14 groups playing the deviation game, and in many cases these groups exhibited anti-
clustering, in which people become less similar to their neighbors than expected by
chance.

In summary, clustering is a powerful emergent force, characterizing virtually every
group and issue for which there was positive social influence, and it is exhibited when
and to the degree predicted by dynamic social impact theory. It characterizes both impor-
tant and trivial issues, over a wide range of susceptibility to social influence.

Correlation. Perhaps the most surprising prediction of DSIT is that positions on pre-
viously unrelated issues can become correlated, not just because people discover hidden



Table 10.1. Clustering of Political/Social Discussion Topics as a Function of Social Influence and Initial Minority

Discussion topic

Social influence

Initial minority

Clustering index

A few strong leaders could make this country better than all the laws and talk F
Someone with a contagious disease is sent by force to the hospital to be cured H
Law and order is more important than letting every kook have his say P

Most people who don’t get ahead just don’t have enough will power F

The police are generally corrupt and brutal P

Government attempts to prevent marijuana are just about as stupid as prohibition P
People should be allowed to hold demonstrations in the street without interference P
What young people need most of all is strict discipline by their parents F
Affirmative action in university admissions S

U.S. military intervention in crises within foreign countries S

Legalizing marijuana S

Someone kills a robber that had entered into his/her house H

A government requires that women cover their faces when going into the street H
Military training is unnatural and has a tendency to warp people P

A wife won't let her husband go out without her H

Homosexual couples as adoptive parents S

Someone is declared insane and is locked up. He protests but no one listens H
An insult to your honor should not be forgotten F

Lowering the current drinking age in Florida S

Smoking restrictions in public facilities S

Abusing of children is an unforgivable infringement of personal liberties P

Some parents force their children to quit school H

42
71
58
46
57
.54
42
.69
29
.28
.37
.66
47
.56
46
.57
41
.19
.19
91
22
43

.39
.38
.39
40
41
.38
43
31
27
46
45
33
22
.38
.37
40
22
.38
.36
.06
42
A1

1.82%**
1.73%**
1.54%%¢
1.42**
1.32**
1.32**
1.28**
1.18**
1.15**
1.13*
1.08*
1.07*
1.07*
.92*
.60
49
43
.38
.29
12
.08
-.19

*p<.05. % p < .01, ™ p < .001. p values are based on the meta-analytic combination of zscores from independent groups.
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Figure 10.6. Correlation as a function of topic type.

relationships between them, but simply from the loss of independence due to clustering.
To measure the degree of increased correlation, we counted, separately for each inde-
pendent 24-person group, the number of statistically significant (» > .40 for p = .05, df
=23) correlation coefficients among all possible combinations of issues of each type before
and after discussion (we could not assess correlation for the give/take game because each
group played only once) (see Figure 10.6).

Before discussion, only 7% of all the possible correlations among the 6-11 conformity
game items in each group were significant, just above what one would expect by chance.
As a result of the clustering induced by discussion, the number of significant correlations
among the conformity game responses rose in each of the 19 groups. The increase was
dramatic — after sharing perceptions of group preferences, 35% of the correlations were
significant and their average absolute value rose from .17 to .28. These correlations, which
ranged up to .83, are simply a result of dynamic social influence separately applied to
each of the issues, and presumably do not represent the emergence of anything like an
ideology.

Although the political/social items were largely drawn from questionnaires designed
to measure general liberal/conservative attitudes, there was surprisingly little correlation
among them before discussion, with only 8% of all possible correlation coefficients being
significant at the .05 level. Discussion increased the proportion of significant correlations
to 14% and this increase occurred for 14 of the 19 groups (p = .03). The smaller increase
in correlation resulting from communication with respect to political/social rather than
conformity game issues can be explained simply by the fact that there was less social influ-
ence and less clustering for these items. This pattern of results is consistent with the idea
that correlation is determined by the degree of clustering, and not by implicit or latent
ideological connections among the issues (Lavine & Latané, 1996). In fact, the average
within-group correlation (across issues) between post-discussion clustering and correla-
tion is .30 for conformity game items and .47 for political/social issues.
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Self-description items drawn from the Big 5 personality questionnaire showed sub-
stantial correlation before discussion with 19% of the possible correlations being
significant. However, although there was as much of an increase in clustering on these
items as for the political/social issues, there was no tendency for correlation among the
items to increase. It may be that the initial correlation structure somehow constrained
the tendency for clustering to increase correlation among items. At any rate, there was
no relationship across groups between the degree of post-discussion clustering and cor-
relation for personality self-descriptions, unlike political/social and conformity game
issues.

Finally, for the deviation game, in which people strove to be dissimilar from their
neighbors, only 5% of all possible correlations were significant even after discussion.
Again, it appears that clustering, in the absence of a pre-existing correlation structure, is
a necessary and sufficient condition for the emergence of correlation.

Continuing diversity. The final implication of dynamic social impact theory is that clus-
tering will limit the amount of consolidation within each group so that, even if strongly
motivated to achieve consensus, people in minority clusters will not be affected by the
global majority.

Fewer than 4% of the 182 cases in which a group discussed a political/social topic
reached total overall agreement. Furthermore, none of the 14 cases where groups played
the give/take game or the 72 instances where they shared personality self-descriptions or
the 37 instances where they discussed deviation game topics reached unanimous consen-
sus — diversity prevailed in every case. Even in the conformity game, where people were
paid for detecting the majority preference, consensus was achieved by only 7% of the 159
cases, and people failed to earn the reward on 43% of their 3,816 opportunities — par-
ticularly poor performance, as they were guaranteed at least a 50% chance of winning by
the rules of the game.

Summary

These results extend previous research with the conformity game (Latané & L'Herrou,
1996; Latané & Bourgeois, 1996b) and electronic juries (Jackson, Bourgeois, & Latané,
under review) and suggest that consolidation, clustering, and continuing diversity occur,
not only when people are striving to attain consensus or agreement with the majority,
but also when they are simply discussing political and social issues. Because the rate of
opinion change is lower when discussing such issues, the degree of consolidation and clus-
tering, though still pronounced, is reduced. The striking implication that initially unre-
lated opinions will become correlated as a result of discussion was also confirmed for both
conformity game and political/social issues. Thus, computer-mediated discussion groups
provide strong confirmation of the emergence of all four forms of self-organization — con-
solidation, clustering, correlation, and continuing diversity — predicted by dynamic social
impact theory.

Furthermore, the degree of consolidation, clustering, and correlation was proportional
to the degree to which topic types were subject to social influence, greatest for the con-
formity and give/take games, significant for personality self-descriptions and the politi-
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Table 10.2. Social Self-Organization as a Function of Influenceability

Topic type # of groups Influence Consolidation Final Pre/Post %
index clustering significant
correlations
Conformity 19 .72 33%*** 3.20%** 7% | 35%***
game
Give/Take 14 .45 33%0™** 1.35%** n.a.
game
Personality 9 27 18%*** .80*** 19% / 19%
self-
descriptions
Political/Social 19 22 129%*** 847** 8% / 14%*
attitudes
Deviation 14 -.32 0% —.46 5% / 5%
game

*p < .05, % p < .01, **p<.001, by ~test. p values are based on independent groups.

cal/social attitudes, not at all for the deviation game (Table 10.2). This result suggests
that dynamic social impact theory may be useful, not only for drawing our attention to
important group-level phenomena, but also for helping to predict their magnitude and
extent. In fact, Latané and Bourgeois (in press), entering the present data into a series of
computer simulations, have shown that the theory can successfully predict the degree of
consolidation and clustering, not only for different topic types according to the degree
they are susceptible to social influence, but also for different topics and different groups
according to the initial random distributions of individual choices.

Clustering in these electronic groups takes place in electronic space, and the groups
are small and short-lived, existing for fewer than three weeks. However, we believe the
basic dynamics of consolidation, clustering, and correlation are the same as for society as
a whole.

Problem of Scale

The results of these small-group studies are very satisfying, but they hardly yet explain
self-organization at the level of society. The problem is not that small groups can’t repre-
sent larger populations — quite the contrary. Since these groups are borderless and repre-
sent geometries rather than irregular structures, there is no reason why our findings with
24-person groups would not be equally powerful with 240, 240,000, or even 240 million
people. The problem is that the processes we have detailed only produce small clusters,
curdles rather than continents, much smaller than typical of the outside society. How can
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Figure 10.1. Post-discussion norm perceptions for the same actual group. Note the common within-
family beliefs.

we scale them up? Are there additional processes which might amplify the scale of social
self-organization?

An obvious candidate is social identity, as the emergence of clusters from dynamic
social impact leads to the development of subgroups of people with similar actributes.
Figure 10.7 shows the post-discussion opinions of the group of people from Figure 10.2
on six conformity game issues. To see how discussion induced a high degree of cluster-
ing on any given topic, see how each particular feature (e.g., the right eye, which here
indicates which of two architects each person thought the group preferred) has become
more similar within than between subgroups. But there is also a remarkable degree of
similarity across the six different topics within each family. In other words, family
members now look alike. Note especially the second, third, and fourth subgroups from
the left.

Clustering and correlation have produced strong “family resemblances” within most
subgroups. Although not visible to participants in the present paradigm, such local norms
may become identifiable to their members, and form the basis for friendship choices,
stereotypes, in- versus outgroup feelings, and all the other features of our social world.
Once such macroscopic phenomena begin to emerge from microlevel processes, they can
create further feedback leading to the emergence of such phenomena as social represen-
tations and social identities.

Electronic Groups as Dynamical Systems

It is a characteristic of dynamical systems that relatively stable new behavior patterns can
emerge from lower level system properties, without any outside higher level influence
required to explain the emergent regularities (Casti, 1994; Holland, 1995; Kauffman,
1995; Lewin, 1992; Waldrop, 1992). For example, as the different components of a
walking leg interact, the possible movements of each component part are constrained by
the interconnections with other parts of the leg (Baron, Amazeen, & Beek, 1994). As
systems get larger and more interconnected, the degrees of freedom for each component
part are reduced. Similarly, as people within our electronic groups discuss issues, they
become more interdependent with their neighbors, leading to an analogous reduction in
degrees of freedom.

We can think of consolidation, clustering, and correlation as order parameters (Turvey,
1990), quantitative measures that reflect the coordination, coherence, and cooperativity
among the people within a group. From essentially zero starting values, increases in these
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indices reflect the emergence of self-organization within each group. Order parameters
are thought to vary as a function of control parameters, or outside variables that affect
the lower level behavior of agents in a dynamical system. In that sense, individual pres-
sure to change can be considered a control parameter in this study. As people become
increasingly likely to adopt the attributes of those around them, increases are expected in
the order parameters of consolidation, clustering, and correlation.

Discussions within our 19 electronic villages consistently led to group-level self-
organization that confirmed the predictions of dynamic social impact theory. From ini-
tially random distributions, opinions and choices of group members consolidated and
became regionally clustered, correlations across issues increased, and diversity persisted.
These phenomena emerged when and to the degree predicted by individual social
impact. There were no higher order group processes causing these forms of organization.
In fact, participants knew nothing about the communication geometries involved, they
merely knew that they were sharing messages with four other members of a 24-person
group.

Is there something unique about computer-mediated communication that would
qualify our conclusions about dynamic social impact? That is, would face-to-face groups
discussing similar issues within subgroups show the same tendencies toward self-organi-
zation? In fact, it seems that if anything, people are less vulnerable to normative influ-
ence when discussing issues by computer (Sproull & Kiesler, 1991); to the extent that
this is true, we may expect even more individual influence within face-to-face groups and
hence more group-level self-organization. Studies in which college students discuss quiz
questions with those seated around them have shown evidence of consolidation, cluster-
ing, correlation, and continuing diversity of opinions (Harton, Green, Jackson, & Latané,
1998; Rockloff & Latanég, 1996).

Social Representations

Moscovici (1961, 1984) has introduced the influential concept of social representation to
explain the evolution of culture and the “invention of society.” The patterns of beliefs
and behaviors formed by dynamic social impact can be considered rudimentary
social representations in four respects: (1) they apply to ideas, values, practices, and any
other socially influenceable attributes of a person; (2) they are collectively realized,
regionally differentiated, evolving patterns of agreement and disagreement in which dif-
ferent people possess different aspects of the complex whole; (3) they emerge from the
everyday interactions of ordinary human beings, each following simple psychological laws;
and (4) they can acquire iconic form allowing them to become the means as well as the
objects of social influence. The two theories complement each other nicely (Huguet &
Latané, 1996; Huguet, Latané, & Bourgeois, 1998; Schaller & Latané, 1996), with social
impact theory providing a mechanism for explaining the spread of social representations
and the persistence of diversity, a clear criterion for deciding whether a socially shared set
of attitudes is a social representation or simply a common response to compelling
circumstance, and criteria for identifying the group(s) for which a social representation
exists.
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Conclusion

Dynamic social impact theory views culture as a continuing human creation to which
everyone contributes. Based on the psychology of the individual human being living in
a social world, dynamic social impact theory assumes that culture is generated from the
bottom up in the form of inductive combinations of culture elements that become spa-
tially distributed social representations. Thus, the theory assures a central role for social
psychology in solving the master problem of social science, McDougall’s task of showing
how individuals create and are shaped by society.

The four Cs of group dynamics can be understood as the predictable outcomes of non-
linear systems of spatially distributed individuals influencing each other in proportion to
their strength, immediacy, and number. Like other self-organizing systems, groups of all
sizes respond in complex, non-intuitive ways to external and structural change, but often
produce emergent factions or subcultures with an apparent life of their own. Subcultures
can be seen as temporally evolving, regionally clustered, partially correlated sets of socially
influenced but individual beliefs, values, and behaviors.

Although we hope this theory may lead to understanding the sociological, political,
and economic phenomena that go together to create culture, it will probably be best suited
to explaining the form rather than the content of historical, cultural, and regional dif-
ferences, nothing in the theory telling us what the nature of a particular culture will be.
We do not have space to discuss the role of individual experiences and interests, except
to say that according to this theory, there should be two kinds of cultural universals, those
originating in the nature and experience of individuals (“bias”) and the macrolevel emer-
gent consequences of their interaction (dynamic self-organization).

Dynamic social impact theory sees human society as a collection of subcultures, an
organic changing entity responsive to, and possibly controllable through, the technology
that determines the shape, the geometry of social space, the technology of social interac-
tion. Thus, dynamic social impact theory may help us understand the ways in which
social mobility and technological change will affect the existence and nature of continu-
ing diversity in both small and large groups.
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CHAPTER ELEVEN
Attitudes, Norms, and Social Groups

Joel Gooper, Kimherly A. Kelly, and Kimherlee Weaver

The concept of the attitude has had a long and venerable history in social psychology. In
his seminal chapter in the original Handbook of Social Psychology, Gordon Allport (1935)
called the attitude, “probably the most distinctive and indispensable concept in contem-
porary American social psychology.” In all probability, it still is. At the very least, it is the
most widely referenced concept in social psychology as the twentieth century draws to a
close.

It is interesting that it was not always so. According to Allport, before the attitude
concept gained acceptance, there was no agreed upon way to represent preferences, sen-
timents, and values. But the growth of the attitude concept gave social psychologists a
way to discuss and measure such preferences. Cantril (1934) defined attitude as “a more
or less permanently enduring state of readiness of mental organization which predisposes
an individual to react in a characteristic way to any object or situation with which it is
related.” Current students of attitudes have generally conceived of attitudes in much the
same way. Petty and Cacioppo (1996), for example, refer to attitudes as “a general and
enduring positive or negative feeling about some person, object, or issue” (p. 7).

Despite the similarity in definitions of atticudes during the past seven decades, there
have been interesting and subtle differences in the direction of research. In Allport’s view,
one of the benefits of the attitude concept was that it allowed researchers not only to
examine the preferences of individuals, but also the dispositions and preferences of social
groups and cultures. For Allport, the study of attitudes provided a meeting ground for
the study of groups and individuals. In that vein, Festinger (1950) emphasized the inte-
gral interdependence of individual and group by noting, “an attitude is correct, valid,
and proper to the extent that it is anchored in a group of people with similar beliefs,
opinions, and attitudes” (p. 272).

During the intervening decades, the focus of attitude research has shifted from its co-
emphasis on individuals and groups to a predominant interest in the individual. With a
few notable exceptions, attitude research has emphasized internal processes and has largely
ignored the influence of groups on attitude formation and change. Consequently, it goes
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almost unnoticed that Petty and Cacioppo’s (1996) definition of attitudes exclusively
addresses the feeling of an individual toward a person, issue, or thing and does not refer
to the social situation or social group.

In this chapter we will review research and theory that suggests that the social groups
to which we belong play a major role in atticude formation, attitude—behavior consis-
tency, and attitude change. We begin by examining the ways in which groups influence
the formation of attitudes. We then look at the link between attitudes and behavior,
paying special attention to the importance of reference groups in promoting
attitude—behavior consistency. Finally, we explore two theories of attitude change: group
polarization and cognitive dissonance. While polarization has always been studied from
a “group” perspective, cognitive dissonance has primarily been studied at the individual
level. However, both past and recent research can give us some insight into the ways in
which group membership may play an important role in attitude change.

One recurring theme throughout this chapter is the idea that groups have the largest
influence on attitudes when group identities are important, relevant, and salient. Many
of the current models of social cognition place an emphasis on the fact that we often will
act upon whatever attitude, information, or goal happens to be accessible at a particular
moment in time. Like other types of cognitive structures, when group identities have
been activated, they can influence how we form, act upon, and change our attitudes. This
is particularly true when the group is important to us, and when group membership is
relevant to the attitudinal issue.

Attitude Formation

People often seek information about objective reality by examining the actions of others.
At other times people are concerned about being accepted by others, and comply with
group norms in order to obtain social approval. These two forms of social influence are
typically referred to as informational and normative social influence, respectively (Deutsch
& Gerard, 1955). In this section, we will examine how both informational and norma-
tive social influence affect the ways in which people form attitudes. We will also explore
the ways in which the salience of group norms and social identities can influence attitude
formation.

Informational social influence

In situations in which the correct attitude or behavior is difficult to determine, people
can look to those around them for clues as to what they should think and do. For instance,
if people want to know if the ocean water is warm enough to go swimming, they might
look to see if any other people are in the water. If people are uncertain about a particu-
lar attitudinal issue, they might behave in the same way. They could examine the atti-
tudes of those around them, in order to learn what other people think. Hence, this type
of influence is known as informational social influence.
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Sherif (1935) demonstated that in ambiguous situations, people look to the opinions
of others for information. Sherif asked participants in a dark room to estimate the dis-
tance a small light moved. Due to a visual phenomenon known as the autokinetic effect,
most people perceived the light to be moving, even though it remained stationary. At
first, individuals’ estimates of the distance the light moved varied. However, after repeated
trials in which the participants heard everyone’s responses, all of the participants in a given
group began to make similar distance estimates.

Participants in Sherif’s (1935) experiment apparently internalized the information they
received from the other group members. When asked to judge the movement of the light
in private, participants still responded with answers that matched the previous group con-
sensus. This suggests that in cases where people are uncertain about what attitudes to
hold, individuals may influence each other through their actions and responses until most
group members hold similar attitudes.

The nature of the group: Ingroups and outgroups. 'The nature of the group providing the
information influences whether individuals will accept other group members’ opinions.
In a replication of Sherif’s (1935) experiment, Abrams and his colleagues (Abrams,
Wetherell, Cochrane, Hogg, & Turner, 1990) manipulated the degree to which partici-
pants saw themselves as members of a group. They placed confederates (outgroup
members) in each condition, and then varied the distinction between ingroup and out-
group. The first group performed the autokinetic task anonymously in the dark, as had
Sherif’s participants. A second group received a label to distinguish them from the sub-
group of confederates, and the third group both received a distinguishing label and per-
formed a prior task with their own subgroup.

Abrams et al. (1990) found that participants’ responses were less likely to converge
with the responses of the confederates as the salience of their status as a distinct group
increased. Conformity was lowest when the participants had previously distinguished
themselves from the outgroup (confederates) by performing a task together. Conformity
was highest when the distinction between ingroup and outgroup was not readily appar-
ent. These results suggest that although groups can provide information people use to
form attitudes, people are more likely to accept this information from ingroup members.

Normative social influence

The second type of influence that groups can provide is normative social influence. The
most common example of normative influence is Asch’s (1951, 1956) line-length exper-
iments. In these experiments, participants were asked to judge the length of lines, after
hearing responses from several other individuals. Occasionally, the other individuals (who
were all confederates of the experimenter) would give an incorrect response. Sometimes
this normative pressure led participants to agree with the incorrect estimates. Later exper-
iments (e.g., Deutsch & Gerard, 1955) found that when participants gave their answers
privately, they were much less likely to agree with the confederates.

Although the Asch experiment does not deal directly with attitude formation, exper-
iments with similar designs have investigated the role of normative influence in the for-
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mation of attitudes toward objects as diverse as paintings (Argyle, 1957), flavors (Kelley
& Lamb, 1957), and people (Raven, 1959). For instance, Raven (1959) asked partici-
pants to form an attitude about a juvenile delinquent named “Johnny Rocco.” Although
participants tended to feel that Johnny should be treated leniently, they were told that
the majority of group members advocated harsh punishment. As in the Asch (1956) study,
participants were more likely to conform to the judgments of other group members when
their responses were public rather than private, indicating normative social influence as
the basis for the attitude.

Ingroups and outgroups revisited. As with informational influence, research has shown
that normative influence is also dependent on the relationship people have with the group
providing the norm. Abrams et al. (1990) replicated the Asch (1956) experiment using
a straightforward ingroup, outgroup manipulation. When the confederates were members
of the ingroup, the participants showed the usual pattern: They were more likely to
conform publicly than privately. However, when the confederates were outgroup
members, participants were more likely to conform privately than publicly. Although
people may alter their behavior to publicly match ingroup norms, outgroup norms are
more likely to influence private attitudes rather than public behavior.

Salience of group norms and social identities

When are groups most likely to influence attitudes? Psychologists working in the tradi-
tion of social identity and self-categorization theory have proposed that when a particu-
lar social identity is made salient, people will categorize themselves in terms of that social
category (e.g., Turner, 1991). As Terry and Hogg (1996) point out, “When social iden-
tity is salient . . . a person’s feelings and actions are guided more by group prototypes and
norms than by personal factors” (p. 790). When people see themselves as group members,
group norms will be more likely to influence the ways in which they form, act upon, and
change their attitudes.

Groups can provide information and exert normative pressures on individuals, which
will influence attitude formation. The influence of groups will vary, based upon whether
people categorize themselves as a member of the group, or as an outsider. Groups will
have the largest influence on attitude formation when group identity is salient. Yet even
after attitudes have been formed, groups can influence the likelihood that people will act
upon those attitudes.

Attitude-Behavior Consistency

How predictive are attitudes in determining behavior? In an early review of empirical
research, Wicker (1969) called into question the assumption that there is a straightfor-
ward and direct relationship between attitudes and behavior. Wicker (1969) argued
instead that the relationship between attitudes and behaviors was weak. The lack of empir-
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ical support for a simple relationship between attitudes and behavior led theorists to look
more closely at the attitude—behavior relation in an attempt to develop better behavioral
predictions.

Research since Wicker’s (1969) review has pointed to the importance of social norms
as well as personal attitudes in determining whether people will act in accordance with
their attitudes. In this section we will discuss both the automatic and more deliberate
ways in which social norms can influence the attitude—behavior relationship. Because they
have different perspectives on the role of group norms in the attitude—behavior relation-
ship, we will examine both the motivation and opportunity as determinants (MODE)
model and the theory of planned behavior (Ajzen, 1991).

Attitudes can affect behavior both automatically and deliberately. One area of research
that has investigated this dichotomy is the MODE model. Research conducted under the
MODE model (Fazio, 1986, 1990, 1999) has helped to outline the two processes through
which attitudes lead to behavior. According to the model, under some conditions people’s
behavior is spontaneously or automatically guided by their attitudes, while under other
conditions people engage in effortful and deliberate thought about their atticudes when
forming behavioral intentions.

Automatic processing

Fazio argues that spontaneous or automatic attitude—behavior links occur when people
hold highly accessible attitudes toward certain targets. Highly accessible attitudes spon-
taneously guide behavior in part because they influence people’s perceptions of a partic-
ular target or situation. For instance, if a teacher holds a positive attitude toward a student,
the teacher will likely interpret the student’s behavior selectively, and in line with the pos-
itive attitude. This selective attention to attitude-consistent information will lead to
acticude-consistent behavior. According to Fazio (1990; Fazio & Towles-Schwen, 1999),
people are more likely to exhibit acticude—behavior consistency when their attitudes are
highly accessible and thus can guide behavior spontaneously.

Although the emphasis of the MODE model is on how attitudes guide behavior, it
also acknowledges that social norms play a role in whether people will behave in attitude-
consistent ways. Like attitudes, the influence of norms can be either automatic or con-
scious. For example, research has shown that the accessibility of norms from different
reference groups can spontaneously influence people’s perceptions of attitude objects. For
instance, Baldwin and Holmes (1987) showed that norms of accessible reference groups
influenced participants’ reactions to a description of sexual permissiveness. In their study,
participants were asked to visualize either the faces of two campus friends or the faces of
two older family members. Participants were then asked to evaluate a sexually permissive
passage as part of an allegedly unrelated task. Those who had visualized the faces of
campus friends evaluated the description more positively than participants who had visu-
alized the faces of two older family members. Apparently, the different reference groups
brought to mind norms that the participants then used to evaluate the passage. The
MODE model argues that people are more likely to exhibit attitude—behavior consistency
when their attitudes are both highly accessible and in line with accessible social norms.
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Deliberate processing: The theory of planned behavior

According to the MODE model (Fazio, 1990; Fazio & Towles-Schwen, 1999), other types
of situations lead people to engage in effortful and deliberate reflection upon their atti-
tudes when formulating behavioral intentions. A student making a difficult decision about
which graduate school to attend would likely engage in this more effortful and deliber-
ate processing mode, and would thus be likely to scrutinize his or her attitudes before
making a decision. It is when people formulate behavioral intentions through effortful
reflection that the relationship between a person’s personal attitude and his or her behav-
ior is not always straightforward. Although the MODE model acknowledges that in some
situations people scrutinize their attitudes, research conducted under the MODE model
does not address the role of deliberate processing in the attitude—behavior relationship.

The theory of planned behavior (Ajzen, 1991, see also its predecessor, the theory of
reasoned action, Fishbein & Ajzen, 1975; Ajzen & Fishbein, 1980), on the other hand,
was designed to describe the relationship between attitudes and behaviors in situations
in which deliberate, effortful processing is required. The theory of planned behavior main-
tains that behavioral intentions, rather than attitudes, directly influence behavior. Accord-
ing to the model, behavioral intentions comprise both personal factors (i.e., the person’s
attitude and his or her perceived level of behavioral control) and social factors (i.e., social
norms). These two types of factors are hypothesized to exert psychologically independent
influences on the behavioral intentions that people form with regard to certain situations.

More specifically, the theory of planned behavior posits that behavioral intentions are
determined by three types of beliefs: Personal beliefs about the consequences of a behav-
jor (the person’s “attitude”), personal beliefs about control (“perceived behavioral
control”), and social, or normative, beliefs (“subjective norms”). According to the model,
the individual’s personal attitude is a function of beliefs the person holds about the con-
sequences of a given behavior, and the person’s evaluation of these consequences. Control
beliefs are those that the person holds about his or her ability to perform the behavior.
The person’s social beliefs, on the other hand, are a function of the degree to which the
person perceives social pressure to perform the behavior. This perceived social pressure,
or subjective norm, is determined by the person’s perceptions of how referent individu-
als or groups think that he or she should behave in a situation, and the degree to which
the person is motivated to comply with these referent individuals or groups. According
to the theory of planned behavior, researchers attempting to predict whether a college
student will engage in binge drinking should assess the scudent’s personal attitudes toward
such behavior, the degree to which he or she feels a sense of control over the behavior,
and his or her perceptions of what relevant referent others (e.g., peers, parents) would
endorse with regard to binge drinking.

Apre social beliefs important? The salience of personal and normative beliefs. The theory of
planned behavior argues that the combined additive influence of attitudes, control beliefs,
and social beliefs (subjective norms) leads to behavioral intentions, which in turn directly
influence behavior. Although the theory acknowledges that the relative importance of one
type of belief over the other will vary with the situation, it does not provide an analysis
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of the conditions under which each type of belief will be most important in predicting a
behavioral intention, beyond stating that it is an empirical question (Fishbein & Ajzen,
1975).

In fact, Ajzen (1991) called into question whether social norms independently predict
behavioral intentions at all. In a review of the literature, he noted that in the vast major-
ity of the studies on the theory of planned behavior, both the attitudinal and the per-
ceived control components of the theory were significant independent predictors of
behavioral intention. In contrast, results for the subjective norm component of the theory
were mixed. Some studies showed that subjective norms made a significant contribution
to the prediction of intentions, yet other studies showed that subjective norms did not
independently predict behavioral intentions. From this review, Ajzen (1991) concluded
that, “personal considerations tended to overshadow the influence of perceived social pres-
sure” (p. 189). Recent research conducted from a social identity/self-categorization per-
spective has suggested that this may be a premature conclusion (e.g., Terry & Hogg, 1996;
White, Terry, & Hogg, 1994). In the next section we will review recent work that has
helped specify the conditions under which people’s behavioral intentions are influenced
by the presence of social factors, most particularly social groups.

When do social factors influence bebavioral intentions? Recent research has begun to
specify how people weigh personal and social factors when formulating behavioral inten-
tions. These factors include social identification (Terry & Hogg, 1996; White, Terry, &
Hogg, 1994), cultural factors (Abrams, Ando, & Hinkle, 1998), the accessibility of social
norms (Fishbein, Chan, O’Reilly, Schnell, Wood, Beeker, & Cohn, 1992), and the acces-
sibility of the collective or private self (Ybarra & Trafimow, 1998).

Social identification. Researchers working from a social identity/self-categorization
theory perspective (e.g., Terry & Hogg, 1996; White, Terry & Hogg, 1994), have raised
the possibility that the lack of consistent support for the social norms component of the
theory of planned behavior is due to the theory’s conceptualization of social norms. Specif-
ically, Terry and Hogg (1996) argue that the social component of the theory of planned
behavior should be reconceptualized in light of recent theoretical and empirical develop-
ment on social identity and self-categorization theory.

Social identity theorists define social identity as “that part of an individual’s self-
concept that derives from his knowledge of his membership in a social group (or groups)
together with the value and emotional significance attached to that membership” (Tajfel,
1982, p. 255). According to social identity theorists, people are motivated to preserve a
positive sense of themselves. One of the ways that people can achieve such a positive self-
identity is from their memberships in social groups. Therefore, social norms should be
most likely to predict behavior when group membership is a significant and valued part
of an individual’s self-concept.

In a set of studies, Terry and Hogg (1996) showed that social norms did make signif-
icant independent contributions to behavioral intentions, but only when the referent
others were members of a group that was a part of the participants’ social identity. Specif-
ically, Terry and Hogg (1996, study 1) looked at the influence of attitudes, perceived level
of behavioral control, and social norms on students’ intentions to engage in exercise
behavior. Consistent with the theory of planned behavior, analyses showed that both atti-
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tude and perceived level of behavioral control were significant predictors of behavioral
intentions for all the students. Consistent with predictions derived from social identity
and self-categorization theory, however, the group norm component significantly pre-
dicted students’ behavioral intentions to engage in exercise, but only for those who
strongly identified with the relevant group (peers at the university). In contrast, the group
norm was not a significant predictor of intentions for those who expressed low levels of
identification with the reference group.

In addition to showing that the behavioral intentions of the low identifiers were
not influenced by the group norm, Terry and Hogg (1996) showed that personal
factors exerted a larger influence on the behavioral intentions of low identifiers as
compared to high identifiers. For example, Terry and Hogg (study 2) showed that stu-
dents who did not identify strongly with their group were more influenced by their per-
sonal attitudes toward the behavior than were students who did identify strongly with
the group.

Overall, the results from the Terry and Hogg (1996) studies suggest that the norma-
tive component of the theory of planned behavior may exert a greater impact than the
personal component when a behavior is seen as normative for a group that is part of par-
ticipants’ self-concepts. These results are consistent with social identity and self-
categorization theory, which posit that when a person categorizes him or herself in terms
of a social category, he or she assimilates to the group prototype, and thus behaves as a
member of that group (Turner, 1991; also see Hogg, this volume, chapter 3). Personal
factors, on the other hand, play a larger role in determining behavioral intentions for
those who do not identify strongly with a salient reference group.

Cultural factors. Other research has shown that cross-cultural differences may influence
the relative importance of the personal and normative components of the theory of
planned behavior in predicting behavioral intentions (Abrams et al., 1998). For instance,
Abrams et al. (1998) measured the effects of personal and normative factors in employee
turnover intentions in both British and Japanese samples. Results from two studies
showed that the predictive influence of subjective norms on turnover intentions was sig-
nificantly stronger for Japanese workers than it was for British workers. People in collec-
tivist countries are generally more sensitive to their social ties and to the expectations of
their referent others (Markus & Kitayama, 1991). Cultural differences in the emphasis
placed on meeting group expectations appears to moderate the relative importance of per-
sonal versus social factors in people’s formations of behavioral intentions.

Accessibility of social norms. Other research has indicated that the degree of social com-
munity organization can have an impact on the relative importance of social norms in
predicting behavioral intentions. Fishbein et al. (1992), for example, showed that social
norms were stronger predictors of safe sex intentions for gay men who lived in well-
organized gay communities than they were for gay men who lived in less organized com-
munities. Further research showed that the differential impact of social norms on inten-
tions was due to the degree of attention that the men paid to the normative pressures,
rather than due to the existence of different subjective norms in the different communi-
ties (Fishbein, Chan, O’Reilly, Schnell, Wood, Becker, & Cohn 1993).

Accessibility of private or collective self. Variations in the accessibility of the private or
collective self can also influence the weight people give to the personal and social com-
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ponents of intentions. Ybarra and Trafimow (1998), for instance, showed that when par-
ticipants’ private selves were made accessible in an experimental situation, they placed
more weight on personal or attitudinal beliefs when forming behavioral intentions. In
contrast, when their collective selves were accessible in the experimental situation, par-
ticipants gave more weight to normative considerations when forming behavioral inten-
tions. Research has also suggested a role for chronic accessibility or individual differences
in the importance of personal and normative beliefs in behavioral intentions (Finlay,
Trafimow, & Jones, 1997; Trafimow & Finlay, 1996).

The theory of planned behavior has been important in its emphasis on the significance
of the social environment in determining whether or not people will behave consistently
with their attitudes. Recent research on social identity variables has pointed to the pos-
sible utility of revising the social norms component of the theory of planned behavior to
take into account research on the effects of social identification. Although the MODE
model has not been as widely studied, it also acknowledges the means by which social
norms can influence behavior. Examining both the deliberative and automatic processes
should result in a better understanding of the conditions under which attitudes will
predict behavior.

Attitude Change

Groups not only influence how people form and choose to act upon their attitudes, they
also influence how and when people change their attitudes. In this section we will examine
how groups influence attitude change in two different areas of research: One that has tra-
ditionally been studied from a group perspective, and one that has traditionally been
studied from an intrapersonal perspective. We will begin by examining group polariza-
tion, one of the most actively researched topics in the study of group influences on atti-
tude change. We will then take a close look at ways in which groups influence cognitive
dissonance arousal and reduction.

Group polarization

One of the most robust findings in social psychology is that of attitude polarization fol-
lowing discussion with like-minded others. Specifically, research has shown that when
group members with similar initial attitudes engage in group discussion to achieve con-
sensus, the discussion strengthens the average individual inclinations of group members
and leads to attitude polarization. The first attitude polarization studies examined atti-
tudes toward risk. In these studies, groups comprised individual members who each per-
sonally supported a moderately risky approach to a choice dilemma and discussed the
approach as a group in order to give a unanimous recommendation. Results showed that
both the group consensus and the individual group members’ postdiscussion private atti-
tudes advocated greater risk than their average prediscussion recommendation (e.g., “risky
shift” Stoner, 1968). The tendency to advocate more risk following group discussion was
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deemed “group polarization” when subsequent research showed that the polarizing effects
of group discussion generalized to attitude issues other than those that involved risk
(Moscovici & Zavalloni, 1969).

The most widely accepted theoretical explanations of group polarization findings have
focused on the role of the group as a source of either informational or normative influ-
ence (see reviews by Isenberg, 1986; Lamm & Myers, 1978; Myers & Lamm, 1976). The
most widely researched informational explanation, the persuasive arguments position
(e.g., Burnstein & Vinokur, 1977), maintains that before expressing an attitude or choice,
people perform a mental search for arguments either in favor of or against the attitudi-
nal position or choice. According to this line of reasoning, when group members for-
mulate their pretest attitudes, each member initially relies on a somewhat different set of
arguments for or against the topic. Consequently, when the group members come
together to discuss the topic, in the course of discussion they are exposed to supportive
arguments that they had not thought of previously. Persuasive arguments theory main-
tains that the attitude polarization finding is a consequence of group members” exposure
to this additional supportive information.

Support for the role of persuasive arguments in attitude polarization has shown that
group members’ postdiscussion ratings are influenced by the order in which they hear
persuasive arguments (Kaplan & Miller, 1976). The fact that recency effects influence
postdiscussion attitudes is consistent with the role of the group as a source of informa-
tional influence that is inherent in the persuasive arguments position.

In contrast to the persuasive arguments position, normative explanations of group
polarization maintain that attitude polarization following group discussion is a result of
social comparison processes (Jellison & Arkin, 1977; Sanders & Baron, 1975). Social
comparison explanations hold that people are motivated both to see themselves in a
socially favorable light and to present themselves in a socially favorable manner. Social
comparison explanations of attitude polarization that focus on “bandwagon effects” main-
tain that people have a desire to be different from others in a valued direction (see Isen-
berg, 1986; Turner, 1991 for discussions of variants on this social comparison
explanation). According to this explanation, participants in group polarization studies
shift their attitudes to more extreme positions in order to hold a more favorable position
than the rest of the group. Evidence in support of the social comparison explanation of
polarization effects has shown that under certain circumstances participants’ attitudes
become polarized even when they are only given knowledge of the group norm and are
not exposed to persuasive arguments per se (Blascovich, Ginsburg, & Veach, 1975; Myers,
Wojcicki, & Aardema, 1977).

Although research has supported the role of both persuasive arguments and social com-
parison in accounting for attitude shifts in group polarization studies, reviewers have
noted that neither perspective is able to account for all the results (see, e.g., Isenberg,
1986; Myers & Lamm, 1976). Additionally, recent research on the influence of other
group variables in attitude polarization has shown that the persuasive arguments view-
point and the social comparison explanations are not sufficient accounts of group polar-
ization findings. Specifically, several studies examining predictions derived from social
identity and self-categorization theory suggest that social categorization processes also play
a significant role in group polarization.
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Social identification theorylself-categorization theory. ~ Self-categorization theory also offers
a theoretical explanation of group polarization. Group polarization effects occur through
three steps: (1) categorization of the self as a member of a group; (2) identification of the
prototypical characteristics, behaviors, and norms of the group that differentiate the
ingroup from other groups; and (3) stereotyping of the self as a member of the group
(Mackie, 1986; Mackie & Cooper, 1984; Turner, 1982, 1985, 1991). According to this
theoretical explanation of group polarization, attitude polarization in response to infor-
mation about one’s ingroup or discussion with one’s ingroup occurs as a result of people
conforming to a polarized group norm (Hogg, Turner, & Davidson, 1990).

Categorization of the self: Research has been consistent with this social categorization
explanation of group polarization. For instance, research has shown that participants
exhibit attitude polarization in response to persuasive arguments only when the argu-
ments are put forth by members of an ingroup. Mackie and Cooper (1984, study 1), had
participants who were mildly in favor of retaining standardized tests as college admissions
criteria listen to a taped discussion of three people presenting arguments either in favor
of or against retaining such a policy. Participants were led to believe that they would par-
ticipate in a similar group discussion later in the session, and that their group would
compete with another group for a monetary prize. Half of the participants were led to
believe that the discussants on the tape were members of their future ingroup (ingroup
condition), whereas half of the participants were led to believe that the discussants were
members of the group against which their group would be competing (outgroup
condition).

Results showed that participants who were led to believe that the discussants were
ingroup members exhibited more attitude polarization than those who had heard the
identical discussion attributed to an outgroup. Although the persuasive arguments the
participants heard were identical, only participants who categorized themselves as
members of the group on the tape exhibited attitude polarization and changed their atti-
tudes to become more in favor of retaining standardized tests.

Polarization of group norm. Mackie (1986; see also Mackie & Cooper, 1984) also exam-
ined the processes — polarization of the group norm and self-stereotyping — through which
social categorization is postulated to drive the polarization effect. Consistent with the idea
that when people categorize themselves as group members they perceptually distinguish
their ingroup from other groups, Mackie (1986) found that participants tended to
attribute more extreme attitudes to their own groups than did outside observers who
heard the same discussion. Mackie (1986) speculated that this perceptual accentuation
or polarization of the group norm may have led participants to perceive that their group
was more unanimous in its position on the standardized test issue than would have been
attributed by outside observers.

Conformity to polarized norms. Results from Mackie (1986) also suggest that the
acticude polarization exhibited in group polarization is a consequence of participants
conforming to polarized or extremitized group norms. For instance, in a set of two
studies Mackie (1986) provided mediational analyses showing a significant correlation
between participants attitude change from pretest to posttest and the difference between
participants’ pretest and group norm estimates only for participants in the ingroup
condition. These analyses suggest that for participants for whom the group was a
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salient ingroup, perceptions of the group’s norm influenced their attitude change toward
the issue.

Comparative context. Other research has shown that the context in which the group is
embedded influences the degree and direction of group polarization. Specifically, self cat-
egorization theory maintains that group polarization is “conformity to a polarized norm
which defines one’s own group in contrast to other groups within a specific social context”
(Hogg, Turner, & Davidson, 1990, p. 77). Hogg et al. (1990) reasoned that manipulat-
ing the social context by introducing other groups into the social environment would
influence the degree and direction of the group defining norms. Results from this study
showed that when groups were confronted with outgroups at one or another pole of a
risky or cautious scale, the groups polarized away from the direction in which the out-
group was leaning. For instance, groups confronted with a risky outgroup polarized
toward caution on choice dilemma decisions, whereas groups confronted with a cautious
outgroup polarized toward risk.

The persuasive arguments, social comparison, and self-categorization explanations for
group polarization all suggest different ways that groups can influence attitudes. Although
group polarization researchers have always examined social influences on attitude change,
other researchers have focused on cognitive influences. For example, cognitive dissonance
researchers have only just begun to explore the many ways in which groups can influence
dissonance-induced atticude change.

Cognitive dissonance

Although the first published study of dissonance, When Prophecy Fails (Festinger, Riecken,
& Schachter, 1956), examined dissonance within a social group, very little subsequent
work has looked at group influences on dissonance. In fact, of the thousands of disso-
nance articles that have been published over the last 40 years, only a handful have exam-
ined dissonance within a group context. However, by examining these few studies, we
can find evidence that groups can influence both dissonance arousal and dissonance
reduction strategies.

Dissonance arousal

Cognitive dissonance, as originally formulated by Festinger (1957), arises when an indi-
vidual holds two inconsistent cognitions simultaneously. This situation creates psycho-
logical discomfort, which the individual is then motivated to reduce. After performing a
behavior, people assess the consequences of that behavior, and whether or not they were
responsible for any negative consequences (Cooper & Fazio, 1984). When people accept
responsibility for causing aversive consequences, they experience dissonance arousal.
Groups can influence both whether people experience dissonance and how they reduce
dissonance arousal once it occurs. In some situations, individuals may be able to avoid
feelings of responsibility for negative outcomes (and thus avoid dissonance arousal) by
diffusing responsibility throughout a group. At other times, people may compare their
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behavior to normative or group standards to judge whether their actions have been incon-
sistent, or have created undesirable consequences. Sometimes group membership alone is
enough to create dissonance, if a group member is confronted by the knowledge that his
or her group or a member of the group has committed a dissonant act.

Diffusion of responsibility. As mentioned above, dissonance occurs when a person feels
responsibility for creating an aversive outcome (Cooper & Fazio, 1984). Consequently,
when people are able to escape feelings of responsibility for aversive outcomes, they should
not show any evidence of dissonance arousal. When there are other people around who
may serve as targets to blame, it is much more likely that people will diffuse responsibil-
ity for an outcome, and therefore not experience dissonance.

Zanna and Sande (1987) examined diffusion of responsibility by having students write
counter-attitudinal essays by themselves, or as a combined group effort. In one condi-
tion, three students sat together in a room, writing their own essays. In the other condi-
tion, the students discussed their arguments, planned the essay, and wrote one final
product. The researchers expected that students would feel less responsible for their
actions when their essays had been created as a group effort.

The results of the experiment supported this hypothesis. When three students wrote
separate essays in the same room, they showed the expected attitude change predicted by
dissonance theory. After writing in favor of university funding cutbacks, they became
more favorable toward the policy. In contrast, the students who wrote one essay together
did not show as much attitude change as the students who had written their essays sep-
arately. Although writers of “group” essays believed their essays would be more persua-
sive, they apparently did not accept responsibility for the negative outcomes their
persuasive essays might create. This responsibility could have been shared (and thus
reduced), or even completely assigned to the other students who helped write the final
essay.

According to Zanna and Sande’s (1987) theorizing, and in line with the predictions
of the “New Look” model of dissonance (Cooper & Fazio, 1984), dissonance arousal
probably never occurred for these participants. If they did not feel responsible for creat-
ing an aversive consequence, then they should not have had any dissonance arousal.
However, it is interesting to consider whether “diffusion of responsibility” might also work
as a dissonance reduction strategy, once dissonance has been aroused. In some cases,
people might first accept responsibility for their actions, then later decide to blame their
actions on others.

Normative versus personal standards for bebavior. Groups can provide people with an
“escape” from dissonance arousal, but they can also provide the information people use
to determine whether they have behaved inconsistently. Stone, Cooper, and colleagues
(Cooper, 1999; Stone, 1999; Stone, Cooper, Galinsky, & Kelly, 1999) have recently pro-
posed that the salience of personal and normative expectations can help determine
whether individuals will experience dissonance arousal. According to this self-standards
model, when people assess their recent behavior, they compare that behavior to either
normative or personal standards. If people decide that their behavior has failed to live up
to the salient expectations, they will experience dissonance.
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In most dissonance experiments, personal and normative expectations for behavior are
the same; most individuals share societal behavioral norms. However, when an individual’s
personal expectations for behavior are salient, that individual may not experience disso-
nance, even if his or her behavior fails to conform to normative standards. For example,
imagine a young man in Festinger and Carlsmith’s (1959) boring task experiment. He has
been induced to lie about the uninteresting nature of the experiment. If social norms are
made salient, most individuals should feel dissonance, since lying goes against commonly
accepted social norms. However, if the individual is an accomplished actor or con-artist,
he might feel pleased at convincing the other student of something that was not true. In
this case, if individual standards for behavior were brought to mind, the con-artist would
not feel dissonance, since his personal standards for behavior do not preclude lying.

Several studies by Stone and his colleagues (Kelly, Stone, & Cooper, 1996; Stone et
al., 1999) have shown that the salience of normative and personal standards influences
dissonance arousal. In one experiment, Stone et al. (1999, experiment 2) manipulated
the accessibility of self-standards. The experimenter asked participants to rate 10 psy-
chology studies, and gave them a choice between two they had rated similarly. After the
choice, participants were asked to write about a target person, either in terms of their
own personal standards, or in terms of the normative standards held by “most people.”
When participants wrote from a personal perspective, those with high self-esteem expe-
rienced more dissonance than did those with low self-esteem. The manipulation appar-
ently reminded high self-esteem participants of their own high standards for behavior,
which they had recently failed to meet. There were no differences between the responses
of high and low self-esteem participants in the normative condition, and their responses
did not differ from a no-prime control group.

According to Stone et al. (1999), when normative standards are salient, everyone who
shares those norms should experience dissonance, regardless of individual differences in
personal standards for behavior. However, other research has shown that normative influ-
ences can differ, depending on the level of group identification (e.g., Terry & Hogg,
1996). If an individual is not closely identified with a group, that individual may not
experience dissonance, even when failing to live up to salient group norms.

Normative standards across cultures.  While individuals may vary in the extent to which
they subscribe to cultural norms, norms themselves can vary from culture to culture. The
vast majority of researchers who have studied dissonance have examined how people from
Western cultures respond to different kinds of dissonant situations. Inherent in all of this
research is the assumption that the participants will find their experimentally induced
behavior unacceptable, and thus will be motivated to reduce dissonance. While lying to
another participant (as in Festinger & Carlsmith’s 1959 experiment) may go against the
norms of many cultures, other commonly used dissonance paradigms may not induce the
same level of dissonance in all cultures.

Heine and Lehman (1997) studied both Japanese and Canadian participants using the
“free-choice” paradigm. The researchers asked the participants to rate a selection of
popular CDs, and then offered participants a choice between two CDs they had rated
similarly. The Canadian participants showed the usual dissonance effect: When later asked
to rate the CDs, the Canadians rated the chosen CD higher, or rated the unchosen CD
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lower than they had before. The Japanese participants, however, did not show this typical
“spreading of alternatives.”

Heine and Lehman (1997) interpreted their results as suggesting that people from the
Japanese culture are not as concerned about the inconsistency that arises when they “lose”
the positive aspects of the unchosen alternative, and “accept” the negative aspects of the
chosen alternative. This could suggest that the Japanese may not be as concerned with
limited instances of personal inconsistency. However, Sakai (1999) offers another inter-
pretation of their results. He points out that the researchers used CDs of Western rock
and pop music in the experiment, all of which may have seemed very similar to the
Japanese participants. Sakai points out that Festinger (1957) predicted that the more
similar people find the alternatives, the less dissonance they will have after making the
choice. If people cannot distinguish between two items, why should they worry about
choosing one rather than the other?

Sakai (1981) has found that in the forced-compliance paradigm, Japanese participants
can experience dissonance. After being induced to advocate that their school should put
an end to coeducation, the Japanese participants rated the anti-coeducation policy more
favorably. This and other research by Sakai and his colleagues (e.g., Sakai, 1997) suggests
that in some circumstances, Japanese participants will behave like Western participants,
and will be motivated to reduce their dissonance.

More research needs to be done on cultural differences in dissonance arousal before
we reach any conclusive answers about how dissonance varies between cultural groups.
However, given what we know about the ways in which norms differ across cultures, it
seems very likely that we will find different patterns of dissonance arousal in different
cultures. Non-Western cultures might indeed place less emphasis on minor instances of
personal inconsistency. However, it seems just as likely that we will find circumstances in
which people from non-Western cultures experience much more dissonance than would
be expected from Westerners. For example, a young American woman may experience
some dissonance if she decides not to follow her parents’ wishes that she take up the
family business. However, a young Japanese woman in the same situation might feel much
more dissonance, if her actions are seen as highly inconsistent with the norms of a more
interdependent culture. Researchers may need to re-examine the typical dissonance par-
adigms to see what assumptions they make about the norms and values of a culture. We
may need different tools to examine different cultures.

Sharing of responsibility. In some situations, group membership alone may be a cause of
dissonance arousal. If your group, or a member of your group, acts in a way that is incon-
sistent with your beliefs, you may experience dissonance. Many times people find them-
selves at odds with the leaders of the religious or political groups to which they belong.
When such a group brings about an unwanted consequence, it can have implications for
the members of that group.

If a person feels that he or she shares some of the responsibility for what the group
has done, that person should experience dissonance. Sakai (1997) explored this idea by
creating a two-participant version of Festinger and Carlsmith’s (1959) experiment. Using
reasoning derived from Heider’s (1958) balance theory, Sakai created a “unit relationship”
by having some participants share proximity and a common fate with a confederate in
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the experiment. In this “grouped” condition, the researcher asked that one of the partic-
ipants tell the waiting participant that the boring task was interesting. The confederate
then offered to speak, but suggested that they both go tell the participant, and asked if
this plan was acceptable. In the “ungrouped” condition the researcher asked the confed-
erate to speak to the waiting participant. Sakai found that participants who shared a unit
relationship with the confederate felt closer to their partners, felt more responsible for
the negative consequences, and rated the boring task as more interesting.

Group membership can also lead to dissonance vicariously. Imagine that a member of
your group acts in a way that normally arouses dissonance. For example, suppose that a
member of a gun control group wrote an essay attacking legislation requiring locks on
hand guns. Would you, as a person who belonged to the same gun control group, expe-
rience dissonance? Would you be motivated to change your attitude, even though you
were not the person who wrote the essay?

Norton, Monin, and Cooper (1999) predicted that observing a group member engage
in dissonance-producing behavior would cause dissonance to occur in the observer. In
their first study, Norton et al. had students listen to a speech made by another person
who was either a member of the student’s own residential college (ingroup) or a differ-
ent college (outgroup). The speech, which advocated an increase in college tuition, was
contrary to the true attitude of the participant and for most members of the college com-
munity. The results showed that, for participants who were highly identified with their
ingroup, observing a fellow group member make a counter-attitudinal speech produced
attitude change. This occurred despite the fact that the student participant made no
speech him or herself and never interacted with the ingroup or outgroup member. None
the less, the act that normally produces dissonance in the essay writer also produced atti-
tude change in the participant — provided that the essay writer was a member of the
observer’s ingroup and the observer was highly identified with that group.

In a second study, Norton et al.(1999) again had group members believe that a fellow
ingroup member had agreed to make a speech that was contrary to the attitudes of most
group members. However, in this study, the speech-maker made clear that he ecither was
or was not personally in favor of the speech he had volunteered to make. Ingroup
members who observed their fellow group member agree to write the speech then had
their own attitudes assessed. As predicted, observers who strongly identified with their
group changed their own attitudes in the direction of the speech in the very same con-
dition that should have aroused dissonance in the speech writer — that is, when the speech-
writer was personally opposed to the speech he wrote. Taken together, the results of the
two studies suggest that group membership can cause us to experience dissonance vicar-
iously. If a member of one of our highly valued ingroup acts in a dissonance-producing
manner, then we too seem to feel the effects of dissonance arousal and change our atti-
tudes accordingly.

Dissonance reduction strategies

Once dissonance has been aroused, it can be reduced in a number of different ways. In
most dissonance studies, participants reduce their dissonance arousal by changing their



Attitudes, Norms, and Social Groups 275

attitudes. However, sometimes attitude change is not the easiest or most preferable option.
If people are unable to change their attitudes, they can also manage dissonance arousal
through forgetting (Cooper & Gonzalez, 1976), bolstering (Sherman & Gorkin, 1980),
derogating others (Cooper & Mackie, 1983), trivializing actions (Simon, Greenberg, &
Brehm, 1995), affirming the self (Steele, 1988), or misattributing the source of disso-
nance arousal (Fazio, Zanna, & Cooper, 1977).

Group identities can influence dissonance reduction in at least three different yet sys-
tematic ways. If people’s attitudes are tied to a group identity, the only way in which they
may change those attitudes is by reducing their affiliation with the group. When reduc-
ing group affiliation is not a practical option, people must use dissonance reduction strate-
gies other than attitude change. Finally, group identities can serve to protect people from
dissonance, and prevent them from needing to change their attitudes.

Changing group-related attitudes. Sometimes group-related attitudes are definitional in
nature: They define the characteristics of group members (Cooper & Mackie, 1983).
When people change attitudes that are definitional to their group identities, they distance
themselves from the group. By reducing group affiliation, they also reduce the inconsis-
tency they created by acting against group norms.

Several researchers have theorized about how this distancing may operate. Steele (1997)
has proposed that when people’s self-integrity is threatened by their actions in a particu-
lar self-concept domain, they may disidentify with that domain. By distancing themselves
from the threatening domain, people are better able to maintain global self-esteem. For
example, when people commit a dissonant act that is related to a group identity, they can
disidentify with the group, which will result in less need for attitude change and will
protect self-esteem.

Aronson, Blanton, and Cooper (1995) studied disidentification in cognitive dissonance
by inducing participants to write essays against expanding services for the handicapped.
Writing the essays under conditions of high choice threatened participants’ views of them-
selves as compassionate individuals. When these participants were given the opportunity
to change their attitudes, they did so. However, when the opportunity to change atti-
tudes was not readily available, participants instead reduced the importance of compas-
sion to their self-definitions. Although Aronson et al’s (1995) study focused on
self-identities rather than social identities, it seems likely that disidentifiation with social
identities could occur in a similar fashion.

Indirect dissonance reduction strategies. When dissonance arousal is closely tied to group
membership, one of two things can happen. If the group is not important to you, you
can distance yourself from the group, and therefore distance yourself from the source
of the arousal. Sometimes, however, the group is so important to your identity that
distancing yourself from the group would threaten your self-esteem. When this occurs,
dissonance needs to be reduced through some other means.

Bolstering of ingroup. The members of Marion Keech’s cult, as described in When
Prophecy Fails (Festinger, Riecken, & Schachter, 1956), provide an extreme example of
such a situation. The members of the cult had given up their jobs, homes, friends, and
family to join the cult; all other groups and roles were pushed aside. When Ms. Keech’s
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prophecy failed to be fulfilled, the group members undoubtedly experienced extreme dis-
sonance. However, distancing themselves from the group was not an option. Too many
of their resources were at stake. Instead, group members responded to their dissonance
by accepting Ms. Keech’s declaration that their group had saved the world. In the lan-
guage of cognitive dissonance theory, which Festinger later described (Festinger, 1957),
the cult members appeared to be “adding consonant cognitions” to the dissonance equa-
tion. By spreading the good news about how the world had been spared, the cult members
justified all of the actions that had led them to join the cult in the first place.

This “bolstering” response to a threat to group identity can be seen more systemati-
cally in an experimental study conducted by Sherman and Gorkin (1980). Sherman and
Gorkin invited young women who considered themselves to be feminists into the labo-
ratory, where they were asked to solve a brain-teaser. The correct answer to the problem
required the participants to realize that the doctor in the question was female. Most of
the women failed to solve the problem, because they assumed (in a very nonfeminist
fashion) that the doctor was male. The women who failed to solve the problem experi-
enced dissonance, yet they were unable to simply change their attitudes about feminism.
Because their identities as feminists were important, the women needed to reduce disso-
nance in another manner. In this case, the women chose to “bolster” their feminist beliefs,
and they responded in a more feminist fashion when later rating job applicants.

Derogation of outgroup. Bolstering is not the only way people can deal with dissonance
when changing groups is not an option. Cooper and Mackie (1983) examined this same
issue, from the perspective of social identity theory. If membership in a group is defined
by holding a particular set of attitudes, group members will be less likely to change those
“definitional” attitudes.

Cooper and Mackie (1983) decided to examine Reagan re-election supporters belong-
ing to the “Youth for Reagan” group, since these students would presumably be unlikely
to change their pro-Reagan attitudes. Under conditions of high or low choice, they asked
group members to write one of two counter-attitudinal essays. Those who wrote essays
in support of government-funded healthcare showed the pattern typical of dissonance
studies: Students who wrote under conditions of high choice changed their attitudes while
those writing under conditions of low choice did not. The other half of the participants
wrote essays in support of the re-election of President Carter, an issue that clashed directly
with their identities as Youth for Reagan. These participants did not show any attitude
change, even in the high-choice condition.

According to dissonance theory, the students who wrote for Carter under conditions
of high choice should have been experiencing dissonance. However, because they could
not easily change an attitude so closely related to the very definition of their group mem-
bership, they needed to reduce their dissonance another way. Although there was no atti-
tude change toward Carter per se, when participants were later asked to rate Carter
supporters, those who had written high-choice essays in favor of Carter gave Carter sup-
porters more negative ratings, as compared to students who had written low-choice or
healthcare essays. This study shows that another way people can reduce dissonance
without altering a definitional group attitude is by derogating an outgroup. Derogation
and bolstering may be two sides of the same coin: Bolstering enhances ingroup identity,
while derogation diminishes the outgroup.
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Forgerting. A study of group identity by Cooper and Gonzalez (1976) shows that for-
getting is yet another strategy that people can use to combat group-based dissonance.
Members of an evangelical Christian group and non-evangelical Christians were invited
into the laboratory and asked to read, memorize, and tape-record pro-Buddhist messages
under conditions of high or low choice. After recording the pro-Buddhist message, non-
evangelical Christians became more favorable toward Buddhism if they had recorded the
message under conditions of high choice. Evangelical Christians did not change their atti-
tudes toward Buddhism, regardless of the level of choice.

Although they did not show attitude change, the evangelical Christians in the high-
choice condition remembered less of the pro-Buddhist paragraph than did other partic-
ipants. It appears that the high-choice evangelical Christians may have deliberately tried
to put the essay out of mind. Although some of the poor memory may have been due to
an impoverished “Buddhism” schema, evangelical Christians did remember significantly
more in the low-choice, as opposed to the high-choice condition.

Bolstering, derogating outgroups, and forgetting can all help people deal with group-
created dissonance when leaving the group is not a viable option. Research will undoubt-
edly uncover other possible ways that people can deal with group-created dissonance.
Although it has not yet been studied in a group-identity context, it seems that trivializa-
tion (Simon, Greenberg, & Brehm, 1995) may also provide a possible avenue for disso-
nance reduction when people are unable to disidentify with a group. For example, if
individuals in Cooper and Gonzalez’s (1976) study were asked to think about the impor-
tance of writing their essays “in the grand scheme of things,” they might have decided
that writing the essay was not important, which would have reduced their dissonance.

When group identities protect the self.  Although groups can create dissonance for their
members and can limit the possible methods of dissonance reduction, groups can also
help reduce dissonance once it has been aroused. Steele’s (1988) self-affirmation theory
states that when people are able to affirm an important aspect of their self-identity, they
should not need to change their attitudes following a dissonance manipulation. Because
positive identity is in part derived from membership in social groups (Tajfel, 1982), group
membership should be able to serve as an affirmation.

In a study by Steele, Hopp, and Gonzales (1986, cited in Steele, 1988), students with
a business or science value orientation participated in a dissonance experiment. After dis-
sonance had been aroused, but before attitudes were measured, the students were given
an opportunity to put on white lab coats. When their attitudes were later assessed, busi-
ness students showed the typical dissonance pattern — they changed their attitudes under
conditions of high, but not low choice. The science students, however, had been given
an opportunity to affirm an important social identity when they were asked to wear the
lab coats. Because they had the opportunity to self-affirm, these students did not show
the attitude change typical of dissonance experiments.

In addition to influencing existing dissonance arousal, group identities might also help
prevent dissonance from being aroused. Important group identities may serve a protective
function, insulating people from the negative impact of dissonant acts. If people focus on
a social group to which they belong (one that has not been implicated in the dissonance-
inducing attitude issue), they may be able to avoid dissonance arousal altogether.
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Although most self-affirmation experiments have focused on affirmation after disso-
nance has been aroused, Steele and his colleagues (Steele, Spencer, & Lynch, 1993) have
also described this self-protective function of affirmation. According to their theory, when
self-resources are primed before the dissonant act is committed, people can be insulated
from potential dissonance arousal. For example, when Steele et al. (1993) primed self-
resources for high self-esteem participants by having them fill out a self-esteem scale, the
high self-esteem participants did not change their attitudes during a later dissonance
experiment. Group identities may serve the same protective function; when important
group identities are salient, people may be less likely to experience dissonance.

Linville’s (1985, 1987) theory of self-complexity also addresses the self-protective func-
tion of group identities. According to self-complexity theory, the more identities a person
holds, the more resilient that person will be when faced with threats to the self. Social
identities, along with personal identities may help protect people who are experiencing
dissonance. As Linville points out, self-complexity theory brings to mind the saying “don’t
put all of your eggs in one basket.” If your identity is only made up of one aspect (e.g.,
cult member) and that identity is threatened, you will experience emotional distress.
However, if your identity is made up of many aspects (e.g., teacher, soccer player, Demo-
crat, social club member), then when one of those aspects is threatened, you will still have
many other aspects available to maintain your self-esteem.

On the basis of self-complexity theory (Linville, 1985, 1987), one could imagine
that people with many social identities might be less likely to experience dissonance.
First, people high in self-complexity have been found to be less emotionally reactive, and
therefore they might not experience as much dissonance arousal. In addition, because
they have so many potentially affirming identities that could be primed, the odds are
greater that some cue in the environment will provide an affirmation opportunity.
For example, if Democrats were induced to write anti-Democrat essays, those with
many alternative social identities (father, teacher, tennis player, etc.) would have many
other identities to turn to, if they had to distance themselves from their identities as
Democrats.

As we have shown, groups can influence both dissonance arousal and reduction.
Groups can influence dissonance arousal by providing the normative standards to which
people will compare their behavior. Groups can also provide an easy target for blame,
when people attempt to diffuse responsibility for outcomes. In addition, people may expe-
rience dissonance when they share a group identity with someone who creates an aver-
sive outcome. Groups can influence the route to dissonance reduction by providing an
opportunity for disidentification, or by blocking attitude change as a reduction strategy.
Finally, groups can serve to protect us from dissonance, and can reduce the need for atti-
tude change once dissonance has been aroused.

Today’s attitude researchers are helping to bring back the “social” in the social
psychological study of attitudes. Now that we understand so much about the
intrapersonal aspects of attitudes and attitude change, it is time to pay attention to the
interpersonal aspects. In many cases, salient norms or group identities may provide impor-
tant information that will help us understand what attitudes people will form, when they
will act upon those attitudes, and the conditions under which they will change their
attitudes.
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System Constraints on Leadership
Perceptions, Behavior, and Influence: An
Example of Connectionist Level Processes

Rohert G. Lord, Douglas J. Brown, and Jennifer L. Harvey

Traditionally, leadership has been defined in terms of the traits or actions taken by a leader
(Yukl, 1992) or the perceptions of followers (Hollander & Julian, 1969; Lord & Maher,
1991). We define leadership as a “social perception, grounded in social-cognitive psycholog-
ical theory that produces an influence increment for the perceived leader” (Lord & Smith,
1998). While there are many other definitions of leadership which focus on factors like
individual traits, leader behaviors, interaction patterns, or role relations (Yukl, 1992), this
definition emphasizes both the social-cognitive nature of leadership and the widely rec-
ognized link between leadership and personal influence (Hollander & Offerman, 1990;
Katz & Kahn, 1966). It fits well with the systems-oriented view of leadership which we
advocate in this chapter.

Most leadership theories focus on the individual as a source of leadership, and by doing
so, neglect the effects of larger social systems in which the individual is embedded. For
example, proponents of transformational leadership have argued that it is a quality of spe-
cific individuals that is universally desired and effective, transcending national and orga-
nizational boundaries (Bass, 1997). However, recent work by Pawar and Eastman (1997;
also see Klein & House, 1996) maintains that important contextual factors constrain
organizational receptivity to transformational leadership activities. Similarly, Shamir,
House, and Arthur (1993) stress that the motivational aspects of transformational lead-
ership result from the fit of leader qualities and behaviors with subordinates’ self-schema.
By emphasizing the receptivity of organizations or individuals to transformational behav-

We would like to thank Lisa Keeping and Rosalie Hall for helpful comments on this manuscript and Jeanne
Makiney for assistance with Figure 12.1.
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iors, these authors imply that the effectiveness of transformational leadership depends on
the confluence of multiple factors, not just the qualities of the leader.

Work focusing on leadership perceptions has reached the same conclusion. Hall and
Lord (1995) note that understanding both affective and cognitive reactions to leadership
often requires levels of analysis that go beyond individual leaders. For example, when
there is substantial variability across perceivers in the constructs used to assess leadership
(e.g., leadership prototypes), then dyadic level analysis involving the fit between leaders
and followers is required. The complexity of such interactions is illustrated by work on
social identity theory (Hains, Hogg, & Duck, 1997; Hogg, Hains, & Mason, 1998; also
see Hogg, this volume, chapter 3). This research shows that both group prototypes and
more general leadership stereotypes are used to evaluate leaders, but the effects of these
two components can be moderated by the perceiver’s identification with the potential
group.

Together, these works imply that leadership cannot be simply understood in terms of
a leader’s actions or in terms of abstract cognitive prototypes of followers. Rather, lead-
ership results from a number of interacting factors that go beyond individual qualities
(Zaccaro, Gilbert, Thor, & Mumford, 1991). Many factors (e.g., context, task, personal
qualities of leaders and group members, group history) jointly affect cognitive and affec-
tive processes, which in turn affect social perceptions such as leadership. Consistent with
this perspective, we take a broader systems-oriented view in explaining leadership per-
ceptions, behavior, and social influence. Importantly, along with Lord and Smith (1998),
we do not see the causal origin of leadership as being in the leader, as with traditional
work emphasizing leadership traits (Lord, De Vader, & Alliger, 1986; Mann, 1959;
Stogdill, 1948), or in the follower, as with social construction approaches (Meindl, 1995).
Instead, we maintain that causality accrues from the confluence of contextual and social
processes that produce the cognitive and affective responses of group members (also see
Chemers, this volume, chapter 16).

In many respects, our viewpoint suggests that a paradigm shift is required in the way
that researchers think, write, and research leadership. This transition in thinking also
requires a change in the rules for understanding how factors influence leadership. Because
our perspective highlights that leadership is part of a system, it implies that a number of
factors act to create leadership simultaneously, instantaneously, and dynamically. We
suggest that for both perceivers and actors, these factors can best be integrated using par-
allel constraint satisfaction models or connectionist-level cognitive architectures (e.g.,
Rumelhart, Smolensky, McClelland, & Hinton, 1986; Read, Vanman, & Miller, 1997;
E. R. Smith, 1996; E. R. Smith & DeCoster, 1998). In the following section, we provide
a more explicit presentation of this perspective.

Connectionist Model of Schema Activation

Figure 12.1 provides a generic model of a connectionist network. Although not intended
to represent a formal model, this figure conveys the basic elements of our position regard-
ing leadership. At the center of the figure is a specific leadership schema or prototype,
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Contextual Constraints

Culture Leader Follower

Values Norms Goals Values Affect Goals Affect

L L 44 44

Leadership Schema
Dominant Intelligent
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Flexible Decisive

T 17T

Behavioral Inputs

Figure 12.1. Schematic of contextual constraints on recurrent connectionist network showing
reciprocal connections among leadership schema elements.

which in this example is composed of a large number of interconnected traits (i.e., intel-
ligent, flexible, and decisive). These traits form a recurrent or mutually activating con-
nectionist network (E. R. Smith, 1996). These trait terms receive input from the behaviors
of potential leaders, as shown on the bottom of Figure 12.1, as well as from higher order
constraints. Figure 12.1 shows three potential aspects of the context that can serve as con-
straints on this network, and thereby affect the pattern that is activated. Contextual
factors such as culture, followers, or a potential leader can act either to increase or decrease
the activation of each of the elements in the center of the figure. Each of these contex-
tual factors can be thought of as having multiple features that can serve as inputs to the
central network in the figure. However, to simplify this figure, we have not drawn explicit
paths linking each perceived contextual constraints to each aspect of the recurrent
network. Though not shown, these paths and corresponding weights, which specify the
amount of activation or inhibition that flows along paths, are critical elements of con-
nectionist networks.

Such networks explain how constructs are activated or remembered. Essendially, an
input pattern causes the activation of interconnected units, which in turn activate each
other. After many cycles, stable levels of activation are created which optimize the fit of
the activation pattern to the various constraints represented by the between-unit con-
nections, initial behavioral inputs, and the top-down constraints. This state is called an
attractor of the network and it represents the creation of a mental unit like a category or
prototype through what is often called a “settling-in” process.
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It is important to note, however, that such networks recreate rather than remember
information. As E. R. Smith (1996) notes, “It seems likely that all types of cognitive rep-
resentations will be found to be flexibly reconstructed in a context-sensitive way rather
than retrieved from memory as they were stored . . .” (p. 901). Such a model allows per-
ceiver prototypes or behavioral scripts to be fluid and contextually sensitive (Read et al.,
1997), yet at the same time produce coherence and substantial consistency. Consistency
comes from the pattern of interconnections among units, which is a property of an actor’s
or perceiver’s cognitive schema, while situational sensitivity results from the different
inputs to such units across situations. Thus, connectionist networks offer one solution to
explaining how our perceptual and interpretive processes embed leadership in a task and
social system. They also provide a processing model which is compatible with recent
thinking in social and cognitive psychology. Importantly, since connectionist systems are
subsymbolic (Rumelhart, 1989), they could be expected to operate under the high cog-
nitive load that characterizes supervisor/subordinate interactions (Maher, 1995).

In short, we maintain that leadership is a product of a social system that is influenced
by both task and organizational contexts as well as individual characteristics (e.g., moti-
vation, personality, abilities) of the members of these systems. Leadership occurs through
processes by which social and task systems “constrain” both the accepted definition of
leadership (e.g., prototypes) and the behavioral templates (e.g., scripts) used by leaders.

Analytic Issues

This perspective raises several analytic issues, which we will address throughout this
chapter. The first issue pertains to the nature of the processes that produce leadership.
For example, what cognitive, affective, and social perception processes are involved? The
second issue concerns the proportion of total variance in key variables (i.e., leadership
perceptions, leader behavior, or social influence) that is explained by system components.
Addressing this question helps us to know where we should look for critical leadership
processes (e.g., traits of potential leaders or cognitive constructs of perceivers). The third
analytic issue concerns the appropriate level of analysis. Should we conceptualize leader-
ship processes as operating at the individual level, which implies that interindividual dif-
ferences are of critical concern; at the dyadic level, which would be more appropriate if
interactions between leaders and followers were paramount; or at the collective level, which
would be the proper focus if the context created by a particular social unit (e.g., group,
organization) was the predominant factor influencing leadership? As well as specifying
the appropriate theoretical framework, level of analysis issues are critical for understand-
ing empirical findings. For example, if we find a relationship between leadership style and
turnover in a unig, is this empirical finding produced by collective, dyadic, or individual
level processes?

We use these three analytic issues — underlying processes, allocation of variance to
system components, and level of analysis — as a structure for this chapter. Specifically, we
address these three issues with respect to critical variables that have been the focus
of much leadership research: leadership perceptions, leadership behavior, and social
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influence. This approach allows us to cover a wide variety of the leadership literature in
a systematic manner.

Leadership and Perceptions
Underlying processes

Although extensive research examining the behaviors and traits of leaders has accumu-
lated, the variance in leadership due to followers and the interaction between the two has
been generally neglected (Hall & Lord, 1995; Hollander, 1992; Meindl, 1995). However,
social-cognitive theorists have investigated two basic psychological processes that may
underlie the leadership perceptions of followers. According to Lord (1985), leadership
perceptions can be understood in terms of both asributional and caregorization processes.
More recently, interest has also focused on the role of interactional justice in leadership
perceptions (e.g., Tyler, 1997). To a large degree interest in interactional justice highlights
the importance of affective processes for leadership perceptions. Below we review the lit-
erature related to these topics.

Attributional foundations of leadership perceptions. Many researchers working from a
social-cognitive tradition have examined the role of attributional processes in leadership
perceptions (e.g., Calder, 1977; Green & Mitchell, 1979; Lord & Smith, 1983; Martinko
& Gardner, 1987; Meindl, 1995). Calder (1977) noted that leadership is just another
social perception, and thus can be analyzed using general approaches such as attribution
theory. He also noted that because we have extensive experience with leaders, most per-
ceivers have implicit theories that define leadership. Meindl, Ehrlich, and Dukerich
(1985) extended this perspective, maintaining that leadership attributions reflect a sim-
plified understanding of organizational phenomena which are too complex for perceivers
to analyze using objective or empirically based processes. Hence, they rely on their implicit
theories and romantic beliefs about leadership. In a series of six studies, Meindl et al. also
showed that extreme performance was more likely to be explained in terms of leadership
than average performance, and that crisis accentuates the need of perceivers to attribute
causality to leaders. More recently, Meindl (1995) has emphasized the social construction
and group contagion aspects of such processes, which imply that factors external to the
target are primarily responsible for leadership perceptions. Consistent with this position,
Emrich (1999) found that perceivers falsely recalled leadership behaviors to a greater
extent in crisis rather than tranquil situations. In fact, her results seem to indicate that a
crisis context unconsciously activated leadership schema that were used by perceivers in
evaluating potential managerial job candidates.

Leadership researchers have also attempted to understand the role of causal attribu-
tions in assimilating other information. For example, a large number of studies have inves-
tigated the influence of performance cues on leadership perceptions (Lord, 1985), finding
that positive performance cues (i.e., information indicating a positive group outcome)
result in increased perceptions of leadership, while negative performance cues (i.e., infor-
mation indicating a negative group outcome) result in decreased perceptions of leader-
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ship. These “performance cue effects” are larger when perceivers attribute causality to
leaders rather than external factors (Maurer & Lord, 1991; Phillips & Lord, 1981) and
they are minimized if perceivers encode information using scripts rather than person
schema (Murphy & Jones, 1993). While such attributional explanations tended to
emphasize explicit processes, Phillips and Lord (1981) also found that more implicit
processes such as relying on perceptual salience of actors moderated the use of perfor-
mance information in forming leadership perceptions.

Both of these approaches are consistent with recent thinking on attributional processes
that emphasizes automatic processes (e.g., Gilbert, 1989). Consistent with such work,
considerable research has focused on categorization processes associated with leadership,
which we discuss in the following section. However, we first note that recent work on
attribution theory by social-cognitive theorists has focused on connectionist models
(Overwalle, 1998; Read & Marcus-Newhall, 1993). Given the speed and implicit nature
at which attributional processes are likely to occur in ongoing groups, subsymbolic con-
nectionist architectures may provide a useful model for understanding both attributions
and categorization processes associated with leadership.

Categorization processes and leadership perceptions.  According to leadership categorization
theory, leadership perceptions can be understood as involving a match between perceiver-
held prototypes and the characteristics displayed by a target that are noticed by the per-
ceiver. Further, categories provide encoding and retrieval structures which can be used to
form expectations of leaders or retrieve behavioral information regarding past leader
behaviors (e.g., Rush, Thomas, & Lord, 1977).

Since originally formulated by Lord, Foti, and Phillips (1982), a large number of lab-
oratory (e.g., Cronshaw & Lord, 1987; Fraser & Lord, 1988; Lord, Foti, & DeVader,
1984; Nye & Forsyth, 1991) and field studies (e.g., Foti, Fraser, & Lord, 1982; Foti,
Lord, & Dambrot, 1992) have s