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Introduction

JAN E. STETS
JONATHAN H. TURNER

We began assembling the chapters for this handbook at about the same time that we completed
The Sociology of Emotions, in which we reviewed the theory and research on emotions over
the past 30 years (Turner and Stets 2005). It became very clear to us in writing this book that
the sociology of emotions has made remarkable progress since its emergence in the late 1970s.
Clear theoretical and research traditions are evident, and the field now stands at the forefront of
microsociology and, increasingly, macrosociology. The Sociology of Emotions will be, we hope,
a useful reference work, but it is also important to hear directly from the authors who are at the
forefront of this field. Hence, for this handbook we have assembled a strong cast of authors to
review the range of topics that presently define the sociology of emotions.

As Massey argued in his 2001 Presidential Address to the American Sociological Association,
sociology must develop models of how humans think and feel (Massey 2002). Moreover, sociology
can no longer ignore the neurology of emotions by simply declaring biology to be a “black box™
into which sociologists should not tread, nor can sociologists shy away from evolutionary analyses
of how humans’ emotional capacities have emerged. It is essential, therefore, to understand
emotions in their most complete and robust form—a charge that we took seriously in assembling
the chapters for this handbook.

In any book of this nature, it is necessary to divide the chapters into topic areas. Although
there is always a certain degree of arbitrariness in such an exercise, our division of materials into
four areas best reflects the state of the field in sociology. The first section of the book deals with
basic processes that undergird the sociology of emotions. In Chapter 1, Robert Thamm explores
the classification of emotions. How many emotions are there? Along what dimensions do they
fall? Can a succinct classificatory scheme be developed for the sociology of emotions? These are
the kinds of questions that have guided Thamm in his effort to develop a scheme that captures the

JAN E. STETS AND JONATHAN H. TURNER ¢ Department of Sociology, University of California, Riverside, CA 92521



2 Jan E, Stets and Jonathan H. Turner

full range of emotions in a parsimonious conceptual scheme. To define and classify the range of
human emotions is, we feel, a good place to begin the study of human emotions.

Chapter 2 by David Franks heeds Massey’s call for sociological analysis on the neurological
basis of human emotions. Franks, who has called for a “neurosociololgy,” is the perfect scholar
to review the neurology of emotions. He has the credentials of a symbolic interactionist and is,
therefore, sympathetic to a social constructionist perspective on emotions while recognizing the
need for sociologists to understand the neurological substrate generating all human emotions.
(See Franks and Smith, 1999, for the first effort to assemble work by sociologists on the brain
and emotions.)

In Chapter 3, Stephanie Shields, a leading researcher on gender and emotions (Shields
2002), and several collaborators (Dallas Garner, Brooke Dil.eone, and Alena Hadley) review
the literature on how gender hierarchies are sustained by prescriptions for emotions that define
gender boundaries. Thus, cultural prescriptions for the feeling and expression of emotions in
microencounters also operate to sustain macrolevel social structures, such as gendered inequalities.

The second section of the book is devoted to a review of the various sociological theories
of emotional dynamics that have informed empirical work. The authors in this section are all
leading figures within a particular theoretical tradition, and each provides a review of the key
emotional dynamics emphasized by theory and research within their respective theoretical pro-
grams. Chapter 4 by Theodore D. Kemper, one of the early founders of the sociology of emotions
in the 1970s, opens this review of sociological theories. Kemper’s theory has always emphasized
power and status as the principal structural conditions affecting emotional arousal. For Kemper,
individuals’ relative power and status, as well as their expectations for power and status and their
gain or loss of relative power and status in interaction, determine their emotional experiences in
all social settings.

Chapter 5 by Gretchen Peterson examines another of the early approaches to the sociology
of emotions—the effects of culturc on emotions. Feeling and display rules as well as emotion
ideologies in a society’s culture always define what emotions can and should be felt and expressed
in situations. The power of culture to constrain emotional experiences often places individuals
under stress when cultural expectations and actual feelings come into conflict. Under these con-
ditions, individuals must often adopt a variety of cognitive and behavioral strategies to cope
with the disjuncture between the demands of feeling rules and other cultural prescriptions and
proscriptions, on the one side, and the feclings and emotional displays of persons, on the other
side.

In Chapter 6, Erika Summers-Effler reviews yet another early tradition in the sociology
of emotions—ritual theorizing. Randall Collins (2004) has been the foremost proponent of an
interaction ritual theory of emotions. By drawing from Emile Durkheim ([1912] 1965) and Erving
Goffman (1967), he has enumerated the conditions under which emotions are aroused during the
course of interaction. When individuals are co-present, reveal a common focus of attention and
mood, and represent focused encounters with symbols, positive emotional energy is built up.
Conversely, when these conditions fail to be sustained, emotional energy will decline or even
turn negative. Summers-Effler, a former student of Collins, extends this theoretical legacy by
introducing new dimensions to interaction ritual theory, namely human biology, a view of self,
and a more explicit set of connections among biology, culture, self, and ritual.

Chapters 7-12, which draw from symbolic interactionism, one of sociology’s earliest and
most enduring theoretical traditions, underscore the continued viability of the insights of George
Herbert Mead as these insights are recast to study human emotions. Chapter 7 by Jessica Fields,
Martha Copp, and Sherryl Kleinman draws inspiration not only from the pioneering work of
George Herbert Mead (1934) but also Herbert Blumer (1969) and Erving Goffman (1959). Of



Introduction 3

particular interest for Fields and her colleagues is how emotions sustain inequitable arrangements
in society.

All symbolic interactionist theories emphasize the central place of self and identity. When
self and identity are confirmed in situations, individuals experience positive emotions, whereas
when self and identity are not confirmed, individuals feel negative emotions and are motivated to
seek confirmation. In Chapter 8, one variant of symbolic interactionism—affect control theory—
is reviewed by several of its leading proponents: Dawn Robinson, Lynn Smith-Lovin, and Allison
Wisecup. In this theory, emphasis is on the level of congruence among individuals’ more fixed
sentiments or beliefs and more transient impressions about self, others, behaviors, and situations.
Individuals are motivated to perceive congruence between transient impressions and more funda-
mental sentiments about self, other, behavior, and situations. When deflection (or the perception
of incongruence) occurs, the emotions aroused work as a motive force to restore congruence.

Chapter 9 by Jan Stets reviews and extends yet another symbolic interaction theory of
emotions—identity theory—which argues that individuals seek to maintain congruence between
their identity standard meanings and perceptions of themselves in situations. When congruence
occurs, one’s identity is verified. Specific emotional states, such as shame, guilt, anger, depression,
and distress, emerge when there is incongruence between identity standard meanings and self-
in-situation meanings, activating control processes to restore incongruence and achieve identity
verification.

Chapter 10 by Howard Kaplan, a long-standing researcher on self processes (Kaplan 1986),
integrates a number of approaches into a view of emotions as ultimately self-referential. Emo-
tions are not only the basis for self-evaluation; they are also a stimulus to self-enhancing and
to self-protecting strategies for sustaining the integrity of self. Chapter 11 by David Boyns
reviews self-theories by arraying them along two dimensions: intrapersonal/interpersonal and
positivistic/social constructionist. By classifying theories in this way, Boyns is able to explicate
the fundamental differences among theories emphasizing the central place of self in emotional
arousal while providing guidelines for how to build a more robust theory of self and emotions.

In Chapter 12, Jonathan Turner reviews how psychoanalytic ideas can be grafted onto sym-
bolic interactionist theories. For Turner and others who work in the more psychoanalytic tradition
(e.g., Scheff 1988), defense mechanisms are often activated when individuals experience shame,
guilt, and other negative emotions about self. As emotions move below the level of consciousness,
they are typically transmuted into new, more intense emotions that distort efforts to bring self and
the responses of others back into line and that disrupt rather than repair social bonds.

Chapter 13 by Edward Lawler and Shane Thye review theoretical work on emotions in
exchange theory. When individuals mutually exchange and reveal relational cohesion (i.e., have
equal dependence on each other’s resources), positive emotions are aroused that increase commit-
ment to the exchange relation, thereby reinforcing relational cohesion. Indeed, the positive affect
becomes yet another resource in the exchange. Lawler and they have extended these basic ideas
to a more general theory in which the nature of the exchange (reciprocal, negotiation, productive,
and generalized) influences the emotions aroused as well as the attributions given by individuals to
self, others, and social structures. In making this extension, the affect theory of exchange presents
a more general theory of the conditions generating social solidarity.

In Chapter 14, Guillermina Jasso explores a topic that has been central to exchange theories
in sociology from their very beginnings: distributive justice and fairness. Individuals always
make justice evaluations in which they compare their shares of resources against a standard of
justice. If these shares are at a standard of justice, individuals will experience positive emotions,
whereas if they fall below or above the standard, persons will experience negative emotions. Thus,
individuals are always comparing their exchange payoffs to what they perceive as just shares; and
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these evaluations have effects not only on microlevel exchanges but also on macrolevel social
processes. With these simple but elegantly expressed ideas (through formal propositions), Jasso
is able to make many derivations that predict emotions and behaviors in a wide variety of social
situations.

Chapter 15 by Cecilia Ridgeway brings another long-standing theoretical research program—
expectation states theorizing—to the study of emotions. Status hierarchies generate expectation
states for the respective performances of higher- and lower-ranking individuals, but it is also
possible that positive or negative emotions about individuals may also influence expectations
for performances and the allocation of status. Ridgeway finds more support for the effects of
the status hierarchy on the emotions that individuals feel and express than on the effects of
preexisting feelings about actors on the development of status hierarchies. In general, higher-
status individuals experience more positive emotions and direct more negative emotions to lower-
status persons, while these lower-status actors experience more negative emotions but direct more
positive emotions to higher-status persons.

Chapter 16 by Michael Hammond is the final theoretical chapter and heeds Massey’s call for
an evolutionary analysis on the origins of human emotions. Hammond reviews several theories
that differ in their arguments on the relative effects of culture and biology on humans’ emotional
capacities. For William Wentworth and D. Yardly (1994), culture and the social construction of
emotions have more impact than biology on humans’ emotional responses, whereas for Hammond
(2004) and Jonathan Turner (2000), the biological substrate of emotions as it was used to build
social structures is given more significance. On either side of these arguments, the important point
is that these theories signal the importance of looking at human emotions from an evolutionary
perspective.

The third section of this volume reviews the sociological work on specific sets of emotions.
Early theorizing and research on emotions often conceptualized emotions in rather global terms,
such as continuum of emotions varying along a “positive” and “negative” scale. Over the past
decades, however, a considerable amount of insight into the dynamics of specific emotions has
accumulated (Stets 2003). Not all potential emotions are examined in this section, but some of
the most important emotions are explored. In Chapter 17, Diane Felmlee and Susan Sprecher
review love as an emotion that emerges in social relationships. In particular, they discuss the dif-
ferences between sociological and psychological analyses of love, with the former stressing the
structural, cultural, and historical influences on how love is experienced and expressed and the
latter emphasizing the diverse types of love that exist.

Chapter 18 by Gordon Clanton examines the emotions of jealousy and envy, which are often
conflated when in fact they involve very different affective states. Jealousy involves actual or
potential loss of valued objects or relationships, whereas envy is an emotion activated when a
person does not possess valued objects or relationships held by others. Although these emotions are
painful and often repressed, Clanton emphasizes that they serve important social functions, such
as preserving social bonds and maintaining social order (see also Clanton and Smith 1998 [1977]).

Chapters 19 and 20 address topics that are often seen as related: empathy and sympa-
thy. Empathy involves a person actually feeling the emotions of another, whereas sympathy
involves feeling sorrow and compassion for the fate of another. Chapter 19 by Mark Davis
expands upon his earlier work on empathy (Davis 1994), presenting a model that outlines the
antecedents, processes, intrapersonal outcomes, and interpersonal outcomes of empathy. Chapter
20 by Christopher Schmitt and Candace Clark builds upon earlier work by Clark (1997) on the
sociology of sympathy. In their analysis, the giving and receiving of sympathy is not only regu-
lated by cultural rules, but like any valued resource, sympathy is subject to exchange dynamics
revolving around games of microeconomics and micropolitics.
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In Chapter 21, Scott Schieman focuses on anger. For Scheiman, anger is a social emotion
that is likely to arise under specific social situations and among specific social categories (gender,
age, and class), while being mediated by the dynamics of power. Thus, rather than emphasizing
the biological basis of anger or the intrapersonal/psychological processes involved in anger, the
sociology of anger examines the social conditions under which anger is aroused, expressed, and
controlled in interpersonal relations.

Chapter 22 by Kathy Charmaz and Melinda Milligan examines grief as an emotion that,
unlike anger, is generally considered to be directed inward. Charmaz and Milligan demonstrate,
however, that the sociology of grief can correct for this perception by documenting the conditions
under which grief is aroused. For instance, there are conditions increasing the likelihood that grief
will be socially constructed, that grief will be employed in social movements, and that grief will
be played out in a culturally prescribed manner. Thus, like all emotions, sociocultural conditions
influence not only when grief is experienced but also the forms of expression that it takes.

Chapter 23 represents our attempt to look at what are often termed the “moral emotions.”
Moral emotions are always regulated by cultural codes specifying what is good and bad or ap-
propriate and inappropriate. There are, in our view, four types of moral emotions: self-directed
emotions of shame and guilt; other-directed emotions like contempt, anger, and disgust for vi-
olations of moral codes; sympathizing and empathizing responses to the distress of others; and
emotions revolving around praise and elevation of others for their moral behaviors. As we also
emphasize, however, a rather large palate of negative and positive emotions can become moral
emotions under specific conditions. Moreover, because evaluations of self and others in moral
terms often generate negative emotions about selves, defense mechanisms can intervene and
distort the connection between self and the moral order. Yet, despite these distorting effects of
repression, the social order cannot be sustained without moral emotional arousal.

The last section of this volume explores how emotions are implicated in life processes, specif-
ically the workplace, health, and social movements. These chapters illustrate how the sociology
of emotions can add additional layers of insight to these and other key domains of social life. In
Chapter 24, Kathryn Lively critically assesses Arlie Hochschild’s (1983) analysis of emotions in
the workplace. In light of more recent data on emotional labor and the psychological costs for
displaying normatively prescribed emotions that are not felt, many of Hochschild’s and others’
earlier conclusions can be questioned, or at least qualified. What emerges from the data is a more
nuanced assessment on the dynamics of emotional labor than is evident in either Hochschild’s
or others’ earlier analyses. Chapter 25 by Linda Francis compares psychological and sociolog-
ical approaches to health issues. Sociologists tend to use a social constructionist argument to
study health care, whereas psychologists employ a biomedial model emphasizing physiological
processes. Both approaches have their limitations, and Francis argues that the personality and
social structure approach of stress research and the symbolic interactionist approach have greater
potential for studying emotions and health from both biological and sociocultural perspectives.

Finally, in Chapter 26, Jeff Goodwin and James Jasper build upon their earlier work on
the importance of emotions to social movement participation (Goodwin and Jasper 2004). For
too long, they argue, the literature on social movements has been dominated by rational choice
and resource mobilization models, which, despite their virtues, do not adequately explore the
range of emotions that initially attract or sustain individuals’ involvement in social movements.
Because social movements are ultimately about mobilizing individuals to a cause, it is rather
surprising that the motive force behind such mobilization—a range of emotions—has not been
fully conceptualized in the social movement literature.

In conclusion, the fine essays in this volume offer a sense for how far the sociology of
emotions has come over the past three decades. These chapters do not examine every area of
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sociological analysis on emotions, but they represent a broad representative overview of what
the sociology of emotions has accomplished. As the sociology of emotions continues to infiltrate
virtually every subfield within sociology and beyond, a handbook published 10 years from now
should be twice as large and even more comprehensive.

If there are deficiencies exposed in these representative chapters, they revolve around the
lack of theoretical integration and the lack of sociological work on the full palate of human
emotions. In the future, then, sociological work on emotions needs to, first, begin the process
of theoretical integration so that a more unified sociological theory of emotions emerges and,
second, continue theorizing and research on specific emotions or sets of emotions so that the
complete set of human emotions can be understood sociologically. As long as theories remain
confined within relatively narrow conceptual traditions, the sociology of emotions will sustain
rather than break down the boundaries that now partition sociological theory and research. Also,
to the extent that only a few select emotions are studied or are examined along crude continua
such as positive and negative emotions, the potential contribution of sociology to the analysis
of emotions will be correspondingly limited. Moreover, if sociology is to produce more general
theories of emotions, it is essential that these theories include a more robust conception of human
emotional experiences.

Thus, a great deal has been accomplished in just three decades since the modern reemergence
of sociologists’ interests in emotions—as is so ably illustrated by the authors in this volume.
Yet, a great deal more needs to been done in the next decade to ensure that the sociology of
emotions will realize its full potential in explaining what is central to the human experience: the
arousal and expression of emotions that direct and drive human behavior, interaction, and social
organization.
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BASIC PROCESSES



CHAPTER 1

The Classification of Emotions

ROBERT A. THAMM

There comes a time in the progression of any scientific endeavor when the elemental dimensions
of a discipline need to be more fully defined, elaborated, and differentiated. This was achieved
in chemistry by the Russian chemist Dimitry Mendeleyev (1834—1907) in his construction of the
periodic table of elements and in biology by the Swedish botanist Carolus Linnaeus (1707-1778)
in his classification of plants and animals.

However, nothing this universal and comprehensive has been attempted in the study of human
relations and emotions. As Kemper (1978:24) has pointed out “we have no general statements
concerning either a full range of emotions or a full range of interaction conditions that might
produce emotions.” Optimistically, de Rivera (1977:98) postulated that “it should be possible to
specify relations between various emotions and to create a language for emotional life much the
same way chemistry reveals necessary relations between atoms and elements” and Ortony et al.
(1988) commented that such a system could well be parsimonious.

So, is it too presumptuous to suggest that all human emotions are related members of a single
system, a system in which the properties of each emotion category can be differentiated from the
properties of each of the others? This chapter addresses that possibility. The objectives include (1)
an examination of traditional classification approaches, (2) a review of contemporary theorists’
contributions, (3) an investigation of relevant factors in classifying emotions, and (4) a proposed
Linnaean-like classification scheme.

TRADITIONAL CLASSIFICATION APPROACHES

From various traditions, philosophers have postulated a set number of salient human emotions.
Aristotle maintained that there were 15 basic emotions, Descartes listed 6, Hume listed only 2,
Spinoza mentioned 3, Hobbes mentioned 7, Aquinas had 11, and Nietzsche, Darwin, and others
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proposed various numbers for basic emotions. These schemes typically involved a rather arbitrary
selection of emotion labels based on religious or philosophical assumptions. (See Gardiner et al.
([1937] 1970) for an extensive review of many of these traditional conceptualizations.)

Until the present, scholars have not been able to specify the differences among a wide range
of emotion categories in any systematic way. For example, they have not been able to successfully
differentiate specific meanings for common emotion labels such as guilt, regret, embarrassment,
and shame. It is also probable that for this reason, they have failed to reach agreement on which
emotions are elemental and which are not. In most cases, labels are equated with the emotion
(e.g., shame is the emotion).

Many of these scholars have some agreement on which emotions are elemental and which
are not. However, elemental structures of any natural phenomenon (emotion in this case) cannot
be decided simply by taking a survey of those doing theoretical manipulations, no matter how
well the investigators are thought of.

Labeling Approaches

During the past few decades, a controversy has emerged between the “prototypical” labeling ap-
proach and the “structural dimension” approach to the classification of emotions. The prototypical
approach concentrates on the “resemblance” among emotion concepts, stressing internal structure
with no sharp boundaries, whereas the dimensional approach takes the classical view that there
are necessary and sufficient, mutually exclusive, conditions by virtue of which emotion categories
are differentiated (see Russell 1991). Shaver et al. (1987) argued that the prototypical approach
is more sensitive to the finer details of the emotion, and Morgan and Heise (1988) countered that
the dimensional approach is a more efficient way to represent the emotion domain.

In a conciliatory response, MacKinnon and Keating (1989:83) concluded that “the two
schools of thought may be more complementary than irreconcilable.” The immediate concern,
however, is not which is the best approach to the classification of emotions, but which of the two
is more effective in generating mutually exclusive emotion categories and which approach should
be primary in the overall classification process.

Initiating the classification of human emotions by attempting to demonstrate interconnections
among a list of emotion “concepts” or “labels” is rather futile. It is analogous to labeling the various
species of “flowers” prior to examining the necessary and sufficient conditions that define and
differentiate their foliages and other inherent structural attributes. Viable classifications systems
of any natural phenomenon cannot evolve with attempts to assign labels to categories prior to
the elaboration of each category’s underlying structural dimensions, conditions, and states. In
classifying emotions, best-fit [abels can only be researched and assigned after the variations of
structural conditions that define emotion categories have been differentiated.

The primary concern in understanding emotion is not how labels are interconnected, but in
the attempt to find the causal preconditions that best differentiate them. Or, as Clore and Ortony
(1988:391) have argued, the goal must not be to define emotion words but to discover the structure
of the conditions to which such words apply. In this regard, Solomon (2002:134) argued that “the
quest for basic emotions should be understood and pursued in such a way as to capture the richness
and variety of human existence, not by way of reducing our emotional lives to the pre-set workings
of a limited number of affect programs” (emphasis added).

Overall, the widespread speculation in labeling primary emotions has been unproductive in
providing seminal models for an extensive differentiation of emotion categories. In discussing
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this futility, Weiner (1982) maintained that the search for taxonomy of emotions has not been
successful, and there is little agreement concerning how many emotions there are, or what these
emotions are to be called.

The failure of prototypical approaches to successfully differentiate a large number of emo-
tion categories is in their faulty assumptions about what causes emotion in the first place. It is
less fruitful to begin a classification scheme of emotions with a list of emotion terms or concepts
than with an elaboration of the social conditions that predict them. For this reason, a “dimen-
sional approach” will be applied in the proposed classification scheme as a more effective tool in
differentiating a larger number and wider range of emotion categories.

Psychoevolutionary Approaches

The psychoevolutionary approach to emotions originated with the assumption that emotions
evolve out of the human need to survive (Darwin 1872). It is unclear, however, just how such ba-
sic survival functions can be meaningfully applied in a scheme to classify emotions. Such attempts
have not been entirely successful. For example, Plutchik (1980) suggested in his psychoevolution-
ary approach that there are four basic dimensions (“existential problems of life”) essential in his
emotion theory. They included (1) hierarchy, (2) territory, (3) identity, and (4) temporality, as if
to suggest that other dimensions are unnecessary or incidental for a comprehensive classification
system.

Tenhouten (1996:194) offered a critique of Plutchik’s proposition that two emotions
combine as “adjacent primary emotions” to equal “secondary emotions.” Although some of
his combinations have face validity, at least one of his pairs of primaries equaling a secondary
emotion, as well as other definitions, is problematic. Combinations are defined rather arbitrarily,
and combining two primary labels to equal a secondary avoids the possibility of a third or fourth
component. Tenhouten (1995) also noted that Plutchik’s theory posits that a cognitive evaluation
of a “stimulus” precedes an emotional reaction. What is missing is an elaboration of the concept
of “stimulus.” Tenhouten argued that from a sociological perspective, environmental forces,
processes, and structures should be the focus in explaining emotions rather than “existential
problems.”

In summary, Plutchik’s classification of emotion labels is limited in that it (1) is arbitrary,
(2) based on the selection of only four dimensions, and (3) is a prototypical labeling approach to
emotion classification. However, the major limitation in his theory is the inability to account for
the social preconditions (stimuli) to emotions (i.e., a detailed mechanism by which emotions are
appraised and socially differentiated).

Socioevolutionary Approaches

In the following year, Tenhouten (1996) proposed his own evolutionary scheme as an extension
of Plutchik’s theory. He offered a reformulation of Plutchik’s model for the prediction of primary
and secondary emotions in listing 10 additional emotions as adaptive reactions to the 4 elementary
forms of social relations. He referred to this new model as “socioevolutionary” because it held
that the emotional experience is a result of social relationships and that emotions have a long
evolutionary history. For a socioevolutionary approach, such as Tenhouten’s, to be viable in
the classification of emotions, it would have to demonstrate how social forms in relationships
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somehow evolved over time and culture from a single origin, in terms of kind and sequence, and
then show how the evolution of these social relational forms are relevant to the differentiation of
emotion categories.

In this pursuit, the evolution of social structures needs more attention and might very well
be of taxonomic interest. However, how such a socioevolutionary model would be directly trans-
lated into emotion categories is still a mystery. It is not as simple as listing emotion labels for
categories in temporal ordering of their appearances in an evolutionary chain of concurrent social
structures. This approach might some day aid in understanding the origin and development of
structural emotions, but at this stage of development, it seems of limited value in systematically
differentiating emotion categories.

In contrast to these approaches, it is proposed that emotions can only be defined, differenti-
ated, and categorized in terms ofsocial structural dimensions and variations that predict them, just
as biological or chemical labels of “trees” or “hydrogen” are defined in terms of their unique struc-
tural characteristics. The elaboration of these structural dimensions and conditions is a primary
focus in the construction of the proposed classification scheme.

CONTEMPORARY CLASSIFICATION SYSTEMS

Over the past 30 years, several scholars have proposed methods of classifying emotions. Among
the most prominent, representing various approaches, include Kemper (1978), Plutchik (1980),
Hochschild (1983), Ortony et al. (1988), and Turner (2002). They will be directly reviewed in
terms of how they evolved emotion categories to differentiate the meanings of emotions and how
they came to assign labels to the various categories they generated.

Kemper first published his theory of emotions in the late 1970s and his theory is perhaps still
the state of the art. His primary assumption in classifying structural emotions is that they flow
from the outcomes of relations of power and status in interpersonal interaction. His approach is
from a social structural perspective, assuming that as structural variations change, so do emotion
experiences. He saw actors in given social relations being attributed with different amounts of
power or status, ranging from deficient to adequate to excessive. How much power or status a
person was attributed with predicts the subsequent emotion. As aresult of his research, he assigned
emotion labels for these structural variations. In the classification of emotions, Kemper’s most
salient contribution is that the dimensions of power and status are essential in differentiating
emotion categories and labels.

A few years after Kemper’s theory came out, Plutchik, a psychologist, introduced his psy-
choevolutionary synthesis of emotions. His theory proposed that there are eight basic adaptive
patterns that provide a basis for all emotions. He then elaborated a formal structural model describ-
ing the relations among primary emotions, and from these, he identified “derivative” emotions.
In these derivations, as was outlined above, he considered the various ways the primary emo-
tions are mixed in order to synthesize more complex emotions. In his “wheel,” any adjacent pair
of primary emotions could be combined to form an intermediate mixed emotion, just as any
two adjacent colors on the color circle form an intermediate hue. His classification approach
included having subjects judge the similarity of emotion terms and place them in a circle accord-
ing to their similarity in order to provide a conceptual basis for a dictionary of emotions. Also,
he saw the organization of his emotion categories as being analogous to the periodic table in
chemistry.

Bordering a sociological perspective, he considered evaluations of stimulus situations as good
or bad and argued the importance of valences and polarity (opposites) in emotion categories. His
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methodology included a subjective or introspective language approach including terms used to
describe inner-feeling states such as angry, happy, and sad. In addition, he introduced an intensity
dimension suggesting that emotion terms can be graded. In summary, his major contributions to
emotion classification included the dimensions of polarity, valences, mixed emotion categories,
compounded emotions, intensity, analogy, and the possibility of a dictionary of emotions.

In 1983, Hochschild elaborated a classification system from a constructionist and affect-
control theory perspective. She saw emotions as managing “temporary roles” involving “expect-
ing and wanting.” Her notions on classification involved charting emotions as a result of the
individual’s “momentary focus.” She listed emotion labels and categories in terms of what indi-
viduals liked or wanted, in terms of what they had or did not have, or had lost, and in terms of
what individuals approve or disapprove. One of her contributions to the classification of emo-
tions is the elaboration of categories of expectations and sanctions used to differentiate emotion
labels.

Ortony et al. published their cognitive theory of emotions in 1988. They were a few of the
first psychologists to recognize the importance of social events in elaborating emotion categories.
Their categories included being pleased or displeased about desirable or undesirable events. These
positive and negative sanctioning dimensions were used to define joy as Self being pleased about
a desirable event and distress as Self being displeased about an undesirable event. Happy-for-
other was defined as being pleased about a desirable event for Other and sorry-for-other as being
displeased about an undesirable event for Other. Like Hochschild, they also elaborated emotion
categories in terms of approving or disapproving of an individual’s actions. They defined pride in
terms of self-approving of one’s own action and shame as self-disapproving of one’s own action.
When Self approves of someone else’s action, they assigned the label admiration, and when Self
disapproves of someone else’s action, the label reproach was assigned.

They also noted to which actor an emotion was directed, to Self or to Other. The directionality
dimension is one of their contributions for classifying emotions. Another is the categorization of
emotions in terms of the extent to which actors approve of their and other actor’s actions (meeting
expectations) and defining events as desirable (receiving rewards) or undesirable. In addition, they
believed that the emotion categories they generated provided a “meaning” for emotion labels and
a basis for grouping them into “levels of differentiation,” separating the higher orders of emotions
from the elemental ones.

Turner’s (1998, 2002) approach to classification included the assumption of a set of four
primary emotions generally agreed upon by other scholars that had origins in the evolutionary
natural selection process. He grouped these four primary emotions in terms of their intensity
and then “mixed” the primaries into first-order combinations or elaborations. These elaborations
involved the simultaneous activation of two primary emotions with one being more dominant.
He demonstrated that the permutations of each set of 2 primary labels “produced” 12 first-
order groupings of over 50 new emotion labels. More complex second-order emotion categories
were then generated, each combining three of the four primaries. Just how he determined the
labels for each of the categories generated is not clear, but their elaborations at different levels
became a model for amore comprehensive system of classification. Perhaps Turner’s most seminal
contribution is his belief that sanctions and expectations were the “two critical dimensions of any
interaction that constrained and circumscribed the valence and amplitude of emotions™ (Turner
2002:83).

What each of these scholars had in common was a set of theoretical dimensions from which
they deduced the meanings for emotion categories and for which they attached primary and
secondary labels. The various dimensions and categories proposed by these scholars will be
critical in outlining a new classification system.
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RELEVANT FACTORS IN CLASSIFYING EMOTIONS

Before presenting a classification scheme, a brief definition of emotion is needed. From a soci-
ological perspective, emotion, in general, concerns the way the body responds to environmental
conditions. If emotions are responses to environmental events (Arnold 1970; Kagan 1958), they
must be defined in terms of their behavioral and environmental preconditions (Thamm 1975).
Even Plutchik (2001) conceded that emotions are reactions to situations usually of a social origin,
such as a change in a social relationship.

The assumption from a sociological perspective not only precludes the existence of social
stimuli that aids in the prediction of emotion states, but is also a cognitive appraisal of emotion-
relevant social preconditions and states (Thamm 1992, 2004). The social appraisals (cognitive
processing) then produce subsequent physiological responses (affective arousal). For this taxo-
nomic exercise, emotion includes both the appraisal and social dimensions and is defined as the
process of actors appraising and responding to real or imagined focused social situations.

CULTURE, STRUCTURE, AND APPRAISAL

Although the appraisal process is essential in understanding emotions, the immediate concern will
be on the antecedent social conditions that, after being appraised, directly define the meaning of
each emotion category. In this regard, the most vital question is, exactly which social dimensions
are being appraised in focused emotion situations. There are 2 distinct social factors in the emotion
causal chain: the social content factor and the subsequent social structure factor. It is important
to distinguish between them, for it will be assumed in the classification model that the social
structural factor is more effective in differentiating emotion categories.

Content versus Structure

From the constructionists perspective (e.g., Averill 1980; Harré 1986), the presence or absence
of emotion depends on the nature of the social context (or content) in unique cultural settings,
as well as on the cognitive constructions of perceivers of emotion events. However, philosophers
of social construction have denied any “essence” to emotion that can be reidentified across time
and culture. In fact, they have devoted a great deal of effort to show that there are no legitimate
ways of grouping emotions that would allow them to be classified across cultural contexts. In this
regard, Griffiths (1997) noted that Harre and other constructionists have greatly exaggerated the
range of emotion phenomena that they can explain.

So, can culture-specific social content differentiate emotion categories? From a construction-
ist perspective, it seems difficult, in that social content connected to a given emotion varies from
time to time and location to location. If emotions involve cognitive constructions derived from
culture-specific events, then it would seem impossible to isolate and define universal emotion
categories using this methodology. For example, the same social content producing the emotion
labeled anger in one culture-specific social situation might not in another.

How then can universal structures of emotion categories be differentiated and classified if
the content associated with each of them has so much intercultural variation? In this respect, the
culture-specific social content approach hardly provides a foundation for classifying universal
emotion categories. Cultural content in emotion instances, however, can be conceptualized as a
necessary precursor to the structural appraisals of that content. Gordon (1990:157) recognized
this blending of social content and structure in the understanding of emotions by mandating that
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an “analysis is needed of the social structural and cultural circumstances that are prerequisite
to experiencing and expressing a particular emotion” (emphasis added). According to Gordon
(1990), social structure refers to persisting patterns of social relationships that instigate emotions.
In turn, these social structural variations are theoretically associated with definitions of specific
emotion categories.

Social Structure and Appraisal

In the past, appraisals of social content have not shown to be productive in emotion differentiation.
This is partly because there are literally millions of social content instances that might evoke any
given emotion. Moreover, there are far fewer emotion categories than the almost infinite number
of social content situations that can be used to predict each of them (Morgan and Heise 1988).
This leads us to postulate that although the social content approach has failed to produce a viable
paradigm for the classification of emotions, the social structural approach has promise.

However, how does the appraisal process of deriving emotion structures and categories from
social content instances work? More specifically and significantly, what do these millions of spe-
cificemotion content instances have in common? For example, what do all anger-producing social
situations have in common? Attempting to answer these questions requires a closer examination
of the appraisal process. The key observation in this explanation centers around the notion that
emotion appraisals are not of social content per se, as some constructionists believe, but, rather, of
the structure of the content. Within an emotion-focused situation, the real-perceived or imagined
social-action content is appraised in terms of its structural configurations. The structure of the
content is the “essence” of emotion appraisal, not the content itself.

This distinction is important in that it is the variants of structural configurations that ulti-
mately define each emotion category. More importantly, these structural configurations can be
elaborated, independent of content. The construction of emotion categories requires no specific
social content, in that the collectivity of thousands of diverse and sometimes conflicting social
content exemplifications might all be members of the structure of a specific emotion category.

Once the appraisal of the structural emotion categories is made, the emotion follows, but
the emotion categories exist independently, whether or not they were ever appraised in any social
situation. In this sense, the appraisal process is redundant in elaborating emotion categories,
for it is only the remaining structurally defined categories that serve as the bases for emotion
differentiation and classification.

THE CLASSIFICATION SCHEME

The proposed strategy of classifying emotions is divided into three stages. The first stage is the
formal construction of emotion categories. During this stage, there is little need to consider either
the subsequent effects of emotions (e.g., physiological responses and behavioral expression of
emotions) or the antecedent social content of perceived social-emotion situations. It only involves
the elaboration of social structural conditions and states associated with each emotion category
generated and provides, in a Linnaean-like model, for their levels of differentiation.

The second stage involves the labeling of emotion categories elaborated at stage one. A
preliminary glossary of emotion terms is eminent at this stage. A possible third stage involves
the formal mapping of emotion categories similar to the Mendelean periodic chart. Charting
or mapping of emotions would be the final stage in understanding how structural emotions are
classified. However, the focus in this chapter is the enactment of stage one.
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“CLASSIC” CONSTRUCTION OF EMOTION CATEGORIES

The primary purpose in the first stage of the classification scheme is to outline a strategy for
defining and differentiating a comprehensive range of emotion categories. This requires a classic
elaboration of sets of necessary and sufficient conditions that define each category. These condi-
tions, in a sense, constitute the meanings of emotion. As Clore and Ortony (1991:48) maintained,
such an approach involves defining emotions in terms of the conditions that produce them, since
“the central tenet of the classical view is that there are necessary and sufficient conditions by
virtue of which something is a member of a category.” This is not an easy task in the elaboration
of emotion categories. Russell (1991) cautioned that although philosophers and psychologists
have tried for centuries, no one has listed features for emotion that are commonly accepted as
necessary and sufficient.

Inunderstanding the specific conditions necessary to define each emotion category, structural
dimensions found in the literature will be applied at several levels of emotion differentiation.
Recent attempts to explain human emotions have produced valuable contributions in proposing
these necessary structural dimensions. However, one persistent problem has been the number of
dimensions required to span the domain of emotions adequately. Morgan and Heise (1988) noted
that as many as 5—11 structural dimensions have been proposed.

According to them, much discussion and research in past decades has centered on the three
semantic differential scales of “evaluation, potency and activity” (EPA) (Osgood 1969), and there
is much support, especially among the affect-control theory group, that these three dimensions
represent universal and comprehensive dimensions of emotion. Morgan and Heise (1988), for
example, concurred in favoring this EPA “three-dimensional structure” originally proposed by
Osgood. The inclusion of these three dimensions in the classification scheme is critical, but to
incorporate only these three dimensions is quite limiting.

Plutchik (1980), on the other hand, has classified the emotions according to four additional
dimensions. They included (1) positive or negative, (2) primary or mixed, (3) polar opposites,
and (4) varying intensity. Among sociologists, Kemper (1978), in a multidimensional approach,
classified emotions in terms of (1) their duration (long or short term), (2) their real, imagined,
and anticipated outcomes in social relations, (3) whether they are structural, anticipatory, or
consequent, (4) whether they are positive or negative, and (5) whether they are power or status
related. From a different perspective, Thamm (1992) and Turner (2002) saw expectations and
sanctions as essential dimensions in classifying emotions, and Stryker (2004) and others have
proposed numerous additional dimensions as part of their emotion theories.

Some of these dimensions are widely reported in the literature, but they might not be sufficient
in predicting and differentiating a wide range of emotion categories. There might be other more
important, yet unreported dimensions that need to be taken into account. However, whichever
known dimensions contribute to the effective differentiation of emotion categories also need to be
incorporated into the scheme. One objective is to include as many of these reported dimensions
as possible.

Emotion Categories
The purpose of categorization in the sciences is to group together things because of some under-

lying similarity-generating mechanism. According to Griffiths (1997:16), instances of the same
chemical element, for example, resemble one another because of a “shared microstructure.” The
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general purpose in classifying emotion categories is the same, except that instead of chemical
elements, the intent is to group emotion instances in terms of their resemblances because of their
microsocial structures.

In grouping emotion instances, Gordon asked which elements that form a particular emotion
differentiate it from other emotions. He maintained that “an analysis is needed of the social
structural and cultural circumstances that are prerequisite to experiencing and expressing an
emotion” (emphasis added) (Gordon 1990:157). In examining these circumstances, the social
structural conditions and states that define each emotion category need to be uncovered, elaborated,
and formalized.

Formal Category Dimensions

The primary benefit of formalizing structures of emotion categories is providing a scheme in
which complex structural configurations that predict each emotion can be easily summarized and
illustrated in condensed symbolic notations. In this manner, a clear interpretation of complex
structural conditions and states that define emotion categories can more easily be achieved.

To this end, various universal emotion structural dimensions will be incorporated and inte-
grated into a formal system of notations, symbolic of the necessary and sufficient conditions and
states that define each emotion category. The result is a rather complex but parsimonious formal
paradigm for generating and classifying the meanings for a wide range of human emotions.

According to Russell (1991), to know the meaning of each emotion is to know, at least im-
plicitly, a set of necessary and sufficient causal features. In addition, he proposed that membership
in an emotion category “is determined by a set of common features. All members have all the
defining features, all members are equal in membership, and members can be precisely distin-
guished from nonmembers” (Russell 1991:37-38). In defining emotion categories, the following
propositions are offered in addition to Russell’s criteria.

1. Elemental emotion categories are “pure,” discrete, mutually exclusive, and nonoverlap-
ping.

2. Compound emotion categories are overlapping and are not characterized by mutual ex-
clusivity.

3. Emotion categories are exhaustive. Meaningful additional categories cannot be logically
deduced.

4. Emotion categories can be classified according to various levels of differentiation, com-
plexity, and generality.

These criteria are suggested as guidelines in the following classification process.

Levels, Dimensions, and Formalizations

The elaboration and inclusion of various emotion-relevant social structural dimensions are prereq-
uisite to generating specific emotion categories. The general objective is to use these dimensions
to devise a formal classification of emotion categories and to combine many dimensions proposed
in the literature into multiple “levels of differentiation” (Ortony et al. 1988).

The general classification model will also utilize analogies to the classical Mendelean and
Linnean systems. Such approaches heretofore have been advocated by many scientists. After citing
a few of these scholars, Plutchik (1980) listed three arguments favoring the viability of analogical
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method: (1) The resemblance between the laws of a science and the laws of another science makes
one of the two sciences serve to illustrate the other; (2) it permits the organization of a large body
of phenomenology in a logically consistent way according to a previously investigated logical
system; and (3) it is characteristic of human language in that it is made up of metaphors and
analogies, which are a fertile ground for the exploration of ambiguity and the discovery of hidden
likenesses.

The analogical scheme proposed below parallels the seven-level conceptual approach used
by Linnaeus in categorizing living things. He classified plants and animals ranging from the
most general level (kingdom) to the most specific level (species): kingdom, phylum, class, order,
family, genus, and species. The classification system outlined below will generally be analogous
to the logic, levels, and terminology applied by Linnaeus. Each of these Linnaean levels will
include selected emotion-relevant structural dimensions as well as respective emotion categories
generated within them.

LEVELS OF EMOTION DIFFERENTIATION

The classification scheme begins with elaborating the most general and least complex categories
and ends with the most specific and most complex categories. The most general level of differen-
tiation is presented first. It incorporates the dimension of valences, including positive, negative,
and mixed emotion categories.

Level L. Positive and Negative “Kingdoms” of Emotions

The positive-negative polarity and the notion of opposites originally derived from the medieval
church, which, in turn, traces its psychology back to Aristotle. Today, the concept of valence enters
in virtually every theory of emotion in at least an indirect way. The reliance on valence pairs has
a long history in psychology. “Since 1961, more than 600 published papers have explored and
tested the concepts of positive and negative affect” (Solomon and Stone 2002:418).

Many scholars have argued for the centrality of a valence in grouping emotions. Aquinas, for
example, used “good” and “evil” to classify emotions. More recently, Arnold (1970) expanded
the criteria used by Aquinas as to whether an object is “good” or “bad.” Russell (1980:1163)
later suggested that one property of the cognitive representation of affect is the dimension of
“pleasantness-unpleasantness,” and Kemper (1978:47) argued that an emotion is “a relatively
short-term evaluative response essentially positive or negative in nature.” Kelley (1984) reviewed
the early valence-oriented emotion theories of Abelson (1983), de Rivera (1977), Roseman (1979),
and Wiener (1980) and concluded that one feature common to all the theories is the positive or
negative (pleasant or unpleasant, wanted or unwanted) nature of the emotion experience.

Other theorists connect the valence dimension to a preferred selected second dimension.
Shelly (2001}, in his model of how sentiments lead to expectations, extensively used valences to
represent task-outcome states in terms of success or failure, states of liking or disliking, and states
of task ability. Clark (1990) used *“positive other-emotions™ and “negative other-emotions” in
indicating inferiority and superiority in controlling the balance of emotional energy and eliciting
a sense of obligation in relations, and Collins (1990) contrasted positive and negative “short-
term emotions” in terms of how they are generated and expressed as levels of “emotional energy.”
Hammond (1990) saw positive and negative arousal in terms of pursuing “affective maximization,”
and according to Plutchik (1980), environmental stimuli are given a positive or negative valence.
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Appraisal models commonly suggest that situations are judged positively or negatively and
that these “definitions of the situation” are emotionally appraised and reappraised. Other models,
such as those presented by Arnold (1970) and Lazarus et al. (1980), however, failed to specify
what instances or events in the situation led to positive or negative appraisals. However, in any
case, valence seems to be a most fundamental and most frequently applied dimension in grouping
emotions and it also appears to be the most commonly discussed emotion dimension by theorists
and researchers. Overall, emotion scholars in their conceptualizations seem to have little reserva-
tion in elaborating positive and negative categories and they proceed to list examples of emotion
labels attached to each.

In the proposed classification scheme, the kingdoms of emotion will include the positive, neg-
ative, and mixed emotion categories. These categories will be notated with various configurations
of positive [+] or negative [—] states.

Level II. Normal and Abnormal “Phyla’ of Emotions

The normality of emotion is also a fundamental classification dimension. However, because this
dimension is not generally discussed at length by theorists or researchers, there seems to be lit-
tle concern about a formal distinction between normal and abnormal emotion categories. This
difference, however, is apparent in the psychological academic community in the offering of spe-
cialized courses in “abnormal psychology” that generally have a psychoanalytic orientation. The
abnormal emotions are commonly identified with emotional (mental) disorders and “imaginary”
emotion experiences, whereas the normal emotions are considered those experienced in most
“real” day-to-day social interactions.

The primary assumption in classifying the phyla of emotions is that social content of ap-
praisals is altered when moving from the normal to abnormal, but social structural forms do not
change. Actors, as they wander from social reality, recall, fantasize, or dream by reconstructing
social content. This cognitive manipulation of real content provides actors with more idealized
escapes and solutions to a “shame-based” past reality. Although the content of their imaginations
can be considered abnormal, the structures of their “magically” created emotion instances take on
the same social forms as are found in normal emotion situations and categories. If the structures
of emotion categories are the same for normal (real) and abnormal (imagined) social situations,
they both can be formalized using the same notation system. The only two differences include a
formal notation change by circling or inflating the valence signs to indicate abnormal states and
the use of different emotion labels for abnormal categories due to their unreal properties.

The classification of the two emotion phyla includes the normal emotion categories and the
abnormal emotion categories, along with their respective conditions and states. The states for
these two emotion branches are identified with a notation and a brief structural definition.

1. Pluses [+] and minuses [—] represent normal emotion conditions when appraised emotion
states reflect real social situations.

2. Circled pluses [@] and minuses [©] represent abnormal emotions when appraised emotion
states reflect imaginary social situations.

These distinctions are interesting in that, perhaps for the first time, the formalization and integration
of psychoanalytic processes might be possible. An elaboration of the phylum of abnormal emotions
is eminent, but far beyond the limitations and scope of this presentation. The uncircled plus and
minus notations will be used throughout the remainder of the chapter to represent normal emotion
states.
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Level I11. Static and Dynamic “Classes’ of Emotions

There is a long-standing structural-functional theoretical tradition distinguishing the static from
the dynamic aspects of social systems. The static is usually defined more in terms of social
structural variations, whereas the dynamic is defined in terms of social change and social func-
tions in interactions and institutions (e.g., Parsons 1951). These distinctions can be applied in
differentiating the two classes of emotions. The class of structural emotions is represented by
states that are relatively stable and fixed, whereas the class of transition emotions is represented
by processes of social change, from a set of stable states to an opposite set, from positive to
negative, or vice versa. As states on social structural conditions change, so do emotion appraisals,
and these changing states define the class of transient emotion categories. Gordon (1985:136)
supported this distinction in stating that structural change in society ultimately leads to change in
the emotions, and “as social stimuli change, so must emotional responses change.”

Kemper (1978) characterized “structural emotions” (static) as a point of equilibrium, as being
relatively stable with little change from interaction episode to episode, and, in contrast, he saw
“anticipatory emotions” (dynamic) as looking to the future of the relationship, the probable success
or failure of the relation, as prospectively good or bad, and in terms of optimism or pessimism.
Kemper implied that positive anticipations involve going from a negative structural assessment to
a positive assessment of the situation and that negative anticipations involve going from a positive
structural assessment to a negative. Such transitions generally describe the classes of dynamic
anticipatory emotion categories, including the positive “hopes” and the negative “fears.”

Kemper further noted that in popular discourse, one of the most common anticipatory emo-
tions is anxiety. Accepting this, general anxiety seems a reasonable label for both the positive
and negative anticipatory emotion categories. An elaboration of the two classes of emotion in-
cludes the static, stationary, or structural emotion categories, and the dynamic, anticipatory, or
transitional emotion categories. The states for these two emotion dimensions are identified with
a notation and a brief structural definition.

1. Plus [+] and minus [—] structural emotion states: When emotion appraisal conditions
are constructed from positive or negative stable or stationary conditions.

2. Minus-to-plus [— +] and plus-to-minus [+ —] transitional emotion states: When emotion
appraisal conditions are constructed from positive or negative anticipatory conditions.

The static notations will be used directly in outlining the class of structural emotions. Like
the phylum of abnormal emotions introduced at Level II, an elaboration of the class of anticipatory
anxiety emotions is beyond the scope of this chapter.

Level IV. Expectation and Sanctioning “Orders” of Emotions

Before considering the more complex orders of emotion categories, a model for elaborating their
conditions and states is presented. The following paradigm is designed to formalize emotion
structures with up to four emotion-relevant conditions. An exhaustive number of permutations
will be generated from the paradigm, and each configuration will symbolize the conditions and
states associated with a specific emotion category.

Formal notations of brackets, conditions, and states are introduced. The brackets are used to
illustrate the parameters of each emotion category. Structural conditions are presented in quadrant
form within each bracket. The location of four elementary structural conditions is assigned to
respective quadrants, and states on relevant conditions are illustrated within the quadrants.



The Classification of Emotions 23

To begin the formalization, each structural emotion category is defined in terms of the number
of relevant emotion conditions and the appraised states for each condition. The number of relevant
conditions is determined by how many pluses and minuses are illustrated within each bracket.
The state on each relevant condition is notated in terms of valence signs with either a positive (+)
valence or a negative (—) valence.

1. Examples of one-condition categories: [T Jand[ _1.

2. Examples of two-condition categories: [ ],[- ;],and[_ 1
3. Examples of three-condition categories: [~ 71,[Z , J,and [_ T1].
4. Examples of four-condition categories: [£ T1,[ T],and [Z T ].

Different structural dimensions and conditions occupy different locations in the paradigm and their
meanings and formal notations, illustrated as emotion categories, are generated and differentiated.

EXPECTATION DIMENSIONS. The first major social dimension to be formalized using
the notations outlined above pertains to the extent to which actors meet or do not meet expectations
in emotion situations. Over the past few decades, expectation states theory (see Berger 1988) has
played a major role in understanding the structure of emotions. The essential idea in this theory
is that interaction is organized around expectations that constrain how individuals respond to
each other (Turner 2002). Such theories, however, center on expectations of group members prior
to meeting or not meeting them. The meaning of the concept of expectation in this theoretical
literature is confusing, in that actors are “expected” to meet “expectations” in social situations.
This statement seems to have a double meaning in that the “expected” outcome is a different
concept than the “actual” outcome. The expected outcome is described in the literature in terms
of a “potential,” “likely,” or “probable” outcome and is a function of the “ability” of the actor to
successfully meet expectations.

Expectation states theory thus seems to be more concerned with predicting whether actors
will potentially perform (meet expectations in the future) or not (not meet expectations in the
future), compared to whether actors did in fact perform (met expectations) or did not perform
(failed to meet expectations). This theory is more about the unknown anticipated outcome rather
than the known structural outcome, as in “the actor is expected to win the race,” contrasted
to “the actor won the race.” Because of the dynamic and anticipated nature of the “expected”
conceptualization, its classification value is more in understanding transition emotion categories
where outcomes are unknown, rather than structural categories where outcomes have already
been determined. The structural dimension proposed in this classification system pertains only
to the outcomes in relations, after the expectations are or are not met, and how these outcomes,
when appraised, define emotion categories.

This structural expectation dimension also does not involve the content of subsequent ac-
tions or future evaluations made by the actors subsequent to the emotion event. To this extent,
expectation states theory again fails to provide a viable model for the prediction of structural
emotion variation, as it is more concerned with “social content” in the appraisal process rather
than the consequences of social structural outcomes. More relevant to the proposed dimension,
Gordon (1990) noted that emotions are commonly aroused when one’s expectations are either
fulfilled or violated.

From a slightly different perspective, Kemper (1978) introduced the concept of agency,
whereby Self or Other is responsible for social structural variations in relations. If Self is the agent,
the implication is that Self is “responsible” for the outcome. Following this logic, the responsible
Selfis to be blamed or praised for meeting or not meeting expectations and to subsequently receive
appropriate rewards or punishments (sanctions). Weiner (1982) also thought along similar lines in
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identifying a dimension of emotion that he called “controllability.” Controliability implies internal
causation and is defined in terms of which actor (Self or Other) is attributed with the responsibility
(blame or praise) for controllable causal conditions. Like Kemper, the notion of responsibility
presented by Weiner helps define this emotion-relevant dimension of actors having met or not
met expectations.

SANCTIONING DIMENSIONS. In leaming theory, environmental events consist of re-
wards and punishments or “reinforcements” for appropriate or inappropriate actions. Reflecting
this theoretical tradition, Gray (1971) noted that the common element binding emotions is that
they all represent some kind of reaction to a reinforcing event. For example, Turner (2002) pro-
posed that using negative sanctions invites negative emotional responses. In contrast, positive
sanctions generate variants and elaborations of happiness. Roseman (1979) also associated spe-
cific emotions with situational sanctioning. Positive sanctioning is represented as the “occurrence
of a desired event,” and negative sanctioning is represented as the “occurrence of an undesired
event.” He maintained that actors experience joy when a desired event occurs and sorrow when
a desired event does not occur, and distress when an undesired event occurs and relief when an
undesired event does not occur. It goes almost without saying that rewards tend to make people
happy and punishment makes people unhappy!

What is important in the classification process, however, is how rewards and punishments
are distributed among actors in emotion situations. This is perhaps the most salient dimension,
for what could be more central emotionally than appraisals of who received or did not receive
rewards in social relations?

EXPECTATION-SANCTION DIMENSIONS. Social role-model theories of emotion (e.g.,
Averill 1980) have two variants: The first is that behavior is driven by attempts to conform to
social roles (meeting expectations), and the second is that behavior is brought into conformity by
patterns of reinforcement (positive sanctioning) (Griffiths 1997). Elaborating on this, Hochschild
(1983) argued that emotions are about “expecting and wanting,” and she went on to categorize
19 emotion labels by the individual’s “momentary focus.” They include categories of liking
or disliking, approving and disapproving (expectation dimensions), having or not having, and
wanting or not wanting (sanctioning dimensions). Such categories fit well into the expectation-
sanctioning conceptualization being proposed.

According to Turner (2002) and Thamm (1992), sanctions and expectations are the primary
mechanisms by which emotions are aroused in encounters. The significance of these dimen-
sions cannot be overemphasized, and their inclusion is necessary in any comprehensive emotion
categorization scheme.

DIRECTIONALITY DIMENSIONS. Sociologists of emotion have been interested in a
vocabulary used to identify emotions directed to Self or Other or emotions directed to both Self
and Other. For example, it is quite likely that anger and pity can be self-directed, as well as other-
directed (Weiner 1982). Expanding on this, Kemper (1978) maintained that different emotions
might be directed toward the different parties involved, including Self, Other, and a third party
(if there is one). Therefore, emotion appraisai can focus either on the Self, Other, both, or on all
three parties, as in the special case of jealousy.

Interaction theory also assumes the identities of both Self and Other, and as Goffman (1974)
indicated, emotions occurs berween persons. Thus, concern for others or one’s relation to oth-
ers is reflected in various appraisal dimensions and might give rise to many different emotions
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(Manstead and Fischer 2001). In general, there is somewhat of a consensus among thinkers that
the directionality of emotions is a necessary social dimension in elaborating emotion categories.
The Self-Other dimension combined with the expectation-sanction dimension will account for
the elemental emotion categories.

ELEMENTAL EMOTIONS. A controversy over the basic emotions has been ongoing for
several thousand years. Although there is a vast literature on this subject, there is little agreement
concerning how many basic emotion traits there are or what these traits are to be called (Weiner
1982). So are there basic emotions at all, and what is their number and identity, and why is there
such disorder of various proposed lists? These questions signal some confusion in the search for
basic emotions, and perhaps as Solomon (2002) concluded, no emotion deserves to be elevated
over all the others as more basic. However, there does seem to be agreement that some emotions
are more basic, primarily because they have less complex specifications and eliciting conditions
than others (Ortony et al. 1988).

Finally, Gordon (1990) asked if there might be a set of sociologically basic emotions relevant
to social interaction. In response to his question, it is proposed that there is such a set of basic
emotions, and these categories will be the first elaborated. It is achieved by formally integrating
the positive-negative, the expectation-sanction, and the Self-Other dimensions. The combinations
of these dimensions will define the most elemental (and mutually exclusive) emotion categories,
and from these, more compound categories will be generated at the next level.

FORMALIZATION OF ELEMENTAL EMOTIONS. The classification of the two emotion
orders includes the expectation emotion and the sanctioning emotion categories. Expectation
conditions and states will be notated on the top row within the paradigm brackets, with sanctioning
conditions and states on the bottom row. Of the dimensionality categories, Self’s emotion states
are indicated in the left column and Other’s emotion states in the right column.

Like atoms in the differentiation of chemical elements, valences are used to elaborate the
structure of the eight elemental emotion categories. They include the following structural config-
urations and corresponding notations:

1. Self met expectations [t ], or Self did not meet expectations [~ ].

2. Other met expectations [ ], or Other did not meet expectations [ ~].
3. Self received rewards [ ], or Self did not receive rewards [ 1.

4, Other received rewards [ ], or Other did not receive rewards [ _ ].

Other theorists have come to similar conclusions. Ortony et al. (1988) have listed structures
paralleling the elemental emotion categories outlined above.

Approving of one’s own act [t ].

Disapproving of one’sown act [~ ].

Approving of another’sact[ *].

Disapproving of another’sact[ ~].

Pleased about a desirable event [ .

Displeased about an undesirable event [ ].

Pleased about a desirable event for Other [ ].
Displeased about an undesirable event for Other { _].

The one-condition elemental emotion categories can also be combined to form compound emotion
categories. The two-condition compounds will be addressed next.



26 Robert A. Thamm

Level V. The Comparative “Families” of Emotions

Ortony et al. (1988) noted that the “levels of differentiation” indicate higher orders of emotions
and they differentiate them from the elemental ones. At this level, 24 two-condition categories
compare 2 elemental categories, and together they make up the attribution, distribution, and
interaction families of emotions. These three dimensions and their variations will account for the
classification of a large number of the most commonly experienced emotions.

MIXED VALENCES. In addition to the “pure” and mutually exclusive elemental emotion
categories, emotions can have mixed positive and negative components. Even the traditional
approaches attempt to explain and classify emotions by labeling a certain number of “primary”
emotions and then argue that these emotion “labels” are interconnected in some fashion. From
these primary emotions, more complex, or blended, emotions could be derived (Russell 1991).

Many theorists had something to say about mixed emotions. In a positive vein, Averill (1975)
proposed the construction of “compound” emotions, based on the more “elementary” ones. Ekman
(1982), in confirming his studies of facial expression of emotions, concluded that emotions do
“mix,” and Plutchik (1962) spoke of “mixed states” of primary emotions, in that a small number
of “pure” emotions could be combined into more uniquely specific “compound” and “complex”
structures. In addition, Turner (2002) noted that one way to increase the emotional repertoire is
to “mix” primary emotions.

Conversely, Ortony and Turner (1990) argued that the mixing of emotions is not heipful
and has caused a lack of precision and clarity. Also, Weiner (1982) concluded that how complex
emotions get built up from more basic ones is still a mystery. Hopefully, the proposed formal
integration of these mixed valence emotion categories will help dispel such a mystery and such
vagueness.

Before formally elaborating the 24 mixed emotion categories, a brief review of the three
families of emotions is offered along with some theoretical implications. The attribution family
will be addressed first, followed by the distribution and interaction families.

ATTRIBUTION EMOTION FAMILY. Emotions can be attributed to either Self or Other, or
to both, In this subsection, the comparative emotion attributions of Self and Other will be examined
from identity theory and power-status theory perspectives. However, how expectations are related
to sanctions in defining the compound attribution emotion categories will be examined first.

Some time ago, Durkheim (1938) asserted that expectations define punishments and rewards
for various forms of behavior and specify social consequences for the person performing the
action. More recently, Scheff (1990) discussed how conformity (meeting expectations) related to
sanctioning. He argued that actors usually conform because they are likely to be rewarded when
they do and punished when they do not.

Turner (2002) tied these dimensions to emotions in maintaining that “sanctions are used
to assure that individuals do what they are supposed to do.” Sanctions, according to Turner
(1998:445), are “ultimately a response to expectations about proper conduct, and moral codes have
no meaning unless they are imbued with emotional content.” Turner (2002) further hypothesized
that the more individuals receive positive sanctions and the more expectations are met, the greater
will be the variants and elaborations of satisfaction-happiness (positive emotions), and the more
individuals receive negative sanctions and the less expectations are met, the greater will be the
variants and elaborations of assertion-anger, aversion-fear, and disappointment-sadness (negative
emotions). In conclusion, Turner (2002:89) argued, “if negative sanctions and failures to meet
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expectations did not arouse emotion, humans would all be sociopaths; and as a result, the social
order would not be possible.”

Attribution Theory. Comparing the appraisals of meeting or not meeting expectations for an
actor to the resulting sanctions defines Self’s and Other’s attribution emotion categories. Weiner
(1982) stated that “attributional analysis” facilitates the understanding of emotional experiences
and underlying dimensions of attributions are the significant determinants of affective reactions.
Moreover, he contended that causal attributions appear to be sufficient antecedents for emotions
elicitation, and the discovery of these causal dimensions is an indispensable requirement for the
construction of a general attribution theory of emotion.

Attribution processes, according to Turner (2002), are also an important part of emotional
reactions. When emotions are positive, individuals can attribute their success in meeting expecta-
tions and receiving positive sanctions to themselves, or to others, or to categories of others. In as-
sessing attributions in relations, actors define themselves or others in terms of expectation-sanction
emotion categories, and the Self or the Other can take on verified attribution configurations as
part of an “identity standard” (Burke 2004).

Identity Theory. Smith-Lovin (1990:238) has suggested that a sociological theory of emotion
should link emotional response to other aspects of social action, like identity, and Stryker (2004)
noted that one element in identity theory thinking recognizes the import of affect. Stryker further
argued that actors care whether expectations are met, and the success or failure to meet expectations
generates more or less strong and diverse forms of affective expression. More specifically, expected
behavior typically generates or reflects feelings.

In reviewing identity theories, Turner (1998:432) proposed that “emotions drive individuals
to act consistent with expectations” and to “receive positive reinforcement.” Performance (meeting
ornot meeting expectations) and sanctioning (receiving rewards or punishments) seem to be central
dimensions in defining an individual’s identities, and according to Turner (2002), expectations are
key in the emotional reactions of individuals to self-verification. The relevance of the expectation-
sanction dimension to identity theory is also discussed by Thoits (1985). She argued that in the
process of self-labeling, actors are motivated to conform to social expectations and, from identity
enactment, to obtain social rewards. Moreover, she argued that social rewards are presumed to
encourage voluntary conformity to normative expectations. Thusly, she connects the self-labeling
identity conceptualizations to the expectation and sanctioning dimensions outlined earlier for the
differentiation of emotion categories.

Valence and Identities. Although identities can be defined in terms of expectation-sanctioning
dimensions, how are such identities represented in terms of positive and negative states? Turner
(2002:101) noted that “one does not have a view of self without emotional valences.” He believes
that it necessary to untangle the complexity of the emotional Self in analyzing emotional valences
attached to varying cognitions that individuals have about themselves. The relation between
identity and affect certainly needs more attention, and this is addressed in the next subsection,
in which power-status and expectation-sanction dimensions are integrated and applied in the
elaboration of attribution identity emotion categories.

Power and Status Identities. Kemper (1978) pointed to two underlying relational themes that
have consistently emerged in prior theory and research efforts. He labeled these two dimensions
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power and status. Kemper and Collins (1990) also viewed these dimensions as critical and have
articulated a strong defense for their application in understanding emotions. They, however, did
not provide a mechanism by which these dimensions can be formally translated into expectation-
sanction valence states, a necessary requirement for inclusion in this classification system.

Power and Status Valences. Many theorists have offered definitions of power and status
conceptualizations and have suggested distinctions between them. An extensive review of these
definitions was conducted by Kemper (1978) in reviewing many theorists’ conceptualizations,
including Weber, Parsons, Homans, Blau, Osgood, Thibaut and Kelley, Heise, Kemper and Collins,
Scheff, and several others.

In response to his review, Thamm (2004) entertained the possibility that power and status, as
conceived by these many theorists, could be represented in terms of positive and negative valences
and then further elaborated in terms of expectation and sanctioning states. These valences and
definitions are summarized below in terms of power and status attribution emotion categories.

[T 1High Status: When Self did something positive and received something positive, or
Self met expectations and received rewards.

[Z ] Low Status: When Self did something negative and received something negative, or
Self did not meet expectations and did not receive rewards.

[T 1 High Power: When Self did something negative but received something positive, or
Self did not meet expectations but received rewards.

[T 1 Low Power: When Self did something positive but received something negative, or
Self met expectations but did not receive rewards.

How, then, are power concepts generally differentiated from status concepts? It is apparent,
as Kemper (1978:35) suggested, that rewards are not “the differentia.” The condition that distin-
guishes power from status is not sanctioning, but it differentiates whether expectations were met
in a given social situation. Both power and status suggest that actors were rewarded, but only
power derives reward as a result of not meeting expectations, including *“coercion,” as Kemper
argued. Status, conversely, requires compliance in meeting expectations, also argued by Kemper.
Although Kemper elaborated an extensive emotion theory, he failed to define his power and status
conceptualizations in terms of either expectation-sanctioning dimensions or in terms of valences.
Expressing power and status dimensions as formal representations allows for their added meaning
to the attribution emotion categories and provides for their more parsimonious classification.

Power- and Status-Identity Types. In affect-control theory, the evaluation, potency, and ac-
tivity (EPA) dimensions introduced by Osgood (1969) include “feeling good” or “feeling bad”
about performing. The good-bad performance dimension (meeting or not meeting expectations)
could also include feeling good or bad about receiving rewards or punishment in social situations,
a sanctioning dimension. Feeling good or bad, as expectation and sanctioning dimensions, can
then be applied in defining both power and status attributions.

Combining feeling good about both one’s performance and one’s rewards defines a high-
status attribution; feeling bad about ones performance along with feeling bad about one’s pun-
ishment would constitute a low-status attribution; feeling good about one’s performance but bad
about one’s punishment would be a low-power attribution; and feeling bad about one’s perfor-
mance but good about one’s rewards would be a high-power attribution. This elaboration expands
the EPA dimensions to include power and status, where “evaluation” becomes a status dimension
and “potency” becomes a power dimension, a conclusion initiated by Kemper (1978).
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Long-term power and status attributions might also be used to profile “classic” identity or
personality types, such as the case with “heroes and villains.” Of course, heroes are the high
performers and villains the low performers. The corresponding sanctioning terms include “suf-
fering” (receiving punishment) and “conquering” (receiving rewards). In summary, high status
[T 1isrepresented by the “conquering hero” identity type, low status [~ ] by the “suffering
villain,” high power [ ] by the “conquering villain,” and low power [* ] by the “suffering
hero.” Each of these attribution types, when experienced over the long term, could be implemented
as a fundamental dimension in characterizing a person’s emotion identity.

Another classic psychological “typing” parallels the power and status attribution dimensions,
including the categories of “sweet grapes” [1 ] for high status, “sour lemon” [~ ] for low
status, “sweet lemon” for high power [ ], and “sour grapes” [+ ] for low power. Applying
the “mixed valence” conceptualizations of power and the “pure valence” conceptualizations of
status allows for their inclusion within the proposed scheme. One insight in using power and status
valence structures in defining emotion categories is that the consequences of meeting expectations
is not always rewarding and not meeting expectations is not always punitive.

DisTrRIBUTION EMOTION FAMILY. Inequalities in the distribution of rewards are espe-
cially emotion relevant, as indicated by Marx and Engels in their structural theory of the alienation
of labor. Other conflict theorists have added to the understanding of inequality in societies, includ-
ing Dahrendorf, Coser, and Mills, among others. In combination, they have extensively critiqued
the unequal and discriminating effects of centralized reward distributions in society.

However, their emotion concerns were with the macro and were general in scope, rather than
with outlining microemotion categories (Scheff 2000). At the micro level, Hammond (1990:65)
argued that inequality serves as one means to pursue what he called “affective maximization”
for the individual. However, an affective maximization for the larger collectivity demands a
different logic, where rewards or performances are decentralized and shared more equally among
members,

Although much discussion in the literature concerns inequalities in the distribution of re-
wards, performance inequalities and their corresponding emotion categories are not widely con-
sidered. One explanation for this is that the distribution of performances is generally not as salient
as the distribution of rewards in producing emotional reactions. The eight distribution emotion
categories, however, reflect the inequalities in both actors’ performances and actors’ sanctioning.

INTERACTION EMOTION FAMILY. In the eight comparative interaction structures, only
permutations of the two conditions in the diagonals of the brackets are elaborated, as they make
up these categories. They each consist of the effectiveness or ineffectiveness of one actor’s per-
formance on the other actor’s sanctioning as well as the contribution that one actor made to the
other or the retribution that one actor received from the other.

These interaction categories can also be used to define both specific and general interaction
identities. One example is of the “loving mother” as having a role-specific social content identity,
as opposed to a generalized “giving person” as the corresponding structural identity. Another
example is the “sadistic boss” confirmed as Self’s role-specific identity and the “abusive person”
as the corresponding general structural identity.

The eight two-condition comparative interaction emotion categories are listed at the end of
this fifth level of differentiation. The complete interaction categories, including both the contri-
bution and retribution structures and their exchange outcomes, will be discussed at Level VII,
where the complete four-condition emotion syndromes are elaborated.
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FORMALIZATION OF COMPARATIVE EMOTIONS. Theclassification of the three com-
parative emotion families includes (1) the eight power and status identity attributions of Self and
Other, (2) the eight distributions of performances and rewards between Self and Other, and (3)
the eight contributive and retributive basic interactions. The categories for each of these 24 two-
condition emotions are listed below with a brief structural definition.

Attribution Categories. Just (deserving) and unjust (undeserving) attribution identities make
up the structural definitions of these categories. Just structures are defined when the expectation
sign is consistent with the sanctioning sign, and unjust structures are defined when the two signs are
inconsistent. This distinction parallels Turner’s (2002) conceptualization of justice and injustice
in relations.

1. Self status-identity dimensions (just/deserving)
a. [T ] Self high-status-identity outcomes
b. [Z ] Self low-status-identity outcomes
2. Self power-identity dimensions (unjust/undeserving)
a. [T ] Self high-power-identity outcomes
b. [T ] Self low-power-identity outcomes
3. Other status-identity dimensions (just/deserving)
a. [ i ] Other high-status-identity outcomes
b. [ =1 Other low-status-identity outcomes
4. Other power-identity dimensions (unjust/undeserving)
a. [ 1] Other high-power-identity outcomes
b. [ *] Other low-power-identity outcomes

Distribution Categories. Distribution emotion categories include the distribution of perfor-
mances and the distribution of sanctions, between Self and Other. Equal distribution structures
are defined when the two expectation signs are consistent, and unequal distribution structures are
defined when the signs are inconsistent.

5. Performance-equality distribution dimension (equal/consistent signage)
a. [t ] Self and Other high-performance-equality outcomes
b. [T 7] Self and Other low-performance-equality outcomes
6. Performance-inequality dimension (unequal/inconsistent signage)
a. [T 7] Self performance-advantaged outcomes
b. [~ ] Self performance-disadvantaged outcomes
7. Reward-equality dimensions (equal/consistent signage)
a. [+ 4] Seif and Other high-reward-equality outcomes
b. [~ -] Self and Other low-reward-equality outcomes
8. Reward-inequality dimension (unequal/inconsistent signage)
a. [+ _] Self reward-advantaged outcomes
b. [ 4] Self reward-disadvantaged outcomes

Interaction Categories. Emotion categories generated by this dimension include contributions
of Self-to-Other and retributions from Other-to-Self. Effective interaction structures are defined
when the two signs are consistent, and ineffective interaction structures are defined when the two
signs are inconsistent.
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9. Effective contribution dimension (effective/consistent signage)
a. [T ] Self-rewarded-Other outcomes
b. [~ _] Self-punished-Other outcomes

10. Ineffective contribution dimension (ineffective/inconsistent signage)
a. [+ _ ] Self-failed-to-reward-Other outcomes
b. [ 7 ] Self-failed-to-punish-Other outcomes

11. Effective retribution dimension (consistent signage)
a. [, *] Other-rewarded-Self outcomes
b. [_ ~ ] Other-punished-Self outcomes

12. Ineffective retribution dimension (inconsistent signage)
a. [ _ 7] Other-failed-to-reward-Self outcomes
b. [ . 7] Other-failed-to-punish-Self outcomes

These 24 comparative emotion categories combine several dimensions including attribution-
distribution/interaction, power-status, Self-Other, just-unjust, and social identities. The families
of emotions are some of the most commonly apprised in normal day-to-day relations.

Level V1. The “Genera” of Subtle Emotions

The three condition categories constitute the most undifferentiated groupings of emotions. There
is little if any discussion in the literature elaborating emotion categories where three of the possible
four conditions in the expectation-sanction paradigm are known. This is probably because of the
subtle distinctions and highly overlapping structures among the 32 possible permutations. For this
reason, the process of differentiating and classifying these subtle and complex emotion categories
is especially difficult. Perhaps only the complexity and subtleties in natural language can offer
meaning for these emotion categories. This remains to be seen.

FORMALIZATION OF SUBTLE EMOTIONS. Each of the three-condition subtle emo-
tion categories is composed of three two-condition categories, including one interaction, one
attribution, and one distribution category, as well as three one-condition elemental categories.

Four of the three-condition categories make up a complete syndrome of four conditions.
Each of the eight formal complete emotion syndrome categories is created below, including their
respective four three-condition unique subsets. The structures are listed below in additive form,
beginning with the eight four-condition syndrome categories.

[F81=0F 45T 1+ F1+1+ 1)
[CZ1=[Z_1+[Z "1+ Z14+1-21
[T31=05 1+ 71+ 31+ 10+ 4]
EEl=0F 1+ 1+ 21+ 4]
[(ETZ1=(3_1+[F " 1+0P21+0+ 21
[CH1=[- 1+ 1+ f1+1- 11
[THI=07 _1+[3 1+ F1+1+ 7]
[FXl=0F 0+ 051+ F 21+1- 7]
A complete structural definition of each complex four-condition category can be achieved by

adding their respective one-, two-, and three-condition structures. These elaborations are too
extensive and complex to explore in this chapter.
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Level VII. The “Species” of Emotion Syndromes

Lazarus et al. (1980) maintained that some emotions are components of others and that several
emotions can occur simultaneously. He argued that certain more complex emotions are distin-
guished by different patterns of components, which is what urges the analogy to a syndrome.
Emotion syndromes in this scheme are manifested when all four conditions and states are ap-
praised and known.

POWER AND STATUS RELATIONS AND IDENTITIES. Kemper (1978) identified struc-
tural emotion hierarchies in terms of power and status positions and believed that different out-
comes of power and status in interaction predict specific emotions. He used the power and status
dimensions to generate a set of relational structures and outcomes to predict certain emotions.
These dimensions included Self or Other having varying amounts of power or status over the
other. An actor might have an excess of power or status, an adequate amount of power or status,
or insufficient power or status, compared to the other actor.

In terms of this classification scheme, Kemper’s hierarchal arrangements are interpreted as
an actor has (1) power advantage (excessive power) or (2) status advantage (excessive status).
Of course, if one actor has an advantage, the other must have a disadvantage. In terms of disad-
vantaged relations, an actor might have (3) power disadvantage (insufficient power) or (4) status
disadvantage (insufficient status) in the relation. In the remaining four elaborations of the power
and status syndromes, actors have (5) high power equality (adequate power), (6) high status
equality (adequate status), (7) low power equality (inadequate power), or (8) low status equality
(inadequate status) in the relation. Applying these interpretations, the eight syndrome categories
can be elaborated in terms of power and status advantages or disadvantages.

In reference to status distributions, Clark (1990) showed an interest in how actors establish
“emotional place” in relations, where one actor stands in a relation compared to the other. Clark
believed that knowing one’s “place” in the relation is created “either by elevating oneself, or
reducing the standing of the other.” This creates identity positions of superiority, inferiority, or
equality in standing. The strategies she outlines (Clark 1990:327) included “expressing negative
other-emotions” or “expressing positive other-emotions” (to curry favor, promote one’s own self-
worth, or diminish others). Clark’s categories parallel the status-advantaged (superiority), the
status-disadvantaged (inferiority), and the status-equality structures in the scheme. Consistent
with this thinking, Collins (1984) considered hierarchical versus egalitarian structures as a basis
for differentiating emotions. Other research and theory dealing with power and status advantages
in relations, and their correspondence to some of the proposed emotion categories, are discussed
by Hegtvedt (1990).

EXCHANGE THEORY AND EMOTIONS. Kemper (1978) has argued that a sociological
theory of emotions must stand basically on a comprehensive mode! of interaction. Interactive
relations commonly involve exchanges, and, as Clark (1990) noted, the act of giving might
underscore or enhance the donor’s social worth. It might also obligate the recipient to repay the
social debt. She maintained that obligation is either an emotion or an emotional blend and that it is
necessary to discover how feelings of obligation develop and are channeled in exchange relations.

Exchange theory was originally developed by Thibaut and Kelley (1959), Homans (1961),
and Blau (1964). It was based on the simple principle that one actor’s contribution to another
in costs can be compared to the other actor’s retribution to the first in profits when comparing
the “costs” and “benefits” among actors in exchanging rewards. In applying these economic
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concepts, Homans (1961) was concerned with which emotions were produced when his principle
of “distributive justice” was violated in social exchange. He linked alternative exchange structures
with emotion labels and proposed that when a person’s cost exceeded his or her profit, the person
will display anger, and when the person’s profit exceeded his or her cost, the person will display
guilt. These principles are examples of unfairness in exchange relations. Faimess, on the other
hand, occurs when a person’s profits are equal to the investments (costs). The greater the investment
(or contribution), the greater the profits (or retribution).

A simple definition of fairness is offered by Hegtvedt (1990). She maintained that fairness
exists when what an individual receives from an exchange (the retribution inputs) in relation
to what he or she contributes to the exchange (the outputs) is equivalent to the outcome/input
ratio of his or her partner. Following these definitions, variations of fair and unfair exchange in
interactions are considered highly emotion-relevant, and their corresponding emotion categories
are formalized below.

FORMALIZATION OF EMOTION SYNDROMES. The eight syndromes include complete
status and power self-identity emotion structures. The identity dimensions are complete in that
they compare Self’s identity to Other’s identity, compare fairness to unfairness in exchange, and
compare advantages and disadvantages in power and status relations. They are subdivided into
either consensus or conflict relations. Structures represent consensus relations when the attribution
signs for Self and Other are equal and represent conflict relations when they are unequal. Four of the
eight emotion syndromes, including status-consensus and power-conflict syndromes, represent
effective exchange relations between Self and Other, and the other four syndromes, including
status-conflict and power-equality, define ineffective exchanges. Emotion structures are “fair”
when the contribution-to-Other is equal to the retribution-from-Other, and they are “unfair” when
the contribution-to-Other is unequal to the retribution-from-Other.

Status-Identity Syndromes. There are eight possible permutations of these dimensions and
conditions. The four status-identity emotion categories, indicating either consensus or conflict in
relations, are listed first, along with their structural definitions.

Status-consensus identity dimension (fair/effective interactions)
1. [T 1] High-status-consensus identity outcomes
2. [Z Z ] Low-status-consensus identity outcomes
Status-conflict identity dimension (unfair/ineffective interactions)
3. [T Z] Status-advantaged identity outcomes
4, [Z i] Status-disadvantaged identity outcomes

Power-Identity Syndromes. The four power-identity emotion categories, reflecting either con-
sensus or conflict in relations, are listed below, along with their structural definitions.

Power-consensus identity dimension (fairfineffective interactions)
5. [ 7 T ] High-power-consensus identity outcomes
6. [T *] Low-power-consensus identity outcomes
Power-conflict identity dimension (unfair/effective interactions)
7. [7 T ] Power-advantaged identity outcomes
8. [ ;] Power-disadvantaged identity outcomes

Exchanges are more central and effective in the status-consensus and power-conflict
structures where the interaction signs are consistent. They are less central and ineffective in
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status-conflict and power-consensus relations where the sanctioning signs are inconsistent with
the expectation signs.

Below are a few examples of where the formal definitions of emotion categories might be
applied to theoretical conceptualizations.

1. When actors have status discrepancies [ I Z]or[ Z 1 ] there appears to be less intimacy and
more distance (Brown 1965; Stets 2004). This might be due to the ineffective interactions
in these syndromes [*  _Jand[, ~Jor[~ .,Jand[_ ¥}

2. The person who loves least (contributes the least [~ _]) usually maintains more power
(has power-advantage [ 7 T 1) in a relationship (Waller 1963).

3. Cohesivebonds {1 I ]between actors are a consequence of mutually rewarding exchanges
[T iland[, *](Lawler and Yoon (1998).

4. Those who elicit more emotion from others [ *] than they invest [~ _], exercise
control (power) [  * ] over the interaction (Clark 1990).

CONCLUSIONS

Categorical variations listed in Levels I to VII might well constitute an exhaustive accounting of
normal structural emotions. In this regard, Kemper (1987) asked how many emotions there are.
Accepting the permutations outlined above, there are 72 structural emotion categories. Perhaps the
number of possible emotion categories is better limited to the number of social structural configu-
rations generated in social relations rather than the number of emotion labels somewhat arbitrarily
listed in the literature. Kemper (1978) has argued that a full set of structural combinations would
lead to 34, or 81 categories. This estimate is not far from the 72 outlined above.

The primary objective in this chapter has been to design a formal classification system that
differentiates a wide variety of emotion categories. A number of social dimensions proposed by
psychologists and sociologists were integrated in a formal elaboration of the structural emotions.
These dimensions included (1) positive versus negative, (2) Self versus Other, (3) expectation ver-
sus sanction, (4) attribution versus distribution, (5) contribution versus retribution, (6) mild versus
intense, (7) power versus status, (8) just versus unjust, (9) deserving versus undeserving, (10) fair
versus unfair, (11) equality versus inequality, (12) conflict versus consensus, (13) consistent versus
inconsistent, {14) effective versus ineffective, (15) elemental versus compound, (16) one condition
versus multiconditions, (17) structural versus transitional, and (18) normal versus abnormal. The
unique structures of emotion categories were described in terms of these 18 dimensions. What
remains is the process of uncovering the best fit of emotion term or label for each of them.

The final question of course is which scheme best elaborates and predicts a large number
of diverse human emotions? Although Kemper, Turner, Plutchik, and others have effectively
proposed comprehensive structural theories of emotion, two of the advantages of this taxonomy
over theirs include the larger number of structural dimensions that are taken into account in
deriving emotion categories and the formal parsimonious differentiation of each category from
each of the others.

In this outline of emotion categories, contributions of numerous scholars have been over-
looked. It would require several volumes to do them justice. Nevertheless, many of their theories
and research have been critical, directly or indirectly, in designing the taxonomy. Contributions
of those frequently cited were indispensable.

The scheme outlined is obviously incomplete and preliminary, but, then again, every classifi-
cation system is incomplete. In order to explain anything, one must omit the pretense of explaining
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everything. As Kemper (1990:207) pointed out, “there are always unanswered questions, chal-
lenges from other theories, from disconfirming findings, and from possible failures in internal
logic.”
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CHAPTER 2

The Neuroscience of Emotions

DAvIiD D. FRANKS

It is hard to imagine a field as different from sociology as neuroscience. The differences in theory,
method, tradition, and practice could readily breed antagonism between any two fields. However,
it is just because of these difterences that neuroscience has been able to present important findings
about covert brain processes that can expand sociological theory. Traditionally, sociological social
psychology has focused on self-consciousness and language as primary mechanisms of human
adaptation. This focus might be appropriate to the cerebral image of the human animal, but
neuroscience has produced evidence that emotional capacities underlie the intelligence implied
by this image and indeed make it possible (Carter and Pasqualini 2004; Damasio 1994).

Although this goes counter to old sociological assumptions devaluing emotion’s role in the
reasoning process, neuroscience frameworks have also challenged traditional psychological views
on the very nature of emotion. Part and parcel of the evidence of the importance of emotion to
rational decision-making is another challenge to sociological tradition—that emotional brain
processes are much more typically unconscious than conscious. This focus on the covert has been
honed and won in spite of resistance from experimental psychologists following the Jamesian
insistence that emotion must, by definition, be a conscious bodily feeling. Of course, we feel
our emotions, but for many neuroscientists, the covert processes that cause these feelings are
now considered emotions. Neither of these reversals could have come about without the unique
methods available to neuroscientists (e.g., their highly technical brain scans, electrical stimulation,
and case studies of traumatized patients).’

Electrical stimulation of the mesencephalon in the brain stem of an otherwise healthy patient
treated for Parkinson’s disease instantly caused acute feelings of depression. Equally important,
it also evoked remarkably stereotyped lines of language about her worthlessness and the futility
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of her life. Immediately after stimulation, the patient returned to normal (Damasio 2003). It is
extremely difficult to find an empirical case of pure emotion because in any normal situation,
emotion is inseparably intertwined with cognition. This case, limited as case studies are, never-
theless presents arare example that clearly differentiates the two. There was no external perception
to interpret cognitively—only the inner feeling. The case provides a stark illustration of emotion’s
capacity to precede and cause particular lines of thought.

The serious limitation of purely verbal, overt approaches to emotional processes is hinted at
from within sociology by Katz’s (1999) observation that words are the one thing that emotions
are not. (Also see Turner, 1999, and Turner and Stets, 2005.) Emotion can be seen as the ineffable
language of the body in contrast to the linguistic language of the mind.

Viewing emotion as “lived experience” purposely skirted the awkward definitional problems
about what emotions were, but unavoidably kept sociological analysis on the phenomenological
level of verbalized awareness. From the evolutionary perspective of current neuroscientists, how-
ever, the focus on overt emotional feelings leaves out just those covert emotional processes that
these feelings are all about. Cognitively oriented sociologists need to know about covert emotions
because they so often have causal effects on the directions that overt symbolic interpretations and
perceptions take.

The emotional unconscious is important to social psychology for at least two additional
reasons. Most important, the neuronal channels going up from the emotional centers of the brain
to the more cognitive centers are denser and more robust than the cognitive centers going down to
inhibit and control the emotional structures. Self-conscious efforts to avoid prejudice, fear, hatred,
and depression are often rendered unsuccessful by this imbalance.

Second is the consistent finding that unconscious preferences and emotional leanings exert
significantly more influence over our thoughts and behaviors than do conscious preferences.
We cannot exert conscious controls over “things we know not of.” This type of information is
not merely of tangential interest to sociology. For example, another finding is that of the “mere
exposure effect.” Unbeknown to us, we tend to respond favorably to objects and statements simply
because they are familiar to us. Power structures that communicate by means of constantly repeated
messages might find that these exposure effects constitute reliable technological means of “hidden
persuasion” and mind control (see LeDoux 1996:57).

A more than cursory look at the evidence from neuroscience is therefore needed to change
long-held tenets and understand the potential contribution of neuroscience to the sociology of
emotions. Some might not find this an attractive enterprise, but sociology’s general reputation in
academic circles will depend on being willing to do so. Massey (2002:25) summed this up in his
prestdential address:

Because of our evolutionary history and cognitive structure, it is generally the case that unconscious
emotional thoughts will precede and strongly influence our rational decisions. Thus, our much-valued
rationality is really more tenuous than we humans would like to believe, and it probably plays a smaller
role in human affairs than prevailing theories of rational choice would have it.

WHY THE EMOTIONAL BRAIN?

Massey’s statement has strong confirmation from neuroscience and articulates an important reason
why emotion has taken a central place in brain studies. Another reason is presented by sociologists
Wentworth and Ryan (1992:38); in highlighting the embodied character of emotion, they described
how emotions gain an “ego-alien” hold on us that cognitions characteristically do not. It is emotion
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that puts the compelling imperative into social duties, the ought into morality, the feeling into
respect, and the sting into conscience. This observation is why Socrates argued to the affect that
thought alone moves nothing. Serial killers have readily reported that they knew what they were
doing was wrong, but they did not feel this wrong enough to have it inhibit their actions (Lyng and
Franks 2002). Without appreciating the compelling nature of the embodied “‘role-taking emotions”
of guilt, shame, and embarrassment, we lack a full theory that fuses self-control and social control
of behavior in one process (Shott 1979). Thus, one reason why emotion is so critical to the study of
the brain is that its embodiment moves us to action (see also Rolls 1999).

Directly relevant to “why the emotional brain” is LeDoux (2000:225) summation of the
formative function of emotion:

Emotional arousal has powerful influences over cognitive processing. Attention, perception, memory,
decision-making and the conscious concomitants of each are all swayed in emotional states. The reason
for this is simple: emotional arousal organizes and coordinates brain activity.

Finally, Tredway et al. (1999) have shown the priority of emotional brain processes in three
other major areas. First is the historical priority of emotion to language in the evolutionary
cognitive development of the species (see also Turner 2000); second is its critical role in laying
down a firm foundation for childhood cognitive development; third is emotion’s role in shaping
the direction of the young self-system.

SOCIOLOGY AND THE NEUROSCIENCE DIVIDE

There are many reasons why some sociologists are hesitant to recognize the contributions of brain
studies to their field. Several will be discussed here in hopes of opening what many sociologists
still see as a closed door.

Evolution as a Narrative

Some sociologists might still reject neuroscience because it is based on evolutionary thinking,
which, to them, is just another arbitrary narrative. Much of brain science, however, confirms the
importance of narrative to the coherence of self and its tendency to create events as meaningful
(LeDoux et al. 2003). We can hardly discard narratives because they tell a story. The knowledge
one could learn about the brain without evolutionary thinking is so limited that it would be of
little use to anyone. Evolution informs our thinking of the brain.

Lakoff and Johnson (1999) argued that because convergent evidence is produced by different
methods and interests, our frameworks are prevented from being totally arbitrary narratives. This
also minimizes the possibilities that researchers’ assumptions will predetermine the results. For
example, frameworks as different as traditional symbolic interaction and the more socially oriented
neuroscientists have converged on important findings in spite of different methods and conceptual
orientations (Franks 2003).

A New False Dualism: Reductionism versus Emergence

In neuroscience, this dichotomy is seen as “top-down” and “bottom-up” chains of causation.
Both chains are usually accepted, although more rescarchers are comfortable with the traditional
bottom-up approach.
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It might come as a surprise that the Nobel Laureate Roger Sperry, mentor for Gazzaniga
and LeDoux, proposed an even more radical form of causal emergence in biology. His “emergent
mentalism” went so far as to contradict the axiom that physical action waited only on another
physical action. Sperry’s (1965) claim was that the causal potency of an idea became just as
real as that of a molecule, a cell, or a nerve impulse. Consciousness plays a causal role in di-
recting the flow pattern of cerebral excitation. Simply put, mind can move matter. As TenHouten
(1999:44) concluded, “Sperry put mind into the brain of objective science and in position of
top command.” This is not a one-sided model, however. The emergent whole—the “weave of
our lives”—can only arise from the parts because a mutual interaction exists between physio-
logical and mental properties. Consistent with this statement, Tredway et al. (1999) warned that
although we talk about the parts of the brain as if they are individual, self-moving cogs in a
machine, we must remember that the brain actually acts holistically. Far from viewing the weave
of our lives as reduced to neuronal firing, it is our mundane everyday living that engages the
parts.

Brain studies indicate that the emergent “new” does not just pop up unrelated to its past.
New parts of the brain carry some of the old parts with them. For example, Lakoff and Johnson
(1999) argued that the emergent symbolic, so long seen as qualitatively distinct from animal
gesture, is heavily dependent upon metaphors that arise from bodily movements and actions. This
is not to minimize its distinctive novelty, but only to recognize that it is not totally free of its
past.

There is another type of reductionism that many leaders of neuroscience go out of their way
to deny: A philosophical reductionism that assumes that human experiences of love and hate,
aspirations of all types, and so forth are essentially epiphenomenal. In the words of Francis Crick
(1994:3), we “are nothing but a pack of neurons.” This is not an empirically held belief because
nothing of an empirical sort speaks to this issue. On the contrary, it is a philosophical question of
ontology—what is assumed real. Murphy (2003) called it an atfitude. LeDoux (2002:328) referred
to this as an “absurd kind of reduction that we have to avoid.” There is no lack of irony in the
fact that some sociologists dismiss neuroscience because of its alleged reductionist tendencies,
whereas it is precisely in this field that some of the most telling arguments for emergence can be
found.

In sum, the above assumes a technical notion of the top-down, bottom-up causation
model in neuroscience and suggests that we need both (Franks and Smith 1999). As Ten-
Houten (1999) and many neuroscientists remind us, the existence of an overall emergent sys-
tem does not stop with the individual, but must include the cultural and structural systems
operating downward on each brain (see, e.g., Brothers 1997; Cacioppo et al. 2000; Panksepp
2000).

SOME GENERALIZATIONS ABOUT THE EMOTIONAL BRAIN

First, all academic fields have experienced difficulty in defining emotions as one general class
of distinctive phenomenon. Scholars from psychology (Griffiths 1997), sociology (Scheff 1995),
and history (Reddy 2001) have suggested that the term is not a unitary concept defining a single
object of knowledge. Neuroscience, at least in the hands of LeDoux (1996), Panksepp (2000),
and Brothers (1997, 2001), takes a similar stance. LeDoux (1996) warned that emotion is not
something that the brain does or has. Terms like cognition, perception, memory, and emotion are
necessary reifications for analytical purposes, but they do not have clear boundaries and do not
have discrete, dedicated locations in the brain. Perception, for example, describes loosely what
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goes on in a number of systems. For LeDoux,

The various classes of emotions are mediated by separate neural systems that have evolved for different
reasons. ... There is no such thing as the emotional faculty and there is no single brain system dedicated
to this phantom function. We should not mix findings about different emotions all together independent of
the emotion that they are findings about. (1996:16)

Second, the brain is highly reactive and needs to engage in actions within an environment
to maintain itself and develop. Brain cells that are not used die. For example, children who are
allowed to indulge in temper tantrums do not develop the neuronal pathways to control the robust
circuits already existent in the structures involved in early emotion (Carter 1999). This leaves
them without controls in their mature years. “Use it or lose it” is as true in childhood as it is in
older age.

Third, the brain is a “tinkerer.” Its relatively new structural features do not come out of the
blue as perfect answers to its new tasks. Once again, the brain can only build on what the past
allows, and its past is therefore a part of the new. For example, Wentworth and Yardley (1994)
cautioned that we make a common mistake when we take the evolutionary youthfulness of the
human neocortex and its comparatively large prefrontal lobes to mean that the neocortex alone
reins the brain in queenly fashion—especially its older parts. We might fail to realize that the
older emotional anatomy of the brain coevolved with the cortex. Nothing stays still. As a matter
of fact, the development of human emotional capacities accelerated at a rate faster than did the
neocortex, which is why emotional influences are causally favored over the cortex (Turner 2000).
Contrary to common understanding, the old so-called limbic system, which was once considered
the distinctive seat of emotion, has been decisively modernized. It is a full partner in whatever is
distinctively and currently human.

Fourth, the brain has immense flexibility. Other structures do what they can to perform the
function of traumatized structures. Related to this is the brain’s “lateralization.” Every structure
in the brain is located on each hemisphere, with the exception of the pituitary gland and the
corpus callosum. If a baby lost half of its brain, the other hemisphere would rewire itself to
perform the tasks usually seen as the exclusive prerogative of one side. This firms up with age
and myelinization—the hardening of the cover on nerve cells. Regardless of this lateralization,
the left and right brains have different, but often complementary, styles and capacities, which will
be discussed later.

Finally, neuroscience has driven a final stake into the heart of Locke’s “tabula rasa” theory,
wherein mind is conceived as an empty slate “writ” on by experience and passively mirroring
“what is.”” According to Lakoff and Johnson (1999) correspondence theory is dead in the water.
Our senses are transducers (Franks 2003). The brain and its senses must reconstruct incoming
information, changing it to be “accommodatable” to the brain’s capacity to process it. The brain
consistently sees patterns where there are none, and much of it is designed to get the “gist of
things” rather than precise details. Emotion is a pure, brain-given projection onto the world. It
plays a significant role in what we remember, and it is now well accepted that memory is a highly
edited and heavily revisionist capacity.

THE FUNCTIONAL ANATOMY OF EMOTION IN THE BRAIN

Structurally, the human brain is obviously an individual organ with discrete biological boundaries.
Functionally, however, aworking brain only operates in conjunction with other brains. For Brothers
(1997:xii, 2001), who is probably the most socially minded of the neuroscience researchers,
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“cultural networks of meanings form the living content of the mind so that the mind is communal
in its very nature.”

The key to understanding the functioning human brain, even down to its genetic structure,
is not solely an investigation of its self-contained parts but, rather, their relation and interaction
in the brain as a whole. Furthermore, as Gazzaniga (1985) argued in The Social Brain, the left
hemisphere’s linguistically enabled “interpreter” plays an executive function attempting to pull
together the many less analytical right-brained modules and their impulses into a nearly unified
whole. Above all, the brain is a proactive and reactive organ. Any description of the individual
brain’s anatomy must be informed by the above.

The average brain is a 3-1b saline pool of brain cells called neurons that act like a conductor
for electricity. It is only 2% or 3% of the individual owner’s body weight, but it uses 25% of the
body’s oxygen. It takes up a full 50-55% of our genomes. The cerebral cortex covers the brain
with convoluted folds and houses the “computation” part of the brain. This computational part is
only one-fourth of the brain’s functioning, the other parts being devoted to emotional, perceptual,
motor, and maintenance tasks, among others. In short, within these 3 1bs of cells is a microscopic
universe of incomprehensible expanse and complexity.

In a conservative estimate, Damasio (1994) writes that a brain contains several billion neu-
rons. The number of synaptic connections formed by these neurons is at least 10 trillion. The
timescale for neuronal firing is extremely short, on the order of tens of milliseconds, and the firing
never rests. Within 1 s, the brain produces millions of firing patterns. Each neuron is supported
by 10 glial cells that act as a nourishing glue that keeps the gelatinlike structure of the brain
together. Recent speculation has it that glial cells also play a more substantive role. Given this
complexity, caution about our understanding of the brain is in order. Although there have been
important discoveries about the way the brain works, we should not deceive ourselves that we
have anything but the most rudimentary knowledge of what there is to know.

Building Blocks of the Brain

At the center of each neuron is the cell body, which stores genetic instructions, performs house-
cleaning, and makes protein and other molecules necessary for its functioning. Stretching out of
the cell body in both directions are nerve fibers that look like tree trunks with thick branches
that communicate with other neurons. The first type-—axons—are transmitters that send signals
away from the cell nucleus (output channels). Some axons stretch out several feet, ending in the
lower spinal cord. The second type of fiber—dendrites—are shorter and act as receivers (input
channels) of messages from axons.

Most neuronal cell bodies have only one axon, but on the branches of each axon are numerous
swollen parts (terminals), allowing the axon to send messages to the dendrites of as many as 1000
other neurons (Kandel et al. 2000). The same neuron receives as many as 10,000 messages. Thus,
through these branches each neuron is a receiver and sender of messages. At the terminals, gaps
thinner than the ink on this paper exist between axons and dendrites of other neurons. This is
referred to as a synapse. Chemicals from vesicles in the axon terminal called neurotransmitters are
released into this synaptic space when the neuron fires. These chemicals trigger gated ion channels
to open or close in the dendrite, making the receiving neuron more likely or less likely to fire.
Activity within neurons is electrochemical, whereas communication between neurons is chemical.

A neuron initiates its signal by creating a rise in voltage of about 50 mV where the axon
emerges from the cell body. This rise in voltage is called an action potential. It has little to do
with action in the usual sense. Nor is its electricity like that running through a wire. It is more
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like a pulse or propagation moving down the axon in a “neurodomino” effect, producing similar
changes in adjacent parts to the transmitting terminal (LeDoux 2002).

Transmission only occurs one way because the chemical storage sites for the neurotransmit-
ters exist only in the transmitting terminal of the axon. Thus, we have electrical signals traveling
down axons being converted to chemical messages that help trigger electrical signals in the next
neuron. This picture of single neurons is deceptive, however. Many input signals arriving within
milliseconds of one another are necessary to trigger a neuron to fire. It takes many action po-
tentials arriving at about the same time from different transmitting neurons to make a dendrite
actually receive it. The elements of such a flood must occur within milliseconds of each other. This
electrochemical event forms the material basis for the constant conversation between neurons that
make human hopes and fears, joys, and sorrows possible.

One Person, Two Brains: Lateralization

The brain has two hemispheres. “Lateralization” refers to the fact that each hemisphere specializes
in different capacities. In right-handed people, the left side is usually involved in processing,
cognition and language. It tends toward the lineal and analytic. Above all, it is interpretive, seeking
meaning and sensibility. The right side is perceptual, characteristically more gestalt-driven and
intuitive. Whereas the left brain puts experiences in a larger context and risks mistakes to create
sensibility, the right brain typically remains more true to the perceptual aspects of stimulus. This
tendency toward literalness can add needed correction to the interpretive tendencies of the left
hemisphere. Like other executives, however, the interpreter has a tendency to “kill the messenger.”
Obviously, with such strengths and weaknesses, both sides are needed to complement each other.

Structures in the human right hemisphere have a disproportionate involvement in the basic
processing of emotion, but there are many exceptions to this picture of the functioning of the
two sides. Most probably, the contrast is significantly more subtle than usually depicted. Carter
(1999:35) wisely warned against the “dichotomania” regarding brain hemispheres in the popular
literature.

Split-brain research began in the 1960s when Sperry (1965) and Gazzaniga (1985, 1998a,
1998b) found that certain cases of epilepsy could be cured by severing the corpus callosum
connecting the two lateralized hemispheres. This is a massive bundle of some 200 million fibers
enabling the fully linguistic left brain (in right-handed people) to know what the largely mute
right brain is doing.

Split-brain studies helped establish the modular organization of the brain. Modules perform
very specific functions and are relatively autonomous. They are found beneath the cortex in the
form of lumps, tubes, or chambers the size of nuts or grapes connected by crisscrossing axons.
Each module is duplicated in the other hemisphere. Taken-for-granted perceptions such as facial
recognition, the organization of space, or sequencing of events are dependent on modular function-
ing. Modules have their own intentions, behavioral impulses, emotions, and moods. The task of
the executive left brain to organize all of these impulses into some semblance of unity is daunting.
According to Gazzaniga (1985), these are often capricious, but the left-brain “interpreter,” as he
calls it, will manufacture a verbal “account” (Scott and Lyman 1968) to make it appear sensible and
creditable. This discovery hinged on the fact that Gazzaniga and his co-workers could instruct the
right brain to do things unknown to the subjects’ conscious left brain. Nonetheless, the left brain
reliably gave its contrived reasons to explain why they acted. As Gazzaniga (1998b:54) concluded,

[t]he interpretive mechanism of the left hemisphere is always hard at work, seeking the meaning of events.
It is constantly looking for order and reason even when there is none—which leads it continually to make
mistakes. It tends to overgeneralize, frequently constructing a potential past as opposed to a true one.
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When the left hemisphere is involved with emotion, affect is usually positive. The right
hemisphere is more typically involved with negative emotion (Rolls 1999). This hypothesis derives
from earlier studies showing that catastrophic levels of depression were found more often in stroke
patients after damage to their left hemispheres than to the right. Electroencephalograph (EEG)
recordings for depressed patients indicated more activation on the right hemisphere, and for
positive emotional episodes, there is more activation on the left. In these cases, it is suggested
that the left brain is not able to assert the usual controls on the negative feelings that germinate
more typically in the right brain (Carter 1999; Davidson 1992; Rolls 1999). The arguments for
the lateralization of emotion are complex but have to do with efficiency and the imperative of
minimizing weight and size in the 3-1b brain. Thus, neurons of similar function tend to group
together in one place rather than being spread out in both hemispheres (Rolls 1999). Other findings
encourage further work on emotional lateralization, like the fact that right-hemisphere cortical
damage impairs the patient’s recognition of the expression of fear in others.

TOP TO DOWN BRAIN STRUCTURES
The Cerebral Cortex

The cerebral cortex is the top layer of the brain covering its top and sides with a layer of densely
packed cell bodies known as the gray matter. Underneath this layer is another layer of axons that
connects these neurons known as the white matter—white because of the myelin that insulates the
axons and facilitates the flow of electricity (Carter 1999; Damasio 2003). According to Heilman
(2000), the cerebral cortex analyzes stimuli, develops percepts, and interprets meaning preliminary
to emotional responses.

The deep fissures and crevices of the cerebral cortex allow its sixteen-square-foot surface to
be packed into the skull. Each infold is referred to as a sulcus and each bulge is a gyrus. Two-thirds
of the cortical surface is hidden in the folds of the sulci. Large convolutions are called fissures
and they divide the cerebrum into five lobes. Frontal lobes are involved in planning action and
control of movement; the parietal lobe with sensation and forming body image; the occipital lobe
with vision; the temporal lobe with hearing and through its deeper structures it is involved with
aspects of emotional learning and memory (Figure 2.1).

Precise motor and sensory functions have been located and mapped to specific areas of the
cerebral cortex. The frontal cortex does not lend itself to such precise mapping but includes areas
of association that integrate different pieces of sensory information. It plays an important part
in the conscious registration of emotion through messages sent from deeper structures (Carter
1999). The sensory cortex is an important part of the cerebral cortex running across the top of the
brain from left to right. It receives information from sense organs. In front of that, also from left
to right, is the motor cortex.

Neocortex

The external part of the cerebral cortex described above is the neocortex, so called because it is the
gray matter of the cortex most recently acquired in evolution.? The neocortex is by far the largest
component of the human brain, comprising 75% of its neurons. These neurons are arranged in
six layers that vary in thickness in different functional areas of the cortex ranging from 2 to 4 mm
thick (Kandel et al. 2000). The massive expansion of the human neocortex in the frontal lobes
is considered critical to full consciousness, thinking, planning, and linguistic communication. It
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also houses its ample share of unconscious processes. Behind the prefrontal lobes, the neocortex
also contains motor areas, the sensory cortex, and association cortexes (Turner 1999). It bears
repeating that lower-level emotional structures powerfully bias and otherwise regulate higher
neural structures. As one might suspect by now, the terms cerebral cortex, cortex, and neocortex
are often used in overlapping ways.

LeDoux (1996) and a few other neuroscientists insist that the higher brain functions of the
cortex are essential for the generation of emotional feelings. However, Panksepp (2000) pointed
to the failure of direct neocortical stimulation to generate emotional states. It is clear, however,
that the role of the cortex in lending sophisticated ways of controlling, inhibiting, and effectively
organizing emotion is vital.

Cerebrum

The term cerebrun is used when the brain is looked at in terms of its two hemispheres separated by
the longitudinal fissure. Damasio (2003) saw it as a synonym for brain, perhaps because it makes
up 85% of the brain’s weight and includes the cortex layers and their functions described above.

Cingulate Cortex

The cingulate cortex is a longitudinal strip running from front to back above the corpus callosum.
The front of the cingulate cortex is especially implicated in emotion, including depression and
transient sadness. The posterior is more associated with cognitive processes. This large area is
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an integral part of the somatosensory mapping system that creates bodily feelings or “arousals,”
from the chills created by music, to sexual excitement, and to bodily reactions to drug experiences
(Damasio 2003). To be capable of feeling, the organism must not only have a body but also must
be able to represent that body inside itself. One of the major characteristics of the human brain
is that it is extremely nosey, and much of what it is nosey about is its self (Damasio 1994). The
cingulate cortex plays a vital part of this representation. There is much more to emotion than
feeling, but feeling is vital nonetheless. Experientially, without feeling from our bodies, emotions
are indistinguishable from thoughts (Carter 1999). Damasio’s “prefrontal” patients who can think
of feelings but not feel them are vivid cases in point.

Intractable pain has been relieved by surgical destruction of the cingulate cortex (Berridge
2003). The recognition of emotional expression might involve its anterior regions. Pictures of
happy faces have produced activation in the left side of this area. However, no cingulate in-
volvement was found in response to sad faces. This asymmetry is considered consistent with
Davidson’s (1992) suggestion that the left hemispheric specialization elicits positive emotion and
right specialization elicits negative emotion. It is one of the most consistently activated regions in
patients with obsessive—compulsive disorder. Some suggest that the anterior cingulate acts as a
bridge between emotion and attention. It is also described as being involved in the integration of
visceral, attentional, and affective information necessary for self-regulation and, by implication,
social control, as is the cortex as a whole. It is essential for integrating emotions with the forebrain
(Turner 1999) and is also well connected with deeper structures.

Insula

The insula is another critical somatosensing region behind emotional feeling that Damasio (2003)
considers underappreciated. It is tucked away deep inside the fold of the temporal lobe. In emo-
tional feelings, signals from the entire body are conveyed from the brain stem to a dedicated
nucleus of the thalamus and then to neural maps in the anterior and posterior insula. The insula, in
turn, sends this on to the ventromedial prefrontal lobes and the anterior cingulate (Damasio 2003).
The cingulate cortex and the insula are dominant sites of engagement in the feelings produced by
ecstasy, heroin, cocaine, and marijuana. Damasio (2003) saw the body sensing regions such as
the insula as the sites of neural patterns that are the proximate cause of feeling states.

Other Subcortical Structures

Lying deep within the cerebral cortex is the hippocampus and the amygdala. A small but very
complicated collection of nuclei, the amygdala lies at the front of the long, horn-shaped hip-
pocampus, whose tail end wraps around the thalamus. It is most known for being the brain’s
instantaneous alarm system. It monitors the external world for danger and enables instant fear
and anger. Although it has many connections to the cortex, it can be engaged with minimum
time-consuming cortical inputs. It is even important in consolidating memories—ensuring that
emotionally significant memories will be well remembered (Kandel et al. 2000). It coordinates the
autonomic and endocrine systems involved in emotions and is important for the ability to inter-
pret others’ emotions. According to Fellows et al. (2000), the amygdala also stores unconscious
memories in much the same way as the hippocampus stores long-term explicit memories.

It is well known that emotional events facilitate such storage and are important in learning
the lessons that life teaches. The pains and delights of emotional experiences make them vital as
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rewards and punishments in emotional conditioning. Thus, the role of the hippocampus in memory
is crucial. Without memory, learning is severely limited and nothing approximating emotional
intelligence will develop.

The hippocampus also works closely with the amygdala in context conditioning—the recog-
nition and remembering of contexts that make objects dangerous or not. This enables us to be
afraid of bears in the wild but not in the zoo.

It is well known that memory is enhanced by emotion. Memory “consolidation” depends
on the hippocampus, which is connected to almost all of the cortex, making an elaborate flow of
information between the two possible.> Consolidation means that the memories are arranged into
one episode of many parts. Thus, remembering one part will often bring back the others.

Without an intact hippocampus, the person cannot incorporate anything new. The amygdala
stores fearful covert past memories, but because cortical activity operates to depress amygdala
activation, these memories cannot be voluntarily brought to consciousness. At later dates, when
least expected, they might pop up as flashbacks. Long-term elevations of stress hormones as in
childhood abuse and military actions can damage the hippocampus and literally shrink its tissues,
causing the memory defects associated with posttraumatic stress disorder (Carter 1999).

Dienchephalon

The dienchephalon lies between the cerebral hemispheres and the midbrain. The latter is on top of
the brain stem and continues to the spinal cord. This structure and the pituitary gland lying in front
of it are mediators of sensory inputs that carry emotional charges (LeDoux 1996; Turner 1999).
They also produce hormones and peptides critical to emotional responses. The diencephalon
is composed of the thalamus and the hypothalamus, the latter lying in front of and below the
thalamus. The thalamus is the large relay station for processing and distributing all sensory and
motor information from the periphery going to the cerebral cortex. The emotional aspects of
this information are regulated by the thalamus through its variety of connections to the cortex.
More recently, it has been found that the thalamus determines whether this information reaches
awareness in the neocortex {Kandel et al. 2000).

The pea-sized hypothalamus controls the autonomic nervous system and hormonal secretions
by the pituitary gland. It has input and output connections to every region of the central nervous
system crucial to emotional feeling. According to Damasio (2003), the hypothalamus is the
master executor of many chemical responses that comprise emotion. For example, the peptides
oxytocin and vasopressin, vital to attachment and nurturing, are released under its contro! with
help from the pituitary gland. According to Kandel et al. (2000), it coordinates the peripheral
expressions of emotional states. The hypothalamus is also involved in appetites, from hunger to
sexual excitement. Finally, new areas of pleasure were apparently layered over the most ancient
emotional centers—the amygdala and septum. The latter is located above the pituitary gland and
is the repository of sexuality. Turner (2000) suggested that this might have heightened capacities
for reciprocity and altruism in early Homo sapiens.

Brain Stem
The brain stem is a set of small nuclei and pathways between the diencephalon and the spinal

cord. They are associated with the basics of life maintenance like metabolism. Because it is like
the brain of current reptiles and formed around 500 million years ago, it is sometimes referred
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to as the reptilian brain. Emotion processes were an early evolutionary development taking place
when brain organization was dominated by the brain stem, and present brain organization remains
rooted in brain-stem neural systems.

Damasio (1999) and Panksepp (2000) viewed the brain stem as critical to mapping feelings
because it is the conduit from the body to the brain and the brain to the body. Berridge (2003:36)
reminded us that contrary to earlier understandings of the brain stem as merely reflexive, “almost
every feeling of pleasure or pain felt by the forebrain must climb its way there through the brain
stem.”

According to Damasio (1999), areas of the brain stem work with the forebrain structures of
the cingulate cortex and prefrontal cortex to generate consciousness, including emotional states.
Damage to the brain stem most often causes the loss of all consciousness.

The midbrain rests on top of the brain stem and includes a group of nuclei called the pariague-
ductal gray area. Damasio (1999) saw this area as critical to high-order control of homeostasis and
a major coordinator of emotion. According to Panksepp (2000), it releases opiod neurotransmitter
receptors important to many emotional states. He suggested that it was this area that first allowed
creatures to cry out in distress and pleasure, and he agreed that the brain stem is a subcortical
contributor to conscious feeling.

THE DEBATE ABOUT THE LIMBIC SYSTEM

At the end of the nineteenth century when sensory perception and movement control were found
located in specific areas of the neocortex, questions arose about the specific location of emotions in
the brain. James (1884), of course, concentrated on conscious feelings as a result of the behavioral
responses to “emotional stimuli.” Emotion was then located in our sensory cortices that perceived
bodily movements appropriate to gearing up for action in different situations. This precipitant
movement produced the bodily feeling. We ran, not because of the emotion of fear; the feeling of
fear was the sensation of the body in the preparation for the act of running. This was refuted by
Cannon’s (1927) demonstration that the removal of the neocortex failed to extinguish emotional
responses.

This pushed the search down underneath the neocortex, ending with MacLean’s (1949)
proposal that such a place could be found in the “limbic system.” This comprised a discrete
network of primitive structures between the supposedly more recent neocortex and the brain stem.
The neocortex was thought to have enabled the cognitive and learning capacities of mammals as
opposed to reptiles. Structures usually associated with the limbic system include the hippocampus,
thalamus, hypothalamus, and the amygdala. MacLean’s limbic system was an update of his original
idea of emotion in general as essentially involving our blind, visceral reactions to environmental
stimuli. This dimension of mentality “eludes the grasp of the intellect because its animalistic
and primitive structure makes it impossible to communicate in verbal terms” (LeDoux 1996:94,
empbhasis in original). Phylogenetically, humans have the reptilian brain, the paleomammalian
brain, and the later more advanced neomammalian brain, which is shared with late mammals and
other primates. All three are linked in humans, but they were thought to have retained their own
very different kinds of intelligence, memory, and sense of time and space. Above all, MacLean’s
framework was an evolutionary theory of the localization of emotion processing in the old reptilian
cortex. Clearly, all of this was a strong force in keeping alive the cultural devaluation of emotion
as primitive and antithetical to reason.

As brain anatomy became better understood, the difference in these cortical areas became
impossible to order phylogenetically and with it, the evolutionary backdrop to MacLean’s proposal
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(LeDoux 1996). As observational techniques improved, it turned out that primitive creatures had
rudimentary cortices similar to the supposedly more advanced mammalian neocortex. They were
just in different places and had escaped notice. Thus, there was no distinctively reptilian cortex
in humans that has remained unchanged since primordial times and that exclusively housed
emotional processing. The neocortex turned out not to be so new and the supposedly distinct
reptilian cortex was not so distinct. As aresult, the old/new cortex distinction broke down (LeDoux
2002).

MacLean (1949) defined the limbic system particularly in terms of its connection to the hy-
pothalamus. As research techniques improved, it became evident that the hypothalamus connected
to all levels of the nervous system, including the neocortex. If the limbic system is significantly
connected to the entire brain, as its structures seem to be, its ability to localize emotion or anything
else is lost. As we have observed in other cases of newer structures, the limbic area could not be
seen as ancient and static in time, because all areas were so interconnected that they influence
each other, resulting in the allegedly old structures having new properties and roles. Presumably,
they retain aspects of old characteristics and tendencies, but taken as a whole, they are not what
they used to be. One criterion for inclusion in the limbic system was proposed to be connection
with the thalamus, but it was soon recognized that such connectivity included structures at all
levels of the nervous system from the neocortex to the spinal cord (I.eDoux and Phelps 2000).

According to LeDoux (1996), the popular theory of the limbic system finally broke down
with the finding that its essential structures like the hippocampus were by no means dedicated to
emotion and actually had a clearer involvement in cognitive processes like declarative memory
(LeDoux and Phelps 2000). However, in spite of numerous critics, this expected rejection was
not to be the case.

“The reason why the concept has refused to die starts with the amygdala. Its deserved repu-
tation for generating emotional judgments with minimal cognitive input also made it a gateway
to the study of “pure” emotion in the brain. The amygdala has a very low threshold to electrical
stimulation, which adds to its reputation for producing emotional quick triggers. This capacity,
however, is because of only one of its major pathways. Granted that emotion here is relatively
cognition free and offers a “limbic” gateway to researchers, but at other times and in differ-
ent ways, the amygdala is driven by cognitive pathways in the neocortex and prefrontal lobes.
Nonetheless, the amygdala remained at the forefront of research into the emotional brain and
carried with it the related notion of the limbic system.

A balanced view of the amygdala must recognize that it can also receive significant input
from sensory cortical regions involved in consciousness and is acted on by cognitive neuronal
pathways that can inhibit its felt strength. Lesions to areas of the amygdala disrupt positive
as well as negative emotional reactions. As we have seen, some of these disruptions include
the ability to apprehend emotional implications of social situations and the ability to generate
appropriate emotional responses to them. Covert memories involving fear are presumably stored
in the amygdala rather than the cortex.

Within ali of this complexity it is nonetheless clear that the amygdala is more consistently
involved in emotion than any other area between the hypothalamus and the neocortex. However,
it is not involved in all emotions and commonly draws from areas outside of the limbic system.

One of the reasons researchers think that it might be easier to glean emotion independent
of cognitive aspects in the amygdala is because it is so closcly connected to the thalamus that it
can send noncognitive messages directly from the outside environment without time-consuming
input from the more distant neocortex. However, this is only one of the pathways in its emo-
tional functioning. When potentially fearful objects come to attention, two parallel tracks send
information to the amygdala. Prior to engaging either track, data simplified by the senses are sent
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to the thalamus, where they are further sorted and sent to appropriate processing areas (Carter
1999). In the case of the sighting of a snake, the fearful message is sent on the fast route described
above. This path takes milliseconds. The long path goes to the visual cortex at the back of the
brain and takes twice as long. At the visual cortex, it is uncategorized raw data. Next it must
be categorized as a snake with the memories that go along with that, and then an emotionally
laden and cognitively appraised message is sent to the amygdala, which stirs the body proper into
action.

In sum, the concept of the limbic system was originally intended to explain emotion in general
and localize all emotion in a specific place in the brain. Emotions are involved in many areas of
the human brain and are tightly interwoven with structures of cognition, memory, and motivation.
There is much more to emotional processing than the amygdala or its adjacent “limbic” system.
Berridge (2003) concluded that neural substrates of feeling and emotion are distributed throughout
the brain, from front to back and top to bottom. LeDoux’s criticisms are no doubt correct, and
it would probably be more accurate to talk simply of the “emotional brain.” However, Berridge
(2003) and Panksepp (2000) suggested that once we are aware of the inadequacies of the limbic
system as a concept, we might be prudent to tolerate its use. At this stage of neuroscience, the
term is not really less vague than many current anatomical concepts, and in order to advance our
knowledge, we might have to tolerate successive approximations.

NEUROSCIENCE AND UNCONSCIOUS EMOTION

As critical as consciousness is to being human, the vast majority of what the brain does is accom-
plished through unconscious processes that often affect the course this consciousness will take.
This has been a major theme of neuroscience and of this chapter. According to Gazzaniga (1998a)
and Lakoff and Johnson (1999), more than 95% of what the brain does is below consciousness and
shapes conscious thought. Much of what goes into these estimates, however, should be considered
evident. We cannot bring into consciousness the processes that enable this consciousness, much
less those involved in facial recognition, memory retention, or a sneeze. Any single second of
consciousness is the smallest iceberg tip in an infinite sea of involuntary synaptic processes sealed
from awareness.

A less evident type of emotional unconscious has to do with content rather than processes.
For example, Scheff (1990) discussed the negative effects of chronic, unacknowledged shame.
One can suffer from guilt or anxiety so long that these feelings become part of the person’s
“assumptive emotional order” and are only recognized when they are lifted. Defense mechanisms
like projection and reaction formation are often emotional in character, and when acknowledged,
they lose their efficacy. Unfortunately, process and content are often conflated when discussing
the emotional unconscious.

Unconscious emotions tend to spill over and become misattributed to objects unrelated to
their origins. Also, as we have seen, the usual cortical controls of emotion are rendered useless
when we are not aware that there is anything to control. Ironically it is this psychologically
important meaning of unconscious emotional content that has proven the most controversial.*

The Appeal of “Mentalism” and Disentanglement from the Early Freud

One reason for the reluctance to accept the idea of unconscious emotions is that it goes counter to
an important Western assumption about thought and action. Certainly, an important dimension of
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thinking is the self-conscious weighing of alternative courses of action and our ability to reflect
on our motives before we act. People know what they are doing and know their reasons for doing
so. In this view, consciousness is first and action follows (Ohman 1999). Actually, there was little
question of the rather narrow validity of mentalism as far as it went; the limitation, as stated in
the beginning of this chapter, was one of scope.

According to Ohman, it was not until the mid-1980s that experimental psychology began to
recognize the converging evidence for the unconscious, although they preferred the term “implicit
learning.” Writers in the sociology of emotions have long recognized the inability of those ex-
pressing negatively sanctioned emotions to recognize them in themselves. Jealousy and envy are
clear cases in point, and others’ attempts at enlightenment are very frequently met with irritation.
In a culture where it is important to appear as masters of our own fates and practitioners of agency,
notions of the unconscious can be unwelcome. Scientists are no exception.

The problem was exacerbated by the legitimate concerns that academics had over the widely
popular acceptance of Freud’s fanciful early speculations on the unconscious id and superego that
rendered the ego epiphenomenal.

Neuroscience contributions to the unconscious have little resemblance to Freudian views
and arise from very different perspectives and methods. In terms of processes, it is generally
recognized in neuroscience that by the time a person consciously initiates an action, the brain
has already done its work (Libet 1996). For every subject intentionally initiating a particular
motor movement, Libet found a prior electrophysiological neural potential causing the action
100 ms before the conscious decision. Similarly, with emotion as content, by the time we become
conscious of our feelings, the brain, especially the amygdala, has also already done its work. This
is a major theme in the writings of Damasio and LeDoux among others, as will be seen below.

The neuroscience readiness to accept the emotional unconscious must be seen in relation
to the overwhelming evidence for the cognitive unconscious and dramatic denials connected
with various medical maladies. Prosopagnosia, for example, is the lack of ability to recognize
faces, even those of one’s most intimate family members. However, patients do seem to exhibit
“emotional blind sight” reliably responding with higher skin conductance responses to familiar
persons than to nonfamiliar ones and making appropriate responses to them on unconscious levels
(Lane et al. 2000). Ramachachandrun and Blakeslee (1998) saw the dynamics of Freud’s defense
mechanisms writ large in such blatant cases of unawareness, repression, and denial. A conscious
defense mechanism is an anomaly—a failed psychological operation.

The New Separation of Emotion and Feeling: Disentangling from James

Along with LeDoux’s first argument that the brain was essentially emotional, there was also a
new separation of emotion (which was characteristically unconscious) from feeling (which was
always conscious). Feeling, and the awareness of the body as in fear and trembling or the chill of
goose bumps, had taken center stage in James’s view of emotion. According to James (1884:193),
“If we fancy some strong emotion and then try to abstract from our consciousness of it all the
feelings of its characteristic body symptoms, we find that we have nothing left behind, no ‘mind
stuff’ out of which the emotion can be constituted.”

Wresting psychologists away from the plausibility of this argument has been helped by the
unique outlook of current brain studies. However, James himself had hinted at the entry point for
current neuroscience, namely that these very sensory feelings to which he gave such emphasis
were themselves caused by involuntary reactions to events. Whereas James gave relatively little
attention to this once it was said, Damasio and LeDoux focused on just this point—not that
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emotions cannot be to some extent manufactured, but to them the essential characteristic of basic
emotions is their involuntaristic and automatic character. If emotions are equated with feelings,
then emotions seem intuitively subjective and private. For Damasio (2003), emotions are objective
and public; they occur in the face, posture, voice, and specific behaviors. They engage heart rates,
blood pressure, skin conductance, and endocrine responses. The subject is unaware of most of
these emotional processes.

Thus, LeDoux and Damasio turned the lived experience of emotion so popular in sociology
on its head. They granted the importance of feeling and its feedback that affects the original
emotion and the importance of feeling to what it is to be human. They also recognized the
importance of Wentworth and Ryan’s (1992) felt “limbic glow” to our apprehensions of self and,
thus, social control. However, from an evolutionary point of view, emotion is the set of “mute
survival mechanisms rooted in the body,” which itself is not conscious feeling and thus not mental.
The experienced feeling is seen as a “sophistication” of the basic unconscious brain mechanism
turning us from danger and attracting us to things of benefit. LeDoux at one point calls feeling “a
frill—the icing on the cake” (Carter 1999:82). In the final analysis, he saw it as a very important
frill for much the same reasons sociologists do.

The Unconscious in Evolutionary Perspective

LeDoux (1996), like Damasio, argued that to understand emotion, we must go deeper than the
behavioral and physiological responses described by James. The interest of both men is to probe
the unconscious system that causes the feelings (like fear) before we even know that we are
in danger. Damasio’s (2003:30) answer to why emotion comes first and causes feelings later is
“because evolution came up with emotions first and feelings later.”

From the beginning of life on Earth, organisms have been endowed with mechanisms to auto-
matically maintain life processes. These include immune responses, basic reflexes, and metabolic
regulation that maintains interior chemical balance. Working up to the more complex of these
devises are systems of pain and pleasure, which automatically determine what is to be sought
and avoided. Further up this ladder are the appetites, including hunger, thirst, curiosity, and sex.
The crown jewel of such life regulation is emotion. Above emotion is feeling, which is ultimately
seamlessly connected and looping back on it. Although all of these homeostasis devices are
present at birth, the more complex the system is, the more learning is required to engage it.

Consciousness, being a late development in evolution, came long after emotion. One would
therefore expect that unconscious emotional systems and conscious feeling systems would exist
in the brain, and although interrelated, they would be, in some meaningful sense, distinct. Jacoby
et al. (1997) have provided consistent support for the hypothesis that conscious and unconscious
processes are independent. The fear system, for example, is available to consciousness but operates
independently of it, making fear a prototypical unconscious emotional system. Of course, whether
and to what extent fear can be generalized to other emotions awaits further study (Brothers
2001).

A study described by Ohman (1999) demonstrated that fear responses do not require con-
sciousness. Subjects were recruited from two groups: those who were very fearful of snakes but
not fearful of spiders and those fearful of spiders but not fearful of snakes. The control group con-
sisted of students who did not fear either one. Pictures of snakes, spiders, flowers, and mushrooms
were then shown on slides significantly faster than possible for conscious perception. Nonethe-
less, when exposed to the imperceptible snake slides, those fearful of snakes had elevated skin
conductance responses (SCR) to the snake slides but not those of the spiders. The participants
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fearful of spiders responded similarly to the spider slides but not those of the snakes. The control
group had no elevated responses to any of the slides. In sum, with no consciousness of the slides’
contents, subjects showed enhanced sympathetic, unconscious responses. After describing similar
studies, Ohman (1999) concluded, in accordance with LeDoux, that aspects of an unconscious
fear response are independent of conscious processes, although they can be consciously accessed.

More Evidence of Unconscious Emotion from Neuroscience

One early illustration of emotional memories beyond the patient’s awareness might prove some-
what disconcerting to current sensibilities. In 1911, a doctor pricked a patient suffering from
short-term memory loss with a pin, causing significant distress. The physician left the room until
the patient regained her composure. Suffering from source amnesia, she had no way of recog-
nizing the doctor when he came back in with his hand out in a gesture of greeting. Reasonably
enough, but with no conscious recall of the first incident, she refused to shake his hand again.
She explained that “sometimes people hide pins in their hands.” Fortunately, more current case
studies demonstrate progress in doctors’ concern for their patients.

One such illustration comes from Damasio’s (1999) traumatized patient David. His damaged
hippocampus and amygdala resulted in the loss of all conscious memory. He could not recognize
individuals because he could not remember them. Nonetheless, he did seem to gravitate to certain
people and avoid others. To probe this further, David was placed in social situations with three
different types of experimental accomplices. One was pleasant and rewarding and a second was
neutral. The third was brusque and punishing. David was then shown four photos including
the faces of the three accomplices and asked who he would go to for help and who was his
friend. In spite of his inability to consciously remember any of them, he chose the pleasant
accomplice.

David was quite capable of feeling preferences and related affect when it did not depend
on short-term memory. Because he suffered significant destruction to his ventromedial cortexes,
basal forebrain, and amygdala, Damasio surmised that these areas, as involved as they are in
regular emotional life, were not necessary by themselves for either emotion or consciousness
(Damasio 1999).

According to Kihlstrom et al. (2000), the evidence for this type of unconscious emotion
is not limited to anecdotal case studies, although they describe other current experimental case
studies like the one above by Damasio. For example, using the strategy of mere exposure effects,
unconscious preferences for melodies were created in amnesic subjects who have no ability to
remember the exposure.

Damasio’s (2003) stronger argument for the unconscious nature of emotion as opposed to
conscious feeling came from his own empirical study. A hypothesis was tested regarding the brain
structures that would be activated by emotions of sadness, happiness, fear, and anger. Activation
was measured by blood flow in the hypothesized regions as measured by positron-emission tomog-
raphy (PET) scans. These brain areas included the cingulate cortex, two somatosensory cortices
(including the insula), the hypothalamus, and several nuclei in the back of the brain stem (the
tegmentum). PET scans reflect the amount of local activity of neurons and, thus, the engagement
of these structures when emotions are felt. Next subjects were coached in theatrical techniques
of reliving memories of experiencing the four emotions to the point of actually experiencing
some degree of feelings for each. Preexperimental tests determined which of the four emotions
subjects could enact the best for the final experiment. In the actual study, subjects were able to
make themselves feel their assigned emotion with surprising intensity. They were asked to raise
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their hand when they started to feel this emotion. Heart rate and skin conductance were measured
before and after the hands were raised.

In terms of results, all of the brain structures identified above became activated during the
onset of emotional feeling. Furthermore, these patterns varied among the four emotions in expected
ways. Most important for the purposes here, changes in skin conductance and heart rate always
preceded the signal that the feeling was being felt; that is, they occurred before the subjects raised
their hands. Damasio (2003) concluded that this was just another situation where emotional states
came first and conscious feelings afterward.

Damasio also insisted that we must separate emotion, which is always unconscious, from
feeling, which is always conscious. Although they might operate in close interaction with each
other and in the final analysis might be seen as fused, he argued for a clear analytical distinction
between the two at this point. In sum, Damasio (1999) argued strongly that the basic mechanisms
underlying emotion proper do not require consciousness, although they may eventuaily use it.

In conclusion, it should be clear that inquiry into the unconscious is an important, although
difficult area. The route to rational emotional control is not in resisting the unconscious because
its reputation was tarnished by “Freudian misuse” or because it goes counter to common sense
and cultural assumptions about agency. We need to use common sense to go beyond it. From
the beginning, the course of empirical research into the unconscious aspect of emotion has been
dictated by definitional assertions and semantics. Neuroscience has very recently played its part
in cracking this resistance, first by case studies of patients that clearly indicated the existence and
causal importance of unconscious content. Damasio, for one example, took the next critical step
by using normal patients in testing his hypothesis concerning the causal priority of unconscious
emotion to feeling.

ON THE RELATIONSHIP OF COGNITION AND EMOTION:
THE INTERACTION OF COGNITIVE AND EMOTIONAL
PROCESSES IN THE BRAIN

The fallacy of dualistic contrasts between emotion and cognition that pit each against the other
as inevitable antagonists is a familiar theme. Certainly, the conflict is true at times, but more
satisfactory comparisons will depend on describing how they can be inextricably linked while
capable of being in tension. Researchers predisposed to one side often fail to retain this difficult
balance by making epiphenomena of the other side (Lyng and Franks 2002).

Because definitions are frequently biased by preferences for one side or the other of the
dualistic coin, it follows that they cannot be unreflectively taken for granted or as carved in stone.
Rather, they need to be handled with awareness that they are our own theoretical products to be
evaluated in terms of their consequences for the advancement of knowledge. We will see below
that as important as the collection of data is to the research process, definitions will determine
how these data are interpreted. As such, definitions are social constructions, basically matters of
considered judgment, at times productive and at other times not.

Definitions of Emotion from Cognitive Psychology
It is not surprising, therefore, that when Damasio and LeDoux talked about emotion, they were

thinking about something different from the cognitive psychologists and perhaps most sociolo-
gists. Neuroscientists might be somewhat more inclined to stress those definitions that highlight
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the mute character of emotions as expressions from the “theater of the body,” whereas cognitively
oriented thinkers are more interested in the intertwining of emotions and appraisals from the
“theater of the mind.” Both emphases are critical in eventually maintaining the balance necessary
in avoiding dualistic dead ends. Clore and Ortony (2000), for example, pushed their cognitive
preferences to the limit and neuroscientists do the same to retain the separability of emotion and
cognition.

To Clore and Ortony (2000), the cognitive component of emotion is the representation of
the emotional meaning. Their definition of the cognitive extends its reach to include perception,
attention, memory, action, and, of course, appraisal, but stops after the representation. They do not
include an emotion beyond its cognitive representation. On the other hand, for these authors, the
cognitive belief that someone is cheating you and the resulting emotion are not causally arranged
in that order. Rather, they are two separate and parallel ways of experiencing the “personal
significance of the situation” (i.e., emotion). Both are different levels of appraisals—cognitive
and emotional. Here it seems that their boundary is honored.

For those interested in keeping the integrity of emotion per se, like Zajonc (2001), a problem
arises in Clore and Ortony’s familiar definition of emotions as relational. Emotions are always
“about,” “over,” “at,” or “with” their object. In philosophical terms, this relational quality is
referred to as intentionality.’

However, where does this leave affects caused by electrical stimulation that might be con-
sidered by some a prime example of pure emotion? Such stimulation, taken as the initiation of
the emotional process, is patently not appraisal of any kind. We have discussed the temporary
full-blown depression followed by the recognizable pattern of depressive cognitions caused by
such stimulation. Similarly, a recent case was reported when the left cortex of an epilepsy patient
was inadvertently electrically stimulated, causing robust laughter. Each time the doctor applied
the current, the patient found something different and normally unfunny to laugh at. Whatever the
definitional issues, this artificially stimulated arousal indicates the separable integrity of some-
thing we can call “pure emotion” or “affect.”” This has the advantage of allowing for tension
between emotion and cognition that lived experience tells us exists.

Given Clore and Ortony’s (2000) contention that emotions always include cognition, the
authors handle the problem posed above by including reactions to the electrical stimulation
under “affect” rather than full emotion, even though the above descriptions seem quintessentially
emotional. Nonetheless, to these authors, affect is only an incomplete, “degenerate” form of fully
blown, intentional emotion. If it is critical to retain the tension between emotion and thought while
also seeing them as interactionally intertwined, their definition might seem too narrow. None of
this causes insurmountable problems as long as we keep a critical perspective on definitions as
tools created relative to our purposes.

A Neuroscience Approach to Cognitive and Emotional Interactions

LeDoux (1996) emphasized the separability and primacy of emotion by pointing out cases when
subjects “evaluate” objects before identifying them. More important for the primacy of emotion is
the fact, mentioned above, that connections from the subcortical emotional systems to the cognitive
systems are stronger than connections from the cognitive systems to the emotional ones. LeDoux
also stated that emotional feelings involved many more brain systems than thoughts. This is why
emotions engulf and commit us so inflexibly while cognitively we can easily argue one position as
well as another just for the sake of argument. Attempts at “emotion work,” although sociologically
important on the collective level, often meet with individual failure.
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LeDoux (2000) admited to more confusion than consensus about the relation between emo-
tion and cognition. He attributed much of this to the fact that neither term refers to real functions
performed by the brain but, instead, to collections of disparate brain processes. However, earlier,
LeDoux (1996) made clear that emotion and cognition are best thought of as separate but inter-
acting mental functions mediated by separate but interacting brain systems. When certain brain
regions are traumatized, animals, including humans, lose the capacity to evaluate the emotional
significance of particular stimuli but retain the cognitive ability to perceive and identify them.
These processes are separately processed in the brain.

In line with the flexibility of cognition in contrast to emotion, systems involved in cognitive
processing are not as closely connected with automatic response systems as those of emotion.
Emotional meanings can begin formation before cognitive/perceptual mechanisms have com-
pleted their appraisals. Emotional and cognitive memories are registered, stored, and retrieved
by different brain processes. Damage to emotional memory processes prevents an object with
learned affective meaning (the sight of one’s children or lover) from eliciting emotion. Damage
to cognitive mechanisms prevents remembrance of where we saw the object, why we were there
in the first place, and with we were whom.

Examples of Complex Interactions Between Cortical and Subcortical
Regions of the Brain

Having made the argument that cognition and emotion are separate brain processes, LeDoux
(2000) turned to listening to the interactions in the brain. Most of the interactions reported in
his essay had to do with the amygdala and different cortical regions. However, one such study
described a most curious feedback loop between these two.

We have seen that the overriding task of the amygdala is to scan the environment for danger,
the quicker the better. We have seen that the thalamus gives it the quickest and most direct input
for such assessment, and the slower but more “considered” inputs come from the numerous
sensory cortexes. Thus, the amygdala is alert and active before these cortical messages arrive.
This gives an opening in time for the alerted amygdala to project its quick and dirty “leanings”
back into the early cortical processing. It then receives its own unconsidered biases mixed in with
the final sensory cortical messages. Inputs from the thalamus, in contrast, are a one-way street
contaminated by no such “regulation” from the amygdala. This leaves a quick, but most unreliable
mechanism as both author and receptor of its cortical inputs—a most curious interaction.

According to LeDoux (2000:139) “amygdala regulation of the cortex could involve facilitat-
ing processing of stimuli that signal danger even if such stimuli occur outside of the (conscious)
attentional field.” No wonder that what we perceive most clearly and convincingly is our own
fears and that scapegoating so often brings tragedy to innocent persons.

The Somatic Marker Hypothesis

There is a growing body of evidence that somatic states are involved in cognitive processes
including learning (Carter and Pasqualini 2004). Damasio’s (1994) somatic marker hypothesis,
mentioned above, has been a major contribution to this development. Bodily feelings associated
with emotional experiences are, figuratively speaking, “marked” and then retrieved when similar
situations reoccur. These embodied markers are strongly connected with emotional systems of
the brain.
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Subjects for Damasio’s first study comprised patients who, like the famous Phineas Gage,
had damage to the ventromedial part of the prefrontal lobe. This is the area where cognition and
the “secondary” emotions important to making social judgments are thought to be integrated.

Most of Damasio’s patients scored highly on intelligence tests and even scored well on
Kolberg’s moral thinking test. They had been competent in their professions and social relation-
ships. Like Phineas Gage, their lives unraveled socially and businesswise after their traumas.
Four deficits destroyed their professional lives: they could not make decisions, they could not
judge people, they were incorrigible at home, and they could not learn from previous emotional
experiences.

More generally, they could not empathize even with themselves; they dispassicnately told
of their demise to interviewers who were themselves on the verge of tears. While looking at what
they recognized readily as terrible pictures of car wreck victims and so forth, their bodies showed
none of the skin conductance responses that are used to indicate emotional feelings.

When asked by the hospital staff when they wanted to make their next appointments, they
woulid sit endlessly giving every possibility they could think of equal attention without any way
to make a judgment. As de Sousa (1987:191) observes, *“no logic sets saliency.” In this regard the
patients were remarkably like Pylyshn’s (1987) purely rational robot made by the artificial intelli-
gence workers. His story featured a completely objective robot that gave equal, unbiased attention
to all conceivable consequences of its actions and therefore could not make the simplest decisions.
This was because without emotional predispositions, it could not narrow down the infinite number
of objective possibilities to those worth consideration. It is a matter of irony that the first scientists
to discover the necessity of emotion to decision making were artificial intelligence workers.

The somatic marker hypothesis goes further to suggest that Damasio’s “prefrontal” patients’
major incapacity was an inability to fully embody secondary emotions relevant to complex social
situations and thus learn by positive and negative previous experiences. Damasio is not suggesting
that emotions are a substitute for reason, nor is he down-playing the fact that emotions can cloud
thought. His conclusion is simply that a “selective reduction of emotion is at least as prejudicial
for rationality as excessive emotion” (Damasio 2000:13).

Damasio’s prefrontals lacked this ability to draw emotional feelings from their bodies and
in so doing they lost the capacity for realistic choice making and learning. A game was devised
referred to as the “Gambler” to test exactly where this deficit was in functional terms compared
to normals. The basic assumption of the game was that if long-term values could not be felt
somatically, players would bow to short-term decisions even when they were experienced as
deadly in the long run. The game required the subliminal learning that some cards promised large
financial rewards but also carried risks down the road that would destroy any chances of winning.
The prefrontal patients could not learn to become suspicious or emotionally uneasy about these
deceptive choices and invariably lost the game. Normal players intuitively caught on. Damasio
concludes that without the help of their somatically marked thoughts, their images of the long
run were weak and unstable. This lack of capacity does not have to be from medical trauma.
Diagnosed sociopaths with criminal records acted much the same in similar games and Damasio
(1994) does not rule out the effect of “sick” cultures on normal adult systems of reasoning.

As mentioned above, Carter and Pasqualini (2004) produced support for the external validity
of Damasio’s hypothesis when thirty normal women played the card game. Higher skin conduc-
tance responses to negative outcomes were strongly accompanied by more successful learning
on the Gambler game. The opposite was true for those who lost. The hypothesized relationships
were robust enough to show up clearly in a relatively homogeneous group of normal women.

Berridge (2003) cautions that loss of cognitive integration with emotion is not the same thing
as lacking emotionality in general. Damasio’s patients lacked the emotions that produce voluntary
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social control like guilt, shame, embarrassment, and empathy (Shott 1979). Berridge suggested
that emotional regulation (emotion work) might be the most impaired in these subjects.®

CONCLUSION

A major theme of this chapter has been that emotion drives the brain. It was emotional long
before its conscious cognitive powers developed and this character still permeates the brain.
Emotion organizes its activity both enabling rational decisions and powerfully influencing cog-
nition. LeDoux’s (1996) challenge to cognitive science has advanced markedly in favor of the
neurophysiological primacy of emotion, but closure is far away.

For LeDoux, higher brain functions are essential for the generation of conscious emotional
feelings, but not for emotion per se. Direct neocortical stimulation does not promote affective
states (Ohman 1999; Panksepp 2000). Damage to the cortex only limits intensities of emotion.
Consensus among researchers does exist on the importance of the cortex in emotional regulation,
although even here emotion has the advantage in having more plentiful neural pathways. Panksepp
believed that more evidence exists that brain-stem areas, rather than the neocortex, mediate affect,
as demonstrated with the electrical stimulation studies on depression and laughter. His is a strong
argument for the primacy of emotion in the brain.

Despite the strategic importance of the establishment of pure emotion, the complementary in-
teraction between emotion and cognition greatly predominates in the brain. None of its structures
or regions are exclusively devoted to emotion or to cognition, instead, their respective systems
most probably overlap. There is clear overlap between behavioral patterns and those representing
emotion as well as cognition (Lane et al. 2000). To repeat LeDoux’s (1996) conclusions, emotion
and cognition are best thought of as separate but interacting mental functions mediated by sep-
arate but interacting brain systems. Lane et al. (2000) believed that emotional processes that are
uniquely different from cognition have yet to be demonstrated. It is clear that on the neural level,
they are the same. Perhaps emotion’s simple embodiment—the autonomic, neuroendocrine, and
musculoskeletal concomitants of emotional experience—will become what distinguishes it from
cognition.

Neuroscience has brought back the unconscious in a very different guise from past renditions.
Emotion and the unconscious characterize the brain. Once confused with feeling, emotion is now
thought to be an involuntary, unconscious process involving behavioral tendencies that cause
conscious feelings that then reverberate on the emotion. Even though fear, for example, can be
accessed by consciousness, it operates independently of awareness. According to Ohman (1999),
this explains why rational thought has little influence on strong fears.”

LeDoux has opted for a detailed analysis of fear as a possible prototype for other basic
emotions, but how this can be generalized is not known. According to Brothers (2001), this
strategy emphasizes one structure (the amygdala), one behavior (defense), and only one or two
emotions (presumably fear and anger). Many researchers are dubious about finding principles
of a general domain of emotion, expecting different mechanisms behind different emotions.
Nonetheless, LeDoux’s strategy was reasonable as a starter.

Although cognition is not free-floating, unconscious emotion like pathological affect can
permeate experience like moisture or heat. It scatters and spills over to become attached to
any stimulus often totally unrelated to its origins (see Zajonc 2001). There is a very strong
convergence between neuroscience literature and those aspects of sociology emphasizing the
power of emotionally driven cognition to interpret almost anything as true that supports one’s
predispositions or what is simply familiar to us.
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We have emphasized that no satisfactory common thread is available that draws the myriad
cultural emotional differentiations into one definitional basket. This is as recognized in the social
sciences as in neuroscience, where many think taxonomies are premature. This problem with
emotion as a general term does not apply to emotions like fear and shame that have been relatively
thoroughly researched. Nonetheless, one stands on solid empirical ground by recognizing that
emotion as a large category is necessary in balancing the still healthy cognitive bias in psychology
and sociology. Many would think that this recognition is more important than the lack of closure
produced by the definitional problem. It would be foolish to think that the lack of a common
thread minimizes the functional importance of particular emotions to the brain and its mentality.
Perhaps at this stage we can see emotion in general as a very important residual category in the
sense that it is so often just what cognition is not. Rather than thinking categorically, it may be
wiser to see emotion and cognition on a continuum with a very large middle ground. However that
might be, we will learn more by putting aside for the moment the problems of emotions in general
and investigating specific emotions with nontraditional empirical techniques tailored to the task.
Panksepp (2000) suggested that because our ignorance concerning emotion so grossly outweighs
our knowledge, we should minimize the emphasis on competing perspectives and concentrate
more on integrative efforts, including biological and social constructionist positions.

Naive formulations of the rational capacities of humankind would benefit from a close look at
neuroscience literature. Hopefully, more work will appear on the secondary emotions so intimately
involved in social control and interpersonal relations.

NOTES

1. Various highly technical measuring scanners that are the hallmark of neuroscience do not dispel the fact that there is
little unifying theory tailored distinctively to neurological processes that help interpret the data generated (Brothers
2001). Nor does magnetic imaging dispel the problems of spurious correlations and determination of cause. In our
ever-so-familiar social world, we know that fire engines do not start fires and storks do not bring babies. Brain processes
offer another world foreign to us and common sense is of little help in interpreting correlational findings. Thus, the
vague term “mediates” frequently substitutes for more explicit causal descriptions.

2. White matter is more predominant in the right brain and the left has more gray. Right-brain white matter is made of
neurons that have longer axons and, thus, can connect to several modules simuitaneously, resulting in integrative but
vague insights. Gray matter is composed of densely woven, shorter, left-brain neurons capable of intense, focused,
logical operations.

3. See Carter (1999) for a description of how emotional long-term memories are laid down in the hippocampus and then
relinquished to the cortex.

4. See Fellows et al. (2000) for the major complex nuclei of the amygdala and connections to other structures.

5. Psychologically, this stipulation is important. It separates emotion from pain or purely sensory feeling, both of which
are self-contained. A bee sting is not “over” or “at” the bee. The stipulation also brings the perception of the object of
emotion into the emotional process. This avoids a notion of emotions as self-contained entities in the brain divorced
from pragmatic action on the world.

6. For a succinct discussion of brain structures and pathways involved in emotional control in murders, see Carter (1999).

7. Very likely this is why governments throughout the ages control the public through creating false fears.
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CHAPTER 3

Gender and Emotion

STEPHANIE A. SHIELDS
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ALENA M. HADLEY

In this chapter we consider the relation between gender and emotion, particularly as that connection
is expressed in stereotyping, power relations, and sexuality. As we review pertinent research we
strive to move beyond the conventional “gender differences” model that has tended to dominate
the study of gender and emotion. We propose two useful theoretical frameworks for investigating
the gender-emotion link. The first, expectation states theory (Berger et al. 1977; Ridgeway and
Correll 2004), is useful in explaining the relation of gender-emotion beliefs to social roles and
other social structural variables. The second, doing emotion as doing gender (Shields 1995, 2002),
can be used to explain connections among beliefs about emotion, emotional experience, and a
gendered sense of self.

We begin with the assumption that, whereas status-marked aspects of the self such as ethnicity,
age, and economic status mutually constitute social identity (e.g., Baca Zinn and Dill 1996;
Nakano Glenn 1999), gender has a distinctive relation to emotion within and across social groups.
First, a number of beliefs about gender difference are grounded in beliefs about the emotional
nature of each sex, particularly the way in which emotionality marks female/feminine as different
from male/masculine. This strong association between emotionality and female/feminine is a
common theme throughout Western history. Since the mid-nineteenth century the form it has taken
emphasizes the comparatively ineffectual nature of women’s emotion (Shields 2002). Second, the
link between gender and emotion is apparent in the development of a gendered sense of self
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(Shields 1995). Adolescence, for example, marks a period in which issues of emotion and gender
converge in identity development (e.g., Polce-Lynch et al. 1998). Psychological measures that
attempt to quantify femininity and masculinity as psychological attributes also illustrate how
beliefs about emotion are reflected in definitions of gender (Shields 2002). For example, self-
report inventories such as the Bem Sex-Role Inventory are heavily loaded with emotion-relevant
items. Similarly, emotion beliefs, whether explicitly expressed in emotion stereotypes or more
subtly transmitted, as in parent advice books (Anderson and Accomando 2002; Anderson et al.
2002; Shields and Koster 1989; Shields et al. 1995), define core qualities of “masculine” and
“feminine.”

In this overview, we focus on three areas in which the convergence of gender and emotion,
especially the association between emotionality and female/feminine, serves as a medium for
maintaining, reproducing, and sometimes subverting social structural inequities.

Beliefs About Gender and Emotion

Gender-emotion stereotypes are important because they pertain to ideas of appropriateness and
legitimacy: Who is entitled to what emotion? Emotion stereotypes and their connotations of value
and appropriateness are likely to depend on other aspects of social identity as well as gender,
but the gender-emotion connection can be described as a kind of emotion “master stereotype”
(i.e., she is emotional; he is not), which appears to reflect a notion of white, heterosexual gender
differences (Fischer 1993; Shields 2002; Warner and Shields 2005). In addition to influencing
people’s evaluations of others, gender-emotion stereotypes can influence people’s reports about
their own experience, functioning as a heuristic guiding self-report (Robinson et al. 1998).

Power and Status

Power is a central theme in analyses of gender, particularly in those analyses concerned with
the apparent capacity of gender inequities to be self-maintaining even when challenged. Power
and status concerns are likewise central to understanding the micropolitics of emotion in every-
day life—that is, judgments about and negotiations of emotion’s legitimacy, authenticity, and
appropriateness (Shields 2005).

Sexuality

Sexuality and scripts for intimacy, including sexual expression and romantic relationships, high-
light connections between gender and emotion. The topic of intimate relationships is arguably
one in which beliefs about gender differences in emotional needs and expressive behavior
are articulated most strongly in everyday discourse. We cover each of these three themes in
separate sections. Before turning to these topics, however, we provide a framework for our
approach to understanding gender as it relates to emotion. Specifically, we replace the con-
ventional enumeration of gender differences and similarities with an examination of the factors
that exaggerate or attenuate these differences. By doing so, we move from the descriptive—
Are there differences?—to the explanatory—What drives the extent to which differences are
manifested?
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A FRAMEWORK FOR STUDYING GENDER AND EMOTION

Much of social psychological research on everyday emotion, whether that research is concerned
with specific emotions such as anger or global concepts such as emotionality, has framed the
question simply as “Do women and men (or girls and boys) differ with respect to emotion?” as,
for example, in reported experience of specific emotions. The too-common question of whether
women “really are” more emotional than men exemplifies the differences approach. This focus
on enumerating differences across individual studies tends to yield inconclusive results that fail
to illuminate what causes, moderates, or maintains differences. A number of researchers have
outlined the deficiencies of the differences approach (e.g., Bacchi 1990; Deaux and LaFrance
1998; Hare-Mustin and Marecek 1994); therefore, here we describe one alternative: investigating
the contexts in which gender effects are evident. This approach requires a shift from describing
differences, toward examining both what drives those differences and the social relationships that
give differences meaning.

The growing empirical research on gender and emotion reveals a pattern showing that gen-
der’s greatest effect lies not in gender differences in knowledge about emotion, but in the way that
knowledge is deployed. Gender differences in emotion-related beliefs and behavior are modality-
specific and context dependent (Brody 1999; LaFrance and Banaji 1992; Shields 1991, 1995);
that is, the extent to which differences are evident depends on what about emotion is measured
and how the research context is framed. In the case of self-reports about emotion experience, for
instance, gender effects more closely resemble stereotypes when reports are taken retrospectively
than when reports are made online (Robinson et al. 1998).

As an alternative to the differences approach, we employ two theoretical perspectives as an
explanatory framework. First, expectation states theory, as applied to gender, is useful in describ-
ing the processes through which groups reproduce existing disparities in status and power. This
theory explains how macrolevel aspects of social context affect gender-emotion linkages. Sec-
ond, doing emotion as doing gender captures the intimate connection between beliefs/stereotypes
about gender and emotion and their psychological meaningfulness for the individual, the dyad,
and the group. In tandem, these perspectives offer a way to explain the individual’s participation in
gender-relevant interpersonal interactions and how those interactions are “nested” in and sustain
gender systems.

Expectation States Theory

Expectation states theory aims to explain how status beliefs operate to sustain social hierarchies.
Specifically, expectation states theory begins with the premise that status beliefs, like stereotypes
or norms, are widely shared cultural beliefs that express the status relationship between one social
group and another within a given society (Ridgeway and Bourg 2004). Regardless of whether
individuals are members of the advantaged or disadvantaged group, they endorse the reality of
the status belief, if not its legitimacy.

Status beliefs, as construed by expectation states theory, are similar to stereotypes but not
identical to them. Stereotypes are broader in that they can include descriptive characteristics
that do not indicate status, such as certain appearance and behavior descriptors. Stereotypes of
different groups vary, but all contain core status content that expresses the comparative value or
standing of the group with respect to another group or groups. Expectation states theory asserts
that specific skills associated with the status beliefs regarding one group compared to another
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reflect the history and social structural relationship of the groups; thus, they are both relatively
stable, yet able to change over time.

Ridgeway and Bourg (2004) noted that consensual status beliefs (i.e., status beliefs shared
within and across groups) are more likely to develop among groups whose members must regu-
larly cooperate, such as employees of an organization. Consensual status beliefs, which maintain
the illusion that the groups are simply different from one another, imply, rather than make explicit,
status difference. In contrast, competitive in-group/out-group beliefs explicitly favor one group
over the other, thereby creating the conditions for group conflict or self-segregation. Thus, mi-
nority/majority racial or ethnic groups would be susceptible to evolving a separatist or conflictual
coexistence based on competitive in-group/out-group beliefs. Women and men within each of
those groups, however, would be more likely to share status beliefs and so evolve a naturalized
“separate-but-equal” set of beliefs about gender difference.

According to expectation states theory, shared status beliefs (in contrast to in-group/out-
group beliefs) facilitate intergroup interactions, thereby creating conditions for reproducing status
hierarchies. Shared status beliefs set up expectations regarding behavior within one’s own group
and between one’s group and those higher and lower in the status hierarchy. Thus, status beliefs
can foster the reproduction of the groups’ hierarchical organization in that people look for cues to
define the situation, guide their own behavior, and anticipate and interpret how others behave. In
this way, heterogeneous groups comprosed of individuals who differ in status soon sort themselves
in such a way as to reproduce the hierarchies reflected in status beliefs.

Ridgeway and her colleagues (Correll and Ridgeway 2003; Ridgeway 2001; Ridgeway and
Bourg 2004; Ridgeway and Correll 2004) maintained that gender is particularly well suited for
examination in terms of expectation states theory because of several characteristics that foster re-
liance on status beliefs. Women and men make up roughly equal parts of the population and interact
frequently, often in situations that require cooperation and interdependence, as in work, family,
and intimate heterosexual relationships. Gender thereby functions as a “background identity”—
that is, an “implicit, cultural/cognitive presence that colors people’s activities in varying degrees”
(Ridgeway and Correll 2004:516) even when it is not the focus of the situation and quite power-
fully when it is. Thus, gender beliefs are always available to bias interpersonal interactions and
can do so even without the interaction participants’ awareness of their operation.

Beliefs about emotion occupy a central place in gender stereotypes of the “generic” woman
and man. In the stereotype of women, emotion is rendered both as good (e.g., warm; nurturing) and
as bad (e.g., “too emotional”). Thus, gender as a background identity carries with it consensual sta-
tus beliefs regarding emotion. Those beliefs are readily recruited to the foreground when emotion
itself is an issue or emotional needs are a prominent concern. In mixed-sex dyads and groups, the
qualities of emotion expertise and emotion-as-weakness lend themselves to reproducing gender
hierarchies.

Doing Emotion/Doing Gender

West and Zimmerman’s (1987) landmark paper proposed that gender can be understood by
examining the work of being a gendered person. (See also Fenstermaker and West 2002; West
and Fenstermaker 1995.) In other words, gender is not something one has, but it is something that
one does. Even with unambiguous core gender identity, the markers of maleness/masculinity and
femaleness/femininity that assure one (and others) of that identity are always being contested,
disputed, and negotiated. In a sense, one is always practicing gender and comes to own the role in
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much the same way that an actor seems “naturally” the character that she or he plays. Unlike the
actor, however, people move in and out of situations that might make gender “performance” more
salient or that require them to improvise ways to meet the challenges of the situation while con-
tinuing to believe in the consistency and truth of their own gendered character. Much of the time,
the practice of gender is unself-conscious. At other times, one is acutely aware of the demands of
sustaining a coherent and believable gender self-presentation (to oneself and to others), as when
reminded that big boys don’t cry or that good girls are nice. It is important to point out that the in-
terpretation of doing emotion as doing gender that we use here does not imply gender performance
concerned primarily with appearances (Moloney and Fenstermaker 2002), but gender as deeply
acted.

If gender is not an achieved state but something that is actively created through ongoing
practice, it has a certain flexibility that enables adjustment of gender performance to meet the
variation in demands across relationships and social contexts. At the same time, gender is never
a finished product. One remains vulnerable as a gender performer as questions of whether one is
a “real man” or “womanly enough” lurk at the borders of the secure sense of self.

Shared beliefs about emotion assist in defining and maintaining beliefs about gender and
gender-as-difference (Shields 2002). Emotion is associated with doing gender in two pivotal
ways. First, beliefs about emotion reveal the distinctive “how” of being a gendered person:
Doing emotion (expressing emotional feelings and emotion values) signals one’s genuineness as
female or male, feminine or masculine. One might also self-consciously manipulate that gendered
enactment (Worcel et al. under review). For example, because emotionally expressive behavior
is gender-coded, an important component of a child’s gender practice (i.e., enacting a gendered
identity) involves practicing emotion—its expression, values, interests—as it befits gender. Doing
gender through doing emotion encompasses not only emotional display but also emotion values
(e.g., real girls value emotional self-disclosure) and beliefs about emotional experience (e.g.,
anger is appropriate only when one’s rights are violated).

A second way in which emotion is implicated in doing gender is through the expression of
how one thinks about oneself as a person. Deaux (1993) proposed that the individual’s formulation
and reformulation of identity is fashioned as a response to the events and circumstances of one’s
life. As a dimension of gender, emotion beliefs and values and their instantiation in emotion
episodes provide a thread of continuity through formation and change in the individual’s social
identities.

In defining cultural representations of masculinity/femininity, emotion beliefs constitute a
medium for practicing gender-coded emotional values and behavior in childhood and adulthood.
Children have ample opportunity to learn and practice gender-coded emotion. The peer group is
an especially potent medium for rehearsal of practicing and coming to understand emotion (e.g.,
Sheldon 1992; von Salisch 1997). For example, the emotional sharing that especially characterizes
girls’ friendships (Maccoby 1990) is part of learning how to “do girl” at a certain moment in
development. This early experience with emotional sharing defines the parameters for when and
how to engage in some kinds of emotional self-regulation. In the larger scheme of things, emotion
beliefs are recruited to create and refine the definition of mature, appropriate behavior, both
prescriptively (e.g., a “real man” responds appropriately with anger when he is deprived of what
he is entitled to) and proscriptively (e.g., a “real man” does not cry).

In summary, emotion beliefs give one a position from which to assess one’s own emotional
life and, thereby, one’s authenticity as a person. Gender performance verifies the authenticity of
the self, and emotion performance is measured in terms of its authenticity. Therefore, successfully
doing gender validates emotion at the same time as successfully doing emotion validates gender.
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Investigation of beliefs about gendered emotion can reveal what gender means, how gender
operates, and how gender is negotiated in relationships with others.

BELIEFS ABOUT THE GENDER-EMOTION CONNECTION

A stereotype is a “generalization about the shared attributes of a group of people” (Judd and
Park 1993). Stereotypes can have a profound impact on how we treat others (Agars 2004) and
how we make judgments about others (Cameron and Trope 2004). Beliefs about emotion are
included in a number of stereotypes, including age (Fabes and Martin 1991), race (Popp et al.
2003), and weight (Klaczynski et al. 2004). Perhaps the most persistent and pervasive emotion
stereotypes concern gender, especially those that involve beliefs about men’s and women’s ex-
pression of emotion (e.g., Gray and Heatherington 2003; Heesacker et al. 1999). In addition, the
majority of research on gender and emotion shows that gender-emotion stereotypes are equally
endorsed by both female and male participants (e.g., Knox et al. 2004; Robinson and Johnson
1997).

Studies on gender-emotion stereotypes rarely use targets that have an explicit racial identity.
When researchers do not clearly define a target’s race, participants might infer racial information
about targets. Specifically, when participants are asked to evaluate targets described as the “average
man” or “average woman,” they likely assume that the target is a member of the dominant group,
which, in the United States, leads participants to imagine a white target (Schneider 2004). The
results of at least one study suggest that the race of a target can enhance or attenuate the effect
of target gender in ratings of emotion expression. Shields and Crowley (2000) found a greater
difference between beliefs about men’s and women’s behavior for white targets than for targets of
other races. If college-age participants infer that a generic target belongs to the dominant group,
most studies examining gender-emotion stereotypes are measuring responses to targets that are
presumptively white, young, and heterosexual. The extent to which other facets of target identity,
such as age and sexual orientation, affect participant evaluations of gendered emotion has yet to
be investigated.

In this section we discuss research on the predominant gender-emotion stereotypes. We
focus on how these stereotypes fall short of fully describing how women and men enact
emotion by failing to include moderating factors, such as contextual demands. In addition,
we examine the ways in which beliefs about gender and emotion can be self-perpetuating,
as in the stereotype of female emotionality as well as through self-reports of past emotion
experience. Finally, we discuss the connection between displays of emotion and displays of
power.

The Contextual Nature of Gender-Emotion Stereotypes

Gender-emotion stereotypes are context dependent. For example, Kelly and Hutson-Comeaux
(1999) studied the evaluations of extreme overreaction and underreaction described in vignettes
concerning interpersonal (e.g., in a friendship) and achievement-related (e.g., at work) situations.
They found that participants’ beliefs about characteristic emotion behavior differed as a function
of the interaction of target gender and context. Participants rated overreactions to happy and sad
events in the interpersonal context as more characteristic of women, but judged overreactions to
happy and sad events in the achievement context as more characteristic of men.
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Studies that have examined more “average” displays of emotion also find evidence that
context significantly affects ratings of emotionality (e.g., Robinson and Johnson 1997; Warner
and Shields 2006). Johnson and Schulman (1988), for example, found that participants expected
women to express more positive emotions (e.g., happiness) than men in an other-oriented situation
(e.g., in personal relationships) while expecting men to express more positive emotions than
women in a self-oriented situation (e.g., in achieving personal goals).

The findings discussed above are especially helpful in demonstrating the contradiction of the
gender-emotion stereotype of female emotionality. This stereotype describes women in general
as more emotional than men (e.g., Johnson and Schulman 1988; Petrides, et al. 2004; Timmers
et al. 2003). Robinson and Johnson (1997), for example, found that participants described female
targets as more “emotional” than male targets and male targets as more “stressed” than female
targets. Given that participants believe men express anger more often than women (Timmers et al.
2003), believe men express powerful emotions more often than women (Fabes and Martin 1991),
and believe men express positive emotions more often than women in certain contexts (Johnson
and Schulman 1988), it seems contradictory that participants would also describe women as
“more emotional” than men. Essentially, participants are labeling female, but not male, emotion
expression as “emotional.”

Ambiguity and Self-Report

Individuals are most likely to rely on stereotypes to guide judgments in hypothetical or ambiguous
situations (e.g., Augoustinos and Walker 1995; Collings 2002). When individuals are asked to
make judgments based on ambiguous information, such as facial expressions of mixed emotions,
their judgments conform to gender-emotion stereotypes. Plant et al. (2000) found that participants
rated ambiguous (a combination of angry and sad) faces in stereotypical ways, rating the male
target as more expressive of anger and the female target as more expressive of sadness. However,
when faces were unambiguous (more clearly either angry or sad), ratings were less likely to follow
stereotypical patterns.

This phenomenon holds true for self-reports of one’s own emotion experience as well.
If asked about experiences after the fact, for example, participants’ self-reports tend to follow
the stereotypical pattern more than online reports of emotion experience do (e.g., Hess et al.
2000; LaFrance and Banaji 1992; Shields 1991). For example, Robinson et al. (1998) asked
participants to make judgments about their own emotions immediately after playing a game,
1 week after playing a game, or while imagining themselves playing a game. All participants
reported experiencing or expecting to experience emotions that were consistent with gender-
emotion stereotypes (e.g., pride and anger for men; friendliness and guilt for women) except
for those who made self-reports immediately after playing the game. Robinson et al. concluded
that making judgments after a delay or without the benefit of actual experience to draw from
reduces the accessibility of direct emotion experience information, leading to increased reliance
on gender-emotion stereotypes as the basis for self-report.

In most research, ambiguous situations lead participants to rely on heuristics when making
judgments about others. In studies on past emotion experience, participants also use heuristics to
guide self-reports. Studies that ask men and women to describe past emotion experiences often
conclude that men and women differ in their subjective experience of emotion. Studies using online
reports of emotion experience, however, show diminished gender differences. Gender differences
in self-report about emotion experience should, therefore, be understood as reflecting, to some
degree, stereotypical beliefs about gender and emotion.
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Emotions and Displays of Power

Both women and men report believing that women express sadness and fear more often than
men and that men express anger and pride more often than women (e.g., Brody 1997; Fabes and
Martin 1991). Reasoning that there is a connection between masculinity and the expression of
power, Fischer (1993) proposed that gender-emotion stereotypes are founded on the belief that
men express powerful emotion, whereas while women express powerless emotions. Powerless
emotions are those that imply vulnerability and are associated with positions of low power,
whereas powerful emotions imply dominance and are associated with positions of high power
(Brody 1997; Fischer 1993).

The association of specific emotions with displays of power or powerlessness, however,
does not fully describe how women and men act or how their emotional displays are evaluated.
As discussed above, women and men are sometimes expected to display specific emotions that
would contradict this stereotype (e.g., expecting men to express sadness in achievement-related
contexts). In addition, the expression of powerless emotions can be used as a powerful display,
as in expressing controlled intense emotion (Shields 2002, 2005). Likewise, displays of powerful
emotions can be seen as an expression of powerlessness when the emotion is perceived to be out
of control. Rather than the type of emotion itself being an expression of power or powerlessness,
it appears that the displays of emotion thought typical of each gender reflect beliefs about when,
how, and by whom emotion can be an expression of power.

Controlled expressivity or “manly emotion,” a term coined by Shields (2002), is a style
of emotion expression that subtly conveys emotion while also displaying control over one’s
own emotion. Although both women and men are held to this standard of expression in certain
circumstances, it is associated more with men’s emotion expression and men might be more
positively evaluated than women for adhering to it. A prime example of this expression style
is seen in a specific type of crying, in which the individual merely tears up or has a moistened
eye. This clear, controlled expression of emotion is viewed quite positively. Warner and Shields
(2006) found that men who were described as tearing up in response to sad events were rated more
positively than men and women who were described as crying and women who were described
as tearing up. The moist eye enables one to display a “weak” emotion while also demonstrating
emotional control.

Shields (2002, 2005) has identified a second expressive standard, termed extravagant expres-
siveness, which is an open style of experiencing and communicating emotion. Shields hypothesize
that extravagant expressiveness is the form of emotion linked to expressions of intimacy in the
United States and that it is the form of emotion expression expected in caregiving and close
relationships. Although extravagant expressiveness is considered good nurturing behavior, it also
implies a giving of the self to the other at the expense of power and control.

Problems and Suggestions

Regardless of whether others actually react negatively to counterstereotypical emotion displays,
the anticipation of negative reactions can have an effect on the actor. Individuals might anticipate
potential reactions to their displays of emotion and feel compelled to enact stereotypical emotion.
For example, women report feeling pressured to restrict their competitiveness and to express
positive emotions, such as happiness, toward others (Graham et al. 1981; Stoppard and Gunn
Gruchy 1993). Men also fear that if they express certain emotions, such as fear or sadness,
negative consequences might follow, including rejection and being called “unmanly” (Brody
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1999; Timmers et al. 1998). Individuals might be aware of these potentially negative responses
to gender nonconformity and so act in stereotypical ways to avoid those negative responses.
Ironically, this strategy serves to perpetuate gender-emotion stereotypes.

As noted above, women and men rarely, if ever, differ in the degree to which stereotypes
are evident in their ratings of targets. Thus, it appears that gender-emotion stereotypes function
as consensual status beliefs to which both the higher- and lower-status groups subscribe. It is
important for future research to further examine how these stereotypes operate as consensual
status beliefs, especially in their impact on (1) labeling women’s emotion expression—and not
men’s—as “emotional,” (2) women feeling obligated to express emotions in a way that conveys
vulnerability, and (3) believing that women’s emotion displays are also displays of powerlessness.
In the section that follows, we examine how power and status, as social cues apparent in most
interactions, affect beliefs about gender and emotion.

POWER AND STATUS

Gender and emotion researchers have used the power/status lens to examine gender differences
in smiling (Deutsch 1990; Dovidio et al. 1998; Hall and Friedman 1999; Hall et al. 2000; Hecht
and LaFrance 1998), joking and teasing (Keltner et al. 1998, 2001; Robinson and Smith-Lovin
2001), experience and expression of anger (Kring 2000), and expectations for felt and displayed
emotion (Conway et al. 1999; Kemper 1991; Tiedens et al. 2000). Power, status, and gender are
all types of social information that individuals and groups use to socially rank themselves and
others; their combined effects on emotion outcomes, however, are complex.

Within the field of social psychology, the terms power and status often are used interchange-
ably (Deaux 2000). Status, however, does not necessarily confer power, nor does power determine
an individual’s status. We define power as the ability and competence to control rewards and pun-
ishments, dominate resources, and influence others (Anderson and Thompson 2004; French and
Raven 1959; Keltner et al. 2003) and define status as a social position accorded by others, de-
pendent on perceptions of respect and prominence (Anderson and Berdahl 2002; Kemper 1990).
In what follows, we separate the terms power and status where possible and only combine them
when referring to both dimensions or in describing research that conflates the two terms.

In this section we review empirical research on the links among power, status, and gender, and
the ways in which these links are evident in felt and displayed emotion. We focus on the processes
of predicting emotion from power and status information and predicting power and status from
emotion. In addition, we address anger as it relates to power, status, and gender. Finally, we
highlight issues or problems with the existing empirical work on power, status, gender, and
emotion and pose future directions for gender and emotion research using a power/status lens.

The Connection Among Power, Status, Gender, and Emotion

Power, status, and gender produce expectations for individual performance, including emotion
performance, especially in the workforce and other contexts in which individuals must work as a
group to achieve a specific goal. There is evidence that men and women display different types
and amounts of expressive behavior; for example, women smile more often than men (Hall et al.
2000) and engage in more eye-gazing than men (Dovidio et al. 1998). One idea that has been
widely debated is that power or status can explain gender differences in emotion-related nonverbal
behavior.
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Henley (1973) hypothesized that gender differences in nonverbal behavior could be attributed
to status, a theoretical prediction sometimes referred to as the subordination hypothesis (LaFrance
and Henley 1997). Henley argued that gender differences paralleled those of power/status—that
women and men differed in ways that mirrored low and high power/status differences. According
to the subordination hypothesis, women are more accurate than men in understanding others’
nonverbal behavior because women’s comparatively lower power and status, compared to men,
necessitate greater vigilance regarding nonverbal cues. Fiske (1993) added that low-power people
pay attention to those of higher power in an effort to more accurately predict high-power people’s
thoughts, feelings, and actions and, ultimately, to increase their own power.

Contrary to what the subordination hypothesis would predict, researchers have not found
parallel effects of gender and power/status. Hecht and LaFrance (1998) examined smiling fre-
quency in same-sex dyads. Within the unequal-power conditions, reward power was manipulated
through randomly assigning participants to act as either an interviewer (higher power) or an ap-
plicant (lower power) for a clinical psychology research position. Within equal-power conditions,
participants engaged in a conversation about their career plans, business skills, and work-related
experiences. Hecht and LaFrance found no gender differences when power was unambiguous;
however, when power was ambiguous (i.e., within dyads of equal power), gender differences in
smiling emerged. Although women smiled more often than men overail, low-power individuals
did not smile more often than high-power individuals, as the subordination hypothesis would
have predicted. These effects held for both social smiles (smiles of “being pleasant”) and smiles
indicative of felt emotion. Hecht and LaFrance concluded that social power affects the propensity
to smile—that high-power people are free to display positive emotion when they experience it,
but low-power people might feel obligated to smile even in the absence of positive affect.

Hall and Friedman (1999) found similar results when they asked observers to rate actual
employees’ nonverbal behaviors in dyadic, videotaped interactions with randomly chosen co-
workers. Hall and Friedman found that differences in status did not explain gender differences
in nonverbal behavior, Across status conditions, gender differences remained constant; however,
when they controlled for status, gender differences grew stronger. Hall and Friedman concluded
that predicting nonverbal behavior from status might be unwise without considering other moder-
ating variables (such as age, culture, values, and motives) that could have directed the employees
in their study to behave differently. LaFrance and her colleagues’ (2003) meta-analysis of gen-
der and smiling found that for both social smiles and genuine smiles, women smile more often
than men, but that the magnitude of this effect depended on participant characteristics (e.g., age,
nationality, and ethnicity), norms for gender expressivity (e.g., culturally specific display rules),
and situational demands (e.g., caretaker, flight attendant, or funeral director roles). LaFrance et al.
(2003) concluded that in situations of unequal power/status, gender differences are small, but in
more ambiguous situations of equal power/status, status beliefs appear to provide a gender-based
guide for smiling and possibly other expressive behavior.

Power/Status as Predictors of Emotion

Apart from research on smiling, the effects of power and status on emotion have been investigated
to the exclusion of gender. Empirical evidence shows that power and status influence expectations
for the amount and kind of emotion felt and displayed by all individuals involved in a social
interaction. In positive situations involving the achievement of a goal, high-status people are
expected to be proud and low-status people to be appreciative (Tiedens et al. 2000). Negative situ-
ations involving failure are expected to elicit anger among high-status men and women (Conway
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et al. 1999; Tiedens et al. 2000) but sadness and guilt among low-status men and women. More
specifically, low-status people are perceived as feeling more anger, disgust, sadness, and fear but
displaying less anger and disgust and more sadness and fear than high-status people (Conway
et al. 1999). One explanation for these results can be found in the subordination hypothesis.
Specifically, low-status individuals should feel pressured to inhibit their negative and threatening
feelings of anger and disgust, whereas less threatening emotions of sadness and fear can be felt
and displayed without risk of disrupting the social order.

Expectations concerning emotion outcomes of social interactions can be used to make predic-
tions from limited power and status information. If high power and status increase the possibility
of an individual’s experience and expression of positive affect and low power and status increase
the likelihood of negative affect (Anderson and Berdahl 2002; Keltner et al. 2003; Robinson and
Smith-Lovin 2001), then one should be able to predict the type of emotion felt and displayed
by an individual, depending on her or his status. Kemper’s (1991) study of emotion predictions
found that participants were able to accurately predict emotions of happiness, anger, fear, and
sadness well above chance levels after determining the correct power-status relationships between
individuals in vignettes. The vignettes were self-reports of people’s actual emotion experiences,
and unless the situation was one in which gender was obvious, explicit gender information was
omitted. Nevertheless, participants might have inferred gender on the basis of the power and status
labels that they assigned to targets in the vignettes; therefore, their emotion predictions might have
been influenced by gender-emotion stereotypes or status beliefs. Without teasing apart the effects
of gender and power/status, one cannot draw conclusions as to the basis for participants’ emotion
predictions.

Displayed emotion can also be used to predict the power and status of individuals involved
in a social interaction. As Clark (1990) observed, displayed emotion provides information about
each individual’s position in the social-ranking system. For example, a person expressing anger
communicates a sense of violated entitlement; sadness, on the other hand, indicates feelings of
helplessness and resignation. Emotional expressions convey messages that signify one’s position
of power and status in the social hierarchy.

Anger, Gender, and Power/Status

Although gender-emotion stereotypes identify women as more emotionally expressive than men
(Fischer and Manstead 2000), expressions of anger are associated more with Western masculinity
than femininity (Fabes and Martin 1991). Men’s expressions of anger might also increase the
amount of status conferral they receive. Tiedens (2001), for example, reported that displays of
anger serve as indicators of perceived competence, which, in turn, determine status conferral. An
alternative explanation would be that anger is associated with high status because the high-status
individual is more likely to experience a sense of violated entitlement, which is the basis for
anger. Shields (2002) thus argued that gender differences in experience of anger probably arise
from differences in perceived entitlement. In general, men might have a stronger and broader
sense of entitlement than women have, which would translate to more opportunities to encounter
situations evoking feelings of violated entitlement. Thus, anger might be an outcome of status,
rather than a source of status conferral.

Some researchers believe that expressions of anger by high power/status individuals are not
the only means for reinforcing the social order. Expressions of humor and teasing (Keltner et al.
1998, 2001) can also decrease resistance to influence (Lovaglia and Houser 1996). Emotions
associated with paternalism, such as love and sympathy, can be effective means for convincing
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others to oblige and might even be more effective than coercion. According to Jackman (1994),
the dominant group’s success is a reflection of the extent to which it can persuade, rather than
force, subordinates to accept positions of low power/status. Through the use of coercive emotions,
the dominant group can exert social control by maintaining close, seemingly positive relations
with subordinates (Jackman 1994).

Problems and Suggestions

The literature on power, status, gender, and emotion is unsettling. We began this section by
differentiating between the social dimensions of power and status, yet not all empirical research
that we have covered actually separates these effects. Instead, power and status are sometimes
conflated, as in Hall and Friedman’s (1999:1082) definition of organizational status as “power and
influence within a company.” Different emotions might be more closely associated with power than
with status. For example, the loss of power (i.e., losing control, dominance, and influence) might
evoke anger; whereas the loss of status (i.e., losing a social position accorded by others) might
induce sadness. Also, some researchers operationally define power as reward power, overlooking
the other kinds of power (coercive, legitimate, referent, and expert power) described by French
and Raven (1959). Dovidio et al. (1998) manipulated both reward and expert power and found that
visual dominance was associated with men and women high in both types of power—a finding that
indicates that when power is unequally distributed between men and women, gender differences in
performance and competence expectations are derived from beliefs about status. Future research
on gender and emotion should continue to address the separate effects of power and status as
well as the various types of power. Through investigating the connections among power, status,
gender, and emotion we can come to a better understanding of how gender-emotion stereotypes
are implicated in maintaining (and occasionally challenging) the existing gender system.

SEXUALITY

Romantic and sexual relationships are fraught with emotional issues. Here we focus on one issue in
which gender-emotion standards and stereotypes are centrai and for which the interconnections
among power, emotion, and gender offer an explanatory framework. Specifically, we consider
the emotional tensions surrounding the expression of sexual desire in heterosexual relationships,
particularly in the earliest stages of a relationship or potential relationship.

Our definition of emotional expression in intimate relationships has several components.
Emotional expression includes the exploration of the self through communication, ego support,
comforting, and conflict management between the individual and her or his partner (Burleson
2003); therefore, emotional expression depends on conveying emotion as well as the partner’s
response to that communication. We define sexual desire as the subjective experience of being
interested in sexual objects or activities or wishing to engage in sexual activities (Regan and
Berscheid 1999).

In the United States, heterosexual women and men have similar attitudes about elements that
comprise a fulfilling sexual relationship (Burleson 1997; Kunkel and Burleson 1998). Specifically,
both report the desire to express their sexuality and emotional closeness within dating relationships
(Carroll et al. 1985; Cohen and Shotland 1996; McCabe 1987; McCabe and Collins 1984; Oliver
and Hyde 1993). Although women and men report wanting both of these characteristics in their
romantic relationships, they report wanting them to different degrees. More specifically, men
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report placing a greater emphasis on sexual desire within dating relationships, whereas women
report placing a greater emphasis on emotional connectedness (Carroll et al. 1985; Cohen and
Shotland 1996; Hendrick and Hendrick 1995; Leigh 1989; McCabe, 1987; McCabe and Collins
1984; Oliver and Hyde 1993; Peplau, 2003).

In this section we focus on the tension between expressing emotion and sexuality that occurs
in young adults’ heterosexual relationships. We do not aim to provide acomprehensive account, but
one that highlights a domain in which gender-emotion stereotypes play a role in the maintenance
of systemic gender-based power inequities. We examine these conflicts in terms of sexual scripts
(Simon and Gagnon 1986), which can be thought of as culturally sanctioned guidelines for doing
emotion and gender in intimate relationships. Of course, women’s and men’s standards for a
fulfilling sexual relationship vary across cultures and historical time. In addition, the scripts and
conflicts that we focus on are likely to change with age and experience.

Emotion and the Male Sexual Script

Young men report a greater emphasis on the sexual desire aspect of dating relationships than do
women, More specifically, men report expecting to engage in sex earlier in relationships (Byers
and Lewis 1988; Cohen and Shotland 1996), expecting sex regardless of physical attractiveness of
their partner and in the absence of emotional closeness (Cohen and Shotland, 1996), and desiring
more frequent sexual activity than they are currently experiencing, particularly in the earlier
stages of their relationships (McCabe 1987; McCabe and Collins 1984). This pattern suggests
that although both men and women desire sexual activity within relationships, the script that young
adults initially rely on emphasizes men’s sexual interest over other factors, including emotional
closeness, partner attractiveness, and length of the relationship.

One explanation for the apparent sex differences in the need for emotional connectedness
within intirnate relationships is that men, in general, are less able to express their emotions (Levant
and Brooks 1997). According to this viewpoint, society expects men to suppress their need for
sensual contact and encourages them to develop an emotionally stoic exterior and to be insensitive
to emotional issues that might arise in relationships (Levant and Brooks 1997). Researchers posit
that because of this socialization, many otherwise well-adjusted men develop a mild form of
alexithymia, a disorder characterized by difficulty in describing or identifying one’s own emotions
(Levant and Brooks 1997). Proponents of this position cite studies of men’s difficulty in expressing
emotion in therapeutic settings (Brooks 1998; Robertson 2001; Scher 1981).

Other researchers, however, question the portrayal of emotional inexpressivity as normative
masculinity and suggest that men’s inexpressivity is more accurately explained as a disinterest in
explicit talk about emotion. In fact, Shields (2002) pointed out that openly expressing a wide range
of emotions is expected in many conventionally masculine domains, especially competitive sports.
Shields further suggested that the idea of pathological inexpressivity as normative masculinity
can be traced to a late 1960s and early 1970s response to second-wave feminism’s disruption of
gender-defined emotion boundaries, especially feminist appropriation of anger as an aspect of
consciousness raising.

Nevertheless, male emotional inexpressivity is a theme that remains popular in the relation-
ship literature. We suggest an alternate perspective, specifically one that employs doing emotion
as doing gender. Several studies indicated that both women and men reported that affectively
oriented expressive skills are important in close relationships (Burleson et al. 1996; Myers and
Knox 1998; Westmyer and Myers 1996). Although men recognize the significant interpersonal di-
mension of emotion, emotional components of relationships might be less salient to them without
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prompting. Egerton (1988) individually interviewed women and men about their experience of
anger and her results suggested that women and men might adopt different ways of viewing the
relational nature of emotion. Women were more likely than men to anchor evaluations of their
anger episodes in their relationships with others. Specifically, women were more likely to describe
their experience of anger in terms of its connection to the relationship that gave rise to the anger,
whereas men were more likely to describe anger as something that happened without a specific
connection to their relationship.

Men’s apparent inability or reluctance to make the connection between emotion and its inter-
personal causes and consequences might account in part for the low priority they give to emotional
aspects of casual sexual encounters. In established relationships, however, men do acknowledge
the emotional aspects of their committed relationships. In addition, satisfaction with sexual ac-
tivity is not, by itself, a function of the type of relationship (casual versus committed). Although
men report significantly more positive feelings than women about casual sexual encounters, they
endorse similar positive feelings about sexual activity within loving and committed relationships
(Carroll et al. 1985; Cohen and Shotland 1996; Oliver and Hyde 1993; Sprecher 1989). As in other
areas of emotion knowledge and expression, it appears that inattention to emotion in relationships
is not a matter of men’s lack of knowledge about emotion, but of their use of that knowledge.

Emotion and the Female Sexual Script

Women report desiring more affection from their partners during sexual encounters compared to
men (Hatfield and Rapson 1987). Consistent with valuing affection, women report that emotional
closeness is more important in deciding whether or not to engage in sexual activity than do men
(Leigh 1989). Women, in comparison to men, also report being more committed to and invested
in their relationships and endorse the importance of being loved, being deeply in love, and saying
that love is important (Hendrick and Hendrick 1995). Women in lesbian relationships similarly
emphasize the emotional component of relationships (Peplau 2003).

Hill (2002) found that women felt more comfortable engaging in sexual activity in the early
stages of a relationship if they perceived their partners as displaying adequate emotional involve-
ment. The link that women make between sexual activity and emotional connectedness might be
a reflection of expressing an “authentic feminine self,” one aspect of which involves valuing in-
terpersonal warmth and an orientation toward maintaining close relationships (Wood et al. 1997).
The norms for emotional expression within sexual relationships outline the script for doing gender,
and adhering to the script requires some degree of conformity to conventional femininity. As the
putative “emotion experts” in relationships, the burden on women is to define what constitutes the
correct kind and level of “emotional involvement.” They are expected to dictate the amount of ex-
travagant expressiveness used in their relationships. Nevertheless, the other side of the emotional
woman stereotype, that of “being emotional,” calls into question the soundness of her judgment.
The catch-22 for young women’s authority on emotional matters in relationships is that the legit-
imacy of their authority is undermined by the consensual status belief about their emotionality.

Although emotional engagement is one dimension of the conventional script, so is restraint
of sexual desire. The sexual suppression aspect of the female sexual script reflects social norms
that discourage women from admitting, recognizing, or acting on sexual impulses. Thus, the basis
for the sexual double standard is the idea that men’s sexual activity is tolerated and encouraged;
women, on the other hand, are stigmatized for engaging in such behavior. Considering the double
standard a form of consensual status belief offers a way to understand why women acquiesce to the
double standard despite their dissatisfaction with it. Women believe that the sexual double standard
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exists today, but they do not endorse it (Aubrey 2004; Crawford and Popp 2003; Gentry 1998;
MacCorquodale 1989; Milhausen and Herold 1999; Muehlenhard 1988). Nonetheless, women
judge sexually active women more negatively than nonsexually active women (Gentry 1998;
Milhausen and Herold 1999). The conflict between expressed attitudes and judgments of other
women’s behaviors might affect women’s emotional responses to their own sexual behaviors.

According to Tolman (2002), the sexual double standard causes conflicting emotions in young
women when they consider their own sexual behavior. Tolman suggested that young women have
both positive and negative emotional responses to engaging in sexual behaviors. They believe that
healthy sexuality means having sexual desires, yet they are under social pressure not to act on those
desires; therefore, when young women do engage in sexual activity, they experience conflicting
emotions. They report feeling desirable, and they appreciate the mutual connection that they have
established with their partners, but they also worry about how society will judge them (Tolman
2002). Ambivalent feelings such as these show the power of the sexual double standard. Katz and
Farrow (2000) studied female’s views of their own sexuality and found that women believed they
should be both more sexually conservative and more sexually open and passionate. This research
demonstrates the existence of an emotional and moral conflict when women consider their own
sexual behaviors. The pressure on women to suppress sexual expression might generate conflict
between the desire to be sexual and external pressures to curb expression of desire.

Competing Scripts for Men and Women

Men and women experience between- and within-gender conflicts regarding emotional and sexual
expression within intimate relationships. Although these conflicts might differ, the issues are
closely interrelated. For example, men’s acceptance of sex without emotional commitment can
place further strains on women’s conflict. Kane and Schippers (1996) found that although both
men and women report believing that the other gender has more sexual power within society, men
report being satisfied with the current structure, whereas women report that women are harmed
by it. All of this takes place within a popular culture milieu that promotes the romantic script for
young women and the sexualized script for young men. If anything, media aimed at the young adult
male audience more often associates sexuality with violence than with emotional connection, as
demonstrated in Oliver’s (2000) analysis of media entertainment differentially enjoyed by male
and female audiences. Sexualized images of female pop idols intended to appeal to young women
promise freedom of sexual expression without acknowledging the ambivalence and consequent
emotion that gives that promise its power. Kim and Ward (2004), for example, found that women
who frequently read magazines that focus on women’s beauty and success in relationships were
less likely to equate sex with emotional risks than women who do not.

Young women are expected to be sexy but not sexual (Crawford and Popp 2003). When young
women push limits of acceptable “feminine” sexual expression, they are at risk for negative emo-
tional reactions from others and within themselves (Katz and Farrow 2000; Tolman 2002). Nega-
tive emotional experiences, in turn, justify the idea that such sexual experiences are unacceptable,
which propagates the sexual attitudes, stereotypes, and status beliefs that men and women endorse.

Problems and Suggestions

It is important to remember that the sexual scripts we discussed in this section largely represent
research on white college students. Studies comparing European, African, and Asian Americans



78 Stephanie A. Shields et al.

have found differences in the reported value of explicit communication about emotion in close
relationships. For example, Hammer and Gudykunst (1987) found that European Americans re-
ported greater emotional disclosure than African Americans. Samter and Burleson (1998) found
that African Americans reported less value than both Asian Americans and European Americans
on emotionally expressive skills when interacting with close friends, and this was particularly the
case for African American women. These studies caution against unwarranted generalizations
about a single sexual script for either women or men. They further suggest that it is useful to
problematize what “emotional expressivity” (e.g., ego support, comforting, and conflict manage-
ment) encompasses, who is held responsible for monitoring expressivity in relationships, and the
relationship consequences for deviation from expected standards of emotional sharing.

CONCLUSION

In this chapter we have given a brief overview of research on gender and emotion that has particular
relevance for the sociology of emotion. We used work on gender-emotion stereotypes, power, and
sexual scripts to explain how and why beliefs about gender and emotion operate so effectively to
maintain existing gender systems. We relied on two theoretical perspectives: expectation states
theory and doing emotion as doing gender. Expectation states theory is useful for explaining how
gender-emotion stereotypes contribute to maintaining gender hierarchies and how they “naturally”
emerge in novel, mixed-gender settings. Doing emotion as doing gender is a way to express why
individual participation in gender hierarchies is so compelling; even when individuals try to resist
the re-creation of gender boundaries in emotion-related behavior and feeling, they capitulate,
motivated to do so both by the expectations and responses of others and by their own desire
for self-consistency and feelings of authenticity. Through practicing “gender correct” emotion,
beliefs about emotion—the language of emotion, social conventions regarding emotion, and the
like—inscribe and reinscribe gender boundaries.

We hypothesize that the motivation for doing emotion the proper way (i.e., following gender
prescriptions) stems from the connection that emotion and gender each have in the formation
and maintenance of the individual sense of self. Gender figures in the individual’s earliest self-
representations and gender categorization pervade interpersonal interactions even before an indi-
viduated sense of self emerges developmentally. As for emotion, both the experience of emotion
and its representation in language are taken to validate or challenge the individual’s authenticity
as a human being (Morgan and Averill 1992). Simply manipulating the appearance of emotion
does not accomplish the same ends (Hochschild 1983). Emotion experience tells us that we are
human; believing that others honestly and authentically experience emotion reassures us of their
humanity as well.

The study of gender and emotion is a field ripe for further study. Our brief overview suggests
several significant directions for future research; to conclude, we briefly note three: (1) How does
the account of gender and emotion developed in this chapter map onto gender practices that aim
to operate outside of the established gender system? For example, what role do beliefs about
emotion, especially gendered emotion, play in the creation of queer or transgender identity?
(2) Although “powerful” emotions are stereotypically associated with men, men can actually
benefit from exhibiting “weak” emotion. For example, tears are not interpreted as a display of
weakness if shed the “right way,” but as something to be valued and even admired. When and
why is appropriation of weak emotion effective in demonstrating legitimacy and authenticity?
(3) The micropolitics of emotion have both a subtle and pervasive connection to gender systems.
Further investigation of this connection can elucidate how power and status are maintained and



Gender and Emotion 79

challenged through the deployment of emotion, especially the judgment of emotion’s legitimacy
and social appropriateness: Whose emotion is valued? When is emotion acknowledged as a sign
of legitimacy and truth of an utterance and when is it written off as “merely emotion”?
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SECTION II

THEORIES



CHAPTER 4

Power and Status and the
Power-Status Theory of Emotions

THEODORE D. KEMPER

Power and status theory has an ancient provenance, extending back as far as pre-Socratic Greek
philosophy. The power-status theory of emotions, a somewhat different matter, is modern, but
depends, of course, on the earlier theory.

Power and status theory holds that when human actors orient their behavior to each other, two
fundamental dimensions, namely power and status, are ope:rative.1 This is a bold statement and
it took philosophical daring to assert it during its earliest incarnation. Fortunately, modern social
science also provides strong support for the exclusiveness of the power and status dimensions in
human social relations.

The power-status theory of emotions is a contemporary application of power and status
theory. It takes seriously the claim that social relational behavior can be described and elaborated
intwo dimensions and derives from it a theory of how emotions result from outcomes of interaction
in terms of those dimensions. In this chapter, we first discuss power and status theory and then
the power-status theory of emotions.

POWER AND STATUS THEORY

Few nonspecialists read pre-Socratic Greek philosophy, but Freud did. “Empedocles,” he wrote,
“was my great predecessor” (1959:349-350). Writing a century or so before Plato, Empedocles
was a typical thinker of his time in judging that the basic constituents of nature were earth, air,
fire, and water. Like his contemporaries, he observed that these elements constantly changed their

THEODORE D. KEMPER ¢ Department of Sociology, St. John’s University, Jamaica, New York, 11439

87



88 Theodore D. Kemper

state: Water evaporated into air; air condensed and became water; earth could be ignited into fire;
and fire turned into smoke (air).

How can we explain this dynamic quality of nature? Love and strife, said Empedocles,
produced the changes in nature’s constituent elements. Love binds the elements together, making
them cohere. However, strife inevitably arises to disintegrate the whole and reduce the elements
to their prior state (Cleve 1969; Wright 1981). It was not a great leap for Freud to see that love
and strife were cognate to his two basic forces: Eros and Thanatos, the instincts of life and
death, respectively. Using modern methods, social scientists have more recently confirmed what
Empedocles asserted.?

The contemporary version of love and strife, here named status and power, respectively,
emerged during a period of methodological innovation and empirical investigation during and
following World War 11, when it was deemed important to understanding military leadership.

The principal tool of discovery was factor analysis, a mathematical technique for determining
underlying patterns in large sets of correlated variables. Developed by psychologist Spearman
(1904) and later refined by Thurstone (1934), it was used at first to study whether intelligence
was unitary or composed of different basic “factors” (e.g., verbal intelligence, mathematical
intelligence, and so on). Factor analysis soon became a leading method by which analysts in
many sciences explored how many factors or basic dimensions underlay the data of their field.

The utility of such inquiry is manifest. In a field without a good grasp of its basic dimensions,
the work is largely anarchic, responding often to idiocentric interests but rarely leading to a body of
valid statements about the domain in question. On the other hand, if one can sensibly circumscribe
the basic properties of one’s field, then one can work on a set of questions whose answers
might cumulate into a coherent body of findings and an overarching theory to account for those
findings.

Factor analysis also allows work at the level of “theoretical constructs” as opposed to
“observables” (Willer and Webster 1970). The latter are any set of indicators, such as demo-
graphic variables like age, sex, race, or religion or attitudes or behavior—whatever is subject
to direct perception by observers or can be obtained through self-report. According to Willer
and Webster, observables do not lead to cumulative theory. In an example, they translated the
observables occupation and sex into the construct “status characteristic.” Theory about status
characteristics can be generalized to other observables that share the same underlying status prop-
erty as occupation and sex. Factor analysis is one method for generating a smaller set of constructs
from a larger set of observables.

With respect to power and status theory, Carter (1954) wrote perhaps the seminal paper.
It confirmed and extended what his great predecessor, Empedocles, had discovered earlier, but
with an important sociological extension. Carter (1954:487) asked, “What are the characteristics
which can be evaluated by observing people interacting?” In his work with Couch (Couch and
Carter 1952), he found that three dimensions accounted for the variance in ratings of the group
behavior of college males on 19 variables. This was an interesting finding in itself, but it gained
importance because it was the culmination of a line of corroborative research that began with the
Office of Strategic Services (OSS) Assessment Staff (1948) study of OSS candidates, which was
factor analyzed by Sakoda (1952), Hemphill and Coons’s (undated) study of leadership, Wherry’s
(1950) study of army officers, and Clark’s (1953) study of army rifle squads in Korea.

The important discovery was that each of these investigations, despite differences in
group size, tasks, social locations of subjects, and types of measurement, had found essen-
tially the same three factors or dimensions or theoretical constructs underlying the larger num-
ber of variables that were used in these studies. Carter named the three factors Individual
Prominence and Achievement, Group Goal Facilitation, and Group Sociability. This was a rare



Power and Status and the Power-Status Theory of Emotions 89

convergence in social science, and modern power and status theory was essentially launched by this
development.

Two issues arise from Carter’s work. First, although power and status theory entails two fac-
tors, Carter found three. Second, there is the matter of definition: How do (two of) Carter’s factors
translate into power and status? On the two-versus-three factor question, it is useful to recognize
that Carter’s solution to the problem of dimensions is more sociologically comprehensive than
the power-status approach. This can be seen as follows.

Where we try to imagine a starting point for sociological theory, it must inevitably be
grounded in the fact that humans are an interdependent species and that this implies a division
of labor. Reproduction requires two actors and the exigencies of human survival after birth also
require other actors to nurture and care for the neonate. Added to the division of labor of repro-
duction and parenting is a partly efficiency-based, socially constructed further specialization of
tasks, with wide variation between groups in the particulars. But whatever the details, whatever
the local variations and whatever their origin, we can conclude without a sociological doubt that
a division of labor is always present in human groups. Proceeding, we judge that the division of
labor consists of a distribution of tasks, or what can be thought of as technical activities, assigned
to different actors and designed in fofo to accomplish the goals of the group: from simple survival,
at one end of the scale of complexity, to the most recondite and arcane interests, such as are
involved in modern science, at the other end.

If this sociological account of activity in human groups is adequate, we have a way of
accounting for Carter’s Group Goal Facilitation factor. The items that mark this factor support
the analysis based on the division of labor. They include such traits and behaviors as: efficiency,
cooperation, adaptability, pointed toward group solution, helpful, effective intelligence, and enable
group members to recognize their function. These address the technical and task problems that
the group confronts and indicate members’ efforts to undertake and solve problems of that kind.

However, humans do more than task or technical activities. They also act toward each
other—something we call social relations. This is the arena in which the details of who gets
how much of the available rewards and benefits and by what means are settled. Social relations
differ analytically, and usually empirically, from technical activity.? In terms of this chapter, social
relations are constituted wholly by the power and status dimensions. We now offer a provisional
definition of power and status.

Power

We deem it useful to use Weber’s (1946:181) definition of power, namely when actors are able to
“realize their own will . . . even over the resistance of others.” Thus, to have power in a relationship
is to be able to coerce others to do what one wants them to do even when they do not want to
do it. When compliance is obtained, it is involuntary. When there is a relatively stable power
structure—that is, a relationship in which one actor reliably has more or higher power than the
other actor(s)—we can predict that this actor will be able to obtain his or her way more often and
in more domains than the other actor(s).

The ability to coerce others in this way depends on an arsenal of power tactics, which range
from the horrific to those that are so subtle that they remain largely out of sight. Killing is the
ultimate power tactic, but it is a boundary condition because it terminates the relationship between
the killer and the killed and, therefore, removes the possibility of compliance. However, killing
serves as a manifest threat to others by showing what will be done to them if they refuse to
comply.*
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Proceeding in some rough order of intensity, at the extreme high end, we can think of
the infliction of physical pain—beating, scourging, slapping. Next comes physical confinement,
which includes the whole repertoire of limitations on free movement. Also included are various
forms of short-term control of the individual’s space—pushing, shoving, blocking access, and so
on. Additional physical means of coercion include cutting off vital resources for survival, such
as food or air or water.

Further down the power scale, we see emotional violence, including screaming and shouting,
as one form, and verbal abuse as another form. The latter includes insults and depreciation of the
individual or the individual’s identity groups or valued group symbols or beliefs. Yet further along
are deprivations of customary or promised benefits and rewards, such as the parent’s “grounding”
an offending offspring or the denial of sex to a spouse or intimate other. Less apparent, but
still power moves, are such tactics of verbal behavior as interrupting, talking-over, ignoring the
other’s topic, and refusing to discuss what the other wishes to discuss. The “silent treatment,”
whether used as a calculated snub or as an emotional rejection of contact, is also a form of power
exercise.

All the above tactics and others that are related to them may be either initiated or threatened.
In either case, the object is to obtain compliance when it is not forthcoming. Once compliance
is obtained, the relationship begins to stabilize in power terms. The actor with more power—
however achieved—is known to be willing to employ one or another tool of power to subject the
other actor(s) to his or her will.

Once a power relationship has stabilized, power acts per se are relatively rare. This is because
it is clear to the actor(s) with less power that he or she will be punished for rebelling or refusing
to comply when asked for something. Under these circumstances, the individual will usually
comply, even against his or her will, rather than receive punishment for noncompliance. Except
in the most egregious cases, there are supervening institutional limits on how much power can be
employed. Thus, although a parent has the right to spank his or her child, the parent is proscribed
from holding the child’s hand over a fire to obtain compliance.

Power is often exercised after the fact, so to speak, as a punishment for noncompliance.
Punishment is designed to inform the actor who disobeyed that equal or worse punishment will
follow further disobedience. Power tactics are also designed to weaken the will to be disobedient
or to rebel. A nasty retort to a spouse informs him or her that there is a price to pay for repeating
what has evoked the retort.

To this point, we have described tactics of overt power. They directly confront the other actor.
Indirect forms of power are alsc available. These include manipulations such as deception and
outright lies, which bring about the actor’s compliance voluntarily, but on a false basis. Gossip
and rumor are kindred forms. They enlist others who then shun or scorn the actor, thus depriving
him or her of allies. The target is now weakened and made more likely to conform to the wishes
of the actor who initiated the manipulation.

Status

In addition to the involuntary compliance that marks the social relations of power, there is authentic
voluntary compliance. Actors willingly and gladly defer to, accept, approve, support, respect,
admire, and, ultimately, love others without compulsion or coercion. We call this status-conferral
or status, in brief. An actor with high status is one who receives many benefits and rewards from
the other actor(s) in the relationship. Although status differentiation is endemic, the smalier the
group, the less likely there will be large status differences among members.> In large groups, to
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use Collins’s (2004) terminology, there are “central” members and “peripheral” members. The
former are the focus of group attention and receive the most rewards; the latter are almost invisible
and exist in a penumbra on the margin of the group, with little attention or interest directed toward
them. As is the case with power, stable status relations generate a structure in which actors give
and receive status according to a settled pattern.

In sum, status and power embody Empedocles’ love and strife, respectively. Heuristically,
they constitute what actors do with, to, for, and against each other in social relationships. Enacting
power and status and the activities related to them—such as status-claiming and power-building,
as will be discussed below—comprise, along with technical activity, an asymptotically complete
program of what goes on in social life.

We now return to the second issue arising out of Carter’s work, namely the connection
between Carter’s factors, Individual Prominence and Achievement and Group Sociability, and
power and status. Individual Prominence and Achievement is identified by such items as au-
thoritarianism, aggressiveness, leadership, forceful, bold, not timid, and confidence. Additional
items include quick to take the lead, initiation and organization, alertness, and competence.
This list leads us to judge that this is the power factor. Group Sociability lends itself easily to
identification as the status dimension. The items that define this factor include sociability, be-
havior which is socially agreeable to group members, genial, cordial, well liked, and pointed
toward group acceptance. We have thus linked Carter’s empirical results with the power and sta-
tus conceptual domain, thus providing an empirical basis for what originated as a philosophical
speculation.

Because of the way in which power and status emerge in factor analytic studies, the two
dimensions can be represented as orthogonal axes in a two-dimensional space. Any-and-all power
and status relationships can be depicted in the space. An example is shown in Figure 4.1, in which
A and B are any two actors. P, and P, are A’s and B’s power, respectively, and S, and S, are
A’s and B’s status, respectively. (A more complex depiction of power-status relationships will be
offered in the discussion of love relationships.)

Beyond Carter’s early support for power-status theory, there is an abundance of empirical
work that supports the model of two dimensions: small-group interaction analysis, cross-cultural
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FIGURE 4.1, Power and Status Relationship Between Actors A and B.
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studies of interaction and language, and semantic analysis. Details and supporting evidence are
in Kemper (1978, 1990a, 1992) and Kemper and Collins (1990).

A continuing and encouraging source of support for power-status theory is featured in the
work of two important and interlocked traditions of research in psychology: the Interpersonal
Circle (IPC) and Five-Factor Model (FFM) approaches to personality. The IPC method (Freed-
man et al. 1951; Leary 1957) assesses personality in terms of two orthogonal dimensions, named
Dominant-Submissive and Friendly-Hostile, both clearly cognate with power and status, respec-
tively. Kiesler (1996) and Plutchik and Conte (1997) reviewed the broad range of IPC work.®

Five-factor model theorists declare five traits fundamental to human personality. They parti-
tion these into two that are interpersonal or social—Extraversion and Agreeableness—and three
that are not deemed social—Neuroticism, Openness to Experience, and Conscientiousness (see
McCrae and Costa 1989:586). Furthermore, the two social traits are considered equivalent to the
IPC Dominance and Friendliness dimensions (Pincus et al. 1998) and, hence, also to power and
status.

Going even further, McCrae (in Hofstede and McCrae 2004:74) asserted that the FFM
“traits [including the power-status equivalents] are construed as basic tendencies that are rooted
in biology” (emphasis in original). This reaches well beyond a sociologically less determinative
view, but two bodies of collateral data cast some light here. First, given the evidence for specific
physiological differences between different emotions (Funkenstein 1955; Gellhorn 1967, 1968)
and given that power and status give rise to emotions (as will be detailed below), Kemper (1978)
proposed that there is a necessary linkage between power and status, emotions and physiological
processes, and thus a nexus between social relations and biology. Second, Chance (1976, 1988)
and Waal (1982, 1988) have shown that power and status are fundamental in nonhuman primate
behavior, thus providing a phylogentic ground for the biological anchorage of the power and
status dimensions (see discussion in Kemper and Collins 1990).

Power and Status as Macrodimensions

Up to this point we have examined power and status as a model of microinteraction. Certainly,
this is where power and status behavior are closest both to ordinary and scientific observations.
However, power-status theory is applicable as well to large groups and to interaction between
large groups and to the emotions generated both within and between large groups.

In order to achieve a better understanding of the power-status dimensions at the macrolevel,
a change of terminology will be useful. At the societal level, we refer to power and status as
issues of freedom and justice, respectively. These terms accommodate well to historical trends.
Over a long period, as observed by Tocqueville (1945) and others, societies in the Western world
and, increasingly, elsewhere have struggled toward the twin goals of moderating and regulating
power (freedom) and providing for a just and equitable distribution of benefits (status). Social
movements in fact are normally motivated by one or another of these interests (Kemper 2001). The
intriguing question is whether or not such interests are reflected in the fundamental dimensions
of societies.

Although there is not as much empirical work here as in face-to-face and other small-group
settings, the results strongly suggest that the power and status dimensions are fundamental to
interaction within any size group or between groups of any size. Kemper (1992) examined a set
of studies dealing with fundamental dimensions of societies and of interaction between nation-
states. Considerable complexity is observed at this level, but the essential technical activity and
power (freedom) and status (justice) factors emerge. In sum, the power and status dimensions are
grounded theoretically and empirically at both the microlevel and macrolevel.
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Although technical activity, power acts, and status acts are the immediate “stuff” of social
life, they do not fill up the whole social calendar. There are also metaprocesses devoted to gaining
power or status and, sometimes, to reducing the other actor’s power or status. We turn to some of
these processes now.

RELATIONAL METAPROCESSES

In any given relationship, an actor might or might not be satisfied with his or her power or status
standing vis-a-vis the other actor(s). When satisfied, the actor need only tread water, so to speak,
to maintain that state. This may entail modest adjustments of conduct. When dissatisfied—this
usually means a sense of insufficiency in the power or status dimensions—the actor is motivated
to change either his or her standing or the standing of the other actor. This sets in motion processes
for the enhancement (or reduction) of the power or status configuration of the relationship. These
processes have not previously been identified as such,’ but a review of some of them will reveal
that they constitute what might be thought of as “social filler”—what individuals do in daily
social interaction that is not task related or relational in the immediate sense (i.e., using power or
conferring status).

Status Deficit

Probably the most frequent of the relational metabehaviors in social life is dealing with real
or imagined status deficit. A status deficit refers to the feeling—it is an emotional state—that
one is not receiving a suitable, appropriate, or deserved level of appreciation, respect, approval,
acceptance, or love.® Depending on the institutional setting and its properties, the actor might
engage in the following actions.

1. Formal Attainment According to Universalistic Criteria. In this option, the person seeks to
enhance status through achievements that are universally regarded as deserving status. In modern
societies, this would include obtaining educational credentials or other evidence of preparation for
satisfactory or superior occupational performance. A bachelor’s, graduate, or professional degree
ensures higher status than lesser education in terms of more interesting work, higher pay, and
acceptance into higher-prestige (status) circles. Correlative to this type of status attainment, the
status level of the educational institution where one obtains one’s credentials also matters. Schools
with top standing confer their status on their graduates. More generally, any major occupational
step-up or attainment—frequently marked by higher monetary reward—is a notice to others
that one deserves more status, not only within the occupational setting but outside it as well.
For example, because women in many cultures value male occupational achievement highly,
such attainment has a sexual and reproductive payoff (Buss 1989). Because educational and
occupational credentials often take years to acquire, to launch on such a path to improve one’s
status absorbs much interaction time.

2. Normative Appeals. In dealing with institutions, or in settings enduring long enough to
develop an acknowledged tradition, the person with a felt status deficit may appeal to norms of
fairness or justice. Formal or legal procedures might exist by which such claims can be adjudicated.
In the United States, federal and state Equal Opportunity Commissions are vehicles through which
normative claims of this kind can be pursued. However simple appeals—‘“That’s not fair!”—
addressed to group members or even superiors may be undertaken. All such appeals rely on the
existence of accepted rules and guidelines for status conferral and for repair of deficits when they
are brought to light.
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However a different strategy might be called for in bureaucratic settings. Those who feel
a status deficit might desist from pressing their case so as not to be viewed as “troublemakers”
and thus even more likely to be denied deserved status in such settings.” The usual hope is that
circumstances will change in some way—the boss might leave or have a heart attack and so pass
out of the picture—so as to create an improved environment for status receipt.

3. Extreme and Dangerous Attainments. In informal groups, individuals who want to win
more status might resort to extreme and often perilous gambits. This is a frequent tactic among
adolescents who do not have the firm ground of high educational or occupational achievement to
sustain their status ambitions. The wish to be found sexually attractive, a major status challenge,
also fuels often unwise and sometimes fatal status-claiming actions.

4. Claims to Insider or Expert Knowledge. Anyone who can sustain a claim to inside knowl-
edge about a topic of group interest is virtually guaranteed attention and appreciation for sharing
that knowledge. The “inside dopester” of Riesman ct al. (1952) amasses status capital in this way.
The more private the knowledge, the better. Even if the individual lacks special knowledge, a
mere stance of knowledge might suffice to earn some status. This is frequently established by
the phrase “I know” when someone purports to share information presumably known only to the
speaker. Even if this method does not earn status, it somewhat reduces the status of the speaker
and thus keeps the status system more equilibrated according to the needs of the one who feels
the deficit.

5. Claims to Deep Experience. The individual who can claim to have had a deep emotional
experience is accorded a special regard. One simply raves about how good, great, excellent was
the concert, the play, the movie, the restaurant, the trip, the date, the family occasion, and so
forth or how deplorable, awful, lousy it was. Such expressions of extraordinarily deep feelings
are often effective in gaining attention and regard. Sports talk, when not based on the “expert”
enumeration of statistics about past performance, is often of this kind (e.g., “What a great play!”)
and is accompanied by the appropriate body language of amazement and intense appreciation.

6. Early Adopter. The person who is first to introduce a high-status fashion or practice into
a group earns a certain standing. Leading others to what is becoming au courant is one version
of this. Bolder, but more risky, is to stake out avant garde territory. Although this will certainly
earn attention, it might also earn contempt from those whose status is invested in the status quo
(no pun intended).

7. Exemplary Conduct. Each group has its purpose and its standards. To meet the standards
in an exemplary way is to purchase status from group members. Those wishing to move up in
standing often perfect their performance of group roles, removing any grounds for complaint and
establishing their bona fides as devoted group members. This often involves outdoing other group
members—a form of potlach.

8. Humility. A frequently successful tactic in gaining increased status is to desist from
claiming it, despite the acknowledged or suspected legitimacy of the claim, thus indicating one’s
humility in the hope of being recognized for it. Humility also adds merit to support the original
claim. Cinderella not only had the right-sized foot but also a history of uncomplaining dutifulness.
Although the source of the deficit might be in a specific area—for example, one is not being
recognized for one’s talent—the status that is eventually earned might have to do with the humble
character one presents. This is because groups ordinarily value outward harmony and undisturbed
process and are willing to pay in status coin when someone with a legitimate complaint does not
press that complaint, but waits for the group to come around on its own.

9. Victimhood and Complaints. In victimhood, the group is put on notice that it has a special
case of deprivation that must be compensated. Such claims have their perils, especially if the
putative victimizers are fellow group members, who might resist the designation and reduce the
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putative victim’s status even further. This metabehavior is more likely to succeed when the victim
can claim to have been victimized by members of another group.

One of the most frequent vehicles for securing status is to voice complaints about an unfair,
distressing, or terrible experience one had to endure at someone else’s hands. It could be as banal
as a traffic tie-up (Katz 1999) or as heartfelt as the rejection of one’s pet ideas. What is sought is
a sympathetic response from a listener (Clark 1997). Often the listener is a targeted person in this
respect. It could be the spouse, who has the acknowledged role as emotional nurturer and fixer;
or it could be a friend, with whom one exchanges roles, sometimes as complainer, sometimes as
nurturer. Children seek this kind of solace from parents and, at a later point, from their friends.
In fact, what marks a friend is precisely that one can reveal one’s chagrin and status neediness
to that person, who will, when the occasion presents itself, reciprocally avail himself or herself
of the same privilege. In virtually all cases, the listener is a status-equal, as status superiors are
likely to be uninterested and status inferiors likely to gloat.

10. Jesting and Joking. Some group members earn increments of status through entertaining
the members with wit, jests, jokes, or humorous stories. Some of this might even be prepared in
advance, the reverse of esprit d’escalier. Also, one might develop a reputation as a fount of humor.
Although this might have nothing to do with the purpose of the group, it is often a highly desired
social lubricant. Humor serves to bring all those who are entertained by it onto a more or less
equal status plane for the moment while elevating the status of the person who can accomplish this
(think of the jester in various Shakespeare plays). Although some levity is generally acceptable,
some groups, taking themselves very seriously, deny status to anyone who attempts such status
leveling.

11. Nostalgia Retrieval. One of the more enjoyable ways to pass time in social discourse
is to retrieve the elements of a common past. These are fragments of shared biography that
display ideal or idealized sectors of time. Recalling these in the company of those who were also
there is to reexperience with them the features that contributed to their bond and, by recapturing
those features, strengthen the bond in the present. As membership and solidarity mechanisms,
they confirm the validity of the members’ status. It works like a Durkheimian (Durkheim 1965)
solidarity ritual, in the manner examined by Collins (2004).

12. Games, Contests, and Recreational Activity. Games, contests, and sports are simulacrums
of social life. The elements of skill and contestation are played out in constructed settings where
chance, as in real life, might also play a part. From chess to Scrabble, from baseball to tennis,
from Monopoly to draw poker, players strive to win over other players. Gaining what?—status
for being skilled and competent performers or for being extraordinarily favored by luck; that is,
someone deserving status. When the game is played for real stakes, such as money, it is no longer
a status exercise, but a power exercise.

13. Boasting. A dangerous route to status enhancement is through boasting of accomplish-
ments or experiences that normally earn status, if true. Ordinarily, the boaster comes to be dis-
believed and, hence, extruded from the group, except if membership is secure on other grounds
(e.g., he is a member of the family).

Power Deficit

Power deficit is a threatening state, as can be surmised from the list of power tactics discussed
earlier, to which one is vulnerable when one lacks sufficient power to defend oneself. It provokes
metarelational activity to gain more power for the self or, what is essentially the same thing,
reduce the power of the other.



96 Theodore D. Kemper

1. Dependency Reduction. Emerson (1962) formulated a cogent statement of power and
dependency: P, = Dy, and Py, = Dg;, which reads as follows: The power of a over b equals
the dependency of b on a and the power of b over a equals the dependency of a on b. Although
absolute independence is a theoretical option, it is not feasible, except in such fictions as Robinson
Crusoe. Where a power-status structure exists, a reduction of dependency, by whatever means,
leads to a reduction in the power of the other.

2. Coalition-Building. Where dependency reduction is not relevant or feasible, one can
augment one’s own power by recruiting allies who will either be guided by one’s own strategies
or will act independently against the one whose power is being opposed. Coalition partners can
be variously motivated. When the potential partner has a grievance against a common enemy,
the main task is to work out a satisfactory division of labor in conducting the struggle. However,
when the potential partner has no prior interest in the conflict, the burden is to negotiate terms that
will pay the partner enough to bring him or her into the fight. International diplomacy—including
all those dinners—is substantially devoted to building and maintaining coalitions and power
blocs.

3. Bluffing, Propaganda, and Disinformation. A common strategy when there is a power
deficit is to attempt to deceive the other about one’s true strength, making it seem as if one has
more power than is the case. When successful, this nullifies some of the power of the other and
can also be persuasive in recruiting coalition partners.

These examples of status claiming and power gaining by no means exhaust the field of such
efforts. Taken together, these activities, which are separate from the direct enactment of power
and status behavior, consume a sizable amount of interaction time that is also not technical or
task oriented.

Provisionally, we have established a model of social relations both at the interpersonal and
the intergroup levels, which is understandable in terms of power and status. Social life is also a
fount of emotions, and an important benefit of power-status theory is that it enables us to predict
the emergence and persistence of those emotions in terms of the dynamics of the two relational
dimensions.

THE POWER-STATUS THEORY OF EMOTIONS

The power-status theory of emotions derives from the proposition that a “large class of emotions
results from real, imagined or anticipated outcomes in social relationships” (Kemper 1978:43).
Real outcomes are those that happen in “real time,” so to speak (i.e., in the immediate framework of
interaction, e.g., there is an insult and a consequent flare-up of anger). Imagined outcomes include
those in fantasy scenarios of what-might-be or what-might-have-been or are recalled from past
interaction (e.g., someone recollects a first kiss). Anticipated outcomes are those that are projected
as a result of future interactions (e.g., tomorrow is my first day at a new job and I don’t think the
“old timers” will like me). Social relationships are power-status relationships—that is, actors who
have a certain standing vis-a-vis each other in a space defined by the power-status dimensions.

We must now consider the matter of outcomes. What can occur when there is interaction in
power-status terms? For simplicity, we will confine the analysis to the dyad. When actors A and
B interact, 12 outcomes are possible: A’s power can rise, decline, or remain the same; B’s power
can rise, decline, or remain the same; A’s status can rise, decline, or remain the same; and B’s
status can rise, decline, or remain the same.

Given that both A and B have both a power and a status position, it should be apparent
that any interaction between them will necessarily result in some combination of 4 of the 12



Power and Status and the Power-Status Theory of Emotions 97

possible outcomes. For example, A’s power might remain the same (0), A’s status might decline
(), B’s power might remain the same (0), and B’s status might rise (+); or A’s power might
rise (+), A’s status might remain the same (0), B’s power might rise (+), and B’s status might
rise (+). For terminological purposes, we will refer to A’s and B’s power and status as relational
channels.

Now combining and permuting the outcome possibilities among the 4 relational channels,
we obtain a total of 81 possible sets of outcomes of social relations in any interaction episode,
beginning with an increase in all 4 relational channels (+ -+ 4+), through no change in any
relational channel (0 0 0 0), and ending with decrease in all 4 relational channels (— — ——).
By definition, 1 of the 81 possible outcomes will occur. This might seem a daunting number of
outcomes to deal with and, thus, to inhibit work with such a theory of emotions. However, the
following can be argued in mitigation.

First, if anyone has doubted that a “mere” two-dimensional model of social relations can
handle the acknowledged complexity of human interaction and emotions, the multiplicity of
outcomes just described should allay that concern. Second, given the complexity of interaction
outcomes, the power-status model affords a useful entry point into the question of mixed emotions
or mixed feelings. Not only is there an entry point but also, importantly, a theoretical explanation,
namely the fact that interaction outcomes will always occur in four different relational channels
and, thus, will always have the potential to produce four different emotions. Parenthetically, we
note that one outcome is often regarded as dominant and hence reduces any interference, so to
speak, from any less intense emotions that derive from what occurs in the other three relational
channels. Third, as we will see below, emotions will be assigned to relational channel outcomes
one relational outcome at a time; that is, each discrete emotion is assigned to a discrete outcome
of a given relational channel. The link between relational channel outcome and emotion is stated
unambiguously.!®

Heuristically, we conceive of three types of emotion: structural, anticipatory, and conse-
quent. We define structural emotions as those that result from a relatively stable power-status
relationship, for example, as is usually the case between spouses or parents and children or be-
tween workers and their supervisors. This is not to say that such structures are frozen. Ongoing
interaction will result in immediate outcomes that will tip the structure in one direction or an-
other, but these will often be slight and only transient changes. For example, spouses might have
an argument and their power-status positions might shift for a period, but then the couple will
reconcile and return to the earlier structure. Thus, we can speak of structural emotions—those
that prevail in relatively stable social relationships.

Anticipatory emotions result from contemplating future interaction outcomes. Such contem-
plation takes into account interactions of a similar nature in the past and especially their outcomes.
This information will be factored into an appraisal of possible outcomes in the future interaction
and an anticipatory emotion will result.

Consequent emotions result from immediate outcomes of ongoing interaction in power-status
terms (e.g., an abusive spouse threatens his or her mate in an argument and the target feels fear).
These emotions constitute the surface flux of emotional life, because they are often short term
and most susceptible to change and variation with the ongoing flow of interaction.

Before turning to these three types of emotion, we introduce the concept of agency. Even
given the complexity of 81 possible outcomes of any single interaction episode between actors
A and B, the model thus far does not account for who is felt to be the party responsible for the
outcome(s). We hypothesize three agents: self, other, and third party. Self and other are quite
straightforward with regard to agency. Third party might be a person, or an abstraction, such as
God, or fate, or luck, or “the way things are,” thus indicating immutability or irremediability, as
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when someone dies. Emotions are likely to differ, as will be seen below, depending on who is
regarded as the agent. The three possible agents also give us three possible directions for emotion:
to self, other, and third party.

Structural Emotions

When there is a stable structure of social relations, we propose that there are also emotions that
correspond to the position of the actors on the power-status dimensions. Here we do not speak
of the outcome of interaction, as in the general presentation above, because the standing of the
actors on the power-status dimensions is stable. To get at the emotions in this situation, we must
formulate the question in terms of excess, adequacy, or insufficiency. This will allow us to offer
hypotheses about the long-term emotions that are felt in stable social structures.!! In dyadic
interactions, each actor will have an emotion that derives from his or her own power, his or her
own status, the other’s power, and the other’s status.

Power

Own Power Adequate. When one is satisfied with the amount of one’s own power, we hypoth-
esize that the emotion is a feeling of safety or security. This has not been identified previously
as a separate emotion and we propose that it is a subclass of the general sense of satisfaction or
contentment. Contentment might not be consciously experienced and might only be detected or,
better, recollected in the moment of its loss. Notwithstanding, having enough power to manage
the relationship to one’s satisfaction is one key to being content with the relationship. Importantly,
one might not be content with the relationship overall because other relational channels are not
satisfactory. Finally, with respect to the adequacy of one’s own power, the notion of adequacy is
relative and can be variably related to the absolute amount of power involved.

Own Power Excessive. When one feels that one’s own power is excessive, we hypothesize that
the emotion is guilt. Guilt involves unpleasant feelings of ruefulness and remorse—a sense that
one has wronged or oppressed another through one or another tactic of coercion. Moral standards
from virtually all of the major religious traditions condemn transgressions that employ excess
power—from killing to lying and cheating. Also, given that the moral sense, as used here, is often
derived from a religious tradition, to violate the tradition and to experience guiit is to experience
a desire for punishment as a means of atonement. Excess power can be exerted through any of
the various power tactics discussed above.

Own Power Insufficient. In a relationship in which one senses that one’s own power is in-
sufficient, we hypothesize that the emotion is fear/anxiety.'”> One is concerned that one can-
not prevent the other from coercing one to do what one does not want to do. Given that the
other might actually or potentially engage in such coercion, one’s time horizon is importantly
curtailed. “Anything can happen,” because of one’s weakness, and the sense of this augments
fear/anxiety.

A realistic appraisal of this situation might suggest that other emotions are also likely in
this situation (e.g., anger at the other and shame because of one’s weakness). This is indeed true,
but not accurately represented as stemming from the insufficiency of power; that is, anger and
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shame in such a situation derive not from the power dimension but from inadequacy in the status
dimension. Because four relational channels are involved in every examination of emotion, we
must include them all in order to understand the emotions that result from a given relationship
structure. We will defer the discussion of anger and shame until we come to the status channel
below.

Other’s Power Excessive.  Although power is not entirely zero-sum, it frequently approximates
such a condition. This allows us to see the level of other’s power as reciprocal to the level of one’s
own power. Thus, the condition of other’s power excessive is tantamount to own power insufficient.
The emotion here would be fear/anxiety.

Other’s Power Adequate. On the basis of the reciprocity principle described above, other’s
power adequate is tantamount to own power adequate. The emotion would be safety or security.
Because power is always a threat, it can be conjectured that there is a psychological disposition
never to deem another’s power adequate, but always, regardless of how much it is in absolute
terms, excessive. Although this in fact may be a valid view, there are institutional frameworks
that can impose normative standards and cause a reframing of what is considered adequate or
excessive. For example, although employers might not care to have their workers represented by
a union—a counterpower to their own power—they generally accept the union as a legitimate
entity that has power to a certain degree in the employment setting.

Other’s Power Insufficient. The reciprocity principle makes other’s power insufficient equiv-
alent to own power excessive and the hypothesized emotion is guilt. Again, there might be some
psychological resistance to such a notion, but the more or less zero-sum nature of power invites
this rendering of the emotional landscape.

Status

Own Status Adequate. When one senses that one’s own status is adequate, one feels satisfied,
contented, or happy. This might be a covert feeling that does not rise to consciousness, unless
probed or attended to in reflection or in comparison with the emotional state of previous times
or the emotional state of others in like situations. In relational terms, status adequacy means that
one is receiving the amount of acceptance, regard, deference, and benefits that one feels one
deserves.

Own Status Excessive. When one senses that one’s own status is excessive, we hypothesize
that the emotion is shame/embarrassment. This must be understood as follows: As Goffman (1959,
1963) has well described, individual actors expend a fair amount of energy creating an image of
themselves that will lead to acceptance in one group or another. The presented image constitutes,
in our terms, a status claim (see discussion of metaprocesses earlier); that is, depending on how
well polished and with what degree of éclat, it will earn deference, attention, approval, acceptance,
and so on to a certain degree. As Goffman observed, group members are ordinarily prepared to
accept each other’s status claims more or less on faith because, in that way, the group can get on
with its business without always having to check too deeply into members’ credentials.
However, given that a status claim has been accepted, it is the member’s duty to see that it is
not tarnished by unworthy action. With respect to feeling that one has enjoyed excessive status,
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that clause has been violated. We speculate that shame/embarrassment might be an evolutionarily
developed capacity to feel that one has wronged the group if one overvaluates oneself with other
group members.

There are countless ways in which one can fall into shame/embarrassment: solecisms and faux
pas, inadvertent revelation of discreditable information about oneself, failure to retort adequately
to a jest at one’s expense, being caught “backstage” (Goffman 1959) without one’s pants on, so
to speak, and so on.

‘We are now prepared to examine the difference between shame/embarrassment and guilt. The
latter, as discussed above, is concerned with doing wrong to another via excess power, frequently
in violation of a moral standard. The former is simply the sense that by acting as one did, one
does not deserve to receive the amount of status one has claimed for oneself. In a given situation,
one might feel one or the other of these emotions or both of them. However, it is important to
keep them distinct, because they stem from different relational channels, and how one copes with
these emotions might differ substantially.

Guilt, as indicated above, is absolved through punishment. Only when one has “paid for
one’s sins” can one feel that atonement has been made. In shame, on the other hand, one has acted
discreditably. The solution here is not punishment (unless the incriminating act was also one of
excess power), but compensatory action; that is, an act or actions that reinstate the person as one
who deserves the amount of status originally claimed that has been lost. Thus, if someone acts in
a cowardly manner and has thus brought shame on himself or herself, the solution usually is to
engage in immoderately risky behavior to show that the act of cowardice was an aberration and
not characteristic. The ultimate here is the Japanese response of sepuku.

Own Status Insufficient.  When one believes that one is not receiving one’s status due from
the other, the hypothesized emotion is a complex amalgam of sadness-depression and anger. In
sadness-depression, one’s focus is on the deprivation and one suffers from it in the same way that
one suffers from a missed meal—hungry from the lack of sustenance. In anger, one’s focus in on
the unjustness of the deprivation and on the stupidity or malice of the other who deprived one of
one’s status deserts.

Whether sadness-depression or anger predominates is a matter of how agency or respon-
sibility is assigned. This is to say, who is to blame for the insufficiency: self, other, or a third
party? In the case of self as agent, the dominant emotion is sadness-depression. One simply could
not “cut the mustard,” as the expression has it. One failed to elicit status because one had not
met the prevailing standards for status-conferral and it was one’s own fault. When agency is as-
signed to the other—"‘he or she did this to me!”—the dominant emotion is anger. One’s emotional
force is directed toward the status-denier, the culprit. When third party is the agent and if the
third party is another person or other social entity, then the resulting emotion is anger. If the
third party is a condition, such as fate or any other irremediable situation, then the emotion is
sadness-depression.

Other’s Status Adequate. Given the dyad, when other’s status is adequate, it can only be
because one is voluntarily according deference, benefits, attention, and so forth in sufficient
amounts to the other. Of course, this is one’s own judgment. The other might disagree. However,
if this is the judgment, then one will feel contented or satisfied. As in the case of own status
adequate, there will be no recognition of the emotion unless the matter is challenged in some way.
Extending the setting beyond the dyad, we might suppose that if other members of the group are
not according the target other his or her deserved status, then the fact that one is doing so might
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induce a certain invidious self-righteousness; that is, one is doing the “right thing” when others
are not. If, on the other hand, one is giving less than others are, one might feel anger toward the
others (third parties), who, by their acts, are impugning one’s own status; that is, one is not acting
in a status-worthy manner.

When modest amounts of status are involved, such as casual politeness according to the rules
of manners or etiquette, very little is at stake. However when the amount of status is massive, as
in the case of love (treated below), then contentment is too pale a version of what is felt; rather,
delight and swooning at the opportunity to give to the other.

Other’s Status Excessive. This would seem to be an odd and perhaps null category because,
by definition, status is voluntarily given. We might suppose that uxoriousness partakes somewhat
of the condition of excess status-conferral, or foolish doting. It is only by contrast with what is
the usual amount of status conferred in such situations by others that one might come to judge
one’s own level as excessive. Here we might conjecture some internal debate as to whether, on
the one hand, one is doing what one truly wants to do and that the amount one is conferring is
truly deserved, and on the other hand, that one is somehow being coerced. This can be subtle.
In the dyad, social relations require that if there is coercion, it came from the other. However,
the actor himself or herself could be the coercer of himself or herself. Even without grounds,
he or she might fear what the other might think or do if any lesser amount of status is given.
Thus, the fear in this instance is the result of an imagined outcome. (See Kemper, 1978:381-
382, for discussion of how any relational act may be partitioned between power and status
components.)

Other’s Status Insufficient. 'When other’s status is insufficient, it is because one is not con-
ferring it in adequate amounts. This can lead either to guilt or shame/embarrassment, or both. If
the reason for the deprivation of the other is a power tactic by the self, it will lead to guilt. One
has, after all, acknowledged that the other deserves more, but one has intentionally granted less.
If the reason, on the other hand, for the deprivation is an inadequacy of the self, then the emotion
is shame/embarrassment. The inadequacy here might be one of means (one simply does not have
the resources) or of manners (e.g., one might be acting out of fear of what a third party will say
if one conferred the proper and due amount of status on the other).

Anticipatory Emotions

Thinking, as Mead (1934) explained, involves a rehearsal of future events. When that future
involves self and others in interaction, emotions are at least shadow outcomes of the interaction
in the thought process. Because the actual interaction has not yet happened, there is a special set
of emotions that reflects the fact of anticipation.

The anticipatory emotions are derived from two factors: optimism-pessimism and confidence-
lack of confidence. Optimism-pessimism depends on the cumulation of all past experiences,
especially outcomes of prior power-status interactions. A history of more or less successful
interactions (i.e., where one has received status as desired and has had adequate power) leads to
a general expectation of good outcomes, or optimism. Frequent failures in these areas lead to a
general expectation of poor outcomes, or pessimism. Confidence depends on an appraisal of one’s
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TABLE 4.1. Anticipatory Emotions

Anticipatory
Optimism Confidence emotion Outcome Emotion
Favorable Mild satisfaction
High + High = Serene Confidence +
Unfavorable Consternation
Favorable Strong satisfaction
High + Low = Guarded Optimism +
(anxiety) Unfavorable Mild disappointment
Favorable Mild satisfaction
Low  + High = Grudging Optimism +
(anxiety) Unfavorable Mild disappointment
Favorable Astonishment
Low + Low = Hopelessness +
(anxiety) Unfavorable Resignation

resources in relation to the future interaction at issue. If the setting, the interaction partner, and
other features augur success, then confidence ensues, otherwise, there will be lack of confidence.
When the two variables are cross-classified, we postulate a set of anticipatory emotions, and
when the actual outcome is factored in, the likely emotions at the end of the sequence. These are
displayed in Table 4.1.13

Consequent Emotions

Consequent emotions result from immediate outcomes of interaction. A insults B and B feels
anger. C compliments D and D feels happy; and so forth. However this is a deceptive simplicity.
1f A and B are in a relational structure in which A grants adequate status to B (from B’s point of
view) and B does not anticipate change, then B might be shocked by A’s insult and the anger might
be lessered while B tries to establish whether it actually was A’s intention to be insulting. If C and
D are in a relational structure in which D feels that C does not confer sufficient status and D does
not anticipate a change, then the compliment might elicit satisfaction as well as astonishment and
uncertainty as to its sincerity, which we consider to be a mild anxiety. Clearly, then, consequent
emotions need to be considered as grounded in both structural and anticipatory emotions. This
complicates the predictive task considerably.

Recall that we begin with 81 possible structural states of relationship between 2 actors. Then
factor in the possible anticipatory emotional states, the possible states of agency, and the direction
of the emotion (toward self, other, or third party). A complete theory must not shun any of these,
but such a theory is presently out of reach. The measurement problem would be huge and to locate
supporting evidence in the literature for a complete set of hypotheses is well nigh impossible.

As in all sciences, when such a degree of complexity is encountered, certain simplifying
assumptions must be made. Kemper (1978) proposed several such shortcuts. One is to subsume
the structural aspects of the relationship between the two actors under the rubric of a simple
dichotomy: liking versus disliking. (Below we discuss liking in the context of love. Here it is
sufficient to accept liking as a summary judgment on the felt adequacy of the overall power-status
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relationship as seen from the perspective of the focal actor with whom we are concerned.) This
assumption reduces the number of emotional outcome cells by a factor of 4.

A second simplifying assumption is to accept the power-reciprocity principle discussed
above, namely that an increase of one’s own power is equivalent to a decrease in other’s power
and that a decrease in one’s own power is equivalent to an increase in the other’s power. This
reduces by a quarter the remaining number of cells that must be addressed in hypothesizing
consequent emotions.

A third simplifying assumption is to assume that under certain structural conditions, an
outcome of interaction might not lead to a separate emotion, but only to an intensification or at-
tenuation of the structural emotion already in place. For example, if one’s status in the relationship
is felt to be adequate, then an interaction outcome that continues the state of adequacy, without
either gain or loss, could be expected to continue the satisfaction or contentment level already
present. Gain would likely lead to an intensification of the prevalent emotion, whereas loss would
lead to a different emotion. Parsing relational structures for these kinds of unremarkable outcome
and excluding them further reduces the complexity of the predictive task.

Kemper (1978) provided hypotheses and supporting evidence for a reduced number of cells
in a consequent-emotion matrix. The attempt establishes that although there is empirical work
to support predictions for many cells in the matrix, numerous cells remain empty because there
are no empirical findings to provide the basis for a hypothesis. Space does not permit more than
a suggestion here of how this work is set up. The two examples given below, in which only the
structural summary (indicated by the numbers 1 and 2) changes, display both the potential and
the complexity of the analysis. The emotions proposed are hypotheses.

Relational Channel: A’s status
B’s Anticipatory Emotion: Serene confidence
Interaction OQutcome: Status loss by A
Agent: Third Party
1. Structural Summary: Liking for A
B’s consequent emotion directed to parallel: Consternation, Sadness
B’s consequent emotion directed to A: Sympathy
B’s consequent emotion directed to third party: Anger
2. Structural Summary: Dislike for A
B’s consequent emotion directed to parallel: Schadenfreude
B’s consequent emotion directed to A: Contempt
B’s consequent emotion directed to third party: Liking

In order to obtain a full set of hypothesized consequent emotions, each of the defining
conditions of structure—anticipation, relational channel, agency, and outcome—would need to
be varied, and this is presently beyond our ability. Although the power-status theory of emotions
begins with only two dimensions of relationship, the addition of only a few other elements takes
the task of prediction to a high level of intricacy and specificity.

Love and Liking

Love and liking are elusive emotions—both in fact and in theory—and generally not addressed
by sociological theories of emotions. Power-status theory is an exception.
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Seven Types of Love

1-1 Adulation by fans

2-2 Ideal love

3-3 Romantic love

4-4 Divine, parental, mentor love
5-5 Unfaithful love

6-6 Unrequited love

7-7 Parent-infant love

FIGURE 4.2. Seven Types of Love Relationship.

We begin with the recognition that love as an emotion stems from love as a relationship,
which we define as follows: A love relationship is one in which at least one actor gives, or
is prepared to give, extreme amounts of status to another actor. This definition says noth-
ing about power, so we can assume that power can vary freely in love relationships. With
this definition of a love relationship, we can generate seven ideal-typical versions of relation-
ship in which at least one actor actually or potentially gives an extreme amount of status and
power varies freely. The seven types are shown in Figure 4.2. We now label and discuss these
briefly.

1. Adulation by Fans. In relationship 1-1, one actor gives extremely high status to another
and neither has any power. This seems to approximate the swooning and adoration that
fans lay on their icons. However it is also the way most love relationships begin; that is,
one actor finds another actor worthy of receiving very large amounts of status. The other
actor might not even be aware of the first.

2. Ideal Love. Relationship 2-2 shows that both actors are conferring extreme amounts of
status upon each other and there is no power in the relationship. This is arguably the most
blessed type of love, as each is voluntarily complying in the extreme with the other and
there is no coercion. It is also a model for doctrinally inspired “brotherly (or sisterly) love”
or for the vision of the peaceable kingdom, when the “wolf shall dwell with the lamb”
(Isaiah 11:6). Whether this state can ever be attained as a general condition for humanity
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is problematic. What is not problematic is that it is a transient state for two individuals.
All who have experienced this state in a love relationship can testify that the bliss of this
early stage does not last. It is no frivolity to assert that it is often a matter of moments and
rarely lasts more than a few weeks.

3. Romantic Love. In relationship 3-3, we see the natural evolution of relationship 2-2,
ideal love. Ideal love. devolves into a relationship in which not only is there extreme
mutual status-conferral, but also extreme power for both actors. We know that power
enters love relationships when the actors feel that they cannot live without each other,
that the other is not only a source of the greatest pleasure, but also often of the greatest
pain.

Ironically, power enters love relationships because of how good the actors feel in the
ideal stage. Who would not want such delight to continue ad infinitum! Thus, one becomes
dependent on the other for the continuation. However, as we know from Emerson’s (1962)
formulation, dependency on another puts one in the power of the other. Thus, the full-
blown romantic love relationship entails both extremes of status-conferral and extremes
of power. As with the ideal stage, relationships cannot remain forever at this stage. At
best, the status-conferral remains high and the power decreases significantly, although
probably not to zero.

The adulation, ideal, and romantic types of love comprise the “attraction” phase of a
long-term relationship. How the relationship develops from there and the problems—for
now there are problems—that need to be addressed comprise the “maintenance” phase.
Very specifically, fear and anger become more prominent and, sometimes, dominant
emotions (see Kemper and Reid 1997).

4. Divine, Parental, or Mentor Love. In relationship 4-4, we find that both actors are receiving
extreme amounts of status while one also has extreme power. This is the paradigm for
a number of love relationships in which both actors give to the other, but only one is
dependent on the other for what is given. Divine love is of such an order, in which
although God loves humanity, God has all the power and the glory (status). On a less
exalted plane, parenting, mentoring, and therapeutic relationships are of this type. In the
best instances of these, the parent, mentor, or therapist loves the child, mentee, or client
and the child, mentee, or client loves in return. However, the parent, mentor, or therapist
holds power in the relationship because the other member of the dyad is dependent in an
important way.

5. Unfaithful Love. In relationship 5-5, one actor retains extreme status and power while the
other actor has only high power. This is one way in which a 3-3 romantic relationship can
devolve. It is a model of infidelity, where the betrayed has (were all known) lost the status
formerly given by the betrayer, who still receives high status. We know that the betrayed,
despite the loss of status, has high power because the betrayer ordinarily wants to keep the
infidelity secret, lest the betrayed use his or her power vengefully. If, in fact, the infidelity
becomes known and the betrayed does not use his or her power, the relationship devolves
even further and becomes the next type infatuation.

6. Unrequited Love. As shown in relationship 6-6, when one actor has all the power and
status and other none, we can speak of infatuation. Against all sense or logic, the actor with
no power or status continues to give (or is prepared to give) extreme amounts of status to
the other, although there is little hope of recompense. This type of love is common among
adolescents and also among adults with a pathological inability to seek satisfaction from
someone who is likely to reciprocate.
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7. Parent-Infant Love. Relationship 7-7 allows us to distinguish between two types of love
involving parents. Prior to the kind of parent-child love that is modeled in relationship 4-4,
there is parent-infant love. The neonate (and for some time after birth) receives extreme
amounts of status. Whatever the infant needs for survival, at whatever cost, is given.
However, the neonate gives nothing in return. Its cognitive and emotional capacities are
too limited to recognize and to be grateful to the source of its survival. Although receiving
no status, the parent has complete power over the infant and is capable of coercing the
infant in any way the parent wishes; however, these “coercions” are usually for the infant’s
benefit.

These seven types of love relationship derive from power-status theory. They do not speak
to the feeling or the *“emotion” of love, to which we turn now. Because love involves the giving
of extreme amounts of status, we must ask how that is possible, or why one would want to give
anyone status in any amount, whether extreme or not.

Status, as defined, is voluntary compliance. Yet, in a manner that is not simply verbal byplay,
voluntary compliance is nonvolitional. This conundrum can be explained as follows and depends
on the seminal work of Hamblin and Smith (1966). These investigators studied the dynamics
of status accorded to professors by students in academic departments. Their crucial finding was
that when students held certain values or standards—for teaching, publication, mentoring, and so
forth—and professors manifested excellence in these areas, students accorded them high status.
However, the amount of status accorded followed the same mathematical model that accounts
for nonvolitional psychophysiological responses. Hamblin and Smith daringly concluded that
“having feelings of approval, respect or esteem for someone appears to be beyond the individual’s
direct choice” (p. 184). Importantly, this makes the psychological state behind status-conferral an
emotion. Further, “as with all nonvoluntary responses, these feelings are presumably controlled
by the unconditioned or conditioned stimuli which elicit them. Apparently, an individual must
provide the valued attributes and behavior which produce in the other the feelings of approval,
respect or esteem; then and only then may these feelings be communicated as genuine status”
(p. 184, emphasis added).

In other words, if one has standards for certain behaviors, traits, or qualities, when an-
other person displays these behaviors, traits, or qualities, the feeling of approval, esteem, and
so forth comes automatically and nonvolitionally, unmediated by a process of choice. Thus, we
have in Hamblin and Smith’s approach a ground for understanding why any status in whatever
amount is ever conferred at all. It is because someone displays a quality that matches a standard.
Now we may ask how this applies to love, which entails the conferral of massive amounts of
status.

We conjecture that standards are deeply held structural parts of personality and identity.
They constitute us as actors in the world, providing us with evaluative guidelines so that we can
measure experience and act in accordance with our valuations, whether it involves a matter of
aesthetics, of culinary art, or of persons. By giving standards such an important place, we can better
understand how individuals might respond with such enthusiasm and pleasure when standards are
met.

When the standards are for beauty and character, they touch on fundamentals that are possibly
evolutionary in origin and certainly culturally fostered from earliest childhood both by family
models and by all of the agencies and media of socialization. What comprises and defines the
attractive and good person, the one who promises to be an ideal mate or lover, is both an explicit
and implicit topic in much informational and anecdotal talk and in literature, which depicts models
of desirable and undesirable conduct.
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Thus, armed with these standards, when we meet someone whose traits and qualities match
those standards extraordinarily well, there is a nonvolitional response of approval, acceptance,
respect, and so forth. The emotion has been described extensively in poetry. However, for present
purposes, it can be understood as a certain joy, giddiness, or high spiritedness. It comes from having
a rare experience, namely a match between oneself and the outer world. Consider that, ordinarily,
we stand athwart the business and affairs of social life. There are misunderstandings, lack of
consideration, indifference, failure to accommodate or acknowledge, cross-purposes, violence,
and more. We are frequently rubbed the wrong way in all kinds of ways.

Then miraculously, it seems, someone appears who matches our standards for beauty, com-
mon sense, humor, ethics, and so on. How can we not respond! It is as if all contradictions are
resolved, all contraries reconciled. The world is indeed a wonderful place if it has such people
in it; and, mirabile dictu, he or she regards us in the same way. Joy! Joy! Joy! Thus, love is the
status emotion carried to the extreme. We then voluntarily give, gratify, reward the other who has
such qualities that match our standards so perfectly.

However, what of liking? Liking is often confused with love as if it were a lesser amount of
the same commodity. However, it has long been recognized that there is another conundrum here,
namely that one can love someone but not like him or her. This cannot be if liking is simply a lesser
amount of love. The answer is that liking, like love, is also a status-related emotion, but, unlike
love, it is not a response to the other’s qualities, but a response to the amount of status the other
confers on us. If someone pays us attention, esteems us, or rewards and gratifies us, it feels good.
We want it to continue and we take pleasure in having that person near us. In sum, we “like” that
person. We are pleased to have that person around us; we are available to him or her when he or she
wants to see us. That person satisfies our need for attention and acceptance and we feel grateful.
The emotion of gratitude in this incarnation is the feeling of liking. Of course, we can like someone
without loving him or her, that is, their qualities do not match our standards (Kemper 1989).

We can love someone—because their qualities match our standards—but we might not like
them, because they do not do much for us, literally. They do not reward or gratify us. However,
because love is all about giving, it is indifferent to what one gets in return. It is important to
understand that once love devolves into contingent reciprocity—one gives only if one gets—it is
no longer love, regardless of the institutional formula or framework (e.g., marriage).

Postdicting Emotions

The power-status theory of emotions is couched in relatively plain language. This means that
ordinary actors, without extensive training, can learn to examine their social encounters in power-
status terms. Because everyone from an early age has used power (only saints have not) and has
been on the receiving end of power, everyone is familiar with it. One has only to learn that the
label applies to the structure of a relationship and to the range of behavior (the tactics) described
above. Everyone is also familiar with status, often because of a felt sense of insufficiency of it.
Thus, although power and status are technical terms in a scientific vocabulary, they are also easily
accessible to anyone with a modicum of ability for abstraction and generalization.

Given that this is the case, we propose that the power-status theory of emotions is an easily
acquired tool to help one better maneuver through the emotional shoals of social life. Here it is
best to use the theory for predictive purposes; that is, in a Meadian type of rehearsal, one applies
the theory to achieve or avoid specific interactional, ergo, emotional outcomes. Indeed, this is
often a coping mechanism (Thoits 1990), although without benefit of a formal theory of emotions
to guide the reflections. Often it is done exceedingly well and we praise the person who can
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do this. Of course, he or she is intuitively employing a theory of emotions to guide his or her
examination of prospective behaviors and their probable outcomes. Presumptively, if the theory
were made explicit, it would strongly resemble the power-status theory of emotions.

Often enough, we do not forecast events very well and there are emotional currents and
outbursts that surprise us. We have somehow missed the cues or misunderstood them, either those
of others or our own. We must now extricate ourselves from something of a mess; that is, at least
for purposes of retaining our self-respect, we must understand what was going on and how it went
wrong.

We propose that here, again, the power-status theory of emotions can be of use. It is a
forward-running theory that links emotions to their social relational antecedents. However, there
is no reason the theory cannot be run backward. If the emotion has already occurred, what was
its social relational antecedent? What did you say or do or what did he or she say or do? What is
the power-status structure within which what you said or did or what he or she said or did that
conveyed a certain power or status implication and produced consequent emotions, the very ones
that require explanation? Examples of this would be using the power and status dimensions to
postdict emotions at the microlevel (Kemper 2004) and the macrolevel (Kemper 2002).

TESTS OF THE THEORY

Although the sociology of emotions has been prolific in producing theory, it has been scant
in providing tests of theory. The power-status theory of emotions is not special in this regard.
However, several tests have shown it to be nicely robust.

Kemper (1991) analyzed a portion of data collected in an eight-nation study of emotions
by Sherer et al. (1986). These investigators asked subjects to describe the situations in which
they had experienced four primary emotions: joy, sadness, fear, and anger. Respondents provided
answers in the form of vignettes, varying in length from a few lines to a whole page. In two
studies, Kemper tested the power-status theory of emotions with 48 cases from the West German
sample.

In study one, two coders were trained in the power-status theory of emotions and given
edited vignettes from which identifying labels or descriptions of the emotions themselves were
removed; the coders only had before them the relational details of the situations that had produced
the emotion. Their first task was to specify these details in power-status terms and then to identify
the emotion. Although only four emotions were actually being reported in the data, the coders
were encouraged to think that a full spectrum of emotions was involved. Altogether, the coders
examined 192 vignettes (48 subjects times 4 emotions).

Twenty-two of the descriptions were judged nonsocial by one or both coders and these were
omitted from coding."* An additional 8 situations were inadvertently omitted, leaving 162 sit-
uations. Using the known emotion to which the situations ostensibly pertained as the criterion,
the two coders reached 74.6% and 69.7% accuracy in their judgments. Given that chance alone
would have made for 25% accuracy, the results were highly encouraging.

Study two was undertaken in order to preclude the possibility that the coders had, entirely
unaware, first detected the emotion in the episode and then translated it back into its theoretical
power-status antecedents. A third coder was trained in power-status theory, without any intimation
that it could be used to predict emotions. The coding task, in the 162 situations was simply to
specify the power-status conditions there. In this “blind test,” so to speak, the coder correctly
specified 64.8% of the situations in power-status terms; that is, the coder identified the power-
status conditions that theoretically should give rise to the emotion of the anecdote. Although the
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third coder’s accuracy was slightly lower than that of the first two coders, it was sufficiently above
chance to warrant the results as a successful test of the theory.

A second test of the power-status theory of emotions was undertaken by Simon and Nath
(2004). Using a random sample of 1,346 cases from the emotions module of the 1996 General
Social Survey (GSS), they undertook a competitive test between the power-status theory of emo-
tions and the “normative” theory of emotions (Hochschild 1975, 1981). Simon and Nath derived
hypotheses about males’ and females’ emotional experience based on the two approaches. The re-
sults were as follows: “Taken as a whole, our findings for emotional experience are more consistent
with predictions based on Kemper’s structural theory about emotion .. . than with Hochschild’s
normative theory about emotion” (p. 1168). The value of this confirmation of the power-status
theory of emotions is that it demonstrates that the theory is sufficiently general to be applicable
to domains other than what the theory specifically proposed.

A third investigation also supports the power-status theory of emotions in acompetitive test—
this time with Heise’s (1979) Affect Control Theory (ACT). Although they are methodologically
very different, the two theories share some common roots, principally the results obtained by
the Semantic Differential (Osgood et al. 1957). The main substantive difference is that power-
status theory relies on two factors and ACT relies on three. Power and status in the one theory is
matched by potency and evaluation in the other. The third factor in ACT is activity, which we have
suggested (Kemper 1978) might reflect the division of labor, but is not relevant for the prediction of
emotions.

Robinson and DeCoster (1999) and Robinson (2002) compared predictions from the two
theories, using a sample of undergraduate women who were asked to describe recent events that
elicited a strong positive and strong negative emotion. The reported events were coded according
to each theory and then the power-status codes were transformed into ACT codes in order to
obtain a single coding metric. Results showed that both theories did well in predicting emotions,
particularly along the potency and evaluation (i.e., power and status) scales. However, the two
approaches also diverged, as follows: (1) ACT made predictions of all social events reported,
whereas power-status theory had some missing cells according to the method employed in this
analysis and therefore no predictions were available. (2) Where both approaches made predictions,
power-status theory was somewhat more accurate, and this degree of accuracy did not depend on
the subset of cases where ACT made predictions and power-status theory did not. As with the
confirmatory findings of the Simon and Nath study, these results demonstrate that power-status
theory can be adapted to research questions that are distant in type and approach from what the
original statement of the theory proposes.

RESEARCH AGENDA
Kemper (1990a) proposed three items for a research agenda for the power-status theory of emotions
that are of continuing interest: universality, social relational precedence, and sociophysiological
integration.
Universality
A fundamental assumption of the theory is that the power-status antecedents of specific emotions

apply universally across the spectrum of social and demographic categories (e.g., sex, race, eth-
nicity, social class, and so forth). Heuristically, it is plausible to think that at least what might



110 Theodore D. Kemper

be thought of as primary emotions—fear, anger, depression, and happiness-contentment—are
connected in the same way to social relational outcomes in all social categories and groups. This
position is based in part on the communication or signal function of emotions (Buck 1984).

Were the primary emotions to vary in their relational precursors, considerable social ambi-
guity would result. It would be hard to understand the social state and feelings of a person in a
different social category from one’s own, and this would make problematic which emotion might,
in an evolutionary sense applying to all humans, have emerged. In addition, it would confute one
of our best understandings of why emotion is expressed (o a great extent by the face and in visible
body movements.

Another reason to support the universality assumption is that virtually everyone has multiple
memberships and identities; hence, each is a member of overlapping social categories—for ex-
ample, a lower-class Italian white male, a middle-class English black female, and so forth. Were
the emotional effects of power and status outcomes to vary greatly by social category, it would
be difficult to reconcile the effect of different categories on the experience of emotion in given
relational situations.

Social Relational Precedence

The assumption here is that emotions result from outcomes of power and status relations and not
from cultural imposition. This means that when another person uses power against us, we are
going to feel fear, even if cultural fiat were to dictate another emotion, such as joy. Although it
might seem odd to contemplate that culture would somehow wish to substitute joy for fear—this
is an extreme example—it is a fact that culture has sought to direct emotional response away from
what power and status outcomes would entail naturally. Think of how a puritanical sex code can
insist on disgust as a response to sexual stimuli. The work here must investigate whether and to
what degree and with what consequences culture can mediate or transform emotions that would
ordinarily arise from power-status outcomes.

Sociophysiological Integration

This assumption is that power and status are linked, via emotions, to underlying physiological
processcs, thus indicating a theoretical arc between the biological and the social. The research
in this arca needs to be directed to the general question of specificity of physiological patterns
both in emotion and in the experience of power and status. Sociologists have in general shunned
physiological issues, although see Robinson et al. (2004). A model for such work can be found
in Kemper (1990b), in which outcomes in the power and status dimensions, renamed dominance
and eminence, are seen to produce hormonal changes, specifically in testosterone levels.

CONCLUSION

Power-status theory is a deceptively simple formulation about what actors do to, with, for, and
against each other in social interaction. However, from only these two dimensions, which have
strong empirical support, it is possible to generate quite complex examinations of emotions across
a very broad spectrum of social situations.

When power and status actions and outcomes stabilize into a continuing structure, we can
assign what we call structural emotions, which are based on actors’ power and status positions
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vis-a-vis each other in the structure. In the normal course of ongoing interaction, actors look ahead
to the outcomes of future interactions and develop expectations, based on past power and status
outcomes and future power and status contingencies. These expectations give rise to what we
call anticipatory emotions. Structural emotions and anticipatory emotions provide an orienting
context within which what we call consequent emotions occur. These are the emotions instigated
by immediate interaction outcomes in power and status terms. Together, structural, anticipatory,
and consequent emotions provide a comprehensive account of emotions in social life when looked
at from a relational perspective.

10.
11.
12.

13.
14.

NOTES

. A third dimension, technical activity, is also present, but because it does not lead directly to the power-status theory

of emotions, it will receive less attention in this chapter. Kemper (1995) contains an extended discussion of how
technical activity, power and status, and other constructs contribute to a social psychological understanding of social
structure.

. Unlike Freud, no modern social scientist has acknowledged Empedocles’ prior discovery.
. Although technical activity, on the one hand, and power and status, on the other hand, are analytically distinct, there

can be empirical overlap between the two. For example, a carpenter might ask a fellow carpenter for a tool in one of
several ways: casually, politely, formally, peremptorily, and so on. This example is elaborated in Kemper and Collins
(1990).

. Although killing is usually dedicated to such power interests, at least one genocide, namely the Holocaust, was

undertaken simply for an ideological purpose. It was not intended to prevent the Jewish victims from frustrating the
Nazi drive to realize “their own will,” nor even as a demonstration to cow other people into submission.

. In a chilling rejection of what might be thought of as the most likely case of status equality, the French poet Charles

Baudelaire (1983:23-24) wrote, “Love greatly resembles an application of torture or a surgical operation.”” Even if
“two lovers love passionately and are full of mutual desire, one of the two will always be cooler or less self-abandoned
than the other. He or she is the surgeon or executioner; the other, the patient or victim.”

. Although varying nomenclature is employed in different IPC studies, examination of the items that define the two

dimensions supports their identification as power and status. Among them are assertiveness and likeability; control
and affection; autonomy versus control and love versus hostility; dominance and friendliness; control and affec-
tion; interpersonal deprivation and interpersonal seeking; tendency to use socially unacceptable techniques and
tendency to use socially acceptable techniques equal versus unequal and cooperative and friendly versus com-
petitive and hostile; and up-down and positive-negative. Sources for these factor names can be found in Kemper
(1991:333).

. In fact, they might need a Goffman, as in his “Presention of Self in Everyday Life” (1959), to do them justice. His

forte was to detect subtle nuances in social life.

. The underlying emotions here are depression or anger. This is discussed in the power-status theory of emotions below.
. Even if one tries the strategy of “exit” (Hirschman 1970), in relatively closed circles, such as academic departments

in a given discipline, someone labeled as a troublemaker usually has difficulty obtaining a new post after being so
labeled.

When multiple or mixed emotions occur, it is not clear how physiological processes accommodate this state.
Evidence for these hypotheses is cited extensively in Kemper (1978).

Although many investigators distinguish between fear and anxiety, we will not do so because the distinction is not
germane here.

Table 4.1 is from Kemper (1978:75).

For example, more than a few respondents chose dangerous driving conditions (e.g., icy roads) for their fear situation.
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CHAPTER §

Cultural Theory and Emotions

GRETCHEN PETERSON

One defining element of the study of emotions has been the emphasis on the critical role of
culture. From Goffman’s (1961) early work on the encounter, through Hochschild’s (1979, 1983)
work on feeling rules and emotional labor and Gordon’s (1990) work on emotional socialization,
culture has been paramount to our understanding of emotions. Culture is an important element in
definitions of emotions, emotional socialization, and emotional labor. The purpose of this chapter
is to review cultural theorizing on emotions, discuss relevant research in this area, and provide
direction for future work. The chapter begins by examining the critical role that culture plays
in basic processes of labeling or defining our emotional experiences. In labeling our emotions,
we must draw from our society’s emotion culture. The next section of the chapter examines the
concept of emotion culture and how people are socialized into their particular emotion culiture.
Even emotionally competent actors who have been socialized must still work at managing their
emotions to fit with society’s expectations. Following a discussion of emotional socialization is an
examination of processes of emotion management and emotional deviance. Finally, the chapter
concludes by examining how emotion management has moved into the arena of work and become
part of our working lives. Throughout this chapter, it should be evident that much of our emotional
experience is at the very least impacted, if not determined, by culture.

In recent work reviewing dramaturgical and cultural theorizing on emotions, Turner and
Stets (2005) highlighted the work of Goffman (1961, 1983), Hochschild (1979, 1983), Rosenberg
(1990, 1991), Thoits (1990), and Clark (1997). They further examined subsequent empirical work
that utilized the concepts first introduced by these researchers. This chapter draws from Turner
and Stets (2005), yet builds on their work by incorporating additional theoretical and empirical
work relevant to cultural theorizing on emotions.
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DEFINING EMOTIONS

Culture is fundamental even to our understanding of what constitutes an emotion. Gordon (1981)
distinguished between biological emotions and social sentiments. He referred to biological emo-
tions as more of a psychological concept, which involves the bodily sensations and gestures in
response to some emotional stimuli. On the other hand, a social sentiment introduces the im-
portance of culture and is defined as “a socially constructed pattern of sensations, expressive
gestures, and cultural meanings organized around a relationship to a social object, usually another
person” (Gordon 1981:566). Social sentiments are thus more so a sociological concept because
the sentiments are defined by culture and require socialization to be learned by individuals.

Both Gordon (1981) and Thoits (1990) described four components to an emotional experi-
ence. Gordon (1981) argued that emotions are composed of (1) bodily sensations; (2) expressive
gestures; (3) social situations or relationships; and (4) emotion culture of a society. Along these
same lines, Thoits (1990) described the components of an emotional experience as the appraisal of
a situational stimulus, changes in bodily sensations, displays of expressive gestures, and cultural
meanings. For both Gordon (1981) and Thoits (1990), the emotion culture or cuitural meanings
impacts each of the other three components.

In both of their conceptions, bodily sensations refer to physiological changes or feelings
of arousal. These feelings of arousal are common across many emotions, so arousal alone is
generally not sufficient to determine which emotion is being experienced. Cultural definitions
come into play in defining how a particular pattern of arousal or physiological changes should be
labeled. For example, cultural knowledge is important in determining whether a rapid heart rate
is symptomatic of excitement or fear in a given situation.

The expressive gestures component is composed of facial expressions, bodily displays, and
instrumental actions. As with changes in bodily sensations, expressive gestures can also be am-
biguous. Although Ekman (1982) and Izard (1977) have described certain universal facial expres-
sions for basic emotions, these universals do not exist for most emotions. Furthermore, the same
expression might indicate different emotions. For example, a person might smile when he or she is
nervous as well as happy. In addition to this ambiguity, there are also cross-cultural differences in
expressive gestures. Wierzbicka (1999) described the differences between Polish and Americans
in terms of expressions of sincerity. In the United States, people are expected to smile in general
encounters. On the other hand, Polish people only expect smiling as a sincere expression of hap-
piness. This example highlights the importance of culture in connecting an expressive gesture to
its corresponding emotion.

THE SELF AND EMOTIONS

In his work on the looking-glass self, Cooley (1964) linked emotional reactions with the conception
of the self. Cooley argued that feelings of pride or shame result from individuals’ perceptions of
how they appear to others and how others are believed to judge that appearance. Although Cooley
did not explicitly deal with culture in his theory, his work sets the stage for later theorizing, which
incorporates culture into understanding the link between emotions and the self.

This connection between the self and emotions is exemplified in the work of Rosenberg
(1990, 1991). Rosenberg’s discussion of reflexivity not only explains the self-emotion link but
also explains the impact of culture on emotional identification and emotional displays. In terms
of this self-emotion link, Rosenberg discussed the connection between reflexivity and emotions.
Reflexivity involves the ability of individuals to see themselves as objects and act back upon
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themselves. Rosenberg emphasized two types of reflexivity as particularly important. The first
type is cognitive reflexivity, and this involves bringing any type of cognition (memory, perception,
and so forth) to bear upon the self as an object. The other type, reflexive agency, involves becoming
an active agent in producing an outcome for the self.

Cognitive reflexivity can impact one’s interpretation of the physiological arousal that accom-
panies emotional responses, and this cognitive reflexivity includes a strong cultural component.
Rosenberg argued that because people’s internal arousal is often ambiguous, they must look for
clues from the external environment to make sense of their arousal. The same physiological re-
sponses can yield very different emotions, and it is also possible that individuals might experience
multiple emotions simultaneously. Because of these ambiguities, people must think about their
emotions, and this, of course, involves cognitive reflexivity. This cognitive reflexivity draws on
causal assumptions, social consensus, and cultural scenarios as the content for the cognitions that
impact emotional identification. These are essentially elements of a society’s emotion culture,
which are acquired through socialization and applied to our emotional experiences.

Although cognitive reflexivity is critical to emotional identification, the impact of refiexive
agency is particularly evident in the management of emotional displays. In this case, reflexivity
leads us to manage these displays using verbal devices, facial and physical expressions, and
physical objects. This involves reflexive agency since an individual acts upon themselves or their
environment to produce an emotion management outcome for the self. Rosenberg (1991) further
argued that individuals have varied reasons for engaging in emotional display. The first reason
is to demonstrate conformity with norms. This lends a moral character to our actions. Another
reason for emotional display is as a means toward obtaining some outcome or goal. This lends a
tactical element to some emotional displays. Overall, through its emphasis on cultural scenarios,
Rosenberg’s work supports the contention that culture is critical for understanding emotional
experiences and their connection to the self.

CULTURAL CONTENT

Rosenberg’s (1990, 1991) work establishes that culture is critical to identifying and displaying
our emotions. The next issue that needs to be addressed is an examination of the structure of these
cultural scenarios or cultural scripts. Turning now to the work of Goffman (1959, 1961, 1967)
allows for a more thorough discussion of the elements that comprise a cultural script. Goffman’s
dramaturgical approach is an inherently cultural approach. Goffman compared much of social
interaction and social life to a dramatic production. Actors put on a performance, which involves
invoking cultural scripts in order to create their performance. Goffman’s work also described how
we use emotions as cues in analyzing interactions as well as how we react emotionally to an
interaction.

Goffman’s (1959) discussion of the presentation of self outlined not only the idea of inter-
action as theatrical production, but it also described the aspects of the situation that individuals
examine when determining the appropriate cultural script. The four aspects of the situation that
people look for when determining how an interaction will proceed include the conduct and ap-
pearance of people, the setting, what individuals say about themselves, and past experience with
individuals. In other words, people look at the appearance and behavior of others in order to guide
their interactions. One aspect of the appearance of others is their emotional displays. These dis-
plays are examined as a clue to understanding an interaction. Particularly in an unfamiliar setting,
observing the behavior and emotional displays of others can provide essential information on
the interactional dynamics expected in the particular situation. Additionally, the location of the
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interaction can be used to determine the interactional expectations. For example, in a university
setting, one expects to encounter students, professors, and staff. Knowing this, a person can draw
from their cultural scripts to engage in behavior appropriate to the people present in that location.
Finally, as one has experiences with others in an interaction, others’ vocalizations and our past
experience with those others provide clues to the interaction. All of these factors guide people in
their choice of cultural script for their interactions.

The cultural and emotional aspects of Goffman’s work are also particularly evident in his
discussion of the encounter. According to Goffman, an encounter involves the following elements:

“(1) a single visual and cognitive focus of attention; (2) a mutual and preferential openness to verbal
communication; (3) a heightened mutual relevance of acts; (4) an eye-to-eye ecological huddle that maxi-
mizes each participant’s opportunity to perceive the other participants monitoring of him; (5) participants’
presence tends to be acknowledged through expressive signs and a ‘we rationale’ is likely to emerge; (6)
ceremonies of entrance and departure are likely to be employed; (7) a ritual and ceremonial punctuation
of openings, closings, entrances, and exits; (8) a circular fiow of feeling; and (9) procedures for corrective
compensation of deviant acts” (1981:18).

Culture plays a role in each element of the encounter. It defines the focus of attention, it enables
verbal communication, it delineates perceptions, it creates solidarity, it proscribes entry and exit
rituals, and it constructs ritualized procedures concerning deviance. These cultural constructions
also contribute to the emotional aspects of the encounter. The expressive displays of the encounter
contribute to the feelings of solidarity. In addition, the encounter involves the flow of feelings
among participants within the encounter.

Goffman’s (1983) later work situated this focused encounter within larger cultural settings.
Encounters are embedded within gatherings (assemblies of individuals within a space), which
are embedded within social occasions. Within each level of interaction, cultural scripts serve to
orient actors. These cultural scripts are composed of a number of dimensions: (1) form of talk; (2)
use of rituals; (3) framing; (4) use of props; (5) categorization of the situation; (6) role-making;
and (7) expressiveness. According to Goffman (1983), the cultural scripts utilized in interaction
include proscribed emotions appropriate to the interaction. In particular, Goffman’s inclusion of
expressiveness among the dimensions of cultural scripts clearly demonstrates this connection
between emotion and cultural scripts.

One element of the encounter tied to emotions that Goffman discussed is the ritualized
procedures for pointing out and correcting deviant acts. Goffman’s (1967) concept of facework
elaborates these ritualized procedures. Goffman analyzed embarrassing situations and identified
ritual elements to the restoration of face. According to Goffman, face is “the positive social value
a person effectively claims for himself by the line others assume he has taken during a particular
contact” (1967:5). The choice of face is determined by the situation and is thus determined by
culture. When an actor’s behavior falls out of line with his or her chosen face, the actor must work
to ease embarrassment and restore face. Thus, cultural scripts are important not only in the choice
of face but also in attempting to restore face.

Goffman described two general ways to restore face. The first way is to engage in avoidance.
This preemptive facework involves avoiding people or situations that might threaten face. For
example, when meeting the family of a significant other for the first time, an actor might avoid
discussing certain topics in order to sustain a positive face. The second way to restore face is to
engage in corrective facework. Corrective facework involves a ritual interaction order and is thus
part of a cultural script. In the first step in corrective facework, a challenge is issued. Someone in
the interaction lets the person know that he or she has done something that violates the accuser’s
face. In the second stage in the ritual, an offering is made. The person whose face is compromised
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offers some sort of apology or account to explain his or her behavior. Once the offering has been
issued, it is then up to the person who issued the challenge to accept the offering. In the final
step in the ritual sequence, the person whose face had been compromised expresses gratitude
(Goffman 1967).! This formula for restoring face is one type of cultural script that is used in
everyday interaction.

Whereas Goffman focused on cultural scripts that guide our interaction, Gordon (1981)
emphasized emotion culture as a central element defining social sentiments. The importance
of culture is particularly evident in emotion vocabularies, emotion beliefs, and emotion norms
(feeling and expression rules). These three elements (vocabularies, beliefs, and norms) comprise
the emotion culture of a society. Emotion vocabularies delineate categories of meanings that
are used in describing our emotional experiences. Along with these vocabularies, individuals
learn the general cultural beliefs about emotions as well as normative expectations regarding our
emotions.

The normative expectations that Gordon (1981) discussed derive from Hochschild’s (1979)
work describing emotion culture as composed of the feeling rules and display rules for that culture.
Feeling rules govern the intensity (strong versus weak), direction (positive versus negative), and
duration (fleeting versus lasting) of an emotion. Display rules (also called expression rules) involve
norms regarding how an emotion or feeling is to be expressed. Hochschild (1979) described
feeling rules as the normative indicators of what is appropriate in a given situation regarding
the experience and expression of feelings or emotion. Taken together, feeling and expression
rules culturally define much of our emotional experiences. In addition to these two types of
rules, Hochschild (1979) also argued for the existence of framing rules. Framing rules dictate the
meanings that individuals should give to particular situations. These rules also exist as part of our
emotion culture.

Essentially, the content of any emotion culture includes emotion vocabularies, beliefs, and
norms (Gordon 1981). Although this provides a framework for understanding emotion culture
generally, one must examine the specific content of a society’s or group’s emotion culture in order
to develop a full understanding of the concept. Several researchers have taken this next step and
examined the content of emotion culture for specific emotions. Lofland’s (1985) work on grief
and Clark’s (1997) work on sympathy are examples where the emotion culture was analyzed
for specific emotions. The works of Hochschild (1989) and Kemper (1990) analyzed how our
relationships and changes in those relationships lead to particular emotional responses. These
emotional responses also comprise the emotion culture of a society.

EMPIRICAL WORK ON EMOTION CULTURE

Lofland (1985) examined the specific content of U.S. emotion culture regarding grief. In particu-
lar, Lofland focused on the feeling and display rules and the experiential components that socially
construct our experiences of grief. These four components are the level of significance of the
other who dies, the definition of the situation surrounding death, the character of the self expe-
riencing a loss through death, and the interactional setting in which the other three components
occur.

Lofland identified a number of threads of connectedness that determine the level of signif-
icance of another person to us. These threads of connectedness include the roles we play, the
help we receive, the wider network of others made available to us, the selves others create and
sustain, the comforting myths others allow us, the reality others validate for us, and the futures
they make possible. Each of these threads of connectedness indicates a way in which someone
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is involved in our lives. For example, the roles we play define significance because someone
who is central to our lives will see us enacting many different roles. An acquaintance at work
only sees us in our work role, whereas a spouse sees us in all of our different roles, including
work and family roles. The help we receive establishes significance because allowing someone
to help us leads to interactional consequences. In terms of the wider networks, a person who is
significant in our lives will include us in their larger network by introducing us to their family
and friends. Significant others will also enable us to create or sustain a certain self. A spouse
might care for the children during final exam week so that a partner who is in school can focus
on his or her studies. Additionally, significant others will allow us to maintain certain comfort-
ing myths but will also help us validate a particular reality.> These actions help us to sustain
certain selves and contribute to our emotional well-being. Finally, the significance of another
can be determined by the future he or she makes possible for us. This indicates that someone is
expected to have an ongoing influence in our life. The greater the number of threads of connect-
edness between another and onesclf indicates a greater degree of significance the other has in
our life. Greater significance is expected to lead to stronger feelings of grief upon that person’s
death.

The second component affecting our experience of grief is the definition of the situation
surrounding death. This component is culturally determined, as it involves philosophical or ide-
ological variations in beliefs about death. Different religions have different conceptions of what
happens after one dies and, thus, treat death differently. Some might view death as a time of great
sadness because of the loss, whereas others might see it as a cause for celebration since a loved one
is believed to have moved on to a better place. In addition, demographic variations have impacted
our view of death. Given our longer life span, we now view the death of a spouse or loved one as
unexpected and it hits us harder. In addition, changes in medical technology have allowed parents
to see their babies even in the womb; thus, miscarriages are now seen as unexpected and tragic.
Changes in medical technology and skills have altered our cultural expectations regarding when
death is likely to occur. Because death is now more often viewed as unexpected, the feeling rules
now require us to experience greater grief with each death.

The third component that shapes our experience of grief is also culturally defined, as it
pertains to whether a person is allowed or even encouraged to express his or her feelings. An
example of the variations in expression rules regarding grief is particularly evident when one
considers gender differences in displays of grief. Even when facing the death of a loved one, men
are expected to maintain subdued expressions of grief. Crying hysterically would be viewed as
inappropriate for a man. Women, on the other hand, could cry hysterically due to grief and this
would not likely be viewed as an inappropriate emotional expression. Lofland (1985) argued that
our experience of grief is thus impacted by the culture’s expression rules that allow some but deny
others the right to express their grief.

Finally, the interactional setting component is culturally determined by whether the bereaved
has the time or is given the opportunity to focus on his or her loss. In cultures where people live
with their extended family, people lack the opportunity to focus on their loss because of the
presence of others in the household. Historical changes in the structure of households as well as
cross-cultural variations thus impact our experience of grief.

Whereas Lofland (1985) focused on the feeling and expression rules surrounding grief,
Clark’s (1997) work illustrated the importance of culture in defining appropriate emotional dis-
plays and reactions to such displays with regard to sympathy. Clark viewed the expression of
sympathy as an exchange process that creates a socioemotional economy. Sympathy flows be-
tween actors within this socioemotional economy through reciprocal exchange relationships.
When an actor engages in a sympathy exchange, he or she does not know whether or when the
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other will reciprocate. However, the exchange operates on the assumption that the other will
eventually reciprocate. Clark argued that actors in a relationship maintain sympathy margins with
one another. The degree of sympathy margin is defined by the type of relationship. Relationships
involving significant others will include a greater sympathy margin. Claims for sympathy and
expression of sympathy can impact this sympathy margin.

There are a number of cultural rules Clark (1997) described that dictate the exchange of
sympathy and the functioning of the sympathy margin in these relationships. Some of these ruies
include the following: Do not make false claims to sympathy, do not claim too much sympathy,
claim some sympathy, and reciprocate to others for the gift of sympathy. If discovered, making
false claims to sympathy will hurt someone’s credibility and damage the relationship. Claiming too
much sympathy will exhaust a person’s sympathy margin. Although claiming too much sympathy
is considered inappropriate, claiming no sympathy at all is also problematic for a relationship.
Accepting sympathy from someone indicates that a person values that relationship.® Thus, it is
important to claim some sympathy. Finally, the expectation for the reciprocation of sympathy is
critical to maintaining a relationship. As mentioned earlier, sympathy exchange is predicated on
reciprocity, and a lack of reciprocity will likely result in the end of the relationship. These rules
of sympathy exchange illustrate yet another aspect of our emotion culture and highlight how well
defined the emotion culture is even though it is not explicitly stated.

A society’s emotion culture is evident not only with regard to specific emotions but also
in specific relationships. Hochschild (1989) studied marital roles and the gender ideologies as-
sociated with them. In her research, Hochschild interviewed SO married couples and identified
three main types of gender ideology relating to the household division of labor. The first type is
traditional, in which the woman’s place is in the home and the man’s place is in the workplace.
The second type is egalitarian, in which women and men are equally responsible for both the paid
and unpaid labor. Finally, the transitional ideology views it as important that women work outside
the home but that home is still primarily her responsibility.

Hochschild further found that feeling rules supported each of these ideologies. These feeling
rules define such things as when a spouse should feel grateful for help with the household labor,
whether spouses should identify themselves with the labor they perform at home or at work, and
whether sharing in the household labor should be expected. Hochschild argued that the egalitarian
ideology was supported by feeling rules that emphasized that men should want to share in the
household labor and are not owed any gratitude for doing so. The feeling rules for this ideology
further specify that women can identify themselves with labor performed out side the home.
On the other hand, the traditional ideology includes feeling rules that specify that men should
only identify themselves with labor performed in the workplace, women should only identify
themselves with labor performed in the home, and that gratitude is owed to men who help with
the household labor. These culturally defined feeling rules thus specify the emotional dynamics
within intimate relationships.

When people’s feelings deviated from their gender ideologies, they were left with the need to
create a gender strategy. Gender strategies are persistent lines of feeling and action that reconcile
feeling rules with situations. The couples that Hochschild studied developed family myths as ways
of coping with a disjuncture between ideology and feeling. An example that Hochschild gave of a
family myth was the “upstairs-downstairs” split. For one of the couples that Hochschild studied,
the man was traditional and the woman was egalitarian in ideology. This disjuncture in their
ideologies was putting considerable strain on their marriage. The couple eventually compromised
by defining the upstairs portion of the house as the woman’s responsibility and the downstairs areas
as the man’s responsibility. This sounds like an equal split except for the fact that the downstairs
did not include any of the family’s general living spaces. However, even though the division of
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labor was still unequal, this myth allowed each partner to reconcile the level of household labor
with his or her gender ideology. In general, these family myths reflect a family’s emotion culture.

A society’s emotion culture defines the emotional reactions to aspects of intimate relation-
ships. In the work of Kemper (1990), changes in the dynamics of our relationships impact our
emotional reactions. Kemper’s theory thus explains yet another aspect of a society’s emotion
culture. Cultural knowledge is critical to understanding how people evaluate changes in social
relationships. Kemper (1990) illustrated how changes in power and status in a relationship lead
to particular emotional reactions. According to Kemper, power is the ability to coerce another in
order to get what one wants, and status is defined as a supportive behavior that involves defer-
ring to another. In Kemper’s theory, all relationships can be characterized in terms of power and
status. The degrees of power and status that characterize a relationship are impacted by cultural
constructions. For example, minorities in the United States are often at an interactional disadvan-
tage in interracial interactions because discrimination has contributed to placing them into lower
power and status positions. Thus, the relative power and status of participants in a relationship
are impacted by cultural expectations.

According to Kemper, changes in either power or status will result in particular emotional
responses. For example, an increase in one’s own power or a decrease in a partner’s power will
result in feelings of security. Knowing that one is able to get what one wants or that a partner
can no longer coerce one into action contributes to feelings of security. In the opposite case, a
decrease in one’s own power or an increase in a partner’s power result in fear or anxiety because
these changes mean one is more likely to be able to be coerced by a partner.

Because status involves a more positive behavior, changes in status in a relationship lead to
different emotional responses. An increase in one’s own or a partner’s status results in feelings of
satisfaction or happiness. As for a decrease in status, the resulting emotions depend on the cause of
the decrease. A decrease in one’s own status caused by a partner results in anger, whereas shame is
the result when a status decrease is caused by self, If the status decrease is caused by fate or some
other factor, then the resulting emotion is depression. The final potential change in a relationship
described in Kemper’s theory is a decrease in a partner’s status. An intentional decrease in a
partner’s status leads to satisfaction and fear, whereas an unintentional decrease causes guilt or
shame. The combination of satisfaction and fear results from successfully decreasing another’s
status (when it is done intentionally) while fearing potential consequences. Overall, Kemper’s
(1990) theory clearly illustrates how changes in relationships create emotional responses. The
particular emotional responses that are expected to result are determined by a society’s emotion
culture.

The works of Lofland (1985), Clark (1997), Hochschild (1989), and Kemper (1990) illus-
trated small portions of the emotion culture in U.S. society. However, even taking this work into
account, the specific content of emotion culture has not received enough attention. There still
exist large gaps in our understanding of emotion culture. This is true even before considering the
potential changes and variations in emotion culture.

VARIATIONS IN EMOTION CULTURE

As Gordon (1981) described, emotion culture is not static and there are changes in emotion cul-
ture across time. Cancian and Gordon (1988) examined the changes in emotion norms regarding
love and anger in marriage. They used qualitative and quantitative analysis to examine messages
conveyed in a sample of articles on marriage from popular women’s magazines from 1900 to
1979. These popular magazine articles socialized their readers into the emotion culture of marital
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relationships. Cancian and Gordon argued that these articles provided readers with a vocabulary
for their emotions, emotion scenarios, emotion norms, sanctions, management techniques, and
justifying ideologies for their marriages. Their overall analysis found that the predominant mes-
sages in women’s magazines have emphasized the suppression of anger and love as self-sacrifice.
These messages place responsibility for relationships squarely on women’s shoulders and thus
maintain gender differences in emotional expectations and maintain women’s powerlessness.
However, more recent articles in these women’s magazines have encouraged women to freely
express their emotions, particularly their anger, and this openness encourages more equal rela-
tionships. Cancian and Gordon also found that changes in emotion norms and messages conveyed
in these magazines were tied to historical transformations in political oppression and liberation as
well as other structural events. Changes in emotion norms regarding love and anger in marriage
were most evident following periods of social and political liberation (1920s and 1960s), during
intellectual movements (1940s rise of psychotherapy), and during momentous historical events
such as the Great Depression and World War I1.

Cancian and Gordon’s (1988) work also demonstrated how the documents of an emotion
culture can be used as indicators of social structural changes. However, in the case of publications,
there is a time lag between the historical event and its impact on documentation. Also, changes in
documentation will be impacted by whether those changes suit the interests of those who control
the mass media. Changes occur more quickly when they suit the controlling interests and more
slowly when they suit the target audience. This has significant implications for research on the
content of emotion culture. Careful consideration must be given to the documents being studied
in terms of their origins and the timing of their dissemination.

Whereas Cancian and Gordon (1988) demonstrated how emotion culture varies over
time, Wierzbicka (1999) illustrated how emotion culture varies across societies. In particular,
Wierzbicka demonstrated how differences in emotion vocabularies, beliefs, and norms lead to
differences in both experienced and expressed emotions across societies. In particular, language
differences can lead to fundamental differences in our emotion vocabularies. Wierzbicka argued
that language affects our emotions. She compared English and Russian in looking at sadness. In
English, there is only one word for sadness, whereas in Russian there are two words that connote
different types of sadness. Language also affects our emotional expression. Again comparing
English and Russian, there are differences in how laughter is conceived. In Russian, there are
two words for laughter, both of which mean hearty laughter. In English, there are a number of
different words for different types of laughter ranging from chuckle and giggle to laugh. Finally,
as discussed earlier, Wierzbicka also argued that culture affects our emotion norms. Wierzbicka’s
comparison of emotion norms between Polish and Anglo-Americans illustrated how emotion
culture influences interactional dynamics.

LEARNING THE EMOTION CULTURE:
EMOTIONAL SOCIALIZATION

The fact that society’s emotion culture is nowhere explicitly stated and varies over time can make
learning the content of the emotion culture difficult. Emotional socialization is the process whereby
individuals come to learn their emotion culture. Given the importance of understanding emotion
culture to engaging in daily interactions, emotional socialization is crucial to our development
into emotionally competent actors.

In order to achieve emotional competence, children must be socialized into a society’s
emotion culture. According to Gordon (1990), children’s cognitive constructions of emotions are
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impacted by several factors. These factors include differential exposure, diversity, and socialization
sequence. In terms of differential exposure, the capacity to experience and observe particular
emotions is dependent upon a person’s position in the social structure. The emotion culture
delineates that actors in different social structural positions experience different emotions both as
an agent and target of emotions. Diversity impacts emotional socialization through experiences
with multiple socializing agents. If these multiple agents hold different views of emotions, the
children will be socialized to a wider spectrum of emotional experience. Socialization sequence
refers to how society’s emotion culture defines which emotions are appropriate for children at
different ages. Expectations for emotional competence vary depending on children’s ages and the
socialization sequence that takes into account the timing of expectations for competence for each
emotion.

Emotional socialization is not only impacted by external socializing agents but also can
be impacted by an individual’s self-locus. Drawing from Turner’s (1976) ideas concerning the
institutional versus impulsive locus for the self, Gordon (1989) expanded on this to consider
institutional versus impulsive meanings of emotion. According to Turner, an institutional locus
for the self is defined by adherence to societal norms, whereas an impulsive locus is defined by
spontaneous action. When applied to emotions, institutional meanings are those that are seen
when an individual controls his or her emotions in line with societal standards. The impulsive
meanings of emotions are those spontaneous and uninhibited expressions of emotions. Thus,
the meanings that emotions carry for people will depend on their self-locus and where they
see themselves as “most real.” These different emotion orientations further lead to the implication
that the same emotion can have very different meanings depending on an individual’s self-locus.
Those individuals with an institutional self-locus will view emotional experiences that are in line
with societal norms as most “real.” Achieving emotional competence for these individuals will
focus on learning to effectively manage one’s emotions. Those with an impulsive self-locus will
favor their “spontaneous” expressions of emotion, and emotion management will be less critical
to their definition of emotional competence (Gordon 1981).

RESEARCH ON EMOTIONAL SOCIALIZATION

Research on emotional socialization has examined how particular socializing agents impact emo-
tional socialization. Pollak and Thoits (1989) examined how adult caretakers in a therapeutic
nursery teach children about emotional experiences. In general, they found adult caretakers do
socialize children to identify and express their emotions. In order to teach children about emo-
tions, the adult caretakers in these facilities made verbal connections among three of the aspects
of emotional experience. They connected situational stimuli, expressive gestures, and emotion
words. These experiences form a crucial part of a young child’s socialization into the emotion
culture. Parents also participate in children’s emotional socialization, although their teachings are
less deliberate than those of professional caretakers.

In contrast to Pollak and Thoits (1989), Leavitt and Power (1989) found that day care
providers can actually fail to legitimize children’s emotions when they focus solely on appropri-
ate emotional display by the children in their care, not on what the children might actually be
feeling. Children were thus taught early on about the importance of emotion management with
the likely consequence that children’s authentic feelings are suppressed and caregivers maintain
an emotionally distant relationship with the children in their care. The differences between these
two studies might be due to the differences between a therapeutic nursery geared to children who
need emotional assistance and a general day care center.
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Another type of socializing agent is a culture-making institution. Denzin (1990} examined the
role of culture-making institutions in emotional socialization through his examination of movies
and emotions. Culture-making institutions are those “groups or institutions explicitly oriented to
the production of cultural meanings™ (Denzin 1990:90). Although Denzin focused on the movies as
a culture-making institution, other examples would include other forms of media,* the educational
system, religious groups, and other support groups. Denzin argued that culture-making institutions
such as the movies ideologically define emotionality. He further argued that the emotional practices
represented in film are gender-specific and include representations of intimacy. Movies provide
particular images of a romantic relationship. These images become integrated into a society’s
emotion culture and impact how love and intimacy are defined within the society. As Denzin
(1990) argued, this study of emotionality must be grounded both historically and culturally for
the culture-making institution must also be responsive to the larger social setting.> The sum of
his argument is that emotional experiences are gender-specific and ideologically defined by the
larger social order.

MANAGING EMOTIONS

Even with emotional socialization, individuals do not always experience the emotion that they are
expected to experience. There will often be occasions when the individual will find it difficult to
follow the feeling rules. Part of our emotional socialization includes learning to effectively manage
one’s emotions to fit expectations. This need to engage in emotion management is culturally
proscribed and is a crucial interactional skill. Society expects an emotionally competent actor to
fit his or her emotional experiences with the emotion culture. In order to do so, the individual will
need to engage in emotion management.

Hochschild (1979:561) first introduced the concept of emotion management and defined it
as “the act of trying to change in degree or quality an emotion or feeling.” Emotion management,
or emotion work, refers to the process a person undergoes in his or her efforts to follow the feeling
rules. In everyday life, emotion work, or emotion management, is typically used to induce a proper
state of mind in oneself, For example, if a person attends a funeral of a distant relative and is
initially in a good mood that day because of some other positive event in his or her life (i.e., a job
promotion), then that person will have to engage in emotion work once at the funeral in order to
evoke feelings of sadness. In U.S. culture, the norm is that one should feel sad at funerals so if a
person does not initially feel that way, then emotion work is performed and the person induces the
appropriate emotion. Whether the individual is successful in changing the emotion is unimportant,
simply the attempt at doing so defines the behavior as emotion management (Hochschild 1979).
Individuals’ attempts at emotion management are driven by their desire to follow the feeling rules
and display rules that comprise the emotion culture.

In order to follow the display rules, individuals might only have to engage in surface acting.
Surface acting simply involves changing one’s outward expressions and appearance in order to
follow the normative standards. This involves simply altering one’s presentation to deceive others
about one’s feelings. In contrast, following the feeling rules might require deep acting. It is not
enough to simply alter one’s expressions; one must alter one’s experience of emotions and that
requires deep acting. Deep acting involves altering one’s feelings by deceiving oneself about the
nature or extent of one’s feelings (Hochschild 1990).

A number of researchers have examined emotion management processes. Hochschild (1990)
identified body work and cognitive work as general techniques for managing one’s emotions. Body
work involves changing the physiological aspects of an emotional experience, whereas cognitive
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work involves altering one’s thoughts and ideas to bring about a change in one’s emotional
experience.®

Hochschild (1990) distinguished between two broad types of emotion work and among three
techniques of emotion work. The two broad types involve evocation or suppression. In evocation,
the focus is on trying to bring about a feeling that was initially absent. In suppression, the focus
is on trying to diminish a feeling that was initially present. Both of these types involve attempts
to follow the feeling rules by inducing or diminishing emotional reactions. The three techniques
of emotion work that Hochschild describes are cognitive, bodily, and expressive. These three
techniques map onto the components of an emotional experience described by Gordon (1990)
and Thoits (1990).

Thoits’s (1990) approach to emotion management uses the components of emotional ex-
perience and the modes for altering those experiences to identify a categorization of emotion
management strategies. As discussed earlier, the four components of emotional experience that
Thoits identifies are situational cues, physiological changes, expressive gestures, and emotional
labels. Thus, whenever an individual experiences an emotional reaction, all four of these compo-
nents are activated in some form. This means that there is a situational cue to trigger an emotion,
an experience of physiological arousal, the labeling of the arousal as a particular emotion, and an
emotional display (or expressive gestures. These four components are all interconnected so that
a change in one of the components will trigger changes in the other components. This provides
the basis for Thoits’s typology of emotion management, which allows change directed at any
one component to result in management of the emotional experience. The two modes through
which an individual can alter an emotional experience are through the behavioral mode or the
cognitive mode. In general, behavioral manipulations involve acting or avoiding some aspect of
the emotional experience, whereas cognitive strategies focus on changing the meaning of the
situation.

Thoits (1990) created a typology of emotion management that crosses these two modes
of alteration with the four components of the emotion. Examples of cognitive strategies for
each of the components of an emotion include reinterpreting a situation or distracting oneself,
meditation or hypnosis, prayer, or reinterpreting feelings. Reinterpreting a situation and distracting
oneself are cognitive, situation-focused strategies. These strategies involve thinking about the
situation in a different way or thinking about other things in order to avoid thoughts related
to the situation. Meditation and hypnosis are cognitive strategies geared toward altering one’s
physiological responses. To cognitively alter one’s expressive gestures, one technique would be to
pray. Finally, one can cognitively alter the cultural meanings given to an emotion by reinterpreting
feelings.

Behavioral strategies can be used to alter the situational stimulus, physiological responses, or
expressive gestures. Since cultural meanings are purely cognitive constructions, it is not possible to
alter that component behaviorally. Examples of behavioral strategies include taking direct action
or withdrawing, vigorous exercise or using drugs, or exhibiting a catharsis or hiding feelings.
Taking direct action and withdrawing are situation focused because they involve physical motion
to change or leave the situation. To alter one’s physiological responses, an individual can engage
in strenuous exercise or use drugs. Finally, behavioral strategies for altering one’s expressive
gestures include a catharsis where one releases pent up emotional expression in an outburst or
hides one’s feelings.

When an individual is unable to effectively manage his or her emotions, the result is emotional
deviance. Thoits (1990:181) defined emotional deviance as the “experiences or displays of affect
that differ in quality or degree from what is expected in a given situation.” Thus, emotional deviance
occurs when an individual’s emotional reaction is not consistent with what is expected for the
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given situation. In order for a person to experience emotional deviance, they must be involved in a
situation where there are clearly defined feeling rules that establish the emotional expectations for
the situation. There are a number of factors in the social situation that can contribute to experiences
of emotional deviance. Two conditions that can exacerbate difficulties in emotion management
and lead to emotional deviance are the persistence of stressful situations and a lack of social
support for one’s feelings. Thoits (1985) argued that persistent emotional deviance contributes to
a person self-labeling as mentally ill. This self-labeling then contributes to an increased likelihood
of voluntary treatment seeking.

Although emotional deviance is characteristic of a number of mental illnesses, it is not
uncommon for individuals who are not mentally ill to have emotional experiences that deviate
from the feeling rules of a situation. This is more likely to happen under certain conditions. The
first set of factors is from the emotional situation. The three factors that fall under this category
include time, memory, and complex situational stimuli. Time can contribute to emotional deviance
because although an individual can change settings quickly (with an accompanying change in
feeling rules), he or she might not be able to change emotions as quickly. Our memories can
also intrude upon us at an inopportune time, resulting in an emotional response to the memory
that does not fit the fecling rules for one’s current situation. Additionally, situations might have
complexities that lead to multiple, even conflicting, feeling rules. Each of these situational factors
can contribute to an inability to effectively manage our emotions.

In addition to situational stimuli, there are also structural conditions that can contribute to
emotional deviance. Thoits (1990) identified four such conditions. First, when individuals find
themselves in a situation of multiple role occupancy, there is greater likelihood of a discrepancy.
Muiltiple roles can lead to contradictory feelings that can be difficult to reconcile. The second time
when a discrepancy is likely to occur is in a situation of subcultural marginality. As with multiple
roles, it can be difficult to reconcile competing demands of different subcultures. Emotional
deviance can also occur during a situation of normative or nonnormative role transitions. Any
type of role transition can increase stress and uncertainty, which can make it much more difficult
for an individual to keep his or her emotions in line with the feeling rules. Finally, situations in
which there are rigid rules associated with roles or rituals can lead to increased stress with even
the most minor of deviations. All of these situations share a common ability to induce stress,
which makes it much more difficult for an individual to bring his or her emotions in line with the
feeling rules.

RESEARCH ON EMOTION MANAGEMENT

This typology of emotion management can be applied in many different settings. Stets and
Tsushima (2001) examined how individuals cope with anger when they are occupying role-based
identities versus group-based identities. In role-based identities (such as worker role), individuals
are more likely to use situation-focused, behavioral strategies. In group-based identities (such
as family), individuals are more likely to use cognitive, expressive strategies. These differences
in the use of emotion management strategies are likely tied to the differences in identities. The
role-based, worker identity is a task-oriented identity that would require task-focused action (in
emotion management terms, situation-focused, behavioral) to manage emotions. In group-based,
family identities, behavioral strategies might not be as appropriate given the ongoing, intimate
connections among family. Instead, cognitive, expressive strategies are used in order to sustain
(or at least not disrupt) the intimate connections within the family group.
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Thoits (1990) found that the most commonly used emotion management techniques were
catharsis (behavioral, expressive gestures), taking direct action (behavioral, situation focused),
seeking support (behavioral, situation focused), hiding feelings (behavioral, expressive gestures),
and reinterpreting the situation (cognitive, situation focused). Each of these techniques was also
found to be among the most effective emotion management techniques. In general, it appears that
behavioral strategies are used more often than cognitive strategies, and these behavioral techniques
appear to be quite effective.

Cahill and Eggleston (1994) used the concept of emotion management to examine the spe-
cific case of wheelchair users who must manage both their own and others’ emotions in public
spaces. Through participant observation, interviews, and analysis of published accounts, Cahill
and Eggleston derived three types of emotion management used by these wheelchair users. The
first type of emotion management used by the wheelchair users is humoring embarrassment.
In this situation, the wheelchair person attempts to use humor to defuse an otherwise embar-
rassing situation. This is emblematic of Goffman’s (1967) discussion of the use of humor as a
technique to defuse embarrassment. Cahill and Eggleston found that humor was both the most
common and the most effective strategy employed by wheelchair users. The second type of emo-
tion management is embarrassing anger. Wheelchair users often feel anger at their treatment as
nonpersons. However, although this anger is often felt, it is not often expressed. Since the ex-
pression of anger can lead to an embarrassing public scene, wheelchair users often suppress their
anger.

The final type of emotion management is ingratiating sympathy.” Because of the rules of
sympathy etiquette (Clark 1997), wheelchair users are often torn about making demands for
assistance from strangers. When this sympathetic assistance is granted, wheelchair users must
respond with gratitude. Even when the assistance was unsolicited, gratitude is still expected. This
gratitude thus situates the wheelchair user within the interactional setting, and if the wheelchair
user attempts to withhold gratitude, they are perceived as uncivil. Although Cahill and Eggleston
(1994) focused on the situation of wheelchair users in public places, their findings regarding
emotion management among strangers hold more generally as well. In public, we all must manage
our own emotions and must suppress anger, use humor to avoid embarrassment, and display
gratitude for sympathy.

COMMERCIALIZATION OF EMOTION MANAGEMENT

Although emotion management is part of everyday life, research has also examined how busi-
nesses have co-opted and commercialized emotion management. Emotional labor is “labor requir-
ing one to induce or suppress feeling in order to sustain the outward countenance that produces the
proper state of mind in others” (Hochschild 1983:7). Although emotional labor is quite similar
to emotion management, because both of these concepts rely on feeling rules to define nor-
mative emotional reaction, a key difference between emotional labor and emotion management
is the target of the emotional control. Emotion management is solely focused on controlling
one’s own emotions for one’s own benefit. Emotional labor, on the other hand, requires one
to manage one’s own emotions in order to influence the emotions of another person. Another
difference between emotional labor and emotion management lies in the location where the
emotional control is exercised. Emotional labor is performed in a work setting and is directed
at a customer or client. Emotion management is performed in any location as a part of daily
life. Hochschild initially identified three criteria of jobs that define them as emotional labor:
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face-to-face or voice-to-voice contact with the public, production of an emotional state in another
person, and employer control over employees’ emotional activities. Thus, an emotional laborer is
required to manage his or her own emotions in order to ensure that the customer has the appropriate
reaction.

Regardless of one’s conceptualization of emotional labor, the requirements of emotional
labor are based on feeling rules. Feeling rules are important in emotional labor because they
are the social guidelines that direct feeling (Hochschild 1979). Thus, feeling rules define the
parameters for emotional labor because they delineate which emotions the emotional Iaborer is
expected to experience in himself or herself in order to produce the proper emotion in others. For
example, feeling rules establish that a flight attendant should act in a happy, mothering manner
in order to make the customers feel like they are “at home” and comfortable (Hochschild 1983).
The flight attendant who is successful in following this feeling ruie will likely have convinced the
customers to fly the same airline again (or so the airlines believe).

Hochschild (1983) clearly illustrated the role of the organization in teaching flight attendants
the feeling rules that guide their interactions with customers. Rafaeli and Sutton (1987) expanded
upon Hochschild’s ideas about the sources of emotional labor expectations (or feeling rules) by
introducing emotional transactions as an additional source of expectations for emotional labor (in
addition to organizationally defined feeling rules). Emotional transactions describe the interaction
loop whereby emotions are displayed, feedback is received, and emotions are readjusted within
a particular situation. Thus, emotional laborers are guided by an organization’s feeling rules
as well as by the process of a particular interaction (Rafaeli and Sutton 1987). This means
that the emotion culture determining emotional labor includes organizational culture as well as
interactional dynamics.

Hochschild (1983) argued that the workers’ emotional stamina is crucial to their proper per-
formance as emotional laborers. Emotional stamina refers to “sustaining a particular controlled
feeling for an extended period of time” (Turner and Stets 2005:39). Often, the emotional require-
ments of a job do not match what a worker might actually be feeling. Thus, workers are required to
feign emotions during the time they are at work. In order to reduce the discrepancy between what
the worker is feeling and what they are feigning, workers have two choices. They can change what
they are feeling or they can change what they are feigning. Hochschild further argued that these
requirements place a strain on individuals engaged in emotional labor. This strain can include
feelings of self-estrangement, alienation, and inauthenticity (Hochschild 1983).

As with emotion culture generally, Hochschild (1983) contended that emotional laborers
receive socialization as children, which prepares them for future jobs as emotional laborers. In
essence, there is a reproduction of the social structure of emotional labor across generations.
The argument is that through the family control system, some parents teach their children to
value feelings, which prepares the child to become an emotional laborer. There are two types of
family control system; the positional and the personal. In a positional control system, a child is
taught to obey because of clear and formal rules and the focus is simply on the child’s behavioral
conformity. In a personal control system, the child is taught to obey because of persuasion and the
focus is on the control of feeling (Bernstein 1971). More specifically, the personal control system
involves teaching children three things. First, children are taught that the feelings of superiors are
important. Second, children learn that their own feelings are important. Finally, children sociatized
under a personal control system learn that feelings should be managed (Hochschild 1983). It is
this third lesson that is important for engaging in emotional labor.® Emotional laborers need to
manage their own feelings, including the evocation of emotion as well as its suppression, in order
to affect their customers’ experiences.
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RESEARCH ON EMOTIONAL LABOR

Since Hochschild’s initial discussion of emotional labor, numerous researchers have proposed
elaborations or changes to how the concept is viewed. More recently, Tolich (1993) argued for
a new dichotomy of emotional labor based on whether the worker has control over his or her
own emotional activities. In this typology, regulated emotional labor refers to emotional labor
supervised by others (this is consistent with Hochschild’s original definition of emotional labor).
Autonomous emotional labor involves emotional labor that is controlled by the individual. Both
types of emotional labor involve controlling one’s own emotions in order to create an emotional
state in another person. In Hochschild’s original conceptualization, the third criterion that defined
a job as emotional labor was that the worker was supervised for his or her emotional activities.
Tolich’s typology thus covers Hochschild’s original conceptualization and labels those workers
as regulated emotional laborers. Tolich’s typology then extends Hochschild’s conceptualization
of emotional labor to include those workers who are not directly supervised for their emotional
activities but, instead, who have control over their own emotional activities. Having control over
one’s emotional activities makes emotional labor a liberating experience because it is under one’s
own control. On the other hand, emotional labor that is regulated by others can be an alienating
experience for the worker. The advantage of this dichotomy is that it provides an explanation for
how emotional labor can be both alienating and liberating for different workers.

Paules’ (1991) study of the waitresses at Route Restaurant provided a unique example of
autonomous emotional labor in a job that would normally be considered regulated emotional
labor. Because of a labor shortage in the area, the waitresses at this restaurant were able to resist
management’s attempts at imposing emotional labor demands. Corporate management attempted
to impose a situation where the waitresses were defined as servants to customers. However, the
waitresses had the power (due to the labor shortage) to construct their own emotional labor. The
waitresses viewed themselves as entrepreneurs working for higher tips or as soldiers fighting the
onslaught of rude customers. This construction allowed the waitresses to view their emotional
deviance to the customers as part of their ability to get tips from customers. So, while the waitresses
still engaged in emotional labor, it was under their own control. In this particular instance, the
structural conditions of a labor shortage enabled the waitresses to autonomously construct their
own emotional labor.

DeCoster (1997) differentiated between emotional control directed toward self or others.
DeCoster argued that emotional labor is self-directed emotional control that is part of one’s paid
employment role. Emotion treating, in this typology, is emotional control directed toward another
as part of one’s paid employment. Thus, DeCoster argued for consideration of two types of job-
related emotional control. On the one hand, workers might need to control their own emotions
in order to display appropriate affect in the workplace. Additionally, workers might have to
engage in emotion treating where they attempt to influence the emotional reactions of others in
the workplace. DeCoster’s typology of emotional labor and emotion treating thus broadens the
conception of the range of emotional activities considered to be part of one’s paid employment.

Morris and Feldman (1996) argued for the use of four distinct dimensions in describing the
concept of emotional labor that focus on emotional display rather than emotion management or
emotional control. Their four dimensions include “frequency of appropriate emotional display;
attentiveness to required display rules; variety of emotions required to be displayed; and emo-
tional dissonance generated as a result of having to express organizationally desired emotions not
genuinely felt” (p. 987). This conceptualization presents emotional labor as a continuum where
different occupations require more or less emotional labor. Focusing on these different dimensions
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increases our understanding of the complexities of emotional labor. This emphasizes how engag-
ing in emotional labor involves generating different emotions with different frequencies and that
there can be emotional consequences to performing emotional labor.

Ashforth and Humphrey (1995) emphasized a focus on emotional display instead of emotion
management. They argued that it is important to focus on the display of emotions because it is
the observable behavior that affects the interaction between an emotional laborer and a customer.
Further, Ashforth and Humphrey argued that workers can conform to emotional display rules
without engaging in emotion management. Thus, Ashforth and Humphrey essentially argued that
emotional labor (as they defined it) is actually a type of impression management. Thoits’s (1990)
work discussed earlier argued that managing an emotional display was a technique that could be
used to manage one’s emotions. However, Ashforth and Humphrey raised the question of whether
emotional display and emotion management can be separated. They argued that managing an
emotional display can be done for its own sake and does not necessarily have to lead to emotion
management.

Peterson (1998) found that having a mother who engages in regulated emotional labor makes
a child more likely to become a regulated emotional laborer. However, the support for the idea
that the social structure of emotional labor is reproduced across generations was limited to this
one finding regarding the effects of mother’s emotional labor. Peterson also demonstrated some
initial support for the idea that the children of emotional laborers learn to value emotional labor,
although support for this idea was also mixed. A father’s emotional labor occupation was found to
have significant effects on child’s aspiration to an autonomous emotional labor occupation. Some
researchers argued that male emotional laborers have a “status shield” that protects them from
the harmful effects of emotional labor (Hochschild 1983). Thus, children whose fathers engage
in emotional labor might not see any harmful effects from engaging in emotional labor and are
more likely to aspire to autonomous emotional labor occupations.

One of the important aspects of Hochschild’s discussion is the role the organization and
earlier socialization play in preparing emotional laborers. Cahill (1999) examined the concept
of emotional capital in the case of the professional socialization of mortuary science students
who are required to develop an affective neutrality toward death and working with the dead. In
essence, their education as mortuary science students normalizes the experience of death for these
students. The three ways in which death becomes normalized are through normalizing scenes,
normalizing associations, and normalizing talk. Scenes become normalized as students in these
programs are surrounded by cadavers and busts on a regular basis. The normalizing associations
occur because mortuary science students associate mainly, if not only, with other people in the
business. The discomfort others have with death makes it difficult for people in this field to
maintain relationships with those outside of the field. These insular networks with others who
feel the same way about death truly normalize their experiences. Finally, normalizing talk involves
the way instructors talk and the way students talk about death. They adopt an analytical perspective
toward the bodies of the dead and this enables them to maintain their affective neutrality. As Cahill
argued, this professional socialization in part depends on earlier socialization. The students who
successfully complete the mortuary science program share a common biographical connection
to death. Approximately two-thirds of the students are the children of funeral directors and the
remaining have other connections to people who work in the business. Thus, childhood emotional
socialization prepares many of these students for the secondary socialization that occurs at school.
As Cahill (1999) described, these students develop emotional capital that involves professional
detachment. This emotional socialization actually creates occupational exclusion.

Emotional detachment is also important for students preparing to become doctors. Smith and
Kleinman (1989) examined the techniques used by medical students in managing the emotions
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that arise during their job. Medical students often face emotionally difficult situations and yet they
are expected to severely limit any emotional displays. These medical students need to become
emotionally socialized into the demands of their occupation. Thus, part of their training (although
not necessarily an explicit part) involves learning new feeling rules and new emotion management
techniques for conforming to those rules. Through such techniques as transforming contact into
something different from personal contact, accentuating the positive aspect of finally practicing
medicine, using the patient through empathizing or blaming them for inappropriate emotions,
laughing about uncomfortable situations, and avoiding uncomfortable contact, medical students
are able to manage the emotions that arise from the intimate body contact that is part of their
profession. They are thus able to maintain emotional displays in line with cultural proscriptions
considered appropriate for physicians.

A similar study by Arluke (1994) examined the techniques used by workers in an animal
shelter. These animal lovers must often face the death or neglect of animals and yet must strive to
maintain some emotional detachment. These shelter workers use such techniques as transforming
shelter animals into virtual pets, empathizing with the animal, resisting and avoiding euthanasia,
blaming the owner for neglecting the animal, and dealing with others by avoiding a discussion
of their work.® As with the medical students, these techniques allow shelter workers to manage
their emotional displays and effectively engage in emotional labor.

The requirement of emotional control as part of one’s job is also evident in Pierce’s (1995)
work on the emotion labor in law firms. The gendered division of labor in these law firms leads to
more men working as trial lawyers and more women working as paralegals. Even for these trial
lawyers, there was an emotional dimension to their work. These “Rambo Litigators” engaged in
displays of hypermasculinity. Their self-presentations involved displays of aggression, in order
to intimidate, as well as “strategic friendliness.”

The “mothering paralegals” in the firm were also required to engage in nurturing emotion
work. The two main components of this nurturing work involved deference and caretaking. Even
when men and women were in the same job, there were different emotion norms. The “Rambo
Litigators” were part of the emotion norm for men, who were expected to be aggressive and
manipulative. Women lawyers, on the other hand, were expected to be nonthreatening and kind.
Women were thus faced with a double standard where the job was seen to require aggressive
behavior, but they were expected to be kind. Pierce found that female litigators adapted to this
situation in one of three ways: (1) They reshaped the adversarial role to fit their care orientation; (2)
they acted using both an adversarial and care orientation; or (3) they adopted the adversarial role.
Although the female lawyers struggled with these conflicting expectations, the male paralegals
had an easier time. Their higher status as males along with the expectations for masculinity meant
they were not held to the same emotional labor standards as the female paralegals and they were
not even treated the same as female paralegals. Overall, Pierce demonstrated that even in the same
position, women and men do different amounts and kinds of emotional labor. The maintenance of
this gendered emotional division of labor maintains status differences within the workplace and
reproduces the status hierarchy.

CONCLUSION

Overall, this chapter has demonstrated that culture is not only relevant but clearly very significant
to a wide range of research topics within the study of emotions. Culture plays a role in defining
our emotions, connecting emotions and our sense of self, dictating our interactional scripts,
determining our emotional reactions to our relationships, using emotion management techniques,
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and performing emotional labor. The relevant cultural constructions must be learned as part of
ongoing processes of emotional socialization. Despite this broad range of research connecting
culture and emotions, a number of avenues remain to be explored in future research.

Within the area of emotional socialization, one of the inherent difficulties is that of conducting
research on processes of primary emotional socialization. Although the studies mentioned in this
chapter have managed to examine some aspects of emotional socialization in particular settings,
our knowledge of processes of emotional socialization within other settings (such as the family) is
limited. Thus, although there has been research on professional emotional socialization and even
childhood emotional socialization performed by care workers, our understanding of emotional
socialization processes within the family is still severely limited.

As this chapter has indicated, research has demonstrated that emotion management is utilized
everyday in many of our interactions. The works of Hochschild (1979), Thoits (1990), and others
have examined the techniques of emotion management in great detail. However, an avenue for
further work on emotion management would be to consider how people choose particular emotion
management techniques. Stets and Tsushima (2001) have taken an initial step in this direction
with their research, but further consideration should be given to whether the choice of emotion
management techniques are situationally defined or perhaps part of our emotion culture.

Further research on emotional labor could focus on broadening our understanding of emo-
tional labor beyond studying specific occupations. The types of emotional labor required by a job
as well as how workers learn the expectations for their particular jobs have been examined exten-
sively. These studies have been almost exclusively qualitative, which has limited the research to
particular organizations. In order to expand our understanding of emotional labor, research should
look to expand analyses across organizations and occupations.

In her review chapter on the sociology of emotions more than 15 years ago, Thoits (1989)
argued there were a number of areas within the realm of emotions that deserved further consid-
eration. At that time, Thoits argued that the majority of work done on emotions had examined
the micro level of interaction and very little consideration had been given to the macro level of
analysis. Furthermore, emotions had been treated primarily as a dependent variable, and little
research had yet considered its impact as an independent or intervening variable. Additionally,
problems in measuring emotions loomed large in this area of research. Thoits also characterized
work on emotions as lacking adequate discussion of the content of emotion culture.

In examining the status of cultural theorizing on emotions today, it is evident that many of
Thoits’s concerns are still relevant. Thoits’s (1989) concern about the lack of research on the
content of emotion culture is clearly still relevant. The works of Cancian and Gordon (1988),
Clark (1997), and Lofland (1985) exemplified the excellent research that has been done on the
content of emotion culture, but this research has barely scratched the surface. To achieve a fuller
understanding of the emotion culture of society requires much more work geared toward increasing
our understanding of the content of emotion culture.

The problem of measuring emotions and studying aspects of emotions still looms large even
15 years after Thoits (1989) discussed this. Understanding emotion culture requires developing
an understanding of how people acquire their knowledge of the emotion culture. The difficulties
discussed previously that are inherent to studying emotional socialization have limited our un-
derstanding of the processes of emotional socialization. Difficulties in measurement also make
quantifying emotional variables difficult.

Despite this difficulty, another important avenue for future research would be to strive to
achieve a balance between qualitative and quantitative research on cultural aspects of emotions.
Using a greater range of methodological tools would allow for further deveiopment of cultural
theory in emotions. One area in which the qualitative and quantitative could be bridged would be to
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draw more connections to affect control theory, which has successfully quantified the components
of our sentiments through systematic research. Establishing links between the qualitative research
that has characterized the study of emotional culture with the quantitative research that has
characterized affect control theory might be an interesting avenue for furthering our understanding
of emotion culture.

NOTES

1. Kemper’s (1990) theory of how changes in relations effect emotional responses would also predict embarrassment
or shame to result from challenges to one’s face since this would decrease someone’s status in a relationship. Thus,
facework could be viewed as restoring status in a relationship as well as restoring face.

2. Hochschild’s (1989) work on the second shift describes how couples create family myths as a way of dealing with their
different expectations for the division of household labor. These family myths can be viewed as comforting myths,
which then become a validated reality for these couples.

3. The sympathy we accept from others in Clark’s (1997) work is similar to the help we receive described in Lofland’s
(1985) work on grief. The willingness to accept sympathy or help from someone indicates that a particular relationship
is valued.

4. Cancian and Gordon’s (1988) work on norms of marital love and anger in magazine articles is another example of
research examining the impact of a culture-making institution on emotions.

5. Cancian and Gordon’s (1988) work is an excellent example of a historically grounded analysis.

6. Rosenberg’s (1990) work on reflexivity and reflexive agency discussed earlier clearly connects with the concept of
emotion management. In addition, Rosenberg explicitly discussed cognitive work and bodily work as techniques for
altering emotional experiences.

7. Al three of these strategies would fall into Thoits’s (1990) category of behavioral, expressive gesture-focused strategies.

8. These family control systems have implications for emotional socialization more generally, not just in terms of
socializing emotional laborers.

9. These specific techniques can easily be connected to Thoits’s (1990) typology of general emotion management tech-
niques.
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CHAPTER 6

Ritual Theory

ERIKA SUMMERS-EFFLER

Ritual theories assert that focused interaction, which these theories refer to as ritual, is at the
heart of all social dynamics. Rituals generate group emotions that are linked to symbols, forming
the basis for beliefs, thinking, morality, and culture. People use the capacity for thought, beliefs,
and strategy to create emotion-generating interactions in the future. This cycle, interaction —
emotions — symbols — interaction, forms patterns of interaction over time. These patterns are
the most basic structural force that organizes society.

Durkheim (1995) was one of the first to put forward a strong theory of ritual and emo-
tion, building his theory on ethnographic accounts of the ritual behavior of aborigines in central
Australia. Durkheim investigated the mechanisms that held society together from many angles
throughout his career; in The Elementary Forms of Religious Life he focused on religious ritual,
ultimately arguing thatritual is the fundamental mechanism that holds a society together. Although
the aspects of his arguments that rest on his assumption that aboriginal groups are examples of
the most primitive human behavior are untenable, he provided a powerful theory of the role of
ritual in group life. He illustrated how religious ritual leads to increased interaction, especially
focused, intense, and rhythmic interaction.

Durkheim described how rituals generate emotional arousal, which he referred to as collec-
tive effervescence. Collective effervescence is experienced as a heightened awareness of group
membership as well as a feeling that an outside powerful force has sacred significance. This sacred
sentiment is attached to the symbols at the center of the group’s ritual attention space. Through
this association, the ritual symbols are made sacred in the interaction. Both the group and the
sacred totem objects of the group have the capacity to arouse intense emotion that has a moral
quality; those things that offer positive affirmation of the group and its sacred symbols are “good,”
whereas those that threaten the symbols or the boundaries of the group are “bad.” Durkheim pointed
out that groups must come together periodically to engage in ritual to renew both the sense of
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group membership and the sacred symbols that represent the group, which are used as the moral
foundation for group membership. The most powerful aspect of Durkheim’s theory is his anal-
ysis of the mechanisms that generate the intense emotions at the foundation of solidarity and
culture.

Durkheim (1995) suggested that his theory of religious ritual could be extended to secular
life, and slightly less than 50 years later, Goffman (1959, 1967) took up this project. Rather than
focusing on the formal interactions that we often think of as rituals, Goffman illustrated how
all focused interactions, even passing greetings, had the ritual quality that Durkheim described.
When two people exchange:

“How are you?”
“Fine, and how are you?”
“Fine. Thank you.”

they are engaging in an informal interaction ritual. There is a shared focus of attention and the
affirmation of solidarity and the symbols of that solidarity—the actors themselves. Goffman
illustrated that informal interaction has a moral character that constrains behavior on the most
microlevel.

Collins (1981, 1990, 2004) built on Goffman’s theory and returned to the more mechanistic
approach of Durkheim. Like Goffman, Collins argued that face-to-face focused interaction is the
foundation of social life, but like Durkheim, he offered a mechanistic analysis of these interactions
and generated a formal theory of ritual interaction. Collins argued that for a ritual to take place,
there must be the following: two or more people in the physical presence of each other; a mutual
awareness shared by participants and a common focus of attention, whether it is on the group
itself, an activity, or a particular symbol; and a common emotional mood, although this mood
can change or grow during the ritual itself. If all of these factors are present, actors are then in a
position to engage in rhythmic coordinated behavior. If any of these factors are absent, the ritual
will likely fail. Similarly, the range of these factors’ intensity will also affect the intensity or
success of the ritual. Intense involvement and focus result in intense ritual activity.

Focused rhythmic activity generates collective effervescence, which Collins suggested has
two components: group-focused solidarity and individual-focused emotional energy (EE). Failed
rituals generate negative emotions, primarily shame (Scheff 1990). The intensity of emotion varies
with the intensity of focus. Symbols associated with ritual, generally the focus of attention during
the interaction, are associated with feelings of solidarity and EE.

Polillo (2004) and Summers-Effler (2002, 2004a, 2004b, 2004c), both students of Collins,
have continued to expand and developritual theories of emotion in interaction by further specifying
social dynamics grounded in interaction ritual (process of the self and small groups specifically)
and further detailing the dynamics of ritual involvement (see below).

THE INTERACTION ORDER

To be clear, in ritual theory the ritual interaction generates the emotions that are at the basis
of social life. Durkheim (1995) argued that the realm of collective consciousness, the group’s
experience of itself as a group, is not a mere combination of individual consciousness but a sui
generis form of consciousness. This realm of social life generates “feelings, ideas, and images
that follow their own law once they are born” (Durkheim 1995:426). Society is not based in the
propensity and capacity of the individual. Rather, symbols are formed in social interaction and
then used by individuals (Durkheim 1995).
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In ritual theory, properties often attributed to the self are attributed to the realm of the in-
teraction. Both Goffman (1959) and Collins (2004) made it a theoretical priority to argue and
empirically demonstrate that situations or encounters are the fundamental causal force on the
microlevel of social life. Goffman stated clearly that the self is not derived from the individual, but
from the encounter. If the encounter is carried off correctly, the audience members and participants
of the encounter will attribute selves to the actors involved in the encounter (Goffman 1959).

The ritual theory perspective on the sui generis dynamics and constraints of the interaction
order leads to a grammatical style in the theory that might appear to be nonspecific if mis-
understood. Durkheim, Goffman, and Collins occasionally used the passive voice to describe
mechanisms or give active capacity to interaction, encounters, or situations, and thus seemingly
treat what is commonly thought of as intangible as though it were a concrete material thing. This
is not accidental, but in fact captures the central assumption of the ritual approach—interactions
are tangible entities that have active and compelling properties that are irreducible to individuals
participating in them or more macro social dynamics.

INTERACTION ORDER DYNAMICS

Durkheim (1995:217) argued that the act of gathering is a powerful stimulant, generating a “sort of
electricity” from mere closeness. When groups engage in ritual action, defined as intense, focused,
and rhythmic behavior (Durkeim 1995), they experience the feeling of collective effervescence,
which is highly enjoyable, and the development of the conscience collective, which is intersubjec-
tive thinking in which the group is perceived as a single entity. This emotional and cognitive state
gives rise to the sensation and thought of the divine, which feels like and is perceived as a force
outside the group. However, despite the external feel of the divine, the sensation is the experience
of the group’s own power. This sensation of the external divine is then attached to the symbols of
the ritual—totems in the cases in which Durkheim builts his theory. The moral order is created
in ritual practice; the totem, the ritual itself, and the boundaries of the group achieve a sacred
status. Any transgression against these sacred elements is a moral transgression that engenders
righteous anger. By coming together for ritual activity, groups reaffirm their boundaries, feelings
of solidarity associated with the group, and the power of the sacred symbols that help to organize
the group’s activity outside of formal ritual activity (see Figure 6.1).

Rather than formal ritual, Goffman described the obligations each of us encounters when we
enter into informal interaction with another. We must take up a line, which is a coherent approach
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FIGURE 6.1. Durkheim’s Theory Ritual Action and the Moral Order
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to communicating in the interaction that conveys our perspective on the situation, including
ourselves and the other actors (Goffman 1967). By taking up a line, we claim a face, which is
the positive social value that a person claims in an encounter (Goffman 1967). In order for an
encounter to come off successfully, participants must work to preserve not only their own line and
face but also those of the others involved. Because all participants’ lines and faces must remain
intact to bring off an interaction, when a person’s line or face fails, the individual and his or her
audience members will work to repair the interaction through a variety of techniques.

If interactions go well, attributions of selves will precipitate out of the interaction (Goffman
1959). In the interaction ritual, the line, face, and self are the sacred totemic symbols of the ritual.
Goffman illustrated the moral obligation to preserve interaction. Emotion, in the form of moral
compulsion, is central to his analysis of the interaction order. However, he did not analyze or
theorize about the mechanisms that generate the interaction order, thus there is no clear picture
of the role of emotion in creating the moral order (sec Figure 6.2).

Collins formalized Goffman’s work on interaction ritual. He put forth mechanisms that
specify how interaction ritual produces the moral expectations of interaction order (Collins 1981,
1990, 2004). To create an interaction ritual, there must be two or more people who are physically
close enough to become entrained in each other’s actions. These people must share a mutual
awareness in order for the ritual potential in such proximity to be realized. Participants must also
share a focus of attention and a transient emotion, both of which allow for intersubjectivity. If
these four requirements are met, they will create rhythmic entrainment, meaning that participants
will begin to move in synch with each other, either in physically obvious ways or through micro-
coordination below the level of conscious awareness that nonetheless can be detected by slowing
down video or audio recordings (Collins 2004).

Entrainment and joint rhythmic activity generates what Durkheim described as collective
effervescence, which Collins broke down into two emotions: group-focused solidarity, which
is composed of positive, enthusiastic, and moral feelings toward the group that will change to
righteous anger if the boundaries of the group are transgressed; and individual-focused emotional
energy, which is a positive feeling of enthusiasm, confidence, and a willingness to initiate interac-
tion. Rather than the more punctuated and disruptive transient emotions, such as joy or anger, EE
(emotional energy) is experienced as a level that is carried from interaction to interaction, increas-
ing when we engage in successful interaction ritual and depleting when rituals fail or when we
go for too long without engaging in ritual activity. Conflict can also take the form of an intensely
focused interaction, and Collins argued that these sorts of interaction will generate EE as well,
but only for the victor (see Figure 6.3). Similarly, those who dominate, order givers, gain EE (or
at least prevent EE loss), whereas those who are dominated, order takers, lose EE (Collins 2004).



Ritual Theory 139

Interaction ritual

Copresence I - Solidarity Drawing on symbols
Mutual awareness | Entrainment Emotion energy | for EE and for finding
Common mood Rhythmic activity Meaningful symbols future EE generating
Shared focus of attention interaction rituals

\ie— //

FIGURE 6.3. Collin’s Model of Interaction Ritual

Collins argued that we are motivated to maximize our experience of EE and that this is the
fundamental drive behind individual behavior, group activity, culture, and networks. Thus, all
patterns of social activity, even the most macro, are traceable to the level of interaction where the
goal of maximizing EE is realized and meaningful symbols are formed. We move from interaction
to interaction, bringing the EE consequences and the symbols created in the interaction with us
as we go. So whereas the interaction order has independent situational demands, past interaction
determines the level of emotional energy and symbolic capital available to us to deal with these
demands. The consequences of the interaction adjust our level of EE and our symbolic capital,
which has consequences that reach into the future as we navigate our social world in response to
that recent interaction and all the ones that have come before. As we move through time, we create
chains of interaction rituals, each encounter linking us to the ones that came before and the ones
that will follow. If you followed a single individual’s chain over time, you would be able to see
his or her level of EE fluctuate and the symbolic consequences of the EE—positive, negative, and
neutral—interactions that make up the person’s chain. Hypothetically, by accessing the history of
their interaction ritual chain, you would be able to predict which interactions they would move
toward and how they would draw on their store of symbols to negotiate their changing context
(Collins 2004).

In recent work, Summers-Effler (2004c) further specified many of the claims Collins made
about the interaction order, in some cases returning to Goffman’s focus on the role of shared
knowledge in pulling off interaction rituals. As stated above, Collins explained varying levels of
emotional intensity generated in interaction by the varying levels of focused attention achieved
in the interaction. Based on ethnographic observation of small activist groups, Summers-Effler
(2004c) argued that shared uncertainty about interaction outcomes generates the most intense
focus of attention, as participants must pay careful attention to the changing context to be able
to negotiate the unfolding interaction. Thus, interaction rituals that involve group risks are likely
to generate intense focus, intense emotion, and high levels of EE. Formal rituals create reliable
patterns of engaging groups, securing at least some focused attention. However, they involve little
to no risk, meaning that although they might be sure bets, they will have limited EE and solidarity
payoffs compared to high-risk, and therefore more spontaneous and emergent, rituals.

Summers-Effler (2002, 2004c¢) also built on Collins’s work to further specify the dynamics
of power in interaction. Collins stated that individuals can gain access to EE through solidarity or
power, but his illustrations of power in interaction primarily described how the powerless lose EE
in interaction rather than how the powerful gain EE in interaction. Separating EE from solidarity
is a theoretical challenge. Although a conflict can be an intimate and entraining interaction, the
shared emotion is missing altogether or superficial at best. Hatfield et al. (1994) found that neg-
ative threatening emotions, like anger, engender reciprocal, not shared emotion. The dominated
party or parties might perform shared emotion, but the solidarity would seem to only go as deep
as the shared emotion. There remains the potential for solidarity through deep acting (Hochschild
1983), Stockholm syndrome would be an example of this effect, but in this case, it would
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seem that the interaction is actually transformed to a solidarity-based rather than power-based
interaction.

Collins (2004) stated that there are two types of power: D power, which is power based in the
ability to command deference, and E power, which is the power to get things done or to change
the way that things are done. He suggested that D power is a microphenomenon, whereas E power
is realized on the mesolevel of networks. I suggest that distinguishing these types of power by
the social levels on which they are realized might not give us the most complete understanding of
power dynamics in interaction. For example, we can think of charismatic power—the ability to
mobilize initiative on the level of interaction-—as a microform of E power. However, if we only
focus on the microlevel, we miss how finite opportunities in any one network’s attention space
generate mesolevel competition for E power. Similarly we can think of a competition between
athletes as a challenge for interactional dominance on a microlevel and an effort to create solidarity
with a coach or teammates at a later time.

The multidimensional dynamics of power relationships suggests that the concept of an in-
teraction chain might be too linear an image to illustrate the role of embeddedness in interactions.
I suggest that a single moment usually plays a role in multiple embedded emotional histories.
Although we can only be involved in one interaction at a time, the meaning of the interaction and
the strategic reason behind the interaction might be situated in many interactions in the future, so
that a single moment has not only a multiplicity of meanings but a multiplicity of emotional con-
sequences for various series of interactions that unfold from a particular moment. Embeddedness
is part of all but the most intense and overwhelming of interaction rituals that have the capacity
to engulf us in their momentum and, by doing, so to narrow our focus to a single point of time.

SECOND-ORDER SYSTEM DYNAMICS

Despite his argument that ritual organizes social life, Durkheim understood that people live
in a multicausal world. He acknowledged the interrelationship between basic material needs
and sacred activity. Goffman recognized the significance of other levels of social life (Rawls
1987), but focused on describing how the interaction order is irreducible and articulating the
dynamics of the interaction order. Collins has made the most assertive claim about the primacy
of the interaction order, stating that all macropatterns are aggregates of interactions and that such
macropatterns reflect the dynamics of face-to-face intcractions. Although he has acknowledged
that we live in a multicausal world, primarily in writings that demonstrate the applications of
interaction ritual chain (IRC) theory to empirical problems, he focuses primarily on the basic
motivating force of maximizing EE.

One direction to develop ritual theory is to look at performances as events belonging to
semiautonomous realms (Alexander 2004). Another is to bring in systems logic, thus concep-
tualizing different levels of social life as emergent. Polillo (2004) and Summers-Effler (2004a,
2004b, 2004c) have been developing models of second-order systems that are interrelated with
the interaction order but that have emergent properties of their own. Rather than a micro causing
macro assumption, we present a picture of interlocking levels. Systems theory helps us to con-
ceptualize how the levels relate to each other, explaining both direct effects and the dampening
of effects between systems. With a systems approach, we can still offer predictive capacity, but at
the expense of understanding that other levels of social life, although traceable to the interaction
order, have emergent properties of their own that must be theorized. This is not to suggest that
ritual theory is not crucial for gaining insight into all levels of social processes, but, rather, that
there is much work to be done before it is fully a micro/macrotheory of social life.
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THINKING AND THE SELF

Durkheim was primarily occupied with creating a gestalt shift where people saw society, rather
than the individual, as the primary actor. Despite this focus, Durkheim did address thinking, which
we can conceptualize as a particular process of the self. He distinguished between what we are
able to sense and what we are able to think. Senses are based in the body. They are immediate,
ever fluctuating, and tell us little that is meaningful outside the immediate experience (Durkeim
1995). Concepts, on the other hand, are based in ritual and are transpersonal. They resist change,
changing only when they become problematic (Durkeim 1995). Durkheim (1995) described how,
once formed through symbolic representation of emotional ritual, society gains the capacity to
experience an indirect consciousness of itself through concepts (indirect because it is focused on
the symbol rather than the ritual interaction that generated the meaning of the symbol). Because
concepts grow out of group activity, they do not share the narrow self-oriented perspective of
sensations. They enable a sense of the whole that is not connected to the body, and as such, they
are the foundation for abstract and logical thought (Durkeim 1995). Durkheim argued that this
capacity for abstract reasoning, so often attached to the individual, soul, or self, is only possible
through social interaction.

Although Durkheim’s agenda was to decenter the self as the primary social force, he does
concede the relevance of individual dynamics, stating that once internalized, collective concepts
tend to become individualized. He acknowledged that even though society is the basis for the
creation of “our nature,” once created this nature is no less real (Durkeim 1995). The individual
plays some role in selecting relevant concepts, and thus over time, a personality develops as
an autonomous source of action (Durkheim 1995). However, Durkheim specified neither the
mechanisms by which this happens nor the secondary influence of the individual on the social
order.

Goffman (1959) paralleled Durkheim’s approach in his argument that interaction creates
the self rather than the other way around, but Goffman’s perspective is all the more striking
because he focused specifically on the self. Goffman set the encounter and the causal dynamics
of interaction order against our folk presumption that the self is the dominant causal force on the
microlevel. People strategize, perform, and cooperate in teams in order to present a positive self.
The person, who will either succeed or lose in his or her effort to generate a positive self-image,
is merely “the peg on which something of collaborative manufacture will be hung for a time.
Also, the means for producing and maintaining selves do not reside inside the pege” (Goffman
1959). The self is the sacred symbol of the interaction (Goffman 1959), and like Durkheim argues
in Elementary Forms of Religious Life, the force that generates the symbol is attributed to the
symbols that represent it once the symbols are formed. Agency is attributed the sacred self because
it is the sacred symbol affirmed in the multiple interaction rituals that constitute our day-to-day
lives.

Goffman, however, confused his argument through his complex and not entirely consistent
use of the terms. Throughout The Presentation of Self in Everyday Life (Goffman 1959), the self
is used to indicate the positive value an individual claims in an interaction, which Goffman (1967)
referred to as face in later works. However, he also described strategizing individuals actively
creating and vying for positive selves. We are left to ask, “if there is no self, who is doing this
strategizing to bring off a positive presentation of self?” On the surface, Goffman dismissed the
self altogether, but he was primarily arguing that we need to reconsider the notion of a self that is
fixed and similar to our conception of a personality or a soul. Although arguing that the interaction
order generates the capacity for becoming human, he concedes that a general capacity to be bound
by moral rules belongs to the individual (Goffman 1967). He was not presenting a picture in which



142 Erika Summers-Effler

there are no relevant social processes or dynamics at work on the level of the individual. It is
an oversimplification to suggest that his work supports the position that there is no self or that
important social dynamics do not occur on the level of the self. Rather, he successfully decenters
the self and points our attention toward the fundamental level of social life—the interaction order.

Goffman presented the individual as a strategist working to present a positive self, but he did
not explain the mechanisms or capacity to strategize. Collins, on the other hand, accomplished
the goal of developing a microsociological theory where the self plays only a minimal role
as a third-order product of the primary interaction order. Collins (2004), like Goffman, argued
that the self is a product rather than a cause of the situation. Through developing his theory of
IRC, Collins connected thinking directly to network position rather than internal self-dynamics.
Through individual IRCs people learn what interactions are likely to have the best EE payoffs.
People operate within an EE market for interactions (Collins 2004), but they do not usually
consciously strategize about interaction market choices. Rather the market pulls them toward
the optimal interactions based on their IRCs (Collins 2004:144). Patterns of interaction create
differing opportunities for interactions depending on where the individuals are positioned in the
ongoing patterns of interaction.

From this perspective, rational choice theory is useful for understanding behavior as long as
we understand both that EE is the common denominator that determines value and that maximiza-
tion patterns appear on the network level (Collins 2004). Building on Durkheim’s original point
about the dynamics that give birth to meaningful symbols, Collins (2004) argued that symbols
circulate through networks as a result of actors’ attempts to match cultural capital in order to
facilitate IRCs to generate EE. The patterns of symbolic circulation are the product, not the cause,
of this symbolic matching process within EE markets; the symbols lag behind and reveal a history
of interaction.

Internal dynamics of thinking mirror these external patterns. Collins (2004) argued, as the
pragmatists have, that people proceed habitually until the actor encounters an obstacle; when habits
fail, conscious thinking begins. Collins (2004) argued that even such an apparently individualist
activity as thinking is a product of network position. Networks determine both access to symbols
and level of EE, which is crucial, as high levels of EE are required to creatively integrate the
symbolic potential represented in a network position (Collins 2004). Internal verbal thought is
a third-order phenomenon based in the second-order networks in which we participate (Collins
2004). We use the symbols that circulate within our external networks for the internal process of
thinking. Not only the symbolic content of networks but also the density and diversity of network
formations affect patterns of thinking—Ilooser and more diverse external networks generating
more abstract and relativistic thinking, and denser and more homogeneous external networks
generating narrower and more concrete thinking (Collins 2004).

Networks, rather than individual strategizers, play an essential role in organizing micro-
dynamics, even the microdynamics of thinking, which are usually relegated to the self or the
individual. The self has only a limited capacity to direct future scenarios, as levels of EE, cultural
capital, and network position all have a more immediate impact. Therefore, past interactions are
only consequential in terms of their immediate consequence for EE, cultural capital, and network
position. This is a radical departure from the Freudian perspective that has been so dominant in
our understanding of the individual (Collins 2004).

Summers-Effler builts on Durkheim’s, Goftman’s, and Collins’s arguments for the primacy
of the interaction order, but argued that the self is a level of social life with its own emergent
properties that affect other levels of social life. In fact, Summers-Effler (2004a) argued that the
self is the key to understanding the process of culture. The self is a system that emerges, over
time, out of the competing push and pull of two other systems: the interaction order and the body.
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Thinking (3rd)

Body (1st) Interaction order (1st)

Self (2nd)

FiGURE 6.4. Self and Thinking as Emergent Systems

Culture is often understood in opposition to the biological processes of the body; it is assumed
that our symbolic capacity separates humans from other animals that are more firmly grounded in
their bodies. Alternately, Summers-Effler (2004a) argued that when we ground the potential for
learning, and thus acquisition of symbolic meaning, in the body, we arrive at the most dynamic
and flexible understanding of the self and culture (see Figure 6.4).

Although it has not been the central focus of ritual theory, theorists of ritual have recognized
the role of the body and the biological forces in ritual life: Durkheim (1995), psychobiologi-
cal forces; Goffman (1959), the role of basic drives for social contact and companionship; and
Collins (2004), the coordination of bodies in interaction and the physiological arousal of bodies
in the experience of emotional energy. Collins (2004) argued for a basic motivation to maximize
emotional energy; Summers-Effler went further and demonstrated how and why this motivation
is inborn. Summers-Effler (2004a) argued that although we are motivated by self-interest, this
self-interest is tempered by reliance on groups. The development of a genetic drive toward social
solidarity did not happen through the individual-level selection but a socially oriented selection
whereby the group is the selection force for evolution at the individual level (Stevens and Fiske
1995); thus, the capacity to adapt to the group, regardless of specific group processes, has been
genetically selected as advantageous for humans (Gopnik and Meltzoff 1997). Possessing a drive
toward group membership and the capacity to be flexible in regard to group content means that
a capacity for learning is closely tied to the drive for solidarity. Emotions are our primary tools
in this learning process. This body-level process works in much the same way that Durkheim’s
theory of ritual works on the group level. Social conditions arouse adaptive bodily responses that
are experienced as emotions (Brothers 1997; Damasio 1994; Schneider 1991).

Through parallel processing, symbols from the environment are attached to the bodily re-
sponse and stored as somatic markers. These markers create “as 1f” loops (Damasio 1994:155).
When we encounter the symbol again, either in the world or in our minds, the symbol activates
neural connections that make us feel “as if”” we are experiencing the interaction between our body
and our environment that generated the meaning of the symbol (Summers-Effler 2004a). “As if”
loops are the basis for learning that allows us to anticipate and navigate our social environment.
By specifying the mechanism that generates symbols and claiming that they are, in themselves,
strategies, not just tools for implementing the strategy, we not only have a foundation for a theory
of how culture is formed but also how it changes, thus explaining the emergent properties of selves
and culture without dismissing either the role of the biological body or the structural importance
of the interaction order where the symbols are formed and modified.

Like Durkheim, Summers-Effler argued that there are two processes to the self: the sensing
process of the self that experiences emotional reactions in response to environmental conditions,
and the contextualizing process of the self that forms and updates “as if” loops. Whereas the sens-
ing process of the self is anchored in a motivation to maximize EE, the contextualizing process



144 Erika Summers-Effier

lags behind as new information is reconciled with the old. Expectations for positive and negative
interactions are built up over one’s history. These expectations are not born of abstract understand-
ings of cultural discourses but from patterns of interaction. In children we can see this process with
little history, so that there is less stability and fluctuations are rampant. A best friend is subject
to vicious hatred and anger if he or she does not behave as a child wishes, but the friendship
is restored quickly once everyone returns to shared expectations. Maturity, consistency, loyality,
and commitment are born of a history of long-established patterns where the long haul is valued
beyond short-run up and down fluctuations.

Undermining expectations renders “as if”” loops useless and leaves us with no social bearing;
thus there is a drive to build useful strategies. If we imagine that the self is the process of creating,
reconciling, and updating all of the “as if”” loops that connect the body to the continual unfolding
of particular environmental contexts and that this process is organized to predict and achieve
the greatest access to EE, we can see that although the self might be generated by the inborn
motivation to maximize EE or integration into the group, once formed there is an emergent drive
for self-consistency on the level of the self. The self is born of the drive to maximize EE, but the
need to anticipate makes it conservative once formed. We will often hang on to strategies that
only make sense within the context of our entire history rather than the immediate context. This
is particularly the case for “as if”” loops that were formed early and have been used to negotiate
many of our interactions. Many of our more developed strategies are modifications of these initial
orientations to the world. We can think of these older, more general, and most useful “as if” loops
as personal style. As many of our more specific “as if”” loops would be rendered useless if the
more fundamental personal style were undermined, personal style is a particularly conservative
force within the self.

When we update our “as if” loops in order to continue to seek EE, we are engaged in proactive
strategizing. Because the goal is to achieve more EE, proactive “as if”” loops are modified when
there is any loss or unanticipated gain of EE. Because these associations are sensitive to shifts
in the context and are easily modified, their development and modification are fluid processes.
Alternately, when it seems that all avenues for building EE are closed off and we are forced to
develop strategies to minimize loss, we engage in defensive strategizing (Summers-Effler 2004b).
In these situations, efforts to control the emotional consequences of interactions are turned inward,
and the focus is on controlling one’s own behavior in a particular context rather than on moving
through one’s environment. Defensive “as if” loops anticipate EE loss, so they are unlikely to
be updated even when there are significant losses. This means that these strategies tend to be far
more durable than proactive strategies. Although all strategies lag behind the immediate context,
defensive strategies persist long after they have outlived their usefulness. Summers-Effler (2004b)
argued that defensive strategies are often the foundation of self-destructive behaviors (such as
staying with abusive partners or eating disorders).

Defensive strategies generate a paradox of reflexivity. They tend to create a narrow focus on
the self, but this narrow focus undermines the capacity to take in the subtle changes in context,
which undermines the potential for identifying other options. Reflexivity is also diminished when
internal representations of dominating others overwhelm internal conversation by shutting out
weaker positions, which also limits one’s capacity to conceive of all possible strategies of action.
Because defensive strategies are born of a lack of positive choice, we could anticipate that those
who are most systematically disadvantaged (those denied many EE maximization opportunities)
would be most likely to develop defensive strategies. This suggests that disadvantaged network
positions negatively affect not only immediate access to material resources and EE but also the
potential for building strategies that would enable those at the margins to take advantage of
situational opportunities when the opportunities arise (Summers-Effler 2002).
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Two types of conflict can generate reflexivity about the normally unconscious proactive
strategies. The first is when our “as if”” loops fail to accurately predict an interaction and the
interaction does not come off as well as planned. Small variations will bring about subtle mod-
ifications of existing “as if” loops, whereas substantial conflict between what was expected and
what ensues requires the dismissal of old loops and the formation of new. This more drastic pro-
cess is more likely to become conscious, although not necessarily verbal. As Collins (2004) and
Turner (2000) pointed out, much of conscious thought is based in images rather than dialogue.
Situations that call on competing or conflicting “as if” loops also generate conscious thought.
Membership in multiple networks can often be sustained with few conflicts, but conflict ensues
when membership in different networks demands different strategies. These conflicts are not so
much about the failure of a prediction as they are about a history of IRCs that invoke conflicting
strategies.

For example, consider women who may have “as if”’ loops associated with work situations and
gender identity. In the event of becoming a mother, the chains will likely compete as past experience
predicts conflicting scenarios for EE maximization and EE drains—the strategies for gender
and work conflict. Although incompatible but potentially equally positive strategies can create
conscious thinking, the most extensive and verbally based reflexivity is based in incompatible
and potentially equally draining strategies—situations in which is seems that all roads lead to EE
drain in one way or another.

The voices in thinking are representations of significant others or generalized others associ-
ated with the competing network positions. Although Mead (1934) and Wiley (1994) dedicated
great effort to detailing the specific dynamics of internal conversation, I would suggest that the
conversation and the grammar of the conversation is a product of the particular social context
and history (context unfolding over time) that generated the situation. The more rigid grammar
of internal conversation that the pragmatists depict does not capture the flexibility of the thinking
process, in which much is visual, and the roles in the internal dialogue are significantly determined
by the immediate context and particular history. We could imagine scenarios where the “I"”” would
play a central role in discussion and others where the “T” would be entirely excluded. Network
position determines the level of EE that one has available for the internal problem solving through
internal dialogue and the cultural capital at one’s disposal for solving the problem. This is in line
with Collins’ (1998) point that network position generates the potential for particular ideas to
crystallize at particular times and in particular people.

Polillo (2004) has further specified the internal dynamics of the self. He built on prag-
matists’ work on the self, Wiley’s (1994) semiotic self in particular, by imagining the parts
of the self as a network with different temporal orientations. He incorporated Goffman’s work
on the interaction order and Collins’ work on interaction rituals to analyze the EE potential of
different network compositions within the self. He argued that internal networks that have devel-
oped strong ties among their components can result in essentialist perspectives on the self and
one’s personal identity, based on an idealization of the past or, at best, a strategy of day-to-day
survival.

Such a perspective on the self limits the reflexive potential for envisioning alternative iden-
tities and social positions—a dynamic that is particularly damaging for those who occupy dimin-
ished social positions with oppressive social identities, especially when the external interactional
environment binds the dominated to the dominant and leaves little structural space for the dom-
inated to develop an oppositional identity. When internal network structures between positions
within the self become less strongly tied to one another, a constructivist perspective on the self and
the social conditions that shape the self is allowed. Whereas a strongly tied self looks to the past or,
at best, to the present, it is the future that orients the self when it is embedded in a “cosmopolitan”
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external network. Again, this sort of internal network composition is particularly powerful for
those who suffer from oppressive identities, as it enables them to envision alternatives, an ability
that is central in the process of organizing to create those alternatives.

NETWORK PROCESSES

Durkheim focused on society as a whole, Goffman focused on the interaction order and Collins
introduced the potential for ritual theory to connect all levels of social life, from face-to-face inter-
action to social patterns that emerge over many lifetimes. IRCs connect the interaction order to all
larger patterns. Networks are a particular type of IRC in which types of interaction, thus particular
transient emotions and symbols, are recycled among overlapping ties. Rather than connections
between people, networks are connections between parts of the self that are activated in patterned
situations. Network theory looks at the connection between people, but from an IRC perspective;
network ties are between repeated significant social interactions (Collins 2004). Interactions
within networks are primed through shared history or shared interaction patterns and symbols, so
the network connections and symbols are self-reinforcing.

Ritual theory approaches provide the basic motivation behind the formation, destruction,
and evolution of networks, thus theoretical insight into the unfolding of networks over time.
Efforts to anticipate positive social interaction (see above section on the self) generate networks.
If individuals were randomly put in a limited space with no preexisting ties, the process of people
relying on anticipation as a tool to experience EE would result in patterns of interactions between
people—networks born of individual efforts to anticipate interactions over time.

We can imagine IRCs as though they are time-lapsed photographs that capture the patterns
of light made by automobiles at night. From the perspective of a single street, we would see a
single stream of light made from cars on this particular street, but from above, we would see
a grid of light that would reflect the paths available for cars rather than any particular route.
From an IRC perspective, it is intuitive to focus on the larger pattern of interactions over
an individual path. An individual at any given time appears as a crystallization of the larger
pattern.

Why is the individual so entwined with the larger pattern of interactions? The competition
for optimal positioning within the limited attention space that creates interaction markets shapes
networks as well. Although the interactions themselves might be primarily focused on building
solidarity, competition for limited attention space shapes the possibilities for building solidarity.
Privileged network position is determined by early and enduring patterns of interactions with
those who occupy a central position in a network. Once gained, central positions are maintained
through enduring patterns of interaction with contemporaries who are similarly advantaged by
early connections to preeminent figures in a network (Collins 1998). Parties illustrate this dynamic
in concrete terms. If we are popular, we feel the burden of choice, as we cannot talk to everyone
at once. If we are not popular, we feel the effort required to get ourselves into a conversation.
From a more macroview, this dynamic crystallizes into status positions within networks and the
law of small numbers that Collins (1998) described.

Although Collins illustrated the process of networks and the competition for attention space
in the development of philosophy and prominent figures in philosophy, a process that involves pat-
terns that unfold over many lifetimes, we could presume that the same process would unfold more
quickly in other sorts of network. Newcomers to a social network who are able to build enduring
patterns of interactions with those at the center of the social network will be ensured a better
opportunity for taking up that central attention space. Once involved, sustaining relationships
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with others who have similarly privileged access helps to maintain one’s position as a person
hosts will invite to their parties. Philosophers with privileged positions have the potential to
generate creative ideas that are meaningful for a large number of philosophers because they
are exposed to multiple “hot” ideas and their position endows them with the EE necessary for
combining these ideas in new and interesting ways (Collins 1998). Similarly, popular people
have the potential to be funny or good conversationalists because they have access to the latest
goings-on in the scene and their positions endow them with the EE to take risks and initiate
interactions.

In ritual theory, networks are based in interaction, thus they have less of a thinglike quality
than they do in other network approaches. The meaningful network for each moment is deter-
mined by the context of the interaction. Enemies in one situation become friends in others. New
neighbors invited to a party might be at the periphery of a party until the activation of another
network connection by a partygoer reveals the once outsider to be closer to the center of an
entirely different but situationally relevant network. Histories of relationships and affiliations are
network potential that might be realized in a particular interaction. Collins’ (1998) example of how
philosophers’ preeminence is not only determined by the networks that they emerge out of, but
the networks that flow out of them, illustrates the contingent interaction-bound quality of network
relations.

Collins (2004:396) claimed that network analysis is “too glib about the content of ties” and
argued that the patterns of EE that are associated with a tie are a much more powerful predictor of
the social implications of the tie than just the presence or absence of a tie. For example, it is likely
that the advantageous weak ties and ties that bridge structural holes (Burt 1992; Granovetter 1973)
are high EE ties at the periphery of networks, between unlikely and infrequent connections, or
over long distances (Collins 2004). Not only the emotional, but also the symbolic content of the tie
is important. Collins argued that in most cases, symbols have little meaning other than as cultural
capital that facilitates access to certain networks and certain types of interaction. I would add
that this is mostly true for the center of the network. At the periphery, where network members
encounter those outside the network, the cultural or ideological content associated with past
affiliations can be a powerful force in shaping interactions. For example, although missionaries
might be driven by indirect strategies to maximize solidarity with their sending community, their
ideological commitments that embody that indirect drive toward solidarity become a determining
force in missionaries’ interactions, at least until their networks affiliation or position shifts. Thus,
cultural dissemination is not just the product of network relations; at the periphery, symbolic
content also shapes relations.

SMALL GROUPS

Goffman (1967) did not focus on the unfolding of the interaction order across situations. If he
had, he would have had access to observing the dynamics of a particular type of network: the
small group. Small groups are self-referential patterns of interaction that involve routine face-to-
face interaction among more than two members. We can learn much about other levels of social
life from observing groups because, like the interaction order, we can actually see the process
of a group in action. We cannot see the self in operation except through introspection, which
presents certain methodological limitations; for example, there is no way to gain similar access
to other selves for the sake of comparison. Likewise, we cannot see networks directly; thus, when
studying them, we have the same limitations that we encounter when we use survey data: We have
to rely on theory and measurements to try to understand a reality that we can never directly see.
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Groups, on the other hand, are processes that offer unparalleled opportunities for observation.
Groups are a particular type of network, and, like the self, groups are systems that are grounded
in the interaction order and emerge out of the history of interactions within the constraints of
a changing environment over time. Thus, we can assume that groups share some of the same
general dynamics as the self and other types of network. Rather than relying on pieced-together
data from a series of moments or a single moment—methods that often lead us to more static
views of social life—observing groups over time reveals highly dynamic processes. The theory
Summers-Effler (2004c) generated out of her comparative ethnographic study of group dynamics
highlights the role of change and movement in group processes, even in times of stability.

Groups are focused around activity, around doing and accomplishing things. We can think
of the shared goal, implicit or explicit, as the everyday ideology of the group. The tasks might be
focused on meeting the needs of family members, on organizing and carrying out social functions
that keep group members together, or on meeting some external goal. Regardless of how abstract
or concrete or how trivial or significant, shared ideological demands require groups to face the
challenge of coordinating activity to accomplish tasks. A group’s day-to-day ideological demands
create a shared focus of attention. The environmental context of this focus filters the articulated
abstract ideology of the group, so that a group’s day-to-day goals are related directly to its
environmental context and only indirectly to its abstract goals.

The day-to-day goals generate challenges and mundane responsibilities. When the chal-
lenges are met successfully, they lead to a sense of expansion and an increase in EE. The more
intense challenges demand focus and are thus more emotionally intense. High-risk activity either
culminates in success or failure or it can cause group burnout if consequences are indeterminate
for extended periods of time. When goals are not met, the group fails, leading to a sense of con-
traction and a loss of EE. Mundane responsibilities also drain the groups, but in a less drastic way
than do incidents of failure. The groups that Summers-Effler observed engaged in recovery rituals
to maintain enthusiasm and minimize a sense of contraction. The groups’ successes and failures
were dramatic and attention grabbing, but the cycle of mundane drain and recovery rituals created
the rhythm of everyday life. By looking at groups in this way, we can anticipate where and when
the disruption of the continuity of involvement lays—during failure and mundane activity when
enthusiasm is low and group members are more likely to be pulled into subgroups or competing
groups (Summers-Effler 2004c).

The emotional consequences of successes, failures, and mundane drain mark symbols in
their interactional environment with emotional significance. As with individuals, a group draws
on these symbols 1o anticipate positive interactions and avoid draining interactions. Over time, a
group develops shared expectations for future interactions. This is the group’s style—its specific
culture and emotional tone. Eliasoph and Lichterman (2003) defined group style as a group’s
shared grounds for interaction and suggested that rather than reflecting abstract commonly held
values, group style emerges within the group. By looking at patterns of interaction and emotion
within the two groups that Summers-Effler studied, she observed that ritual interaction is an
important mechanism in the production of group style.

The shared expectations for future interaction, or group style, form a pattern that, although
ever-changing in response to changes in the interaction environment, constitutes the rhythm of
daily life within these groups. Similar to the way passengers in a car turning a corner all correct
their balance at the same time to compensate for the change in the environment, group members
learn to shift interactions in different ways in response to changes in their environment. Because
it takes time to share enough history with the groups to learn this rhythm, these implicit shared
expectations mark an invisible boundary between insiders and outsiders. The ways in which
group members are with each other, in which they see, understand, and strategize in response to
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their environment, are constructed through shared history. This construction has objective roots
in the direct relationship between the structure of interaction and emotional consequences. The
development of meaningful symbols over time in the form of personal and group style renders this
direct connection less direct. Although group style is directly responsive to the environment, it
lags behind current contexts because it develops as an increasingly complex strategy until repeated
harsh failure requires the complete dismissal of the strategy.

The groups’ emotionally based shared expectations supported the groups in the face of their
challenges and gave them tools for dealing with failure and mundane responsibilities. These
expectations also fed back into the groups’ larger ideologies and goals, although they were only
indirectly connected to them. The symbols that a group can call on during an encounter come
from its history of prior interactions. New symbols can also be created if an interaction is at
least moderately successful (Collins 2004), but these new symbols are still tied to the history of
interaction that has been experienced before. In order to anticipate a group’s style, one would have
to know far more than its ideological orientation and ultimate goal. Style emerges from interaction
within a group’s specific interactional environment. This does not mean that interactions and group
styles are entirely unpredictable, only that one would need access to the group’s interactional
history in order to predict either.

If we look only at the content and not the dynamic process that generated the content, we
learn primarily about the specific history of the group rather than understanding the continually
adapting dynamic that will enable us to make predictions about how changes in the environment
would affect the group. At any one given point, a similar group style in different groups might
reflect different conditions, because where the groups come from affects when they stay and
where they will go. Stability hides the fluidity of group style; changes in the environment might
be dampened for a time by expectations. Only if we pay attention to the different dynamics
that produce temporarily similar group styles will we be able to anticipate how and under what
circumstances the styles of the groups are likely to diverge.

CONSTRAINTS ON THE INTERACTION ORDER

The interaction order is the only place where social life actually happens, so every other social
dynamic can be traced back to this realm. Although asserting that the interaction order is primary,
we have seen throughout this chapter that, once formed, systems that emerge out of tension between
the interaction order and other constraining conditions loop back and constrain the interaction
order. All other levels of systems are a function of time, so time is the most basic constraint on the
interaction order. History is the principal artifact of time, and we can see that history ultimately
structures the moment through shaping material and cultural conditions and limits as well as
cycles of interaction. History matters because it brings us here, within these physical parameters,
with these expectations, interacting with others who have expectations as well.

History determines our access to and reliance on particular material resources. Collins (2004)
noted that there are often material conditions necessary for caring out IRCs. The availability of
resources to bring people together, such as places to meet, money (Summers-Effier 2004c), and
biological needs (Summers-Effler 2004a), all impinge upon the interaction order. Durkheim (1995)
emphasized material constraints in the other direction, stating that people must break from sacred
ritual activity to engage in the profane, mundane, and material activity required to physically
sustain individuals and groups. Thus, despite the sui generis demands of the interaction order,
material conditions can support or undermine the conditions that generate rituals and limit the
capacity for individuals to remain involved in ritual activity.
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We inherit not only our material conditions from history but our cultural conditions as
well. Durkheim stated that beyond the emotional forces of collective effervescence there are
forces embodied in the techniques we use: “We speak a language we did not create; we use
instruments we did not invent; we claim rights we did not establish; each generation inherits
a treasury of knowledge that it did not itself amass; and so on” (1995:214). Similarly, Rawls
(1987) pointed out that whereas Goffman describes order as the product of commitment to
a shared set of expectations, the expectations are obviously not all, or even primarily, gener-
ated by social structure. These shared expectations are in large part generated on a local level
through a history of interactions. Collins (2004) detailed how cultural capital limits the poten-
tial for interaction ritual as relevant symbols must match up in order for the potential for an
interaction ritual to develop. Summers-Effler (2004) argued that expectations generate a cultural
lag, which generates history and limits the determining power of the situation. Thus, culture,
in the form of symbols circulated in networks, groups, and minds, constrains the interaction
order.

History not only constrains the interaction order through the material and cultural conditions
that limit any particular interaction, but it also shapes the rhythm of interactions. If we take
the microview, like Goffman, we see interactions. If we take a larger view, we see networks of
interactions. If we watch the process of interaction in motion over time, we see cycles of focused
ritual interaction. In their writing on ritual, Durkheim, Goffman, and Collins at least implicitly
acknowledged that rituals have cycles: beginnings, peaks, and ends. Collins (2004) stated that we
reach a satiation point and then lose focus and enthusiasm for the ritual. Goffman (1959) detailed
the ways people begin and end ritual interactions, but Durkheim (1995) told us the most about why
we move in and out of focused interaction. He states that although we are attracted to ritual, the
need to tend to material concerns that require individual or unfocused interaction means that we
must move between these sacred and profane times just as we move between sacred and profane
activities.

My ethnographic observation of groups supports Durkheim’s claims about the need for
regular periods of mundane downtime to sustain groups. Groups are composed of an interaction
cycle in which intense ritual is followed by periods of mundane unfocused activity, which, if
the group is in a stable pattern, will be followed by a similar intense ritual period. Mundane
backstage activity is the downside of the interaction cycle. Activities such as washing dishes,
sealing envelopes, cooking dinner, and all types of backstage unfocused interaction (Goffman
1959, 1967), are examples of required mundane activity. In unfocused interactions people rely
on already established expectations to lubricate the social interaction that is required but not
the primary purpose or focus of group activity. During these times, people have to negotiate
appropriate meanings because they are not completely pulled into the moment.

Other forces beyond material and mundane needs pull people out of ritual moments. The
pattern-seeking orientation of selves and groups can conflict with particularly intense or excessive
ritual involvement. As discussed above, selves and groups are not only EE seeking but also pattern
seeking, for it is the ability to anticipate that enables purposeful action on both the individual and
group levels. If rituals become too intense or last too long, they can undermine the history of
expectations that brought the individual or group to the ritual in the first place. Individuals and
groups seck a sense of expansion, but if a situation demands expansion that is too quick or too
extensive, the self or the group itself is threatened. This point at which ritual begins to have
diminishing returns is what Collins (2004) referred to as satiation and Scheff (1990) referred
to as engulfment. Not only the push and pull of resources but also the limits of satiation and
the motivation to avoid engulfment create a cycle between intense focused interaction ritual and
backstage, unfocused, mundane activity.
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The potential for positive interaction is not only measured by EE resources and correct match
of cultural capital but also by timing, by being in a similar place in interaction cycles (Summers-
Effler 2004c). Interaction is like successfully jumping into twirling double-dutch jump ropes.
One needs to have more than the energy and knowledge; one must also have the appropriate
timing to successfully enter. If you look at the process of interaction moving through time from a
macroperspective, you see not only network connections but also that these network connections
would be pulsating (Summers-Effler 2004c). At certain intervals, there are some connections,
and at other, times there are others. The pulsing connections are the moments of interaction and
the rhythm and emotion that hold the encounter together. The time in between the pulse is the
downtime, when intensity is low, focus is diffuse, and people are running on past histories of
solidarity and EE. The emerging context, determined by both past histories of interaction under
varied conditions and the current conditions of the moment, determines whether the pulse will
remain at the same rhythm with the same components or whether the components will be pulled
toward other rhythms to create new systems of involvement.

You would also see the center setting the rthythm for a larger portion of the network than the
periphery. A periphery position that begins to set the rhythm for a larger swath of interactions is
in the process of creating a new network center. So, just as the connecting of emotion to symbols
in rituals is the foundation for the diffusion of culture across networks, the role of rhythm is
central not only for focusing attention and creating entrainment (Collins 2004) but for larger
patterns of interaction timing on the level of interactions, groups, and networks (Summers-Effler
2004c).

Understanding the ritual cycles and more macrorhythms of interactions gives us a better
picture of how networks, groups, and teams transform. Patterns do not shift or end only when
symbols fail to match up or when EE levels are so low that potentially successful interactions are
not initiated; they also shift with shifting rhythms of interaction cycles. In her research on groups,
Summers-Effler (2004¢) found that being out of sync is a major cause of interaction failure. People
are embedded in multiple networks at once, and alternate patterns can temporarily or permanently
exert more force, pulling one or more potential interactants out of sync with another. Those who
are “on” when others are “off”” can move toward other opportunities for “on” interaction, leading
others into being “on,” or they can be experienced as irritating and inappropriate by those who
are in a down phase of the interaction cycle.

I have been discussing the self, networks, and small groups as systems that emerge from the
primary level of social life—the interaction order that is organized by interaction rituals. Self-
organizing systems arise from the interaction of a large number of factors. These systems are open,
which means that they exchange energy, matter, or information with their environment. Systems
that are open form patterns over time, but they interact with outside influences (Kelso 1995). If
we are going to claim to understand how a pattern works (e.g., the relationship between ideology
and daily practice), we have to be able to handle two problems: how a given pattern persists under
various environmental conditions (its stability) and how it adjusts to changing internal or external
conditions (its adaptability) (Kelso 1995).

Systems are composed of elements pulled into relationships with each other through the con-
straints of local contexts. Systems are only sustained in motion (in the social realm, the motivation
to maximize EE provides this forward momentum), so fluidity and change are presumed. From
this focus on dynamic processes of interaction patterns, a group, network, or even personality is
not a stable structure that endures until it fails. Rather, all such entities are a product of continual
creation that under certain conditions gives off the impression of stability. In reality, the process
of change or failure is not fundamentally different from the process of stability; only the outcome
is different.
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Over time, systems learn by adjusting to their changing context. The longer the history of
a system, the more nuanced the dynamics of interaction between component elements—in this
case, the expectations for interaction. This complexity continues until the system blows apart
and the elements are taken up by new systems. A systems is not static; it is only through the
relationship between its component elements that a system has an emergent force of its own. The
end of interaction between elements is the end of the emergent force. If we only look at particular
substantive issues, we either see a stable system or how a stable system changes in response to
a particular shift in context. Through comparison, however, we can gain insight into the basic
processes of systems that organize many different substantive cutcomes.

The boundaries of the systems are established by failures and the defensive strategies that
result. Proactive strategies are eminently flexible and thus represent a good match between ex-
pectations and environment. The proactive response to unanticipated success or mild setbacks is
loose, flexible, and open-ended. Alternately, defensive strategies are persistent unless radically
ruptured (see above section on the self). As discussed above, they often endure beyond their
usefulness. However, as Abbott (2001:277) pointed out, the entities that emerge from patterns
with “thingness” properties do not need to be optimal or particularly functional. Because of their
durability, defensive strategies offer the firmest foundation for the development of patterns. De-
fensive strategies derived from patterns of avoidance offer the greatest resistance to environmental
conditions. I am suggesting that social entities, like groups or networks, are entities because they
offer resistance in the flow of activity—they are eddies in the social stream. They become an
obstacle in the structure from which they emerge. This is the reason why they have what Abbott
(2001:277) referred to as “causal authority.”

CONCLUSION

Ritual approaches to emotion place interaction rituals and their emotional consequences at the
center of social life. Durkheim laid the framework for understanding the role of ritual in creating
the emotional and cultural foundations of society. Goffman applied Durkheim’s perspective to the
level of face-to-face interaction in day-to-day life and illustrated how the same ritual forces create
the interaction order. Collins built on Goffman by specifying the mechanisms that create rituals
and the emotional and cognitive products of rituals. This enabled him to detail how interaction
rituals form chains over time, a process that creates networks and more macropatterns of social
life over time. In doing so, Collins generated one of the most promising visions for connecting
microlevel and macrolevel of social life. Polillo and Summers-Effler have built on ritual theory to
further specify the dynamics within the self, and Summers-Effler has also detailed the dynamics
of small groups.

Using the past work specifying the properties and dynamics of rituals, recent work has
examined how other emergent levels of social life constrain interaction rituals. Interaction markets
constrain opportunities for interaction rituals and thus shape networks (Collins 2004). The rhythm
of interaction, not just within rituals but betwecen rituals, also shapes interaction opportunities, as do
the demands and limits of material life (Summers-Effler 2004a, 2004¢). The conservative pattern-
seeking processes of the self, within-self dynamics, and the process of thinking generate culture
and constrain interaction as well (Polillo 2004; Summers-Effler 2004a). Finally, by approaching
the interaction order and the second- and third-order dynamics derived from the interaction order
as emergent systems whose emergent patterns comprise elements of other levels of systems, we
can develop predictive theory about causal relationships between social levels (Summers-Effler
2004c).
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The work of understanding the role of time and history in interaction rituals has just begun. We
still do not know much about the relationship among ritual intensity, the amount of EE generated,
and the duration of EE. Nor do we know much about emotion and the experience of time. Because
the other levels of social life that emerge out of the interaction order are generated through time,
future work on the process of time and other levels of social life will no doubt inform each other.
Because the primary focus up to now has been on the mechanisms of rituals, we have only just
begun to explore the cyclical nature of social life. The image of network connections pulsing
on varying cycles suggests that some connections are only intermittently possible or relevant,
creating new problems for ritual theory to solve. We occupy multiple network positions; we are
shy in some places, aggressively enthusiastic in others. This also complicates the image of a chain
of interactions. Although the effects of one interaction carry over into the next interaction, we
are also tied to history, anticipation, and particular contexts. Interaction ritual chains might be too
linear an image to capture how contingent and embedded patterns of interaction emerge from the
past and unfold into the future.
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CHAPTER 7

Symbolic Interactionism,
Inequality, and Emotions

JESSICA FIELDS
MARTHA Coprp
SHERRYL KLEINMAN

Emotions are central to everyday interactions. They motivate behavior, shape agency, contribute to
self-control and social control, and bear the traces of systemic disadvantage. Our chapter explores
the contributions of symbolic interactionism as a theoretical perspective in sociological studies of
emotions. We focus on how an interactionist analysis of emotions has added immeasurably to our
understanding of social interaction and, in particular, of social inequality. Not all interactionist
research, including interactionist studies of emotion, focuses on inequality. However, in tracking
the patterns of social interaction to their troubling consequences, we heed the advice of an early
interactionist, Blumer (1969), who urged symbolic interactionist researchers to pay attention
to the obdurate reality—the empirical pattems—going on around us. The obdurate reality that
we observe is replete with examples of inequality and resistance in people’s ongoing social
interactions. Thus, our goal is to present an overview of the territory that symbolic interaction
and sociological studies of emotions share and then analyze the most challenging direction for
interactionist research: understanding the reproduction of inequality.

In the following pages, we locate symbolic interactionism in the field of sociology of emo-
tions and explain the theoretical foundations and basic premises of symbolic interactionism. Using
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examples from interactionist studies of emotion, we discuss what is unique about symbolic in-
teractionism as a sociological perspective. We then show readers how the study of emotions is
indispensable to symbolic interactionist work. We examine the key questions that symbolic inter-
actionist researchers ask: Who are we? What do we believe? How do we act on our beliefs? What
conditions shape our interactions with others? What are the consequences of our interaction for
reproducing or challenging inequality in everyday life? We argue that to answer those questions,
researchers must take emotions into account. Finally, we offer a pragmatic discussion of how one
can profitably study emotions from a symbolic interactionist perspective in order to gain greater
insight into the everyday experience and reproduction of inequality.

THEORETICAL FRAMINGS AND FOUNDATIONS

Symbolic interactionists’ understandings of social inequality and emotions are grounded in the
sociological challenge to conventional ideas about emotions as innate or universal responses to ex-
ternal stimuli. Most interactionists acknowledge the physiological aspects of emotion and feeling,
but, as Franks (1987:231) has noted, they spend little time on their “bodily, social expressions.” As
McCarthy (1989:57) asserted, “My feelings are social, that is, they are constituted and sustained
by group processes. They are irreducible to the bodily organism and to the particular individual
who feels them.” Thus, interactionists fix their analytical attention on social conventions and
norms that shape the feelings that people typically experience and define as “natural” (see, e.g.,
Cahill 1995; Denzin 1984; Franks 2003; Hochschild 1990; Scheff 1988).

From this analytical stance, self and society are two sides of the same coin. Interaction-
ists study the constraints of culture as well as how people use their agency to navigate those
constraints. In studies of emotions, interactionists explore how individuals use their capacity for
agency to bring their feelings in line with what is expected of them. As Hochschild (1979) put
it, people can work on their feelings, trying to create within themselves the proper response to
a situation. Our sense of proper responses reflects socially determined “feeling rules”—cultural
norms for how we are supposed to feel in a situation. For example, we are expected to feel
sad at a funeral and happy at the birth of a child. If we do not have the appropriate feel-
ings, we will likely feel uncomfortable and try to change how we feel. We can also practice
emotion work on others, trying to induce in them particular feeling states: for example, en-
couraging students to feel proud of their accomplishments or suggesting that a student who
cheated should feel remorseful. That people can work on their own and others’ feelings and
change them indicates that emotions are not merely natural impulses. Rather, they are shaped
by both culture (e.g., feeling rules) and our human capacity to react to and make sense of our
feelings.

This “emotion work” is a central concern for interactionists whose work fits the tradition of
the Second Chicago School of sociology (Fine 1995), our focus in this chapter. Such “realist tales”
(Van Maanen 1988) about emotions attend to the names, histories, meanings, and consequences
of emotion (Hochschild 1990:120). Work in this tradition addresses many aspects of Thoits’s
(1989:318) classic definition of emotion: “(a) appraisals of a situational stimulus or context,
(b) changes in physiological or bodily sensations, (c) the free or inhibited display of expressive
gestures, and (d) a cultural label applied to specific constellations of one or more of the first
three components.” Researchers illuminate, for example, the rubrics through which people claim
and allot sympathy (Clark 1987), the ways people make sense of their bodily experiences of
embarrassment (Cahill 1995), people’s feelings of frustration and resentment when others ask
them to relinquish racial and other social privileges (Frankenberg 1993), and the relationship
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between changing gender norms and shifting assessments of which behaviors in ourselves and
others warrant gratitude (Hochschild 1989a, 1989b).

Regardless of their focus, symbolic interactionist studies of emotions are based in large
part on the theories of Mead (1934), Blumer (1969), and Goffman (1959, 1963, 1967). In his
posthumously published Mind, Self, and Society, Mead (1934) outlined how people learn to
anticipate others’ reactions to their behavior and take on these reactions as their own. A sense
of self develops as people recognize that others in their society, culture, and subculture have
particular expectations for and values attached to their actions, desires, and identities. Identification
with the perspective of the community—what Mead called the “generalized other”—informs the
development, institutionalization, and maintenance of social ties and groups. These ties and groups
constitute society and its inequities; this is the context in which people develop and maintain their
sense of self.

As self emerges in the context of social interaction, so society emerges through what Blumer
(1969) called “joint action.” Society refers to patterns of interaction made up of individuals sig-
naling and interpreting each other’s—and their own—actions. These interactions contribute to
the simultaneous development of selves and society. Attention to joint action allows the symbolic
interactionist to avoid reifying social structure and, instead, to examine the interactions that com-
prise and maintain social arrangements. Blumer (1969) offered three premises for the study of
social reality: People act toward objects based on the meaning those objects hold for the actor; the
meaning of objects is negotiated through social interaction; and, because the meaning of objects
is subject to people’s interpretive processes, meaning is mutable. Symbolic interactionism thus
highlights individual accountability and agency and addresses structural, cultural, and material
conditions as people experience and reproduce them in their day-to-day lives. Snow (2001:368)
recently offered a broadened definition of symbolic interactionism, a definition with four “orga-
nizing principles” that Snow claimed Blumer implied but did not fully develop: “the principle
of interactive determination, the principle of symbolization, the principle of emergence, and the
principle of human agency.” This articulation of symbolic interactionism’s tenets highlights inter-
actional (structural, cultural, and material) conditions, meaning-making processes, the dynamism
of social life, and individual accountability and agency as people experience and reproduce social
contexts and processes in their day-to-day lives.

Dramaturgical theory provides a third foundation for symbolic interactionist studies of emo-
tion (Goffman 1959, 1967). Goffman’s work explored people’s active, consistent negotiation of
meaning, social convention, and impression. People engage in “impression management,” work-
ing to make positive impressions on others and to help others and ourselves save face when
interaction goes awry. Loss of face is an emotional experience—we feel embarrassed, guilty,
or ashamed when we make a bad impression on others or fail to uphold our end of the social
pact. Working together to save face keeps social life moving and maintains social institutions
and patterns of interaction. Inequities in social institutions and interactions often make it difficult
for members of disenfranchised groups—for example, sexual nonconformists, women, people of
color, poor people, people with disabilities—to avoid making a bad impression or to recover from
the embarrassment or shame that the bad impression brings. Emotions thus guide our encounters
with others and help to establish and maintain social arrangements, whether just or unjust.

The study of emotions entered sociology largely through these theoretical foundations and
the perspective of symbolic interactionism. Emotions are central to symbolic interactionist un-
derstandings of social life: No treatment of either the sociology of emotion or symbolic interac-
tionism is complete without the other (Franks 2003; Sandstrom and Kleinman 2005; Sandstrom
et al. 2001). Also, as we discuss below, symbolic interactionism is increasingly fundamental to
sociological understandings of social inequality (Schwalbe 2005a), helping us understand how
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emotion contributes to social hierarchies and plays a part in hampering efforts to effect social
change.

LINKING THE EMOTIONAL AND THE SOCIAL

Symbolic interactionists insist that emotion is never separable from the social; indeed, it signals
our engagement with others and our cultural and subcultural memberships (Clark 1997; Franks
2003). Emotions make our engagement with and accountability to others visceral, and they remind
us through bodily sensation when we have transgressed the bounds of social expectations (Franks
2003:788-789) or when those expectations are oppressive and unjust (Lorde 1984). Claiming
membership in a group signals that we are willing to adhere to that group’s expectations, and
emotions help us to measure the extent to which we embrace and meet those expectations. Do
we resent the expectations of the group? Do we suffer embarrassment when we violate them? Do
we take pleasure in satisfying them? How easily do we meet these expectations, and what effort
does meeting them require of us?

Our emotions also help us locate our selves in the often stratified worlds in which we live:
we assess who we are in relation to others, and, if we are unsatisfied with that assessment, we
struggle, in part through our emotion work, to reposition ourselves. We rely on emotion cues and
we exercise interactional strategies in the “emotional micropolitics” of day-to-day interactions
to determine and claim our own and others’ “place,” or social status (Clark 1990). For example,
we express contempt for those who we consider our inferiors or admiration for those with whom
we hope to affiliate ourselves in efforts to recognize, assert, defend, and alter our status in the
world.

Symbolic interactionists’ concern with the processes of social organization, meaning-
making, and social control has fostered a particular interest in what Shott (1979) has called
“role-taking emotions,” such as guilt, embarrassment, shame, and empathy. Role-taking emotions
require a social self: we cannot feel shame without having developed a generalized other; guilt can
wrack us even when no one is around because we feel accountable to societal prescriptions (Scheff
1988, 2000; Shott 1979). Role-taking emotions thus foster both self-control and social control.
People feel or anticipate shame; usually, they then work to rid themselves of the emotion or avert
it.

Role-taking emotions are not only coercive and controlling. For example, Cahill (1995)
argued that shame and embarrassment have the positive consequence of promoting self-control
(not only social control). This self-control encourages people to respect the bounds of propriety
and, in doing so, helps to sustain the integrity of the social fabric:

We must cease once and for all to describe the effects of embarrassment in only negative terms: it destroys;
it disrupts; it damages. In fact, embarrassment produces; it generates self-regulation; it creates trust; it
sustains public civility. (Cahill 1995:254)

The threat of embarrassment promotes social responsibility and enlists us in enforcing social or-
der; experiences of embarrassment signal not only that one has violated social norms but also, and
perhaps more important, that one recognizes the legitimacy of those norms. Contemporary sym-
bolic interactionists interested in role-taking emotions explore the part feelings play in promoting
and maintaining social organization. If that organization is unjust, so too will be the emotion
work required to maintain it. Members of some groups may exert themselves to avoid the shame
that others attribute to them: For example, low-income university students feeling the stigma of
not having had the appropriate cultural experiences, or pregnant girls resisting shaming messages
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from both peers and adults. Social actors’ role-taking and their efforts to avoid emotions like
shame, guilt, and embarrassment reflect, create, and maintain social groups and hierarchies.

Indeed, emotions are central to social order and group membership. In her discussion of
sympathy margins, Clark (1987) theorized a sort of bookkeeping through which social actors
organize their offering and receiving of sympathy. Social actors keep mental “ledgers” in which
they record withdrawals from and deposits to their store of sympathy. The goal is an account
neither too large nor too small, but an account that is active. The collective keeping of sympathy
margins allows the offering and gathering of sympathy to become a criterion of group membership.
Sympathizing occurs within a social framework—sustained by social actors—that helps to define
the properamount to give and receive. Thus, a person can sympathize too much ortoo little, demand
too much sympathy, or seem to be too little in need of it. Failure to keep an appropriately balanced
and active account can result in expulsion from the group. Like other symbolic interactionists,
Clark asserted a reciprocal and constitutive relationship between self and society in which social
actors recognize and monitor their selves in light of a social framework that they have helped to
create and sustain. This monitoring of oneself and others always contributes to the maintenance
of social order, as Cahill and Clark argued. When that order is an unjust or oppressive one, that
monitoring also helps to maintain social inequalities.

EVERYDAY EMOTIONAL PRACTICES AND CONTEXTS

A common criticism of symbolic interactionism and the sociology of emotions is that they are ex-
ceedingly “micro” in their focus. However, symbolic interactionist and emotions scholars analyze
social institutions and trends that determine the material conditions of people’s lives. Interactionist
understandings of emotion build on Blumer’s resistance to the reification of social institutions.
Blumer argued that instead of using institutions (education, government, the family) as the units
of analysis, sociologists should instead explore the joint actions of people who reproduce those
institutions. In doing so, symbolic interactionists would better understand the conditions support-
ing the continuation of institutions and the day-to-day lives of those whom the institutions touch
(Blumer 1969).

Other interactionists have embraced Blumer’s model and analyzed emotions in institutional
contexts. Barbalet (1992:152) asserted in his macrosociological analysis of class resentment
that “emotion exists not simply as internal states of the individual but in the relationships be-
tween individuals and in the interaction between individuals and their social situations.” In an
early article, Maines (1977) argued that understanding the relationship between individual ac-
tion and social institutions equips symbolic interactionists to explore “meso”-level analyses that
bridge the macro and micro. Franks (2003:794) claimed that symbolic interactionist analyses
have the potential to explore, on the one hand, how “micro level feelings of individuals radi-
ate ‘upward’ to confirm, support, and continually recreate present social structures” and, on the
other hand, “the ‘downward’ shaping of the individual’s emotions by culture, structure and social
institutions.”

Emotional Experiences in Historical Context

Institutions are only one emotional context. Sympathy expectations, experiences of shame, and
standards for public behavior also vary across historical and social contexts. As Hochschild
(1998:7) explained, our understandings about what we should and should not feel reflect the
prescriptions of an emotional “bible, a set of prescriptions embedded in the received wisdom of
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[our] culture.” These teachings from our emotional bible define how we should feel in response
to situations and other people. We should be happy to see our families at holiday gatherings (but
we are allowed to feel relief when they return home); we should mourn a lover’s departure (but
not for “too long™); we have the right to be angry when another driver cuts us off (but others will
frown if we express that anger aggressively).

A number of interactionists have examined emotions in their historical context. For exam-
ple, Lofland (1985:178) argued that experiences of and responses to death shift “across time
and space.” Similarly, in her analysis of 200 years of U.S. autobiographies, Bjorklund (1998)
discussed how, over time, autobiographers honored different conventions in describing their feel-
ings, expressions, and spontaneous actions; these changes signal shifts in “emotional culture”
(widely held views about how people in a society should express and interpret situated emotions).
Hochschild’s (1989b; see also 1989a) study of the division of household labor among hetero-
sexual couples actively explored changes brought on by the second wave of the U.S. women’s
movement. Hochschild found that as the “gender culture” shifts in the United States, so too does
the marital baseline against which women and men measure, receive, and appreciate gifts.

According to Hochschild, a rich “economy of gratitude” depends on the existence of a shared
marital baseline: Both partners need to recognize a dozen red roses, dropping the children off at
day care, a note tucked into a lunch bag, or entertaining in-laws as “gifts.” As more wives work
outside the home and ask their husbands to assume housekeeping responsibilities, economies of
gratitude are increasingly impoverished. Wives bring home paychecks and second incomes as,
among other things, gifts to their husbands; their husbands find the need for a second check, let
alone one that exceeds their own, an insult. Husbands wash dishes as a gift to their wives, and
wives note simply that their husbands are doing their fair share of the housework. Thus, the power
women may have gained in the economic sphere is often a liability in the familial settings that
they share with men. Men may find their wives’ financial success and power shaming and refuse
to accept their paychecks as gifts (Hochschild 1989a, 1989b). Ironically, the gifts that generate
the greatest gratitude in these unequal relationships may be (1) men’s “tolerance” of their wives’
earnings and (2) their willingness to let their wives be both income earner and housekeeper.

Hochschild (1989a:97) explained that power in heterosexual marriages reflects a “gender
lag” at the turn of the twenty-first century. As gender roles strain and shift, so, too, does power
and, with it, feelings. A woman’s economic power might disempower her in the home; yet, a
husband’s lack of economic power does not abolish his gendered power in a world still largely
characterized by sexism. Hochschild’s analysis of renegotiated and perhaps unfamiliar forms of
power rests on classic symbolic interactionist principles. She explored how couples act toward
women'’s power based on the meaning it held for them; she examined how the meaning of economic
power changed as couples reacted to it as a liability; and, finally, she presented how culture- and
marriage-level negotiations produce new and unstable conceptions of gender and power and,
in turn, shift emotional experiences. Emotions provide people with a sense of who and where
they are in the world. As feminists challenge sexist understandings of family, work, and home,
understandings of gendered and economic power change. With these changes will also come
changes in people’s sense of themselves and of their emotional possibilities.

Hochschild’s analysis of economies of gratitude focuses on historical change as women
gain in earning power and expectations for intimate partners shift. However, even within a single
historical moment, emotion cultures likely vary according to social status and location:

Are the sensibilities of white, suburban teen-age girls like those of middle-aged, male salesmen or engineers
who may be their fathers? What about middle-class black men compared to middle-class black women or
[to low-income Blacks]? How does social place affect the emotions and strategies of, say, female clerical
workers or elderly, working-class, Jewish men or [Latina] housewives? (Clark 1990:328)
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Beliefs about gender, race, class, sexuality, age, occupation, and physical and mental ability shape
our sense of place, agency, and self and thus may also inform our emotional experiences. Attention
to these subcultures and social inequalities is crucial to symbolic interactionists’ understanding of
the relationship among emotions, identities, socially recognized differences, and often oppressive
social conditions.

Emotions and Organizational Contexts

As people construct new meanings for themselves and others, their identities are anchored to
belief systems. Often, these beliefs are tied to our membership in organizations or occupational
groups. Shared emotion norms and emotion management techniques further organizations’ goals
and elevate members” social position in relation to others. In the world of medicine and related
disciplines, for example, practitioners invoke the rhetoric of science to justify managing emo-
tions through displays of rationality (Emerson 1970; Leif and Fox 1963; Smith and Kleinman
1989). Medical practitioners suppress most forms of emotional expression and exhibit “affective
neutrality” (Parsons 1951). As students, they learn to focus on technical details, use scientific
jargon rather than intimate or personalized language, and avoid unpleasant or disturbing contact.
These techniques allow practitioners to manage their own emotions, assume a more powerful
position vis-a-vis their emotionally expressive patients, and buttress their identities and authority
as physicians (Smith and Kleinman 1989).

The appearance of rationality as a technique for impression management and emotion man-
agement has also proved useful to social movement activists in their efforts to legitimate their
beliefs and challenge critics. Groves (1995, 1997) observed animal rights activists deploying an
unemotional and rational front when dealing with audiences who sought to discredit them as “too
emotional.” In their public-speaking engagements, activists built the case for animal rights and
justice by graphically describing inhumane animal treatment and invoking statistics on the fre-
quency of animal abuse. Graphic imagery and quantitative rhetoric allowed them to turn science
into a “cloak of competence” (Haas and Shaffir 1977) and to present themselves as legitimate,
objective, factual, and unemotional while inducing strong emotional responses in listeners, an
interpersonal emotion management technique (Francis 1994). Appearing ultrarational as they
described people’s disturbing treatment of animals, activists were able to strategically avoid the
charge that they were overly emotional about this issue. Gender inequities informed these efforts,
as women activists felt compelled to employ this technique more than did men: “Men’s willing-
ness to express their feelings was considered a sign of fearlessness, but in women it was a sign of
weakness. . .. Men were praised for being both emotional and rational. But women were criticized
if they were not rational all of the time” (Groves 1997:147-148).

Often, members of social movements, civic organizations, workplaces, and occupations con-
tend with organizational cultures that promote competing sets of beliefs. Such conflicts are not
unusual in a historical and cultural context with contradictory and often discriminatory belief sys-
tems, and many interactionist researchers focus on them, exploring the problems and consequences
that they generate for participants. Participants frequently experience conflicting beliefs as emo-
tional struggles—responding with anger, frustration, shame, or anguish—because in upholding
one deep-seated belief, they fear they will be judged as failing to honor another belief and lose face.
The drama of dealing with contradictory beliefs thus plays out emotionally, and participants typ-
ically employ emotion management strategies to handle the conflicts and inequities they impose.

For example, in Arluke’s (1994) study of emotion management at an animal shelter, workers
came to the shelter expecting to love and care for lost or unwanted animals, but once on



162 Jessica Fields et al.

the job, they learned to euthanize animals when they were not adopted, when cage space ran
out, or when animals were ill or diseased. Animal shelter workers developed emotion man-
agement techniques to handle the contradictions in their organizational beliefs, frequently by
selectively applying one set of beliefs to comply with another. For example, they took pains to
minimize animals’ distress (and to see themselves as showing care) while administering lethal
injections. Their empathy distracted them from thinking about their actions as killing. Conversely,
they compensated for their potentially inhumane belief in animal population control by repeatedly
forming special attachments to animals, feeling persistently uneasy about the animals’ chances
for survival and railing against people in the community whose irresponsibility and cruelty set
the whole animal shelter process in motion and left workers feeling powerless.

In settings in which participants organize to fight some form of inequality, emotions are one
of the resources that group members and leaders mobilize to uphold organizational goals and
principles. In their study of an established social movement organization, Smith and Erickson
(1997) analyzed how leaders encouraged worker-activists to mobilize their emotions in pursuit
of social and environmental justice. Senior management in the organization hamessed worker-
activists’ passion for environmental justice in order to feed the organization’s continuous demand
for fund-raising. Workers hired to canvass donors by telephone and to raise funds for the organi-
zation were trained to play up their enthusiasm for fighting environmental problems as a strategy
to help them meet nightly telemarketing quotas. The workers sold to prospective donors “the po-
tential ability of their organization to reverse and prevent environmental degradation” (Smith and
Erickson 1997:325). Their emotion management enabled them to believe that they were following
a higher calling than selling an environmental cause. Moreover, the environmental organization
depended on and reaped the benefits of their emotional labor by encouraging them to feel strongly
about environmental injustice—hoping that their urgency and conviction would come through on
every phone call. Ironically, cracks in the organizational culture appeared when managers ex-
horted workers to *“voluntarily” assist additional activist causes in their free time, without pay,
which underscored “the reality that canvassing was a form of paid labor” (Smith and Erickson
1997:337).

Mobilizing emotions successfully—whether for individual or organizational gain—requires
some social support. Institutional cultures may focus on challenging inequalities, but organiza-
tional conditions can make or break participants’ efforts to mobilize and manage their emotions
in a fight for equality. In Copp’s (1998) study of a sheltered workshop for adults with devel-
opmental disabilities, nondisabled workers, called “floor instructors,” were trained to believe
that improvement was always possible—that developmentally disabled adults could gain the
skills to succeed in competitive employment outside the workshop. The floor instructors were
also expected to honor a hard-nosed factory culture, which demanded speed and accuracy from
workers and led management to treat workers’ boredom, frustration, and physical discomfort as
signs of a poorly developed work ethic. The sheltered workshop’s organizational conditions of
chronically unskilled and developmentally disabled workers, repetitive work, low pay, and fre-
quent downtime produced a situation in which the floor instructors could live out neither their
belief in improvement nor their ideal of a fast-moving, profit-oriented factory. The floor instruc-
tors’ emotion management strategies for handling these organizational problems pushed them
toward more adversarial and infantilizing forms of control and weakened their ability to emo-
tionally relate to trainee-clients either as respectful, positive disability advocates or as business-
oriented supervisors. Yet both of these sets of beliefs (advocacy versus business) held sway
over the floor instructors, and they continually tried to serve their institutional purpose: to en-
courage “defective” workers to transform themselves into effective and motivated employees. In
the absence of favorable organizational conditions, the floor instructors became *“burned out,”
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experiencing “emotional deviance” (Thoits 1985)—the awareness of being unable to uphold
emotion norms.

Even ostensibly supportive emotional norms can foster oppressive organizational conditions.
At Renewal, the holistic health center that Kleinman (1996) studied, participants of unequal
status engaged in an emotional subculture that reinforced their feelings of solidarity. Doing so
masked inequalities between the mostly male practitioners (dominants) and the all-female staff
(subordinates). Gathering in “circles” at the start of board meetings and at retreats generated a
feeling of collective closeness and fostered members’ belief that everyone held equal status outside
the circle. When Renewal members “processed” tensions and conflicts, they could have exposed
gender and occupational inequalities, but their folk theories about emotions—what causes conflicts
and how to resolve them—made it difficult for the staff women to challenge the dominance of the
mostly male practitioners. At Renewal, participants focused on personality characteristics, not
structural arrangements. Members considered titles, money, and prestige as superficial matters
that hid the “true self” and “real feelings.” If, for example, a staff member were to say “I, as
a staff member, resent you, as a practitioner,” others would accuse them of hiding behind the
mask of an organizational role. The norm of language-use about emotions—using “I” rather than
“we”—also made it difficult for staff to organize resistance or to have practitioners take their
concerns seriously. Without a “we,” it became difficult, almost impossible, to recognize social
divisions at Renewal and, thus, to analyze systematic inequality (Kleinman 1996:80).

Finally, organizational cultures can promote inequality by encouraging emotional detach-
ment and obscuring the connections between groups of people. Cohn’s (1987) research on defense
intellectuals, for example, analyzed why and how members of this elite community failed to be
troubled by the prospect of nuclear annihilation of human life. In listening “to men engage in
dispassionate discussion of nuclear war,” Cohn writes,

1 found myself aghast, but morbidly fascinated-—not by nuclear weaponry, or by images of nuclear de-
struction, but by the extraordinary abstraction and removal from what I knew as reality that characterized
thelir] professional discourse. (Cohn 1987:688)

Her analysis of the language of defense intellectuals and the flawed abstractions on which it is
based provides an example of emotional scripting (Zurcher 1985) as an organizational emotion
management strategy. The defense intellectuals perfected the emotion management technique of
performing rationality. Their “technostrategic” language (Cohn 1987:690) impeded the expres-
sion of particular emotions (fear, anxiety, vulnerability, compassion, or empathy) and promoted
feelings of distance, power, and control in speakers. By focusing on weapons instead of victims,
they denied the possibility that some emotions could be considered, let alone felt. Sympathy for
human beings and any obligation to protect them were written out of the script.

However, not all emotions were banned from verbal expression. Cohn pointed out that defense
intellectuals’ discourse included

currents of homoerotic excitement, heterosexual domination, the drive toward competency and mastery, the
pleasures of membership in an elite and privileged group, the . . . meaning of membership in the priesthood,
and the thrilling power of becoming Death, shatterer of worlds. How is it possible to hold this up as a
paragon of cool-headed objectivity? (Cohn 1987:717)

By analyzing how the technical language of defense intellectuals reflects and guides their occu-
pational assumptions, Cohn also showed how their beliefs could be used to regulate participants’
emotions—both by expressing emotions that made them feel dominant and powerful and by effac-
ing emotions and meanings that would open their worldview to fundamental challenges. Thus, the
symbolic interactionist understanding that language shapes thought can be extended: Language
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can also shape speakers’ feelings. The consequences for others are anything but benign. Indeed,
organizations’ calls for emotional desensitizing can contribute to a broad social desensitizing
to violence, power, and domination. As we discuss below, organizations may inadvertently re-
produce inequality yet another way—when members operate under the influence of widely held
emotion norms at the cultural level that support gender, race, or class hierarchies.

WHO WE ARE, HOW WE FEEL:
EMOTIONS, IDENTITY, AND BELIEFS

Symbolic interactionism can be distinguished from other sociological perspectives by the atten-
tion that scholars give to the construction of meaning and self. Meaning does not inhere in the
individual or in objects, but is, instead, social; knowing what objects (self, others, relationships,
and communities) mean to people illuminates how social actors live out the often unequal pat-
terns and arrangements that we call “society.” Emotions are integrally connected to and inform
our actions; we feel and express emotions that comply with, resist, or transform emotion norms
(Hochschild 1979; Thoits 1985) that, in everyday life, are just as consequential to the maintenance
of social inequality as other normative patterns of interaction. As Hochschild (1990:117) wrote,
“what we feel is fully as important to the outcome of social affairs as what we think or do.”
Our feelings about ourselves, others, relationships, and communities are central to the meanings
we construct and to the consequences of our interactions over time. Thus, the construction and
maintenance of meaning, and ultimately of social inequality, can be understood as an emotional,
not just a cognitive, process.

Identity Work as an Emotional Process

Interactionists understand the self as the product of an ongoing social process (Mead 1934); social
actors continually participate in a process of “becoming” that incorporates their interpretations
of past social experiences into their sense of who they are. People attach multiple meanings to
themselves and to others, using identity labels that signify “the powers, status, inclinations, and
feelings—in short, the self—of the persons to whom they attach” (Schwalbe and Mason-Schrock
1996:115). Identities are not static, nor are they solely the product of individual agency; instead,
people engage in a social process of “identity work” (Schwalbe and Mason-Schrock 1996; Snow
and Anderson 1987) to give meaning to themselves and others.

The concept of “identity work™ captures the work that people do individually and collectively
to signify who they are, who they want to be, and how they expect others to treat them. This
signaling allows people to engage in coordinated social interaction. Identity work is also an
emotional process (Francis 1997; Wolkomir 2001a), as emotions provide a means to communicate
our identity claims, our imputations of other people’s identities, and our responses when our
identity expectations are met, breached, or challenged under adverse conditions.

Identity work as an emotional process frequently occurs when people possess an identity
that attracts either strong moral opposition or ardent public support. For example, in Wolkomir’s
(2001a, 2001b) study of the identity work of participants in gay and “ex-gay” Christian support
groups, members struggled with the assumption that one could not be gay and Christian. To
them, “being a ‘good Christian’ meant being heterosexual, getting married, and having children”
(Wolkomir 2001a:311), and, based on their upbringing in conservative Christian churches, being
gay meant evil, sinful, and unworthy of the heteronormative privileges of marriage and children.
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Rather than reject their belief in Christianity, support group members redefined “what it meant to
be a good Christian” and how to feel authentic doing so (p. 311).

Members of Accept, the gay Christian support group, sought to reject opponents’ imputation
of their identities as amoral or evil and, instead, to redefine gay as a “moral identity” (Katz 1975;
Kleinman 1996) that is equal to others (heterosexuals) and, therefore, equally worthy of God’s
unconditional love. Members of Expell, a support group for ex-gay Christians, sought to equate the
“sin” of homosexuality with other kinds of sin and to recast their effort to suppress homosexual
desires (framed as resisting the temptation to sin) as a morally superior sacrifice. Wolkomir
(2001a) analyzed the emotional process that newcomers to both groups experienced: After first
attracting newcomers with the “emotional promise” that they would feel good about themselves
and gain acceptance from others, seasoned group members monitored new members’ emotional
expressions, encouraged them to practice their new identity in group discussions, and rewarded
them emotionally (with solidarity, fellowship, and warmth) when they modeled the emotion norms
that each support group valued. Wolkomir argued that without such emotional mobilization,
participants would be unable to renegotiate the meaning that they attached to themselves and their
gay identities and desires. Her study demonstrated that emotions play a vital role in transforming
the meaning of a stigmatized and marginalized identity; they are not merely a by-product of that
transformation.

Members of Metro PAGE, a support group for parents of adult lesbian women and gay men,
experienced a similar conflict between a morally valued identity and a stigmatized identity (Fields
2001). The parents engaged in both normalization (of their children’s deviant sexual identities)
and normification (of their own “courtesy stigma”) (Goffman 1963) as they struggled with a
status inconsistency: “they were simuitaneously normal—straight, married, middle-class, and
middle-aged women and men—and deviant—the mothers and fathers of lesbian and gay adults”
(Fields 2001:166). Parents in the study, especially mothers (who contended with our culture’s
gendered convention of holding mothers responsible for children’s sexuality), initially struggled
with feelings of shame, disappointment, and grief because they failed to “successfully” produce
heterosexual offspring. The parents who joined Metro PAGE wanted to feel good about themselves
and their children, but more than that, they wanted to convince outsiders of this transformation
and change their feelings about gay and lesbian sexuality, too. For their identity work to succeed,
they needed others to acknowledge and support their identity cues and signs. To cultivate that
support, the parents differentiated themselves from other parents who rejected their lesbian and
gay children and they “established themselves as generous in their love for those whom others
found unlovable” (Fields 2001:179). They adopted “women and men who identified as lesbian or
gay [and] engaged in an ennobling of their parental identities” (p. 180). The parents’ exemplary,
yet heteronormative, expression of parental love through their actions and talk allowed them to
reclaim parenthood as a moral identity and transform their shame into pride in themselves and in
their children. This emotional reworking indicates that pride is a role-taking emotion (Shott 1979)
that even members of stigmatized groups can use to announce that they have worthy identities.

These previous examples illustrate social actors’ emotional efforts to resolve fundamen-
tal conflicts between valued and stigmatized identities—what Schwalbe and Mason-Schrock
(1996:141) call “oppositional identity work.” Acquiring valorized or culturally celebrated iden-
tities also involves an emotional process, as Adler and Adler’s (1989) study of the “gloried
self” indicated. Adler and Adler observed players on a top college basketball team take on
self-aggrandizing identities in response to intoxicating public adulation and media capitaliza-
tion of their athletic feats. Adler and Adler’s work documented that an identity can prove so
seductive and overwhelming that, in the end, it can “engulf” other identities that social actors
previously maintained or hoped to hold in the future and constrict their sense of self. Increasingly



166 Jessica Fields et al.

seduced by the lure of professional stardom, the young male athletes (mostly African American
and lower middle class) abandoned their pragmatic goals of getting college degrees and steady
jobs. Their response shows how pursuing a seemingly positive and pleasurable identity—to the
exclusion of other identities—can magnify existing social inequality in unforeseen, oppressive
ways.

Managing either stigmatized or glorified identities entails emotion work, but a key problem
is that people who occupy unequal positions in race, class, gender, and sexual hierarchies lack
equal resources to manage them. As Snow and Anderson (1987) noted among homeless men and
women, sometimes the only resource available for identity work is talk, and talk cannot overcome
severe social and economic deprivation or minimize profound emotional pain. For example, even
when homeless people embraced their role and occasionally extolled the virtues of homelessness,
they grew even more isolated and displayed signs of social and psychological deterioration. Rather
than find that substance abuse and mental illness “caused” homelessness, as the general public
maintains, Snow and Anderson observed chronically homeless women and men increasingly turn
to chemical or cognitive forms of escape to cope with their unforgiving situations. Thus, without
resources to manage stigmatized identities, people some time engage in an emotional coping
process that causes them further damage.

People try to fashion and then maintain identities that make them feel good, or at least better,
about themselves, individually and collectively, even if they do not succeed in the end. These
interactionist studies reveal the emotional underside of cognitive redefinitions of the self in the
context of social inequalities.

Inequalities and Self in the Culture of Emotions

The culture of emotions refers to feeling and display rules (how people are expected to feel and
show their emotions in particular situations) and shared ideas about how to interpret emotions.
This culture reflects a broader gendered culture in which women are expected to take care of
others’ emotions at work and at home (Hochschild 1983). Women and men are also expected to
do different kinds of emotional {abor and emotion work: Women are supposed to display sympathy
and nurturance and to elevate the mood, feelings, and status of others, whereas men are supposed
to act in ways that suppress sympathy, harbor criticism, and deflate the feelings and status of
others. Men and women can violate the display rules, but usually not without consequence.

Pierce’s (1995) study of feeling rules and emotional displays among trial lawyers and par-
alegals illustrated that emotional labor, especially in its gendered forms, reproduces hierarchy.
Lawyering is a cognitive game involves “highly emotional, dramatic, flamboyant, shocking pre-
sentations” designed to “evoke sympathy, distrust, or outrage” (Pierce 1995:53). Trial lawyers,
most of whom are men, are expected to display aggression in most aspects of their work. They
also learn to practice what Pierce called “strategic friendliness” (1995:71-82). Paralegals, most
of whom are women, have the job of reassuring witnesses, a type of emotional labor that helps the
attorneys with their cases. Paralegals’ deferential and caretaking emotional labor and attorneys’
adversarial emotional labor, then, “reproduce gender relations in the law-firm hierarchy” (Lively
2000; Pierce 1995:86).

As Pierce points out, female lawyers, whether or not they go along with the aggressive
requirement of the role, are in a double bind (see Frye 1983). If they act aggressively, they can
be accused of being too aggressive (for a woman); if they do not act like sharks, male attorneys
can accuse them of being lousy lawyers. The women’s performances of strategic friendliness
are deprecated and trivialized at times by male attorneys as “feminine wiles,” even as the males
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applaud their own strategic friendliness as clever accomplishments. In addition, female attorneys
face sexism from clients and are left to deal with that on their own.

The culture of romance fosters other double standards that can prove dangerous for women.
In her study of women who had been stalked by men, Dunn (2002) found that romantic feelings
initially made women feel special, agentic, and empowered, but eventually led to disastrous results.
The women in her sample had been stalked by former male intimates. When the man pursued
his former partner, he instilled fear—threatening that he would hurt her if she did not return to
him—as well as guilt and romantic feelings. As Dunn (2002:38) put it, “even unwanted attention,
when it fits within cultural constructions of love, can be interpreted as flattering or romantic. This
can occur even when avowals of love are intermingled with surveillance, threats, and violence.”
Some women were forgiving of their ex-husbands because they thought the man’s love for her
controlled him.

Once the women decided to leave and began seeking help from others in finding protection,
they encountered enormous difficulties presenting themselves as victims to lawyers in the district
attorney’s office of domestic violence units. In their attempts to get the stalkers to leave them
alone, the women often agreed to talk to them. The women hoped to calm the man down (a
kind of emotion work) and to convince him, nicely, to move on with his life. However, lawyers
interpreted the women’s behaviors as complicity. Lawyers know that cases will not be convincing
to juries if the woman has had contact with the stalker. The rules for emotional display in a
stalking or rape case require a presentation of the woman as a convincing victim. At the same
time, women receive so little help from lawyers or the police that their feminine emotion-work
skills become their main resource. Some women end up returning to the relationship, an act that
appears irrational, but makes sense from the point of view of people in a desperate situation who
are not finding help. One woman explained:

I was scared if I didn’t [resume the relationship] that something would happen to me. I felt like he won’t—
he won’t let me go. He’s proven that...He won’t get the message. I don’t want him. He will not get on
with his life. It was—it was hard to explain. It’s hard to explain. ... But the only reason I was with him
was because I feared if I didn’t then he would hurt me. The police were not protecting me, they didn’t get
there on time. I felt like that was the only thing I could do to protect myself and my son. (Dunn 2002:94)

Women’s difficulty in dealing with both their stalker and the recalcitrant criminal justice
system reveals how they struggle with an emotional double bind: The emotional culture of romance
(that privileges their stalker) clashes with institutionalized emotion norms in the court system that
constrain how victims should present themselves in the “game” of winning a case against stalkers.
Women walk a fine line between proving to legal authorities that they are victims who should be
protected from the stalker while also showing that they are not foo helpless and thus incapable
of helping win the case. However, if they aggressively pursue their case, legal authorities might
perceive them as too much of a survivor and cut back their assistance. As Konradi (1999) also
found in studying rape survivors’ courtroom emotion management strategies, any aggression or
explosive anger violates the gendered display rule for victims: If she’s a real victim, how can she
be so strong?

Rothenberg (2003) and Loseke (1992) likewise found that women whose male partners had
beaten them but did not fit the “battered woman syndrome had difficulty obtaining official help.
Women who got angry with their partners did not fit the picture of “innocent” and were seen,
instead, as provoking the man (and thus could not be a real victim). The gendered display rules of
the culture of romance (a woman loving and having contact with the male ex-partner) contradicted
the gendered display rules of victims in the legal system (shunning contact, showing fear and pain
while suppressing anger). Mills and Kleinman (1988) examined the consequences of this kind of
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double bind in their study of emotions and reflexivity among battered women. They found that
women might initially perform emotion work on their partners to contain abusive interactions,
but, in repeatedly failing to end the abuse, they could lose their ability to manage their emotions.
Most of the time, this meant becoming numb and zombielike; occasionally, it meant striking back
spontaneously and violently, without self-control or awareness.

EMOTION, IDEOLOGY, AND SUSTAINED
SOCIAL INEQUALITIES

As our previous discussion suggests, symbolic interactionist research offers the opportunity to
move beyond the study of social patterns and what they mean to participants and toward a critical
appreciation of their consequences for reproducing inequality. Social arrangements both reflect
and reproduce inequalities; people tie meanings to an ideology that justifies the advantages of
the most powerful and the disadvantages of the least powerful. Emotions play a pivotal role in
sustaining these meanings, ideologies, and disadvantages. An ideology is not “effective” unless
people have strong feelings about the ideas embedded in it. For example, in the United States, many
schools and families teach children to feel proud of living in a society presumably organized around
meritocratic and do-gooder principles. These lessons persist in the face of pervasive inequalities
in gender, race, class, and sexuality (among others).

Understandably, many privileged people do not want to believe that they gain at the expense
of others or that their privileges came unearned. They can fail to acknowledge their privileged
status because privileges remain largely invisible to those who have them (Mclntosh 1997). The
meritocratic ideal alows people to assume that they earned their comforts and advantages. If they
came to believe otherwise, they might feel guilty about the benefits they receive. In addition, if
privileged people were to recognize their unearned advantages and become allies of subordinates,
then they would have to confront their fear about fighting the very system that benefits them.

Those with fewer privileges and less power also want to feel good about themselves, although
the ideology of “you can make it if you try hard” can bring shame and frustration if their struggles
continue. In the case of some inequalities, particularly sexism, it is even possible for individuals
in an oppressed category to accept or enjoy the very practices that maintain the disadvantages of
the group. From home to work to leisure, meanings and emotions are crucial for understanding
how inequality works in our day-to-day interactions.

Dominants and Emotions

When members of privileged groups interact with one another, they find ways to reinforce differ-
ences between themselves and the subordinate group that preserve their superiority. Their efforts
produce powerful feelings of solidarity. Because members of the dominant group in an unequal
society use difference to justify their dominance (Lorber 1995; Reskin 1988), the cultural con-
tent on which dominants base their solidarity often devalues and “others” the oppressed group
(Schwalbe et al. 2000). Thus, solidarity-building is both part of the process and a product of
reinforcing privilege and dominance over subordinates.

For example, in his study of locker room behavior among male college athletes, Curry
(1991) found that players constantly competed with each other to obtain coveted positions on the
team, undermining the feeling of team unity deemed necessary to win games. Rather than reject
competition as harmful, the players crafted solidarity with each other as men (i.e., as members
of the dominant group) by bragging about women as sexual conquests, policing one another’s
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sexuality through homophobic remarks, and practicing their “game face” by maintaining a pose
of invulnerability. To signify their identities as men, the players learned to suppress empathy for
women and queer people and to conceal sadness or anxieties about themselves inside and outside
the game. These emotional practices helped to produce feelings of solidarity and to reinforce
hegemonic masculinity.

As Sattel (1976) has argued, men (especially white, middle-class men) learn as boys to
stifle feelings of sadness and empathy. This translates into a kind of “emotional capital” (Cahill
1999) that men accumulate and use to justify their authority. Presumably, men can be trusted
in high-level positions because they appear to be rational when making important decisions and
conceal that their feelings might get in the way. This does not mean that men will display an
unemotional front across all situations. Men, for example, might claim “rational” authority at
work by suppressing role-taking emotions but practice seductive vulnerability or “sensitivity”
with women in the private sphere, which continues to empower them as men (Sattel 1976).

Members of dominant groups often feel hostile—and inflict harm—when they perceive that
they cannot control subordinates. Dominants may then use culturally available rhetorics to assert
that members of the subordinate group have wronged them and thus justify their hostile feelings
and actions. Arendell (1992, 1997), for example, found that 66 of the 75 divorced fathers she
interviewed spoke against their ex-wives. These men held traditional views of gender, believing
that inherent differences between men and women justify men controlling their families. Even in
cases in which the men won custody of the children, having their relationship result in divorce
represented both a loss of control (over their ex-wives and children) and an affront to their
masculinity. The divorced fathers used these ideas to justify their angry feelings and aggressive
behavior toward their ex-wives and children. In turn, this legitimating rhetoric functioned as a
cover for restoring male privilege. The men’s feelings of anger—a conventionally acceptable
masculine emotion, unlike loss or grief—became legitimate, even heroic, as they fought against
the perceived injustice of having their domination challenged.

In Dunn’s (2002) study of stalkers, men used love and jealousy to justify the violent acts
that they committed against their female ex-partners. As one defendant said about the woman he
stabbed repeatedly:

She was my girlfriend and I still love her. I was mad and jealous.... And I gave her some candies, and a
rose. ... always gave her presents. ... What she did to me felt bad and that’s why, when I saw the hickies,
I got mad, “cause I love her a lot, well, I loved her, ! still love her. (Dunn 2002:42)

This stalker’s father echoed that sentiment: “He is just very intense and very serious, and he loved
this girl too much” (Dunn 2002:42). A rhetoric of romance and intense feelings for the woman
can serve to legitimize the harm the man inflicts on her. This framing of the problem also positions
womien as the cause of the man’s emotional response and, in turn, his harmful behavior, an idea
that permeates the rape culture (Scully and Marolla 1984).

What happens in arenas in which men are expected, even encouraged, to express sadness and
hurt and to engage in expressive behavior thought of as “unmanly”? Do these expectations curtail
the reproduction of gender inequality? Schwalbe (1996) found in his study of the mythopoetic
men’s movement that participants engaged in rituals that had them hugging, crying in front of
other men, and revealing fears through talk (especially about their fathers). Although these kinds
of talk, emotion work, and rituals are culturally associated with women and femininity in U.S.
society, the men dissociated their practices from women and habitually emphasized that they were
doing men’s work and “getting in touch with one’s deep masculinity.” The mythopoetic men might
have characterized their therapeutic identity work as “human work,” thus putting gender itself
into question. However, they did not. Rather, they reinstated their identity as men, an identity they
did not want to relinquish because of its cultural value. Thus, even in a setting in which men tried
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to challenge the usual norms of masculinity and engage in emotional displays that are culturally
associated with women, they framed and spoke about their emotion work in ways that maintained
the higher status of men and masculinity. Without recognizing it, they reinforced the gender
hierarchy.

The men who participated in the mythopoetic movement did not think of themselves as
sexist, and their privileges as straight men made it possible for others to buttress their good
feelings about themselves as fair people. Similarly, whites who consider themselves nonracist
often find ways to keep themselves from making any changes in society that might challenge
their race privilege while still feeling good about themselves. Wellman (1993), Bonilla-Silva
(2003), and Frankenberg (1993) interviewed white people and discovered how whites find ways
to defend their racial privilege and justify inequality but still believe they are not “explicitly
contradict[ing] egalitarian ideals” (Wellman 1993:53). The white people used what Frankenberg
(1993:142) called a color- and power-evasive strategy: They claimed not to see color. Yet, as the
three authors argued, such rhetorics ignore not only a history of the oppression of people of color
but also continuing inequalities in, for example, education, employment, and housing.

Bonilla-Silva (2003:28) discussed the strategies that white people use to feel good about
themselves while arguing against institutional changes that would help people of color. The main
strategy he discovered is “abstract liberalism™:

using ideas associated with political liberalism (e.g., “equal opportunity,” the idea that force should not be
used to achieve social policy) and economic liberalism (e.g., choice, individualism) in an abstract manner
to explain racial matters. By framing race-related issues in the language of liberalism, whites can appear
“reasonable” and even “moral,” while opposing almost all practical approaches to deal with de facto racial
inequality.

Abstract liberalism permits white people to feel sadness and sympathy toward people of color and
to express generic disapproval of racism. They think of themselves as nonracist because “racist”
brings to mind images of white people spewing hateful white supremacist beliefs or carrying
out hate crimes. By rejecting racist violence, white liberals can view themselves as good people.
These feelings also allow whites to believe that they understand the experiences of people of color.
Yet, as Schwalbe (2005b) argued, dominants often know little about subordinates because they do
not have to. Nor do dominants need to pay attention to the feelings of subordinates (Hochschild
1983). Subordinates, on the other hand, must attend to the feelings, moods, and behaviors of
dominants; their livelihoods and lives depend on it (hooks 1992).

Bonilla-Silva, Frankenberg, and Wellman discovered that many whites are against affir-
mative action and use the language of abstract liberalism in their arguments against it. One of
Frankenberg’s (1993:149) interviewees put it this way, a typical response of white people in all
three studies: “I resent it particularly because I feel that people should be considered for who
they are as a human being and not as this, that, or the other—who you are, regardless of out-
side trappings—{there’s an] inner person, shouting to get out.” Appealing to humanism made it
difficult for whites to recognize that affirmative action programs are meant to make up for years
of structural inequality (Fish 1994). When there is a chance that (race) privilege is threatened,
whites’ feelings of sadness and sympathy turn quickly into resentment. They can still feel good
about themselves as nonracists, even as they resent (some) people of color for getting what they
see as special consideration. Thus, we see how ideology (in this case, abstract liberalism) legit-
imized dominants’ negative feelings against the subordinate group while making it possible for
dominants to believe and feel that they are fair and just.

Dominants also reinforce differences between themselves and subordinates in service work
settings in which subordinates perform emotional labor for the benefit of dominants. In a study
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of Korean immigrant-owned nail salons, Kang (2003) found that “body labor”—a form of ser-
vice work requiring both physical contact and emotional labor performed for a client—was most
exploitive in a setting in which Korean immigrant women physically and emotionally pampered
white, upper-class professional women who expected “caring and attentive service” and who held
“high expectations regarding [hand and foot] massages, cleanliness, sensitive touch, and friendly
conversation” (Kang 2003:835). When female Korean immigrant workers at a different salon
served a predominately working-class and lower-middle-class African American and Caribbean
clientele, they honored different expectations: communicating respectfulness, fairness, and effi-
ciency in their transactions with customers and exercising creativity for customers who sought to
distinguish themselves through unique nail designs. Kang’s work demonstrated that performing
emotional labor does not automatically magnify inequalities. Rather, we must ask who performs
what for whom, under what conditions, and with what consequences?

Subordinates and Emotion

As Kleinman (2006) pointed out, researchers might find it difficult to recognize the harmful
consequences of rituals and practices when members of the disadvantaged group say that they
enjoy them. Fieldworkers probably have a healthy skepticism about the rationales and desires
of the powerful while overempathizing with subordinates (Kleinman and Copp 1993). However,
desires are a product of socialization and social control as much as they are of thoughts, behaviors,
and ideologies and, thus, require interrogation. As we discuss below, researchers need to assume
that members of subordinate groups are not always aware of, for example, how their individual
desires affect their group as a whole.

Hooks (1989:130) has observed that patriarchy is the only system of oppression in which
members of the disadvantaged group are meant to love their oppressors. As a result, women
sometimes engage in practices that win men’s approval but reinforce inequality for women as a
group. Building on Hochschild’s (1983) studies of emotion work in relationships, Bartky (1990)
conceived of the emotion work enjoyed by many women in intimate relationships with men as
false power. She argued that when emotion work is performed only or mostly by the woman
(Hochschild 1983; Rubin 1983; Sattel 1976), she might feel good about her skilled work, but she
is, in effect, making his feelings more important than her own. Bartky (1990:116) commented on
the work of “feeding egos and tending wounds™:

[TThe feeling of out-flowing personal power so characteristic of the caregiving woman is quite different
from the having of any actual power in the world. There is no doubt that this sense of personal efficacy
provides some compensation for the extra-domestic power women are typically denied: if one cannot be
king oneself, being a confidante of kings may be the next best thing. But just as we make a bad bargain in
accepting an occasional Valentine in lieu of the sustained attention we deserve, we are ill advised to settle
for a mere feeling of power, however heady and intoxicating it may be, in place of the effective power we
have every right to exercise in the world.

Does examining the oppressive consequences of desire for the disadvantaged group ignore human
agency? From the symbolic interactionist viewpoint, agency is a given and can range from resig-
nation to rebellion. Once a child can see herself as an object, she can react to her own thoughts
and respond to others (Blumer 1969; Mead 1934). However, what kind of object does she see
herself as being? And how do others perceive her?

Interactionists studying emotions and inequality ask similar questions about subordinate
groups’ desires and analyze their consequences for reinforcing or challenging inequalities. Giuffre
and Williams (1994) studied how female and male servers came to label, or failed to label,
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particular acts as sexual harassment. White female servers in the restaurants that Giuffre and
Williams studied accepted touching, pinching, and sexually explicit talk from white male middle-
class servers, but they considered the same behavior as sexual harassment when initiated by male
Hispanic cooks. Similarly, straight male servers felt disturbed by gay men’s sexual joking, but
they relished their own “raunchy” sexual jokes. Giuffre and Williams (1994:399) concluded that
current cultural ideas about feelings of pleasure “protect the most privileged groups in society
from charges of sexual harassment and may be used to oppress and exclude the least powerful
groups.”

The emotional experiences of pleasure and romance can have adverse material consequences
for women. At Renewal (Kleinman 1996), the women on staff enjoyed flirting with the higher-
status male practitioners and had sexual-romantic relationships with them. This helped make
it possible for the women to become the “housewives” of the organization, working for lit-
tle or no pay and doing emotional labor for the men. Nanny-domestic workers, too, are ex-
pected by their employers to work more for love than money (Hondagneu-Sotelo 2001; Parrenas
2001).

This exploitation is possible, in part, because subordinates often find their experiences with
dominants emotionally satisfying. In her study of strippers, Barton (2002) found that the women
initially felt good about having men react to them as sexually attractive and paying for the show.
As one stripper said: “Sometimes you feel like a goddess with all the men looking at you. It
makes you feel good. I like being spoiled with attention. Attention you wouldn’t get anywhere
else. Any woman would” (Barton 2002:591). Sociologists of emotion ask: What cultural ideas
underlie group members’ feelings? Strippers could have internalized the idea that women fitting
conventional standards of beauty is what turns them into “goddesses,” or, as another woman put
it, “takes the [men’s] breath away, whether they’re drunk or not” (Barton 2002:590). Yet, as the
strippers Barton studied soon discovered, their male customers did not think of them only as
beautiful objects, akin to appreciating a painting in a museum. Rather, “on the flip side of male
worship lies contempt for women who have stepped outside the bounds of respectable femininity”
{Barton 2002:591). As one stripper noted:

The jobis bad because you have to deal with customers who can be problematic andrude . . . they feel like the
normal laws of etiquette that govern any other social or business interaction are suspended there. ... They’l}
say, “Turn around bitch, I want to see your ass. I'm paying.”. .. That’s not something you have to contend
with systematically in other jobs. (Barton 2002:592)

Even in those subcultures in which groups have fashioned new standards of attractiveness
and new norms for sexual activity, practices that anchor a group’s new identity in unconventional
norms of sexual desire can ultimately sustain gender inequality. In a local Goth scene (Wilkins
2004), women considered themselves independent, sexually assertive, and in charge of their lives
and the spaces in which they hung out. However, as Wilkins pointed out, women in this subsociety
cannot choose to present themselves as anything bur sexy. Similarly, Kleinman (1996) found that
participants’ belief that they were “doing something different” at the holistic health center made
it harder for them to see their own sexist practices. To participants, working at an “alternative
organization” meant that they were progressive. To acknowledge that they did anything that failed
to live up to their ideals would have challenged their identity as good people, a central identity
for participants and their work. This realization was too threatening to their self-image and their
good feelings about themselves to acknowledge.

The works of Giuffre and Williams, Barton, Wilkins, and Kleinman suggest that the pleasure
subordinates feel about themselves and dominants can obstacle to social change. If members of
the subordinate group are emotionally attached to receiving the approval of dominants and if that
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approval is tied to practices that ultimately benefit dominants, then subordinates will lack the
emotional mobilization to make change.

These studies highlight the emotion work of dealing with inequality (DeVault 1999) and
show us how emotions are central to understanding inequality. For the status quo to be sustained,
dominants must feel comfortable about their entitlement and not have too much sympathy for
subordinates. Similarly, subordinates leamn to blame themselves for their low position in a hier-
archical system. In the case of some forms of inequality, particularly sexism, many subordinates
have intimate relationships with dominants and thus become invested in seeing them as mere
“individuals,” not as members of a dominant group. Alternatively, subordinates might agree that
the dominant group exists, but argue that the individual member is an exception. The beliefs of
dominants and subordinates are tied to strong feelings about the self that make dominants unlikely
to see their privileges and subordinates unlikely to see dominants as a part of their own problems.

METHODOLOGICAL PERSPECTIVES FOR
INTERACTIONIST STUDIES OF EMOTION

How do interactionists go about studying emotions and their consequences? Symbolic interaction-
ists’ research agenda requires a range of methodologies. Affect control theorists (e.g., Heise and
Weir 1999; Lively and Heise 2004) and identity theorists (e.g., Stets 2005; Stets and Tsushima
2001) rely on quantitative models and both experimental and survey designs to explore mod-
els of emotion. Smith-Lovin, for example, has explored extensively how emotional responses
signal continuity or discontinuity between social identities and events and thus motivate social
action (Dawn Robinson, Lynn Smith-Lovin, and Allison Wisecup in this volume; Smith-Lovin
1990). Other symbolic interactionists have used “autoethnography” to explore their own lives
and emotions. Through “systematic sociological introspection,” these interactionists examine, for
example, their own and their partners’ experiences of illness (Ellis 1991, 1995; Frank 1997) and
their lives as writers and scholars (Richardson 1997). They seek to analyze intense feelings and
deeper understandings of emotion that would be difficult to access via other research methods.

Most realist interactionist studies of emotion rely on the qualitative methods of ethnography,
participant observation, open-ended interviewing, and content analysis. As Blumer (1969:1-60)
established in his chapter on “The Methodological Position of Symbolic Interactionism,” theory
and methodology are intertwined. Because meaning emerges in social settings through interaction,
researchers must enter those settings and observe interactions in order to understand the meanings
people negotiate, experience, and attach to social life (see also Goffman 1989). This type of
empirical observation has been at the foundation of some of the most influential studies of emotion.
For example, Hochschild (1983, 1989b) conducted interviews and participant observation in her
studies of flight attendants, bill collectors, and heterosexual married couples; these empirical
works led to fundamental insights into the more general topics of emotion work, feeling rules,
and emotional labor. Thoits (1996) explored the emotion work of managing others’ emotions
in her analysis of fieldnotes she took during a year with Sisyphus, an encounter group, in the
mid-1970s.

At times, Blumer’s (1969) call for interactionists to explore everyday life has presented
sociologists of emotion with a particular challenge: Public accounts of people’s emotional lives
are often difficult to come by, particularly among disadvantaged or disenfranchised communities
(Lofland 1985). Interactionists thus often rely in their studies on multiple and unconventional
data sources. Lofland (1985) used historical accounts of mourners and mourning rituals in her
study of grief. Clark’s (1987) analysis of the feeling rules governing sympathy drew on textual
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sources ranging from greeting cards to song lyrics, fieldnotes from observations of sympathy
interactions, interviews with adult respondents, survey responses, and ethnographic data reported
by other sociologists.

Emotion is not only a substantive focus of symbolic interactionist research; it is also a
methodological tool. As Kleinman and Copp (1993) noted, researchers who study others’ emotions
also have their own emotional reactions to the people they study and the setting in which they
have immersed themselves. Kleinman and Copp urged fieldworkers not to stifle, silence, or ignore
these reactions but, instead, to locate them in the social settings they are studying. Emotions
become tools of symbolic interactionist analysis as researchers explore the insights implicit in
their situated feelings. Those adopting this methodological stance ask, for example, what their
experiences suggest about the setting’s emotional culture and what cultural expectations their
“outlaw emotions” (Jaggar 1989) violate. For example, Thoits (1996) found that her feelings of
vulnerability in a psychodrama-based encounter group helped her appreciate how other members
might have felt after group meetings. Her anger helped her recognize gender inequities in the
encounter group.

Other interactionists have looked to respondents’ emotional experiences of the research
process as a source of further insight. In Arendell’s (1997) interviews with recently divorced
fathers, respondents’ expressions of anger, concern, suspicion, frustration, and desire—and, at
times Arendell’s reactions to these emotions—helped to reassert the gender hierarchy at the center
of the research question (see also Arendell 1992). Fields (2005) found in her study of a community
engaged in debates about school-based sexuality education that respondents’ apparent caution
and suspicion when answering interview questions about race and sexuality pointed to emotion
rules governing talk about race—again, the subject of the researcher’s inquiry. As these studies
suggest and as Scheff (2000) has noted, researchers who explore emotions—particularly emotions
that people experience as painful—will need to study not only respondents’ testimonies about
their emotional experiences but also their emotional behavior and discourse. Even as symbolic
interactionists continue to emphasize the social nature of emotions, they also attend to how people
experience the social without awareness, through their bodies—“preobjective in expression and
yet very social” (Franks 2003:803). Methodological innovations will help interactionists explore
not only what people can articulate about their feelings but also what they cannot articulate and
cannot feel.

CONCLUSION

Interactionists study and theorize about the core concemns of sociology, including social order
and inequality (Horowitz 1997; Schwalbe et al. 2000). Symbolic interactionism, as we have
argued, challenges micro/macro distinctions, positing the individual as neither an entity who stands
apart from society nor a passive repository of cuiture. Social life—its organization, inequities,
and history—cannot be understood without paying attention to group process and interaction,
meaning, and feelings. In U.S. society, these terms bring to mind the individual; however, as Mead
(1934) and Blumer (1969) wrote long ago, one cannot understand individual actions without also
understanding shared meanings, social constraints, and context.

We would go further: The interactionists’ goal is not to understand the individual. Rather,
interactionists seek to understand processes within groups, organizations, cultures, and networks.
Particulars matter to interactionists because they further efforts “to generalize about process, not
populations” (Kleinman et al. 1997; Schwalbe et al. 2000:421; see Becker, 1990, for adiscussion of
analytic generalizability). In their efforts to understand social arrangements and inequities—what
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sociologists usually call “stratification”~—symbolic interactionists argue that we cannot understand
systems of inequality—or any other social system—without understanding what people think,
feel, and do (see Anderson and Snow 2001). Schwalbe et al. (2000:420) put it well: “The idea
that inequality cannot be understood apart from the processes that produce it is. . . deeply rooted
in the interactionist tradition, as is the idea that these processes must be examined directly.”

What does this mean for the sociology of emotions? The methodological imperative that
Blumer (1969) set forth directs fieldworkers to study participants’ shared understandings and
misunderstandings, social divisions and social cohesion, what members produce or fail to produce
despite their best intentions, and the creation and consequences of their joint action. Thus, for
interactionists, emotions, like everything else, are data that help them understand social reality.
However, if we fail to study the inequality in our midst and ignore the emotions of dominants and
subordinates, then we fail to analyze the obdurate reality that Blumer identified as fundamental
to the symbolic interactionist perspective. We call on interactionists not only to bring emotions
into their analyses, but also to examine how people produce selves and social arrangements in a
society still characterized by inequity, injustice, and resistance.
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CHAPTER 8

Affect Control Theory

DAwN T. ROBINSON
LYNN SMITH-LOVIN
ALLISON K. WISECUP

When David Heise (1977, 1979) published his early statements of affect control theory, contribut-
ing to the newly developing sociology of emotion was not his primary goal. The main objective
of the theory was to explain behavior in the context of social interactions. Heise hoped to develop
a formal framework that could describe both the routine, expected role behaviors that people
enact under normal circumstances and the creative responses they generate when encountering
noninstitutionalized or counternormative situations. He combined insights from a measurement
tradition in psycholinguistics (Osgood 1962, 1966; Osgood et al. 1973, 1975), empirical studies
of impression formation (Gollob 1968; Gollob and Rossman 1973; Heise 1969, 1970), and a
cybernetic model of perception (Powers 1973) to create his new theory of social action.

Heise’s work has become a central part of the new sociology of emotions for three main rea-
sons. First, one of the theory’s fundamental assumptions is that cognitive understandings of social
interaction around us cannot be separated from our affective reactions to them. Every cognitive
label—every way that we think or talk about our social life—brings with it an affective meaning.
Affect is irrevocably linked to all of our thoughts, identities, and actions. Second, the core affect
control principle is that people act to maintain the atfective meanings that are evoked by a defi-
nition of the situation. Therefore, affect control theory makes the control of gffect the key feature
underlying social life. The theory is a new variant of symbolic interactionism, in that it stresses that
social actors respond to a symbolically represented world and strive to maintain the meanings that
are associated with the elements of that world. However, it turns the historically cognitive symbolic
interactionist paradigm on its head, positing that the dynamics of affective processing underlie
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both routine role-taking behavior and creative, negotiated responses to nonroutine situations.
Third, the affect control mode! was elaborated soon after it developed to conceptualize emotions as
signals about self-identity meanings within a situation and how well those meanings were aligned
with stable, fundamental self-conceptions. Basically, emotions were signals about how well the
situation was maintaining self-identity meanings. Because of its formal mathematical model, af-
fect control theory could be much more specific about this process than earlier formulations were.

In this chapter, we will first very briefly review the history of symbolic interactionist thought
on emotions. We distinguish between affect and emotion as two separate phenomena in affect
control theory. We then describe the basic structure of the theory, with an emphasis on the parts
of the formal model that allow prediction of emotional responses to events. We briefly compare
affect control theory to other symbolic interactionist approaches, pointing out where competing
hypotheses are logically generated by the different approaches. Finally, we review the research
literature and suggest fruitful avenues for future work.

SYMBOLIC INTERACTIONIST ROOTS OF
AFFECT CONTROL THEORY

Although Chapter 7 in this volume gives a more comprehensive treatment of symbolic interac-
tionist thought, we begin with a brief review to highlight affect control theory’s points of com-
monality and its distinctive features (see also Turner and Stets 2005:100-150). Mead’s (1938)
original statement of the interactionist perspective! focused on how gestures (words or behaviors)
could operate as symbols for which people shared meanings. Such shared symbols allow social
actors to take the role of another person and to understand how other people were experiencing
the situation. The ability to think about social life with these symbols gives people the capacity
to anticipate how other actors are likely to respond to possible actions. Mead divided the self
into two elements—the / and the me—representing the agentic element that had impulses to act
and the symbolic processor that generated the anticipated reactions of others, respectively. Mead
concentrated exclusively on the cognitive meanings that actors shared; affect control theory, on
the other hand, uses the affective meanings that symbols hold for actors to describe how they
anticipate, plan, and react to events. As with Mead’s original formulation, people process what
happens in social interaction symbolically. How one reacts to a social interaction depends on how
one labels who has done what to whom. Affect control theory also depends on the shared nature
of these symbols. Without some shared symbols and meanings, interaction would be a confusing
kaleidoscope of uninterpretable physical events (similar to listening to someone speaking in a
foreign language without signs or context to help interpret his or her utterances). We must share
some meanings even to have a meaningful conflict about events that we are jointly considering.

Mead thought social action was motivated by impulses generated by disequilibrium with the
environment {see discussion in Turner and Stets 2005:103~106; Ward and Throop 1992). This
assumption becomes the core principle of affect control theory—that people act to maintain an
“equilibrium’ in the meanings they assign to an interaction. Mead’s conception of disequilibrium
was rather general, however; he was primarily concerned with the ways that impulses focused
attention on certain parts of the environment and motivated their manipulation to resolve the
disequilibrium.

Cooley’s (1964) concept of the looking-glass self made more explicit the aspect of disequilib-
rium that would become the focus of most symbolic interactionist research. Cooley suggested that
people were especially concerned with their appearance in others’ eyes. He was the first to bring
emotions explicitly into symbolic interactionist thought, seeing shame and pride as responses
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to the sense of evaluation by others.? Since Cooley, most symbolic interactionist treatments of
emotion have emphasized social actors’ concern with maintaining their positive self-meanings
and the negative emotions that result from failure to maintain these meanings (see summary in
Turner and Stets 2006). As a version of symbolic interactionism, affect control theory shares
this concern with the maintenance of symbolic meanings. It views disequilibrium in the social
environment more generally, however. People respond not just to disequilibrium in how others
view them but also to dislocations in other symbolic meanings (like those for others’ identities
and for social actions).

In the late 1970s, Shott (1979) added symbolic interactionist insights to the fast-developing
new sociology of emotions. She built directly on Cooley’s work, arguing that physiological
emotional arousal was ambiguous enough to be labeled in a variety of ways. Shott followed Mead
(1938) in assuming that social life was understood through symbolic representation; she applied
this idea to emotions, arguing that emotional response was socially constructed by using cultural
labels for emotional states and feeling rules about what emotions were normatively appropriate
in situations. She thought that emotions were an important mechanism for social control because
normative emotional responses led to negative emotions when institutional rules were violated.
Therefore, social control became self-control after emotional socialization occurred.

Shott (1979) also developed the distinction between the general personal identities that people
carried from interaction to interaction and the situational identities that designated who actors
were within a particular social situation. Affect control theory does not take a strong position on
the nature of physiological emotional response—it might be the ambiguous, diffuse arousal that
Shott discussed, or an array of specific physiological responses as described by Kemper (1978,
1987) and Turner (2000). However, the theory shares with Shott the emphasis on the cultural
labels for emotions and the meanings that they carry. Perhaps more important, it conceptualizes
identities and actions as having both general, stable meanings and situated meanings that are
created in the immediate social context. Indeed, it is the tension between these two types of
meanings that gives the theory its dynamic character.

As implied above, affect control theory makes distinctions among concepts that are often
lumped together in other symbolic interactionist theories. The theory’s distinction is that it defines
these concepts in precise, measurable ways. This feature permits the development of a formal
model, including empirical estimates and mathematical statements of its theoretical principles.
Therefore, we offer a few definitions before turning to the formal structure of the theory.

DEFINITIONS

The terms affect, emotion, sentiment, and mood are often used interchangeably in the emotions
literature (see discussion in Smith-Lovin 1995). In affect control theory, they mean very different
things.

Affect

Affect is the most general term. Traditionally, it refers to any evaluative (positive or negative)
orientation toward an object. In developing affect control theory, Heise (1977, 1979) used a psy-
chometric literature totalk about the affective meaning that cultural labels for identities and actions
carried. In the 1950s, Osgood and his colleagues (1957) found that three abstract dimensions—
evaluation (good versus bad), potency (powerful versus weak), and activity (lively versus
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quiet)}—could represent people’s reactions to a wide variety of concepts. Osgood called these
dimensions “affective meaning” to distinguish them from the more denotative types of mean-
ing that we find in dictionaries (e.g., a father is a man who contributes sperm in the creation of
a biological offspring compared to an affective definition of a father as quite good, very pow-
erful, and somewhat lively). Therefore, he expanded the definition of affect to include three
fundamental dimensions of meaning. The fact that these three dimensions seemed to represent
reactions in a wide variety of national cultures (Osgood 1962; Osgood et al. 1975) encouraged
Heise (1977, 1979) to use them as an effective way to measure the symbolic meaning of social
cvents.

Affect control theory recognizes the fundamental nature of affect and its link to the labeling
process. The theory rests on the idea that all labelings evoke affect. It is this affect, rather than the
specific labels themselves, that we try to maintain during interaction.

Sentiments

Affect control theory views these three fundamental dimensions of meaning as cultural abbrevia-
tions, acting as an abstract summary of social information about all elements of an interaction—
including identities, behaviors, emotions, and settings—that are symbolically represented in our
definition of a situation.

All labels for social concepts evoke a certain amount of goodness, powerfulness, and liveli-
ness. These are referred to as sentiments in the theory. Sentiments are transsituational, generalized
affective responses to specific symbols in a culture. They are more socially constructed and endur-
ing than simple emotional responses.’ Although the dimensions themselves are universal across
cultures, symbol-specific sentiments are products of a culture. Fathers come in a wide variety of
shapes, sizes, colors, ages, and demeanors. Individuals in a culture may widely vary in attitudes
toward and understandings about their own fathers. Nonetheless, all of us in the middle-class U.S.
culture basically agree that the abstract notion of a Father* as somewhat good, quite powerful,
and moderately active. In contrast, our culturally shared sentiments about employees are more
neutral on all three dimensions, and our image of child molesters is very negative indeed on the
evaluation dimension. It is our agreement about the generalized meanings associated with specific
symbols that allow us to communicate effectively with other members of our culture.

Transient Impressions

When we define a social situation using culturally meaningful labels, the affect generated by that
definition does not remain static. Affect control theory assumes that people respond affectively
to every social event (the affective reaction principle). The theory further presumes that affective
responses can be indexed along Osgood’s three dimensions of affect meaning—evaluation, po-
tency, and activity. Picture a Boss with his Employee at an office Party. The sentiments generated
by the labels, Boss, Employee, and Party will help us make sense of this situation and know what
actions we might expect to follow. Now, imagine that we see an event that we label as the Boss
Browbeating the Employee. Our feelings about that boss, that employee, that party and perhaps
even what it means to browbeat someone, are altered somewhat from their generalized cultural
meanings. In affect control theory, we call these situated meanings transient impressions. Im-
pressions are contexutalized affective meanings that are generated by symbolic labels in specific
social events.
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Emotions

Emotion is another subset of affect. Emotional labels have the same kinds of affective meanings
that identities and actions do: to be contented is to feel good, powerful (secure, in control), and
quiet. To be elated is to feel good and powerful, but very activated/lively.

In affect control theory, emotions are the labels (with their associated cultural meanings)
that are applied to the ways that we feel after an event has occurred (Smith-Lovin 1990). There
is a formal, mathematical model that predicts what emotion we will experience after we have
participated in a social interaction (Averett and Heise 1987); we describe this model in detail
below. At this point, the important thing to recognize is that emotions are culturally given labels
that we assign to experiences in the context of a social interaction that is self-referential. They are
signals about how we feel within a situation and how that feeling compares to the stable affective
meanings that are usually associated with our self-identity.

Emotions, like other elements in the theory, are indexed as three-number profiles that typify
the amount of pleasantness, potency, and activation associated with the emotion. The distribution
of these typifications in a particular language can reveal important information about the structure
of emotions in that language culture (MacKinnon and Keating 1989). For example, in English,
as in some other languages, there are words for pleasant emotions that vary substantially in
activation (e.g., contrast peaceful with thrilled). In English, however, all pleasant emotion words
are relatively powerful. Unpleasant emotions, on the other hand, can vary in their degree of both
potency and activation. The English emotion lexicon contains labels for unpleasant emotions that
are quiet and weak (sad), quiet and powerful (bitter), active and weak (panicked), or active and
powerful (furious).

Affect control theory distinguishes between characteristic and structural emotions
(MacKinnon 1994; Smith-Lovin 1990). Characteristic emotions are the kinds of emotions that
individuals experience when performing a role perfectly. For example, Heise (2004) pointed out
that when a minister role is perfectly confirmed, an actor in that role is predicted to feel generous,
compassionate, and kind. Structural emotions refer instead to the recurrent emotions that indi-
viduals experience in the context of role relationships. Situations—and relationships—constrain
the degree to which experiences can be perfectly confirming. So, when ministers interact with
sinners, they are predicted to feel emotions such as lovesick, apprehensive, or overwhelmed. In
the context of their relationship to God, in contrast, ministers will instead feel grateful, relieved,
and sympathetic according to affect control theory predictions (Heise 2004). The model for these
predictions is detailed below.

Moods and Traits

Emotions in affect control theory represent the feelings that are situated in the moment after an
actor processes a social event and responds to it affectively. They are momentary feelings that
reflect past interactions, but do not necessarily motivate future action. Sometimes, an emotion
can become more enduring and continue to affect social interactions after it is experienced. In
affect control theory, we can represent this by modifying an actor’s role identity with a label
that represents a lasting emotional state—a mood. So, instead of dealing with a Father after one
returns home 2 hours after curfew, one might deal with an Angry Father. This combination of
mood and identity would have a different cultural meaning (which can be predicted from the
separate meanings of Angry and Father as cultural labels). It would be much more negative in
evaluation (less nice), even more potent, and considerably more activated/lively. Our recognition
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of the mood and identity within the situation would lead us to predict and fee!l different things
than we would of a normal Father.

Sometimes moods become so typical of a given social actor that we (and perhaps they) come
to think of the mood as a characteristic one—that is, tied to a person across virtually all situations.
This mood then becomes a trait that might be a part of a personal identity (cf. Shott 1979) that is
part of how that person thinks of him- or herself and how others view him or her. In affect control
theory, this trait might modify virtually all identities that one takes on in social situations. If 1
think of myself as a Kind person, then I will be a Kind Teacher, a Kind Wife, and perhaps even a
Kind Customer. Again, the trait has a culturally given affective meaning (a Kind person is good,
powerful, and fairly neutral on activity) that can be combined with the general, cultural meanings
of the identities. When we expect someone in an identity to be kind (e.g., a kind benefactor),
the trait may be fairly redundant and would not change its affective meaning very much. But if
we do not expect the abstract role actor to be kind (e.g., a Kind Judge), the meaning might change
more dramatically, In any case, the key distinction here is that moods may temporarily become
part of a person’s identity within a situation, and therefore the person might work to maintain
that feeling, rather than just experience it as a flash of emotion. Or a stable, long-term orientation
might come to be seen as a personality trait that is part of our sense of self and actively maintained
by ourselves and others who know us.

THE FORMAL STRUCTURE OF THE THEORY

The basic definitions and theoretical principles above do not distinguish affect control theory from
many other symbolic interactionist approaches. Along with most other symbolic interactionist
approaches, it argues that:

1. Actors react to social situations in terms of symbols and the meanings that those symbols

carry for them.

2. The meanings that symbols have are largely shared within a culture, leading actors to be
able to role take, viewing the situation from the position of other actors and anticipating
their reactions to the interaction.

. Actors are motivated to maintain the meanings associated with the self.

. Meanings can shift within situations as a result of one’s own or others’ actions.

. Emotions act as signals about how events are maintaining or failing to maintain self-
identities within an interpersonal situation.

oW

The thing that really differentiates affect control theory from other forms of symbolic in-
teraction is the fact that it measures cultural meanings in such a well-defined, abstract way. The
three dimensions—evaluation, potency, and activity—obviously lose some information about so-
cial roles, behaviors, and settings. Things that are affectively similar (e.g., Winner and Hero) may
have denotative differences. One becomes a Winner by besting others in a contest, while one
becomes a Hero by rescuing others from potential trouble. But the fact we can characterize all
symbolic elements of a situation on the same three dimensions allows affect control theorists to talk
concretely about how events change meanings. We can track actors, actions, settings, emotions,
moods, traits, and virtually anything that we can name by using the same three affective-meaning
scales. Furthermore, we can use these three scales to measure both the enduring culturally given
sentiments about the symbols and the transient meanings that they take on in the context of situa-
tions. By specifying how events change meanings, we can then specify what events will maintain
or restore those meanings.
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Impression Change

In order to understand affect control theory’s model for predicting emotions, it is necessary
first to understand the theory’s general predictive model. Affect control theory uses this Actor-
Behavior-Object (ABO) grammar to represent the simplest social event, Actor Behaves toward
Object. Each of these event elements can be represented with a three-number profile that captures
the fundamental sentiments it evokes in terms of evaluation, potency, and activity. The transient
impressions evoked by a specific event can be measured by in-context ratings of those event
elements. So, imagine an event: “Employee Corrects the Boss.” Impressions of that particular
employee are likely to be somewhat different from our generalized sentiments about all Employees.
Heise (1969, 1970) adapted analytic tools developed by Gollob (1968) describing exactly how
our affective meanings toward symbols change as a result of their coappearance in social events.
We can regress our generalized sentiments about Employee, to Correct someone, and Boss on
the situated impressions of that employee in order to learn more about how these social elements
combine to form new impressions during social interactions.

A’ =c+bA +bB+ b0 (1)

where A’ stands for the predicted impressions actor (the Employee that we see Correcting the boss),
A refers to the more stable sentiments we associated with Employees in general, B stands for the
generalized sentiments about the behavior (to Correct someone), and O refers to the generalized
sentiments toward the object (Boss, in our example). Heise (1969, 1970) made the important
observation that when these simple event sentences described a social interaction, the resulting
equations specified how that event changed impressions of the people and the actions involved in
the situation.

When we expand this equation to include a specification of the actor, object, and behavior
on all three affective dimensions we get an equation like the following from Smith-Lovin (1987):

Al = — 0.98 + .468A, — .015A, — .015A, + .425B, — .069B, — .106B,
+.0550, — .0200, — .0010, + .048AB, + .130B.O, + .027A,B,
+.068B,0, + .007A,B, — .038A.B, — .010A.B, + .013A,B,
—.014A,0, — .058B,0, — .070B,0, — .002B,0, + .010B,0,
+.019B,0, + .026A.BO, — .006A,B,0, + .031A,B,0,
+.033A.B,0, + .018A,B,0 )

Equation (2) uses information about the sentiments associated with all of the elements in
a social situation (A¢ , Ay ... Op, O,) to predict the situated impressions of the goodness (eval-
uation) of the Actor (Al). A, B, and O represent the Actor, Behavior, and Object and the e, p,
and a subscripts represent the evaluation, potency and activity of those event elements. Each of
the coefficients in this equation captures something about the normative process of impression
formation in our culture. Note that the largest predictor of how nice an Actor seems in a given
situation is the generalized goodness normally associated with the identity of that Actor. So, our
impressions about the niceness of the Employee who Corrected the Boss are largely shaped by
how nice we think Employees are in general. This strong, positive A, in this equation captures
the idea that Actors seem nicer when they are occupying identities that the culture already sees as
good. In contrast, someone occupying a negatively evaluated identity like Perpetrator might seem
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relatively nasty, no matter what he or she did and to whom. Similarly, the strong, positive B, term
reflects how much nicer an actor seems when he or she is behaving in nice ways. In general, people
seem nicer when they Help someone (a very positively evaluated act) than when they Correct them
(a mildly negative behavior). The smaller, positive O, term reflects the idea that the niceness of
our interaction partners rubs off on us a bit. We seem somewhat nicer when we act toward others
who are good, and we seem a little less good when we interact toward those whose identities are
generally considered bad in our culture (guilt by association). In keeping with traditional parental
advice, our reputations depend partly on the company we keep. These last two effects are qualified,
however, by a positive and sizable interaction between them, captured in the B, O, coefficient. This
interaction (called the balance term, after Heider’s, 1958 balance theory) captures the idea that so-
cial actors seem especially nice when they behave nicely toward good others (or badly toward mean
others); actors do not seem as good when they are either mean to good others or nice to bad others.

A full set of impression formation equations like Equation (2) predicts changes in the im-
pressions of Actors, Behaviors, and Objects on evaluation, potency, and activity (AL, A;,, Al,B.,
B;,, B}, O, O;,, 0,), as a result of their combination in various social events. Taken as a set,
these impression formation equations generate empirical summaries of basic social and cultural
processes. They characterize how people’s meanings change when they symbolically react to
events, as well as capturing important descriptive information about the ways in which social
events temporarily transform the local impressions of the symbolic labels that we use to define
these events. Along with the sentiment dictionaries, these equations provide the empirical basis
for the theoretical predictions made by affect control theory.

Currently, there are full sets of impression formation equations for the United States (Smith-
Lovin 1987), Canada (MacKinnon 1994), Japan (Smith et al. 2001), and Germany (Schneider
1996). Researchers have done partial studies of affective change in working-class Catholic schools
in Belfast, Northern Ireland (Smith-Lovin 1987) and among Lebanese and Egyptian students
studying in the United States (Smith 1980).

Control Principle

Sentiments refer to the culturally shared, fundamental meanings that we associate with particular
social labels. Impressions refer to the more transient meanings that arise as social interactions
actually unfold. Discrepancies between sentiments and impressions tell us something about how
well interactions that we experience are confirming cultural prescriptions. Following the pragmatic
assumption that social actors strive to maintain their working definitions of social situations, affect
control theory proposes that actors try to experience transient impressions that are consistent with
fundamental sentiments. This proposition is called the affect control principle. Inspired by Power’s
(1973) work on perception control theory, Heise (1977, 1979) developed a control system theory
to model this principle.

The core mechanism in a control system is that the current state of a system (e.g., the air
temperature in a room) is compared to a reference level (e.g., a thermostat setting). The direction
and size of the difference between the two guide the future behavior of the system. Modern control
system theories of identity (most notably affect control theory and Burke’s (1991) identity control
theory) share a common image: Actors use identity meanings as a reference level to which they
compare what is happening in the current social situation. The behavior of self and others is judged
according to how well it maintains those reference level meanings. New actions are planned and
carried out to maintain identities.

Affect control theory uses the fact that both cultural sentiments and transient impressions
are measured in the same way, on the same dimensions, to develop a formal model of the meaning
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control process. Affect control theory defines deflection as the discrepancy between fundamental
cultural sentiments and transient, situated impressions in the relevant semantic space (usually the
three-dimensional evaluation, potency, and activity space). Mathematically, researchers usually
operationalize this concept as the squared Euclidean distance between the sentiments and impres-
sions (usually in evaluation-potency-activity space).’ In a standard ABO event, deflection would
therefore be operationalized as

D= (A, — A + (A, — Ap)* + (A, — A))* + (B, — Bo)’ + (B, — By
+ (B}, — By)’ + (O] — O.)* + (O}, — 0p)” + (O, — O,)* 3)

This equation can be used with the impression-change equations to implement the affect control
principle. Notice that we can substitute the regression equation (e.g., Equation (2)) for each tran-
sient impression (e.g., A.) in Equation (3). This gives us a very long and complicated expression,
but that expression is composed entirely of things that we can measure. In addition, because the
elements that predict the situated impressions are all the same, many of the terms in the equations
cancel each other out, simplifying the expression a great deal.

We can then solve for a set of three-number profiles for a behavior that minimizes deflection.
These equations predict the optimal behavior (in the form of a three-number evaluation-potency-
activity profile) for generating an event whose corresponding impressions are as close as possible
to the initial sentiments. (All of these calculations are done automatically for researchers by the
simulation program INTERACT.) As an example, the deflection generated by the event Employee
Corrects Boss is 2.0, indicating a relatively low discrepancy between the situated impressions and
our cultural sentiments about Employees, Bosses, and Correcting.'5 The profile for a behavior that
would optimally confirm our sentiments is an evaluation of 1.84, a potency of 0.03, and an activity
of 0.74, corresponding closest to actions like Agree with, Obey, and Speak to. After the Correcting,
the Employee would have to do a new behavior with a cultural meaning like evaluation = 1.96,
potency = —0.37, and activity = 0.86 (corresponding most closely to Admire) in order to bring
situated impressions back into line with cultural sentiments. Alternatively, the Boss could Instruct,
Reassure, or Counsel the Employee (optimal profile: evaluation = 1.46, potency = 1.34, activity =
—0.49). These predicted actions represent minor “repair work” after the slight dislocation in state
and powes that the Correcting has caused.

Reconstruction Principle

Sometimes events produce deflections that are so large that it is difficult or impossible to find a
behavioral approach for resolving them. No amount of repair work can restore our sense that the
people are who we thought they were. Affect control theory’s reconstruction principle states that
inexorably large deflections prompt redefinition of the situation.

To implement this, we can use the same type of equation used to predict behavioral resolution
of deflection, only solve instead for a new actor identity or a new object identity. Consider the
following event: Nurse Abandons Patient. This event produces a deflection of 19.0. It yields no
predicted behaviors because no behavior exists in the sentiment dictionary that could possibly
resolve that amount of deflection. In other words, there is nothing that a Nurse can do after
Abandoning a Patient that would fully resolve the deflection produced by that event. One way of
thinking about this result is that there is nothing that a Nurse could do to restore our image of
him or her as a responsible, professional occupant of that role identity; we continue to define the
action as Abandoning. So, he or she must offer an account that will lead us to change our view of
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what happened: Was the act something other than Abandoning? Or, was the person who appeared
to be a Patient actually someone else? To resolve our affective reaction to this untenable event,
we have to do something to reframe our understanding of the situation.

Using affect control theory’s mathematical model, we know what kinds of redefinition will
fill the bill. If the Nurse makes no account for his or her behavior, we might relabel her. We can
solve for the optimal actor identity that would minimize deflection. In this case, we get a new actor-
identity evaluation, potency, and activity of —2.34, 0.001, —0.69, corresponding most closely to
an identity of a Malcontent. Alternatively, if the Nurse (or someone else arguing for a more benign
interpretation of events) does offer an account, affect control theory can anticipate what type of
framing might undo the affective damage. For example, viewing the action as Accommodating
(2.02, 1.06, —0.17), the patient (who presumably wanted to be left alone) would make the Nurse’s
behavior seem more appropriate. Alternatively, we can solve for a new object identity. These
labeling equations allow affect control theory to model processes like our tendency to “blame the
victim” in the case of unusual events. Our example is so extreme that there is, in fact, no identity that
would be appropriate for a Nurse to Abandon (the predicted solution is: —1.59, 1.96, 5.85 which
is outside the range of logical possibilities for identity profiles), suggesting that Nurses would
never be expected to abandon a patient, no matter who it was. If, however, we use considerable
latitude on the activity dimension and search for the object identity closest to that profile, we get
predictions like Outlaw, Gangster, and Mobster. So, although the affect control theory equations
predict that nurses would never abandon a patient, the identities that would come closest to
“deserving” such treatment would be these sorts of extremely bad, powerful, and lively actors.

Emotions

The impression formation equations characterize impressions that get generated by specific
social events; the behavioral prediction equations use the affect control principle to tell us how
actors are likely to behave, given specific definitions of the situation. The labeling equations tell
us how we are likely to redefine actors, objects, or actions as a result of observed or experienced
interactions. All these parts of the formal model show us how affective meanings serve to guide
our actions and interpretations of social interaction. However, as we noted above, affect control
theory distinguishes between affect and emotion. Although events that do not maintain affective
meanings might seem unlikely, surprising, disturbing, or even unreal (in the case of extreme
deflection), these do not necessarily imply negative emotions. They do motivate us to resolve
the discrepancy—to reduce deflection—by restoring our affective meanings. In that sense, they
might evoke some sense of stress or physiological reaction (Robinson et al. 2004); however,
the theory distinguishes between this motivational state and emotion. Instead, affect control
theory represents emotions, moods, and even personality traits that indicate typical emotional
orientations through the use of identity modifiers.

If we take the same labeling equations described above and hold the actor’s identity constant,
we can solve for a modificr that can be combined with the actor identity in order to produce a
combination modifier-identity profile that best confirms the event’s sentiments.

Averett and Heise (1987) estimated equations of the form

C = ¢ + byl 4 byl + baT, + byM, + bsM, + bgM, @

where C is the evaluation, potency, or activity of a composite modifier and identity (e.g., an Angry
Professor), I is the identity of the composite (Professor), and M is the modifier associated with
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that identity in the composite (Angry). Once we know what the C., C,, and C, should be in the
event (by producing the actor profile that would “make sense” of the experience), we can solve
for the T values in the equation; both the C’s and the I's are known.”

Consider our event Employee Corrects Boss. What kind of an Employee would Correct his
or her Boss? Affect control theory answers this question by first solving for the optimal actor
identity for the event (Actor) Corrects Boss. Because affect control theory translates everything
into affective meanings to calculate its answers to such questions, our answer comes in the form
of a three-number profile: an Actor with an evaluation of —1.5, a potency of 0.0, and an activity of
0.37. Then, we can look up that three-number profile in a dictionary of affective meanings from
some group in order to translate it into a symbolic label: the identity of Tease is closest to this
profile in the U.S. undergraduate dictionary.

If the identity of the actor is well established by the institutional context or personal knowl-
edge, however, we might want to hold that identity constant. We then hold the identity of Em-
ployee constant and solve for the trait with the three-number evaluation-potency-activity profile
that, when combined with Employee, produces a combined profile that is closest to that optimal
identity. These attribution equations tell us what kind of Employee would Correct his or her Boss
(answer: a Contemptuous Employee).

The attribution equations solve for traits or characteristics that, when added to an identity,
can make sense of observed behaviors. Heise and Thomas (1989) showed that we can use these
same equations with a set of emotion words to make predictions about what kind of emotions
actors and objects are likely to feel in social events. Using information about the original identity
(I in the equations below; Employee in the example above) and the combined, transient identity
(C in the equations below; Tease in the example above), we can solve for the particular emotion
that would make sense of the event (E in the equations below).

E. = 0.364 — .8711; — .182[, — .162I, + 1.722C, + .317C;, +- .365C,
E, = 0.430 — 1391, ~ 1.171;, — .1041, + .240C; + 1.691C, — 0.21C, )
E; = 0.015 — .110L; — .1741, — .816I, + .139C. — .159C,, — 1.326C,.

These equations reveal that emotions are a result of both the transient impressions produced
by the event (the Cs) and the original identity meanings for the role identity that we occupy
(Averett and Heise 1987). In other words, emotions reflect how a situation is making us feel (in
the context of our role identity within the situation), as well as signaling to us how those feelings
compare to our reference standard.

Looking at the evaluation dimension, we can see that the effects of the fundamental sentiments
(1) is negative and roughly half the size of the effects of the transient impressions (captured by the
predicted identity combination, C). This shows us that the positivity of emotion is predicted by
the positivity of the transient impression (t), as well as the positivity of the deflection produced
by that transient impression (t — f). In other words, nice events make us feel good. Events that are
even better than our identities would lead us to expect feeling even better. Note further than when
events are perfectly confirming (e.g., t = f), then the pleasantness of our emotion should roughly
reflect the niceness of that fundamental identity. This suggests the characteristic emotion for a
given identity should be evaluatively congruent with that identity:

@-H=t+ (-1 )

The potency and activity equations reveal similar dynamics. Both of those equations can be



190 Dawn T. Robinson et al.

roughly reduced to
(1.5t—1) = .5t+ (¢t — 5. O]

As with emotion evaluation, we see that emotion potency and emotion activity are each
influenced by both the deflection and the transient impressions. When events push us further
upward in potency than our identities suggest, we experience more powerful emotions. Likewise,
when events make us seem livelier than our identities suggest, we experience more active emotions.
In the case of perfectly confirming events (when t = f), we experience a characteristic emotion,
whose potency is roughly half of the potency associated with fundamental identity. The picture
is roughly similar for predictions about emotion activation. The emotion and trait equations turn
the basic A-B-O event in affect control theory into a M-A-B-M-0O event, where M stands for an
identity modifier (either a trait or an emotion).’

While we can use the modifier equations to predict emotional response, we can also use
them to create “new” identities—either a mood that is embraced for a short period of time or a
personality characteristic that is embraced transsituationally. If we combine a modifier with a role
identity for a substantial period (e.g., an Angry Father), this combination is no longer a simple
result of a specific situation, but a new temporary identity that is maintained over several rounds
of interaction. Maintaining an identity like Angry Father will obviously lead to different actions
than a nonangry Father.

Therefore, experiencing a mood has very different effects than a situated emotional response.
Emotions, in affect control theory, do not cause actions; instead they indicate or signal how we are
experiencing a situation. It is deflection, not emotion, that leads to restorative action. Emotions
are reflexive, and to some extent we end up acting in ways that are opposite from the emotions
that we experience. A Novice that feels Elated at the Compliment of an Expert might still act
in a way to bring down the Expert’s view of him or her to a level more consistent with the role
identity of Novice. The positive emotion comes from the interactions that are experienced in
the situation (which have moved the situated meanings above the reference level); actions will
serve to counter-balance them and bring things back into line. On the other hand, a Cheerful
Novice (i.e., one who is in a persistently good mood for several rounds of interaction) might act
nicer than a Novice who is not in such a nice mood.

When people consistently have the same modifier attached to (virtually) all of their identities,
that modifier might actually become part of a personal identity. Then it becomes a part of the
reference level in all situations. So, such typical emotional states act in affect control theory like
status characteristics or any other identity modifier that is permanently attached to all identities.
Just as we can talk of a Female Judge having a somewhat different meaning than a (prototypically
male) Judge, we can also say that a Depressed person might enact the role identities of Mother,
Employee, Friend, and so forth all in the Depressed state. Combining the modifier with all identities
shifts their meaning in a predictable direction, and it is the new meaning that is maintained through
action and perception.

INTERACT

Both the logic and the substance of affect control theory are contained in its mathematical specifi-
cation. The empirically estimated equations contain crucial information about affective processing
that reflects basic social and cultural processes in patterns of attribution, social judgment, jus-
tice, balance, and response to deviance. The logic of the theory (for example, the affect control
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principle and the reconstruction principle) is implemented through mathematical manipulation
of these equations to produce predictions about behaviors, emotions, and labelings during inter-
action. The equations and the dictionaries containing culture-specific sentiments in the form of
evaluation, potency, and activity ratings of identities, behaviors, emotions, settings, and so on, are
contained in a software program called INTERACT. The current version of the INTERACT soft-
ware allows users to choose among eight sentiment dictionaries (U.S. 1979, U.S. 2003, Canada
1988, Canada 2002, Japan, China, Germany, Northern Ireland). This software provides a user-
friendly interface that allows researchers and research consumers to work through implications
of the theory.

Simulation results using this software can be taken as explicit predictions of the theory and
thus subjected to testing through empirical investigation. The theory can generate several kinds
of hypothesis:

1. It can predict characteristic emotions—which offer an epidemiology of social emotion,
showing how occupants of different social positions typically feel in response to normal
situations that maintain their role identities. Because we can set the transient, situated
meanings in Equations (5) and (6) equal to the fundamental reference levels, we can
make predictions about how those role occupants would usually feel under meaning
maintenance.

2. It can predict emotional responses to specific events that fail to maintain meanings (e.g.,
underreward and overreward). If an Expert Flatters a Novice, we expect different emotions
than if the predicted, identity-maintaining behavior (Instructs) occurs. This feature of the
theory can be used to “predict” much of what we already know; that is, affect control
theorists can use the control theory framework to interpret experimental and clinical
phenomena that have been observed in other studies.

3. It can show how persistent mood states (or personality characteristics) can systematically
alter the performance of a large number of roleidentities across situations. For example, a
depressed individual might be affected by that mood state in a variety of role performances
and so engage in interactions as a Depressed Teacher, a Depressed Mother, and a Depressed
Wife.

4. At a more macrolevel, it can describe the feeling rules or emotion norms that come from
prototypical events that lead to emotional response. Therefore, we can say that a Lover
who has been Jilted has a “right” to feel Angry, in the same way that a Mother who has lost
her Child is “supposed” to be Sad. Similarly, we can describe the systematic production
of jointly experienced emotions by interaction ritual chains (Collins 2004).

EMPIRICAL STUDIES OF EMOTION USING
AFFECT CONTROL THEORY

Because of the marked progress in the sociology of emotions during the past three decades (Smith-
Lovin 1995; Turner and Stets 2006), many recent studies of affect control theory have focused
on the emotions component of the model. However, in spite of the range of predictions possible
(see the list above), there are two basic themes in most affect control research on emotions: (1)
studies that use the theory to predict emotion reactions and (2) studies that show how emotions
act as a signal about identities.

The first type of study shows that the theory does a good job of predicting what people
will feel in what social circumstances. Robinson and Smith-Lovin (1992) began the experimental
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assessment of affect control prediction of emotional response to deflecting events. Following
closely an experimental paradigm developed by Swann et al. (1987), Robinson and Smith-Lovin
selected participants from an undergraduate psychology pool who had either very positive social
self-esteem or relatively negative social self-esteem.’ The participants then read a three-minute
passage from Jonathan Livingston Seagull during which they thought their performance was being
evaluated by two raters to develop a new communication coding scheme. The participants got
feedback from the two raters (in counter-balanced order). Their emotional responses to the first
feedback and their choice of which raters to interact with in the second part of the experiment were
the dependent variables. The affect control hypotheses proposed a counter-intuitive pattern: that
positive evaluation by a rater would create positive emotion for participants with both high and
low social self-esteem, but that low social self-esteem participants would choose future interaction
with those who confirmed their negative self-identities. The hypotheses were confirmed—positive
evaluation led to positive emotion and negative evaluation led to negative emotion, but participants
chose future interaction partners who confirmed their self-images even when that confirmation
caused them to feel bad.

Although behavioral studies like Robinson and Smith-Lovin (1992) are the most compelling
examples, they only deal with a very limited number of situations for practical reasons. Research
using vignettes has demonstrated accurate prediction over a wider range of (imagined) situations.
Heise and Calhan (1995) asked students to imagine themselves in 128 situations and report what
emotion they felt. This study makes use of the fact that symbolic interactionist theories like affect
control theory presume that events are processed symbolically—thinking about being in a situation
is expected to arouse the same types of emotions that actually being in that situation would evoke
(MacKinnon 1994). The students reported their emotions on a graphic emotion spiral that mirrored
the structure that Morgan and Heise (1988) found: pleasant emotions (Happy, Proud) are at the
top while unpleasant feelings (Annoyed, Disgusted) are at the bottom. Vulnerable (low potency)
emotions like Scared and Ashamed are inside the spiral, while high potency emotions like Bitter
and Angry are toward the inside. Lively versus quiet emotions (Excited versus Contented) are
represented on the left/right axis. Half of the imagined situations had the student as the actor
and in the other half, the student was the object. For example, students were asked to “Imagine
that you are flattering a professor. How do you feel at the moment?” Alternatively, they might
be asked “Imagine that an evangelist is condemning you? How do you feel at the moment?” The
study supported the theory. When Heise and Weir (1999) examined scatter plots of distances from
the affect control prediction and the frequencies with which the students chose an emotion, they
found that the distributions typically fit the following generalizations.

1. The emotion that a person reports feeling in an event usually is close to the theoretical
emotion predicted by affect control theory.

2. People rarely report feeling an emotion in an event that is far from the theoretical emotion
predicted by affect control theory.

Since emotions indicate how someone occupying an identity with a particular meaning
is responding to an event, people can use them as signals to help define ambiguous situations.
Robinson, Smith-Lovin and Tsoudis (1994; Tsoudis and Smith-Lovin 1998, 2001; Tsoudis 2000a,
2000b) used this feature of the theory to explore how emotional displays impact judgments
made about criminal defendants. The studies follow a common design: they present students
with a description of a court case (either a criminal confession or testimony by the victim of a
crime), varying the emotions displayed by the perpetrator or victim in the case.'® INTERACT
predicts that people occupying fundamentally good identities should feel remorse after they
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have committed a negative act toward a good person (e.g., injured an innocent during a drunk
driving accident); actors who have fundamentally negative identities would experience more
neutral emotions. Similarly, victims who occupy good identities should feel devastated by being
the object of such an action, while those occupying stigmatized identities expect negative acts
to be directed at them and show less emotional response. In the studies, students gave lighter
sentences to and thought less negatively about perpetrators who showed the repentant emotions that
INTERACT would predict of fundamentally good actors. They also used the emotional reactions
of the victim to shape their sentences and degree of empathy with those who had been hurt in the
crime.

This research on judgments about criminals focuses on expected emotional responses to bad
behaviors. Affect control theory makes the more general prediction that one’s emotions should
be evaluatively congruent with one’s actions (Heise and Thomas 1989). In order to examine this
prediction, Robinson and Smith-Lovin (1999) conducted vignette experiments that systematically
varied the niceness of an actor’s behavior with the emotion displayed. These experiments demon-
strated that not only can actors mitigate damage to an identity by displaying an appropriately
negative behavior, as in the case of remorseful defendants, but they can actually contribute to a
spoiled identity by not feeling appropriately happy when engaged in beneficent behaviors.

Since emotional experiences are crucial for understanding mental health, some affect control
research has examined clinical issues. Francis (1997), for example, conducted a qualitative study
of two support groups: a divorce group and a bereavement group. In both cases, people entered
the groups with negative identities and the unpleasant, powerless, low activation emotions that we
would expect those identities to evoke. Divorced people saw themselves as failing at marriage,
and bereaved spouses felt responsible for their partners’ pain and ultimate death. Since it was
difficult to redefine the event (divorce or death), Francis (1997) found that support group leaders
worked on the identities of the group members and their former partners. They reinforced the
positively evaluated, potent, and activated identities that the group members could occupy that
would generate positive feelings from new events. In addition, they helped relabel the former
partners in a more negative way, giving them responsibility for the negative event (divorce or
death). In effect, the event became “a bad person does something bad to a good person (the
support group member).” Since even this event construction involves some deflection and negative
emotion, the group leaders then encouraged the group members to forgive their former spouse—a
good, deep act that helped to support their new positive identity. The most important finding
from the Francis study is that the group leaders did not focus directly on the negative feelings
that the group members had. Instead, they shaped the view of the situation—the identities of
self and other—to generate a new set of emotions that would be more productive for continuing
life.

EMOTIONS IN UNDERSTANDING
SOCIAL MOVEMENTS AND POLITICS

Given the power of affect control theory to link the framing of a situation and the emotional
experiences that the situation evokes, it is natural that the theory has found powerful applications
to the framing of social movements, Heise (1998) pointed out that we develop emphatic solidarity
with other groups if we find ourselves having the same emotional reactions that they have to
the same events. Feeling chagrin and annoyance at Summers’ remarks about women’s potential
at science and math indicates to us that we have some solidarity with women scientists who
have spoken out against his views. Berbrier (1998) and Schneider (1999) have both discussed
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the framing and cultural meanings that neoconservative and white separatist movements use to
support their positions.

Researchers have applied the theory to more traditional political processes as well. Troyer
and Robinson (forthcoming) used INTERACT simulations to show how political advertisements
and voting behavior can be modeled using affect control theory. MacKinnon and Bowlby (2000)
used the theory, together with social identity theory (Abrams and Hogg 1990), to explore the
affective dynamics of intergroup relationships and the stereotypes that people form about other
groups.

While we may not think of nation-states as unitary social actors to which social psychological
theories apply, Lerner and colleagues (Azar and Lerner 1981; Lerner 1983) have noted that
the symbolic processing that affect control theory models can be used to interpret the cultural
understandings that world leaders have about international events. When we process statements
like “the United States attacks Iraq” or “the Soviet Union is an Evil Empire,” we have affective
reactions that guide our cognitive labeling of ambiguous actions, our policy preferences for future
events, and our feelings of solidarity (or lack thereof) with other collective actors. Seeing Arab
citizens rejoicing in the streets at an event that causes us great distress (e.g., the 9/11 attacks
on the World Trade Center and Pentagon) creates a sense that these people view the world very
differently from us and cannot be trusted to behave in a predictable, “moral” manner.

Of course, social movement activity can involve institution building as well as the framing or
interpretation of political events. One example of a stigmatized group developing new institutions,
interaction ritual chains, and shared symbolic meanings is Smith-Lovin and Douglass (1992). This
study combines the quantitative measurement that is typical of affect control research with qual-
itative field observations in a study of two religious groups. Smith-Lovin and Douglass (1992)
asked the question: How do gay people who occupy stigmatized identities in the mainstream
culture develop a religious interaction ritual that consistently generates positive, rewarding emo-
tions and subcultural support for being simultaneously gay and religious? The study contrasted
a traditional (and relatively liberal) Unitarian church with the Metropolitan Community Church
(MCC), a religious denomination explicitly developed to serve the gay community.

Using participant-observation, Smith-Lovin and Douglass first compiled a list of thirty social
identities and thirty behaviors that were significant social labels in both religious groups. Church
members then rated these concepts on the evaluation, potency, and activity dimensions. The
data showed large differences between the two groups’ ratings of religious and, especially, gay
identities, but not for social actions.!! Unitarians had much more negatively evaluated, impotent
meanings associated with gay identities compared with the MCC (several were rated in the study).
There were also big differences in the potency and activity meanings of the religious figures—
both symbolic (God) and institutional (minister). Notice that in the MCC context, Gay Person
and Worshiper have very similar profiles (with the Gay Person being quite a bit livelier), while in
the Unitarian Church group, there is a large difference on all three dimensions, most notably on
evaluation.

Smith-Lovin and Douglass used the fundamental sentiments that they had measured in the
two congregations for simulations in INTERACT. These simulations produced hypotheses about
the religious rituals expected in both institutional contexts and about the standard production of
emotions that those interaction rituals (Collins 1990, 2004) would produce. The more potent,
lively meanings associated with religious identities in the gay church led INTERACT to produce
more dramatic, flamboyant interactions, which contrasted markedly with the more staid role
relationships among religious figures in the Unitarian church. For example, the expected action
of a Minister to a Worshiper in MCC had the affective profile (¢ = 0.9; p = 1.7; a = 0.7), with
actualizations like Stroke, Visit, and Please. In the Unitarian group, the same role relationship was
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supported by an action with the profile (e = 0.3; p = 1.0; @ = 0.2), implying actions like Appeal-
to, Flatter, and Consult. But the institutionalized religious interactions in both congregations
predicted deep, positive emotions for both groups: presumably an important part of the religious
experience. The very different meanings associated with homosexual identities also generated
very different simulations. Using the MCC sentiments about Gay Person, INTERACT predicted
positive interactions among gays (e.g., Applaud, Play With, Court) and directed to a Gay Person
from the Congregation (Court, Play With, Desire Sexually). By contrast, the Unitarian meanings
led INTERACT to predict that homosexuals will experience negative, unhappy interactions with
one another, with God, and with formal religious figures.

To validate their simulation results, Smith-Lovin and Douglas created sixty descriptions of
social events, each specifying an interaction between gay and religious identities. They selected
the behavior directed from one identity (actor) toward the other (object) in each event from one of
three sets of behavioral predictions: (1) those produced by the MCC sentiments, (2) those produced
by the Unitarian sentiments, or (3) those produced through random selection of behaviors from the
INTERACT corpus. Seven judges from the MCC church then rated the likelihood of these events
(twenty from MCC sentiments, twenty from Unitarian sentiments, and twenty with randomly
chosen behaviors). This allowed them to test whether or not the perceived likelihood of events
generated by one’s own group’s fundamental sentiments were higher than those produced by
another group’s meanings (or randomly selected behaviors). An ANOVA produced a significant
result for the three-category grouping variable, and a follow-up test confirmed the investigators’
prediction of a significant difference between the MCC and Unitarian events. MCC raters saw
the events generated from the MCC sentiments as more likely than events generated from the
Unitarian sentiments. Smith-Lovin and Douglass (1992:243) concluded from their analyses that
affect control theory shows promise as a “generative model of culture.”

Britt and Heise (2000) argue that social movement organizations seek to transform negatively
evaluated emotions associated with a stigmatized or minority identity such as shame or depression
into other, more active emotions such as pride in an attempt to incite and motivate individuals
to participate in group activities. They state that a primary tactic used in gay identity politics is
to instill fear in group members through discussions about homophobic reactions toward gays
and lesbians, but as they point out, fear renders individuals vulnerable and is less likely to leave
them feeling as though they should fight for the group cause. These feelings of vulnerability
must then be transformed into more active emotions such as anger. Britt and Heise conclude
that fear and anger can be viewed as emotional capital for social movements. These emotions
provide an individual-level resource that, when properly transformed, leads to group solidarity
and subsequently aid in the achievement of group goals.

Recent work by Lively and Heise (2004) indicates that the experiential structure of emotions
is very similar to the meaning structure of emotions. Moreover, the findings of Lively and Heise
indicate that the “emotional capital” discussed by Britt and Heise (2000) may not require an
external catalyst for use by social movement organizations. Instead, Lively and Heise (2004)
determined that the connections between emotions and action may be more closely linked to one
another due to their relative proximity to one another as measured by a remoteness index.

Although a majority of the empirical evidence for affect control theory comes from U.S.
populations, Schneider (1996) illustrates the utility of affect control theory, a formal statement
of symbolic interactionism for understanding how cultural differences in meaning translate into
differences in affective responses. Schneider conducted a cross-cultural comparison of a U.S.
undergraduate sample and a German undergraduate sample for over 400 identities. His results
indicate that American students systematically rated sexual-erotic identities as more negative and
active compared to the German sample. The differences in meanings associated with role identities
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between the two samples resulted in substantial differences in the emotions associated with these
identities. Although German students associated emotions of impression and passion with sexual-
erotic identities, American students associated more deviant and violent emotions with these
identities. Furthermore, the results of the Schneider study indicated that as agreement on the level
of sexual eroticism of identities converged between the two cultures, the affective responses to
the identities illustrated a pattern of dramatic divergence. Schneider’s results illustrated not only
the importance of the broader social context for establishing meaning, but also indicated how the
formal statement of symbolic interactionism, in the form of affect control theory, permits an
empirical investigation of cross-cultural comparisons.

A BRIEF COMPARISON WITH A CLOSE
THEORETICAL COUSIN

Due in large part to common symbolic interactionist roots, affect control theory (Heise 1977, 1979)
and identity control theory (Burke 1991) share many assumptions, principles, and propositions.
Both theories take as a starting point the symbolic interaction principles of shared meanings
and individual attempts to maintain those meanings. Shared meanings are not only a require-
ment for meaningful interaction (Mead 1938). The attempt to maintain these meanings is the
cornerstone of the individual creation and re-creation of structure—a core symbolic interaction
principle. Affect control theory and identity control theory also agree that individuals attempt to
maintain meanings through the confirmation of identity meanings. Disconfirmation of meanings
in both theories motivates the individual to affect his or her environment in such a way as to
stabilize the interaction system at or near the reference level given by one’s definition of the
situation.

As previously mentioned, the control model used by Heise (1977, 1979) is not specific to
affect control theory. Burke (1991) also incorporated Powers’ (1973) control model into the con-
ceptual and theoretical framework of identity control theory. Although both theories posit that
social actors rely on this cybernetic control loop to guide interaction through the comparison of
meanings to reference levels, Burke developed a specific version of the control model wherein
individuals compare reflected appraisals to self-identity meanings in an attempt to maintain iden-
tity meanings. Conversely, affect control theory argues that individuals attempt to maintain the
meaning of the situation, including the identity meanings of all actors, behaviors, and the setting.
The control system incorporated into both theories moves the conceptualization of the individual
beyond the oversocialized view of the social actor. The theories effectively permit individuals to
act and react to novel and unexpected circumstances that disturb their understandings of what is
happening in the social situation. For both theories, the emotions resulting from the comparison
process represent signals regarding the maintenance of meaning; however, their specific emotional
predictions vary.

The measurement of affective meanings represents an area of divergence between the two
theories. Heise (1977, 1979) and Burke (1991) differentially incorporated the work of Osgood
(Osgood et al. 1957, 1975) into their respective measurement strategies. Osgood and colleagues
identified three central dimensions of meaning evaluation, potency, and activity that, when mea-
sured, captured the culturally defined affective orientation of all concepts. Conceptual measure-
ments used semantic differential scales anchored by opposing adjectives (e.g., good versus bad,
active versus passive). Heise drew more heavily from the psycholinguistic measurement literature
(Osgood et al. 1957, 1975) and the psychology of impression formation (Gollob and Rossman
1973; Heise 1969, 1970), traditions that emphasized the ubiquity of transsituational meanings.
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Burke, on the other hand, adhered more closely to the symbolic interactionist and identity theory
traditions (Stryker 1980), stressing the importance of domain-specific meanings for individuals
and the relative importance of identities within the salience hierarchy. As a result of these dif-
ferences, affect control theory measures general meanings of identities and actions and identity
control theory emphasizes the more personalized, institutionalized meanings of individuals for
interaction outcomes.

Given their common conceptual ground, it is surprising that the two control theories produce
rather disparate predictions regarding the production of emotion. On the other hand, theories shar-
ing a common set of assumptions (as these do) are likely to generate truly competing hypotheses
that allow empirical comparison. The differential predictions and competing hypotheses represent
opportunities for exploring the strengths and weaknesses of both theories, leading to their future
development.

Before we outline areas of divergence, we should note some broad areas of agreement in
the prediction of emotion. Both theories predict that emotion results both from confirming and
disconfirming situations. Likewise, affect control theory and identity control theory agree that
negative emotions result when individuals in normal, positive identities do bad things or have bad
things done to them.

The theories do differ in the types of emotion that are predicted under some fairly unusual
circumstances. For instance, affect control theory would predict negative emotion resulting from
the confirmation of a negative identity, whereas identity control theory argues that the confirma-
tion of all types of identity (even negative ones) results in positive emotion. Similarly, identity
control theory postulates that the disconfirmation of identities, resulting from a lack of support
in the form of reflected appraisals or from overreward, is always stressful and produces negative
emotions, whereas affect control theory emphasizes the valence of situated identity meanings and
the direction of deflection in the production of emotion. For instance, a mother who is evalu-
ated more positively than expected would be predicted, by identity control theory, to experience
negative emotions (because of the disconfirmation), whereas affect control theory would predict
more positive emotions than those typically associated with the confirmation of this positively
evaluated identity. Because the identity is conceived of as a positive identity to begin with and the
deflection in this situation would cause the transient sentiments of the identity to exceed those of
the fundamental sentiment, the result would be a more positively evaluated emotion.

These points of divergence represent opportunities for critical tests of the two theories.
However, very few tests of this sort have been undertaken, with the exception of Stets (2003,
2005) and Burke and Harrod (2005). The majority of normal, institutionalized identities are
positively evaluated. In confirming situations, both theories make identical predictions regarding
the positive emotions that result from occupying such identities. Similarly, the disconfirmation
of such positively evaluated identities will most likely be in a negative direction (at least on
the evaluation dimension), leading to a prediction of negative emotions for both theories. In
these commonly observed situations, it is almost impossible to determine whether these negative
emotions arise from identity disconfirmation or from downward identity deflection.

Therefore, much research in both traditions, investigating the emotional outcomes of dis-
rupted identities, supports both theories. The general conclusions of these investigations indicate
negative emotions are a likely product of situations wherein support for positive identities is lack-
ing (Burke 1991) or those situations in which positive identities are disconfirmed (Robinson and
Smith-Lovin 1992). Research has also demonstrated that positive emotions might result when
individuals occupying positive identities are treated more positively than expected (Robinson and
Smith-Lovin 1992). These findings provide empirical support for affect control theory’s predic-
tions regarding deflection and the interaction between the valence of an identity and the direction
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of the deflection. Recent work by Stets (2003, 2005) has provided further support for both theories,
although some of the results of this work indicate that the predictions of affect control theory may
be more accurate in situations of positive deflection. Stets (2003) found that when individuals
were overrewarded, they experienced more positive emotions and those that were underrewarded
experienced more negative emotions. Finally, Burke and Harrod (2005) demonstrated support for
identity control theory in their analysis of survey data collected from married couples in the first
years of marriage. The findings of this study indicate that positive evaluations of husbands and
wives by their spouses, when those positive evaluations were higher than the spouses’ self-image,
produced more negative emotions or moods for the spouse. These results appear to conform to
the general stress process outlined by Burke (1991) concerning the congruence of meanings and
reflected appraisals. Specifically, Burke (1991) argued that any incongruence, regardless of the
valence of the identity or the direction of the disturbance, is likely to produce stress, which is
then translated into more negative emotions. Although both theories have enjoyed considerable
empirical support, much more work needs to be done to investigate the competing hypotheses
generated by the theories. We will now turn to outlining what we view as the important directions
for future research for both theoretical traditions.

DIRECTIONS FOR FUTURE RESEARCH

As we noted at the beginning of this chapter, affect control theory differs from other symbolic
interactionist theories in its view of emotions. Other symbolic interactionist theories regard failure
to maintain an adequate presentation of self as negative. Even Burke’s identity control theory,
a perspective that shares much of affect control theory’s cybernetic structure, regards disruption
of identity meanings as leading to stress and unpleasant feelings (Burke and Harrod 2005; Stets
2003, 2005). In affect control theory, there is a real difference between the sense of unlikelihood,
stress, and unreality that may come from deflection and the evaluative valence of emotion. We
can be devastated that our interaction partners act negatively toward us (if we have a typically
positive self-image), but we can also be dazed and elated by an unexpectedly good fortune (recall
Equations (5)—(7), above). To assess which view is more accurate, we will need measures that can
differentiate between deflection and emotion—atall order. Physiological measures may offer some
traction on this issue (Robinson et al. 2004), and research on under- and overreward represents
an important substantive domain for its exploration (Stets 2003, 2005).

Related to this issue, we note that empirical affect control theory research to date has focused
heavily on evaluation dynamics, almost to the exclusion of attention to potency and activity
dynamics. This is particularly unfortunate because one of affect control theory’s distinguishing
features is its attention to all three of these fundamental dimensions of social meaning. The three-
dimensional, circumplex structure of emotions (MacKinnon and Keating 1989) highlights the
distinctive need for attention to potency and activity in the area of emotions because most of
the interesting variation occurs in the potency and activity dimensions. The theoretical structure
of affect control theory affords opportunities for making distinguishing predictions about power
dynamics among identities in interaction and discriminating among emotions with different levels
of intensity and expressivity. Investigation into these predictions would better capitalize on the full
structure of the existing theory and facilitate the exploration of predictions that are unique to affect
control theory and nonoverlapping with related theories (especially in terms of distinguishing
emotion from deflection).

Finally, we note that affect control theory (and most other symbolic interactionist approaches)
predicts emotional response only as a response to the situated and culturally given (fundamental)
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meanings associated with one’s own identity. The empirical reality is that we often respond to
the observation of others’ situations, and often share their emotional reactions even when we are
not directly involved in an interpersonal event. “I feel your pain™ might be a cliché, but even very
young infants have the ability to model the emotional responses of others. That simple empathic
response develops into a much more refined sensibility as children develop and expand their
ability to take the role of the other. Given how basic this process is to our understanding of the self
from an interactionist perspective, affect control theory is strangely lacking a model of empathic
emotional response. Clearly, theoretical work is needed in this domain.

10.

11.

NOTES

. Blumer (1969) labeled Mead’s ideas “symbolic interaction,” the term that most scholars now use to refer to this

theoretical tradition.

. Goffman (1959, 1967), Scheff (1990), and Shott (1979) built directly on Cooley’s insights to develop their own

contributions to the sociology of emotions.

. This definition follows Cooley’s classic statement (1964) and Gordon’s (1981:566-567) more modern definition

of sentiments as “a socially constructed pattern of sensations, expressive gestures and cultural meanings organized
around the relationship to a social object.”

. Here, we follow the affect control theory convention of capitalizing cultural labels that carry measured affective

meanings.

. Some writers refer to the mathematical operationalization of deflection as a definition of the concept. We distinguish

here between the conceptual definition and the operationalization to allow for times when researchers are focused
on different event elements (e.g., settings) or even different dimensions. The important point, however, is that the
measurement of meanings in a systematic, abstract way allows the theory to specify deflection mathematically and
to model its effects.

. All simulation results presented here were obtained using female equations and dictionaries from the 2003 U.S.

Project Magellon Data in Java INTERACT. www.indiana.edu/~socpsy/ACT/interact/Javalnteract.html (last updated
April 23, 2005).

. The I’s are the cultural sentiments associated with the original actor identity—Employee, in this case.
. The basic A-B-O grammar of affect control theory has been elaborated in other ways as well, but these elaborations

remain largely underexplored. Behavior settings, behavioral modifiers, and self-directed actions can all be represented
using simple event sentences (e.g., the Doctor Insuited a Patient at the Party or the Daughter Obeyed her Mother
while Rolling Her Eyes).

. This social self-esteem scale contains many items about public presentation of self and public speaking and is not

correlated with general self-esteem or with depression.

The vignette stimuli are designed to correspond to actual court cases, but are modified to embed emotion cues that
are supposedly transcribed from a videotape to help the research participant imagine the original video.

This pattern supports the common use of the U.S. (undergraduate) behavior dictionary for subcultural analyses and
is consistent with Heise’s (1966, 1979) suggestion that most social actions will not have different meanings across
subcultures. As Kalkoff (2002) points out, it also gives greater specificity to the claim in the deviance/criminological
literature (e.g., Wolfgang and Ferracuti 1967) that subcultures are only partially different from the larger, parent
culture.
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CHAPTER 9

Identity Theory and Emotions

JAN E. STETS

Identity theory grows out of structural symbolic interaction (Stryker [1980] 2002). Two features
that are particularly important in structural symbolic interaction are society and self. Society is
viewed as a stable and orderly structure as reflected in the patterned behavior within and between
social actors. When we look at the patterned behavior across social actors and see how these
patterns fit with the patterns of other social actors, we find larger interindividual patterns that
constitute the core of social structure. While actors are creating social structure, they are also
receiving feedback from the social structure that influences their behavior. In this way, actors are
always embedded in the very social structure that they are simultaneously creating.

Actors have a self. Having a self involves the ability to be reflexive. It includes being self-
aware, judging oneself, and planning to bring about future states. Perhaps most important, it entails
taking oneself as an object of attention. When social actors take themselves as an object, they
are looking from the viewpoint of others with whom they interact. In seeing themselves as others
see them, their responses become like others responses, and the meaning of the self becomes a
shared meaning. In this way, the self emerges out of social interaction and the larger context of
a complex, differentiated society. Further, as society is organized and differentiated, so too must
the self be organized and differentiated. This reflects the dictum that “the self reflects society”
(Stryker [1980] 2002).

The organization of the self can be conceptualized in terms of different parts or identities
with each identity tied to a different aspect of the social structure. This idea follows from James’
(1890) notion that there are as many selves as there are different positions that one holds in
society and different groups that respond to the self. For Stryker ([1980] 2002:60), an identity is
an “internalized positional designation” for each of the different positions or roles that a person
holds in society. From this has developed the idea that people have role identities.

A role identity is the meaning that actors attach to themselves while enacting a role. The
meanings are derived from culture because individuals are socialized into what it means to take on

JANE. STETS * Department of Sociology, University of California, Riverside, CA 92521

203



204 Jan E. Stets

particular roles—for example, the role of custodian or the role of parent. The meanings also are
derived from individuals’ own understandings as to what the role means to them. In this way, the
meanings attached to roles have a normative or shared component and a unique or idiosyncratic
component. McCall and Simmons (1978) noted that idiosyncratic meanings attached to roles
will require negotiation in interaction because this is the nonshared component of role identity
meanings.

Any role identity is always related to a counterrole identity (Burke 1980). For example, the
role identity of parent has the corresponding role identity of child such that each role identity can
only be understood as it relates to the other. Further, role identities generate a sense of efficacy in
that what one does in that role is important.

Along with role identities, social actors have social identities and person identities. Social
identities are the meanings that individuals attach to themselves as a member of particular cat-
egories such as being a female, an American, a Democrat, and so forth. In defining oneself as
a member of a certain group, individuals see themselves as similar to in-group members and
different from out-group members. The identification with in-group members leads to a similarity
in perceptions and action among group members and a feeling of acceptance and social approval
(Stets and Burke 2000). Social identities activate a sense of self-worth, or who one is.

Person identities are meanings attached to the self that define the individual as distinct from
others. The meanings include one’s unique values and goals along dimensions such as how much
control a person desires—the control identity (Stets and Burke 1994)—and how the person sees
himself or herself along the moral dimension—the moral identity (Stets and Carter 2006). Unlike
social or role identities, these identities operate across various roles and situations. For this reason,
they may figure prominently into many interactions because they are always on display (Burke
2004).

Role, social, and person identities do not exist in isolation. Rather, they operate simultane-
ously in situations. Within groups, there are roles, and within roles, there are persons who play
out the roles differently. For example, the role of parent is within the larger group of the family,
and some individuals are more dominant than others in the role of parent.

IDENTITY THEORY AND RESEARCH

In its current form, there have been two slightly different emphases of identity theory (Stryker and
Burke 2000): one that focuses more on social structural aspects as seen in the work of Stryker and
his colleagues (Serpe and Stryker 1987; Stryker [1980] 2002; Stryker and Serpe 1982, 1994),!
and a perceptual control emphasis that focuses on the internal dynamics of the self in the work
of Burke and his colleagues (Burke 1991, 1996, 2004; Burke and Reitzes 1991; Burke and Stets,
1999; Cast et al. 1999; Stets and Burke 1996). Another view of identity theory exists in the work
of McCall and Simmons (McCall 2003; McCall and Simmons 1978), which focuses, more than
the other two views of identity theory, on the importance of negotiation with others in a situation
to obtain identity support and maintain one’s identity. However, a strong program of research has
not developed out of this third version.

In presenting identity theory, I will spend most of my time discussing the role that emotions
play in the overall theory. I will also discuss empirical work on emotions that has developed
from the theory. In general, most of this chapter will be devoted to discussing emotions using the
perceptual control emphasis mentioned above, simply because this is where there have been the
most advances as to the relationship between emotion and identity processes. In the last section
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of this chapter, I point to avenues for future research. Before reviewing the different emphases
of identity theory and the role of emotion in each, I begin with a brief discussion on McCall and
Simmons’ identity theory. This view focuses on the accomplishment of identities in interaction.
Although a clear program of research has not developed, the authors do make some important
theoretical contributions to our understanding of identities and emotions.

George McCall and J. L. Simmons: The Interactional Emphasis
of Identity Theory

McCall and Simmons (1978) are chiefly interested in role identities. The identity theory focus of
Stryker ({1980] 2002), which is discussed below, focuses on the conventional meanings of role
identities, that is, the expectations associated with positions that individuals hold in the social
structure. McCall and Simmons are more likely to emphasize the idiosyncratic dimension of role
identities or the unique interpretations that individuals bring to their roles, and how these identities
are negotiated with others in interaction,

Both McCall and Simmons (1978) and Stryker ([1980] 2002) argued that individuals have
multiple identities given the different positions they hold in society. McCall and Simmons orga-
nized these multiple identities into a prominence hierarchy and a salience hierarchy. The promi-
nence hierarchy reflects the ideal self or which role identities are central, important, and enduring
to actors. It represents actors’ priorities that guide their behavior across situations and across time.
The salience hierarchy refiects the situational self or what role identities are temporarily salient
in a situation. It is based on predictions as to how persons will behave in specific situations. In
general, McCall and Simmons argued that when individuals are given a choice as to which identity
to enact in a situation, they will choose a more prominent identity. However, some situations do
not permit the enactment of prominent identities because they do not yield rewards (e.g., support
from others) in those situations. Thus, individuals become sensitive to what role identities should
be played out in some situations but not others. These become the salient identities.

While an actor seeks to have a role identity supported in interaction, other actors in the situ-
ation are seeking the same thing (i.e., support of their own identity). For this reason, McCall and
Simmons highlighted the importance of negotiation among actors so that mutually sustaining iden-
tities can be obtained. This negotiation is worked out through identities and their corresponding
counteridentities—for example, a husband supporting his wife (the counteridentity to the husband
identity) or a teacher instructing a student (the counteridentity to the teacher identity). Essentially,
identities interrelate in a mutually supportive manner so that interaction can proceed smoothly.

In McCall and Simmons’s (1978) view of identity theory, emotions emerge when a prominent
identity is challenged in interaction, as when others do not support one’s identity performance.
This challenge produces negative emotions, and actors may employ any number of strategies to
rid themselves of the negative feelings.? One strategy is relying on “short-term credit.” Here,
an identity behavior that is not being supported by others is temporarily accepted because the
identity was supported in the past. Individuals draw upon this “line of credit” to “ride out” current,
nonsupported behavior by others perceiving the behavior as a one-time occurrence. Another
strategy is “selective perception,” where individuals attend to cues that they think support their
identity and ignore cues that they think do not support their identity. Closely related to this
strategy is “selective interpretation,” where actors interpret cues as confirming their identity when
the cues are disconfirming their identity. Other strategies include blaming others in the situation
for not confirming one’s identity, criticizing and sanctioning these others for their lack of support,
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disavowing an unsuccessful identity performance by claiming it was not what was intended,
switching to another identity that can be confirmed in the situation, or withdrawing from the
interaction. In short, these strategies enable the actor to escape the painful feelings associated
with identity disconfirmation.

Sheldon Stryker: The Structural Emphasis of Identity Theory

For Stryker ([1980] 2002), social actors assume multiple role identities in society because they
are tied to diverse social networks, and these networks are premised on particular identities being
maintained. Like McCall and Simmons (1978), these multiple identities are organized in a salience
hierarchy. However, for Stryker, a salient identity is an identity that is more likely to be played
out across different situations.? Stryker argued that more salient identities will be those in which
(1) role performances are consistent with the role expectations tied to the identity, (2) situations
are seen as the opportunity to enact the identity, and (3) actors seck out situations that provide the
opportunity to play out the identity.

Another important factor that influences the salience of an identity is one’s commitment to
the identity, with commitment having quantitative and qualitative dimensions (Serpe and Stryker
1987; Stryker and Serpe 1982, 1994). The quantitative dimension involves the number of persons
that one is connected to through an identity. The greater the number of people that one is tied to,
given an identity, the greater the commitment to that identity. The qualitative dimension concerns
the depth of the ties to which one is connected based on an identity. The stronger or deeper the ties,
the greater the commitment to that identity. Thus, if being a professor involves having many ties
to others who are also professors, and those ties to other professors are strong, then the professor
identity will be high in the person’s hierarchy of identity salience.

The qualitative dimension of commitment reveals the early recognition of emotion in iden-
tity theory. Alternatively labeled “affective commitment” compared to the alternative label of
“interactional commitment” applied to the quantitative dimension, Stryker (1987a) emphasized
the independent influence of affect in the hierarchical ordering of identitics. When strong, posi-
tive feelings emerged among actors in a network based on an identity, the greater would be their
commitment to that identity.

Recently, Stryker (2004) more fully discussed the role of emotion in identity theory. He
developed a set of testable relationships (Stryker 2004:11-16) which I outline below.*

Given Stryker’s emphasis that people occupy various roles in a network and that these roles
carry meaning in the form of identities, he maintained that affect has an influence on the formation
of social networks in the {ollowing way:

1. Persons with shared affective meanings will be more likely to enter social relationships
with one another and maintain those relationships.

2. Sentiments will influence commitment to groups to the degree that sentiments are shared
within the groups, despite the positive or negative quality of the sentiment.

Regarding the second point, Stryker maintained that emotions are both a cause and consequence
of commitment in relationships:

3. Positive affect will lead to more interaction in role relationships, which will increase
commitment to those role relationships; negative affect will have the opposite effect.

4. Greater commitment to role relationships will lead to greater positive affective common-
ality.
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In social networks, individuals behave according to the expectations associated with the roles
they are occupying, and according to Stryker, emotions influence role performance in this way:

5.

Performances that meet role expectations will produce positive affect (respect and liking)
from others and self-esteem for the self; failure to meet role expectations will produce
negative affect (anger and disappointment) from others and lowered self-esteem.

. When commitment is high, a greater discrepancy in failing to meet role expectations will

result in a greater negative affective response.

. When others fail to meet role expectations, this prevents individuals from meeting their

own role expectations, which will intensify their negative affective responses to those
others.

. Intense positive affect will lead to role performance that confirms the identity; intense

negative behavior will have the opposite effect.

. Intense affect following from role performances will tell individuals that they are highly

committed to that identity and that the identity is highly salient.

Because identities that are more salient are more likely to be invoked across situations and
social networks, affect influences salient identities in the following manner;

10.

11.

12.

More salient identities will have more intense affect attached to them, and a person will
find them more difficult to ignore but easier to read.

A strong emotional response will influence the salience of an identity directly, and indi-
rectly, through commitment.

Highly salient identities will heighten the positive response of role partners.

Finally, Stryker discussed the role of intense and uncontrollable emotions for the maintenance
of identities, commitment, and identity salience:

13.

14.

15.

16.

Intense emotional responses occur when role partners behave in ways that contradict
another’s identity claims.

Intense emotional responses occur when structural or interactional barriers prevent the
enactment of highly positive identities or the denial of highly negative identities; in turn,
this influences commitment, increasing or decreasing it, depending on the valence of the
emotional response.

An emotional response that emerges spontaneously and uncontrollably will influence
commitment, increasing or decreasing it, depending on the valence of the emotional
response.

An emotional response that emerges spontaneously and uncontrollably will influence
identity salience, increasing or decreasing it, depending on the valence of the emotional
response.

Stryker acknowledged that the relationships he hypothesized needed to be tested. He also ac-
knowledged that he did not discuss how specific emotions such as love, guilt, embarrassment,
anger, and so forth can be incorporated into identity theory. Both areas—theory testing and the
development of specific emotions in identity theory—should be the focus of future work.

Research from the Interactional and Structural Emphases of Identity Theory

A good example of research testing the relationship between emotions and identity processes as
discussed by McCall and Simmons (1978) and Stryker (2004) is a study by Ellestad and Stets
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(1998). They investigated jealousy and its relationship to a prominent and salient mother identity.
Jealousy is an emotion that is experienced when one perceives or actually experiences a threat or
actual loss of a relationship to a third party, often perceived as a rival (Harter and Whitesell 1989).
Imptlied in this is the idea that another is intruding into an arena that is valued. Applying this idea
to the family, Ellestad and Stets surmised that the mother identity could become vulnerable to
disruption when the father begins to take over the caretaker role that is traditionally relegated to
the mother. Although a wife may not discourage her husband from becoming more involved in
childrearing, she may be sensitive to how much he becomes involved, with greater involvement
producing a greater threat to her primary role as caretaker, the power she garners in the home in
having a monopoly on this role, and the identity that she has built up around her role as caretaker.

In the study, Ellestad and Stets (1998) anticipated that women with a more prominent mother
identity (i.e., who highly value their identity as caretaker) would become threatened when their
spouses became involved in areas traditionally reserved for her (e.g., nurturance, close attachment,
and ongoing attention to a child) and which stand in contrast to the more typical father-child
interactions revolving more around play than intimacy. In fact, children often regard fathers as
good playmates. The threat that women experience would reveal itself in the emotion of jealousy.

They also examined the salience of the mother identity and how this relates to the jealous
experience. They argued that because identity salience is related to the probability of engaging in
behavior that is consistent with identity meanings, the more salient the mother identity, the more
a woman would engage in coping strategies designed to reduce the negative affect of jealousy.
Because coping strategies are designed to manage negative feelings (L.azarus and Folkman 1984),
a mother might devise various strategies to reduce her unpleasant feelings, such as spending more
time with her child. In doing this, she is attempting to reassert her role as the principal nurturer,
thereby maintaining the mother identity.

Using a sample of parents of children at eight day care centers in two northwestern university
towns, mothers and fathers responded to a series of vignettes in which the father intrudes into
different mother-child interactions. The parents were asked to identify how the woman in the story
would feel if this occurred and how she would respond given her feelings. The results provided
strong support for the fact when the mother identity is more prominent for the respondent, she
is more likely to report that the woman in the story would experience feelings associated with
jealousy. Further, when the mother identity is more salient for the respondent, she is more likely
to identify coping strategies that the woman in the story might use that were designed to reduce
the negative feelings associated with the intrusion of the father.

Ellestad and Stets (1998) discussed the fact that while a prominent identity is linked to the
internal, feeling states of an emotion that stem from that identity (e.g., whether jealousy will be
felt for the mother identity), salience is reflected in individuals’ overt behavior associated with
managing the emotion. The coping strategies that women employ help to reassert their identity
when it has been challenged. Negative emotions can indicate a lack of confirmation of a prominent
identity. The salience of the identity helps to foster ways to reduce the negative affect associating
disconfirmation with the result that the identity is reaffirmed in the interaction. The thesis that
negative emotion stems {rom a lack of identity verification is clearly evident in Peter J. Burke’s
theoretical approach.

Peter J. Burke: The Perceptual Control Emphasis of Identity Theory

Whereas McCall and Simmons (1978) and Stryker ([1980] 2002) focused on the internal hier-
archical arrangement of identities and the structural settings in which interaction occurs, Peter
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Burke focused on the internal dynamics that operate for any one identity (Stryker and Burke
2000). Essentially, Burke theorized that identities operate as a perceptual control system (Burke
1991, 1996; Burke and Cast 1997; Tsushima and Burke 1999). Based on the work of Powers
(1973), the idea is that actors control their perceptions of themselves in situations so that these
perceptions match an identity standard that individuals hold for themselves and that guide their
behavior.

Burke (1991) maintained that when an identity is activated (or becomes salient) in a situation,
a feedback loop is established. This loop has (1) an identity standard or set of self-meanings for an
identity, (2) perceptions as to how individuals see themselves in a situation, which is partly based
on feedback from others in the situation in the form of reflected appraisals and partly based on
one’s own perceptions, (3) a comparison process that relates self-perceptions in a situation with
the identity standard meanings, and (4) behavior that is a function of the comparison between
self-perceptions and identity standard meanings.

The goal of the perceptual control system is to match self-perceptions with identity standard
meanings in the situation. The identity system is attempting to control perceptions of the self
rather than behavior. Behavior in the situation will change if self-perceptions do not match the
internal identity standard. For example, if one sees herself as strong and she sees that others agree
with this view of her, she will continue to act in a strong manner. If she sees that others view
her as weak, she will increase the “strength” of her performance in order to maintain perceptions
of herself as strong. Essentially, the goal in behavior change is to better align perceptions of the
self in the situation with identity standard meanings. When such an alignment occurs, identity
verification exists.

Burke and Stryker do not differ significantly in how they incorporate emotion into an anal-
ysis of identities. Burke (1991, 1996) argued that emotion signals the degree of correspondence
between perceptions of the self in the situation and identity standard meanings. Continuous corre-
spondence or identity verification produces positive emotion, and continuous noncorrespondence
or identity nonverification produces negative emotions. This idea is similar to Stryker’s (2004)
view that role performances that meet the expectations of others will generate positive affect, and
the failure to meet role expectations will generate negative affect. Thus, the lack of support from
others can be viewed as nonverification. A difference between the views of Burke and Stryker is
that while Burke claimed that negative emotions emerge even when self-perceptions in the situ-
ation exceed the meanings in the identity standard (i.e., nonverification in a positive direction),
Stryker did not discuss this idea in his theory. He simply stated that role performance failure
produces negative affect.

Burke (1991) maintained that when negative emotion is experienced, an individual cannot
remain in this state indefinitely because it threatens the stability of the identity control system.
Consequently, individuals will engage in various strategies to get out of the negative state, such as
behaving differently in the situation or thinking about the situation in a different way. In later work,
Burke (1996) referred to these various behavioral and cognitive strategies as coping responses.
Again, the goal is to realign self-in-situation meanings with identity standard meanings so that
one feels positive emotions.

Both Burke and Stryker discussed the intensity of emotions. Stryker (2004) maintained that
intense emotions result when actors are not able to enact highly positive identities or deny highly
negative identities. In turn, this influences commitment to that identity. Similarly, Burke (1991)
argued that intense emotions result from the disruption of a more salient identity and also a more
committed identity. A more salient identity is an identity that is more likely to be activated in a
situation (and a more salient identity is more central and important to one), and a more committed
identity is an identity on which an individual is more dependent. Activated identities and identities
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to which individuals are dependent on will produce greater negative arousal when they are not able
to be verified. In addition to salient and committed identities, Burke (1991) discussed two other
factors that influence more intense emotions. These include the frequency by which an identity is
disrupted and the significance of the source of the disruption.

According to Burke (1991), frequent interruptions in the identity verification process will
produce more intense negative affect compared to infrequent interruptions. This happens irre-
spective of whether the nonverification is in a positive direction (self-perceptions in the situation
exceed the identity standard) or negative direction (self-perceptions in the situation fall short of
the standard). The idea that more intense negative affect is associated with frequent interruption
in the identity control system is borrowed from the interruption theory of stress (Mandler 1975).
According to Mandler, distress is experienced when organized activity is interrupted. In identity
control theory terms, this would mean when an identity is not verified. The distress that emerges
from the interruption indicates that something is not right, and one responds by attempting to
adapt to the interruption. The more repeated the interruption, the more the actor is unable to
initiate and sustain organized activity, and the more distress will occur.

There are several different types of interruption that produce negative affect. One type of
interruption occurs when one changes his or her behavior so that perceptions of the self in the
situation are better aligned with identity standard meanings, but the behavior change does not have
its intended effect. Others in the situation ignore one’s efforts. Another type of interruption occurs
when the behavior change has the intended effect of better aligning self-in-situation meanings
with identity standard meanings, but the actor misreads these effects.

A third interruption occurs when multiple identities may be salient in a situation such that
maintaining one identity simultaneously undermines the maintenance of another identity. For
example, when an employer must discipline an employee who is also the employer’s friend, the
disciplinary action may support the employer identity but undermine the friend identity. A fourth
type of interruption occurs when an identity is tightly controlled. Here, the meaning structure of the
identity forms a deep, integrated system such that a failure to affirm one meaning in the structure
casts doubt on the other aspects of the meaning structure. As a result, the slightest disruption to
the flow of the identity control process becomes distressful. The distress associated with people
who are perfectionists is a good example of what occurs with overcontrolled identities. Much
attention is devoted to maintaining the identity at the specific level required, making the person
somewhat intolerant to any feedback that departs from his or her identity standard.

Finally, there is the interruption that occurs for identities that are episodically invoked. Here,
an individual does not have enough practice in presenting the identity that he or she has claimed.
The behavior that is associated with the identity has not been fully rehearsed. Thus, when identity
nonverification occurs, the person may not know how to respond in order to achieve identity
verification. Closely related to this is the idea that distress can also emerge when feedback from
others on one’s identity is irregular, with the result that even though the identity is presented with
some degree of frequency, the lack of consistent feedback from others deprives the actor from
experiencing a smooth flowing control system.

The source of a disruption in the identity control system has also been discussed. Early on,
Burke (1991) argued that an interruption from a significant other would lead to more intense
negative affect than an interruption from a nonsignificant other. The idea is that significant others
are those with whom one has built up a set of mutually verified expectations. Past interactions
have supported each other’s identity, and the meanings that have been built up form a tightly
organized system. Also, more tightly organized identities will lead to greater negative affect, if
interrupted. This is consistent with the assumption in interruption theory that the interruption of
a more highly organized process will lead to higher levels of autonomic arousal (Mandler 1975).
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More recently, Stets and Burke (2005b) have extended the analysis on the source of dis-
ruptions in the identity control system and its relation to emotions by discussing the role of (1)
the self and others in the disruption and (2) the status and power of others in the disruption.
In a general sense, it is easy to see how others in the situation can disrupt the identity control
process for an actor, thereby generating negative emotion for the individual. For example, others
can change the identity meanings in the situation such that they no longer correspond with the
actor’s identity standard, as when employees expect their female boss to be less feminine than
how she defines herself in terms of her gender on the job. The employees may act on this, thereby
changing situational meanings.

There are several ways in which the self is the source of his or her own disruption in the
identity control system. One source is in individuals holding multiple identities such that the
verification of one identity may cause, simultaneously, the nonverification of another identity.
Another source is accidental actions in which the meanings are inconsistent with one’s identity
standard meanings, as when one acts ineptly, thereby disrupting the identity meanings of being a
competent person. A third source is unintended consequences of intended actions, as when one
attempts to control another, particularly by behaving aggressively, in order to get the other to
verify who they are with the consequence that the aggression decreases the level of verification
that the other eventually provides, over time (Stets and Burke 2005a).

Stets and Burke (2005b) discussed the emotional outcomes that ensue when the source of
an identity discrepancy is the self or other and when the source of identity meanings is the self or
other. In the latter, when the self is the source of identity standard meanings, actors have essentially
built up a set of expectations that they hold for themselves while in that identity. The meanings
may be unique to the actor or shared with others. In general, these meanings belong to the self.
When others are the source of identity standard meanings, the identity standard meanings are
defined by others. To illustrate, let me take the identity of professor. An identity standard that is
defined by others might involve behaviors in which the meanings include carrying out an active
research program, obtaining grants, and publishing papers. An identity standard that is defined
by the self might involve behaviors in which the meanings involve being a good mentor to one’s
students. If the professor reads student evaluations that report that he or she is a nonsupportive
teacher, then the source of the disruption is an identity standard that has been defined by the self.
Alternatively, if the professor gets feedback that he or she is not getting grants or getting papers
accepted for publication, then the source of the disruption is an identity standard that has been
defined by others.

Stets and Burke (2005b) hypothesized that when we consider the source of the identity
meanings (self versus other) and the source of an identity disruption (self versus other), actors
will experience the following range of emotions from weak to strong:

1. When the source of identity meanings is the self and the source of the identity disruption
is the self, the self will feel emotions ranging from disappointment to sadness.

2. When the source of the identity meanings is the other and the source of the identity
disruption is the self, the self will feel emotions ranging from embarrassment to shame.

3. When the source of the identity meanings is the self and the source of the identity disruption
is the other, the self will feel emotions ranging from anger to rage.

4. When the source of the identity meanings is the other and the source of the identity
disruption is the other, the self will feel emotions ranging from annoyance to hostility.

Underlying the above hypotheses is an attribution process. When actors take responsibility
for the identity disruption (an internal attribution), irrespective of whether the identity standard
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meanings are set by themselves or by others, they blame themselves for not being able to verify
their identity standards. Thus, negative feelings are directed inward, and they feel emotions such as
sadness and shame. When actors blame others for the identity disruption (an external attribution),
irrespective of whether they or others are the source of the identity standard meanings, the negative
feelings are directed outward onto others, and they express such emotions as rage and hostility.

As mentioned earlier, Burke (1991) hypothesized that more intense emotions will emerge
from more salient, prominent, and committed identities. What Stets and Burke (2005b) add to this
is the recognition that less intense emotions feel very different from more intense emotions, thus
a different label should be used to describe the emotional state. For example, when the source
of one’s identity meanings is the self and the other is the source of one’s identity disruption, the
individual will feel anger when his or her identity is low in salience, prominence, and commit-
ment, but the individual will feel rage when the identity is high in salience, prominence, and
commitment,

To further develop the role of emotions in identity control theory, Stets and Burke (2005b)
extended the conceptualization of the nature of an identity discrepancy by discussing how one’s
position in the social structure in terms of status (esteemn and respect) and power (control of
resources) serves to provide additional meanings that influence the emotional consequences of
identity nonverification. They generate the following hypotheses:

5. When the self is the source of the identity disruption, the self will feel shame when the
other in the situation has higher status than the self, embarrassment when the self and
other have equal status, and discomfort when the other has lower status than the self.

6. When the other is the source of the identity disruption, the self will feel anxiety when the
other in the situation has higher status than the self, annoyance when the self and other
have equal status, and hostility when the other has lower status than the self.

7. When the self is the source of the identity disruption, the self will feel sadness when the
other in the situation has higher power than the self, disappointment when the self and
other have equal power, and displeasure when the other has lower power than the self.

8. When the other is the source of the identity disruption, the self will feel fear when the
other in the situation has higher power than the self, anger when the self and other have
equal power, and rage when the other has lower power than the self.

The emotions in hypotheses 5 and 7 result from the internal attribution process, while the
emotions in hypotheses 6 and 8 result from the external attribution process. Additionally, the
emotions are the strongest when the other in the situation is of higher status or power, and
the feelings are the mildest when the other in the situation is of lower status or power. Indeed,
there is more at stake whether the other has more status or power than the self compared to the
self having more status or power than the other.

Once again, identity salience, prominence, and commitment influence the intensity of the
emotional outcomes to identity nonverification. When these are brought into the analysis of status
and power, Stets and Burke (2005b) mentioned a further differentiation on emotional states, For
example, if another is the source of one’s identity discrepancy, the other is higher in power then
the self, and the disrupted identity is of high salience, prominence, and commitment to the self,
then the self may feel terror—an emotion that is stronger than the feeling of fear. On the other
hand, if the disrupted identity is of low salience, prominence, and commitment, then the self may
simply feel somewhat scared.

Still another way in which to extend the analysis of emotions in identity control theory is to
consider the different emotional outcomes that emerge for different types of identity that actors take
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on in interaction. Earlier I mentioned that actors have social identities given their membership
in different groups, role identities given their participation in various role relationships, and
person identities as they define themselves as a unique entity. Recall that when a social identity
is verified, it leads to feelings of worth, acceptance, and inclusion by others in the group. When
a role identity is verified, it signifies that the person is competent because the individual has met
the expectations of self and other while in that role. Finally, when a person identity is confirmed,
feelings of authenticity emerge because the individual is meeting his or her own expectations and
aspirations. Stets and Burke (2005b) hypothesized that the following emotional reactions will
occur when the different identities are not verified:

9. When a social identity is not verified, the self will experience emotions ranging from
embarrassment to shame.
10. When a role identity is not verified, the self will experience emotions ranging from
discomfort to guilt.
11. When a person identity is not verified, the self will experience emotions ranging from
sadness to depression.

When a social identity is disrupted, there is the threat of rejection from the group. If the
identity is low in salience, prominence, and commitment, the self will feel embarrassed, but if the
identity is high in salience, prominence, and commitment, the self will feel shame. Both embar-
rassment and shame focus on a negative evaluation of the self for not meeting the expectations of
others (Tangney and Dearing 2002; Tangney et al. 1996). In turn, the emotions encourage the self
to do something about the identity disruption and obtain verification so that one remains a group
member and is not excluded.

Since role identities pertain to what one does rather than who one is, the emotional outcomes
should focus on having done something that disrupts the identity verification process. Indeed,
guilt and its family of related emotions involve having done a bad thing (Tangney and Dearing
2002). Stets and Burke (2005b) anticipated that if the identity is low in salience, prominence, and
commitment, the self will feel discomfort, and when the identity is high in salience, prominence,
and commitment, the self will feel guilt. Recognizing one’s role in the identity disruption process
should motivate the actor to restore identity verification and prevent future disruptions from
arising.

Finally, person identities relate to verifying the “real self.” Like the other types of identity,
higher identity salience, prominence, and commitment are related to stronger emotional responses
to problems in verification. When the identity is low in salience, prominence, and commitment,
occasional sadness should occur for identity nonverification, whereas depression should emerge
when the identity is high in salience, prominence, and commitment. The inward focus of these
emotions helps to motivate the changes in identities and behaviors that will result in future success
in verification.

Stets and Burke (2005b) discussed the nature of identity discrepancies and the emotions that
ensue in one final way. They examine identity discrepancies and their corresponding emotional
outcomes given a context of “mutual verification.”” Mutual verification contexts involve two or
more actors who mutually support each other by not only verifying their own identity, but in doing
so, they help in the process of verifying the identities of others in the situation. For example, a
married couple often develop a mutual verification context in which each partner not only verifies
his or her own spousal identity, but in doing so, the partner helps to maintain his or her spouse’s
identity (Burke and Stets 1999). A mutual verification context results in positive emotions and
feelings of trust and commitment (Burke and Stets 1999). A disruption can occur in a mutual
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verification context. Stets and Burke (2005b) offered the following emotional outcomes to small
and large disruptions:

12. If identity discrepancies are small or nonpersistent in a mutual verification context, actors
will feel annoyed.

13. If identity discrepancies are large or persistent and caused by another in the mutual
verification context, the self will feel anger.

14. If identity discrepancies are large or persistent and caused by the self in the mutual
verification context, the self will feel depression.

Underlying the last two hypotheses is the attribution process. When another is judged as
responsible for the identity disruption, negative affect is directed outward toward the other. When
the self is evaluated as responsible for the identity disruption, the negative emotion is directed
inward against the self. The emotions of anger and depression are strong negative emotions
because the mutual verification situation is a well-established identity process that has become
interrupted, and the interruption of well-established identity processes is more distressful than
interruption of less well-established processes (Burke 1991).

In general, there are several theoretical advances in Stets and Burke’s (2005b) analysis that are
important to point out. First, specific emotions are brought into identity theory by linking particular
identity discrepancies to particular emotional states. Rather than discussing the conditions under
which emotions become intense, a theme echoed in earlier work by Stryker and Burke (2000),
Stets and Burke assumed that a less intense emotion will feel very different from a more intense
emotion, thus we need to identify these different emotional states and connect them to different
identity discrepancy conditions. For example, a less intense state of sadness is disappointment, and
this feels very different compared to a more intense state of sadness such as depression. Stryker
(2004) began to discuss the role of specific emotions in identity theory; for example, when actors
meet the expectations associated with a role identity, they experience respect and liking (from
others), whereas a failure to meet role expectations results in anger and disappointment (from
others) and embarrassment and guilt (for the self). However, he concluded that he has little to say
about the emergence of a multitude of specific emotions and how they can be informed by identity
theory. Stets and Burke attempted to theoretically develop the theory by outlining the possible
emotional states that might emerge.

Another important advance in Stets and Burke’s (2005b) analysis is that social structural
features are brought into identity control theory, which is needed to broaden the theory. The
dimensions of status and power have been discussed in other theories on emotions (Kemper 1991;
Lovaglia and Houser 1996; Thamm 2004), but Stets and Burke’s application of these dimensions
to emotions is different from previous work. For example, Kemper maintained that absolute
changes in status or power in the situation result in particular emotional responses. However,
Stets and Burke saw emotion as resulting from a change in status and power meanings in the
situation relative to the status and power meanings that are held in the identity standard for the
actor. Further, in keeping with the symbolic interactionist perspective of identity control theory
in which interaction is always understood through the eyes of the actor, status is always relative
to the actor’s status and power is always relative to the actor’s power. Therefore, we need to focus
on relative status and power rather than absolute status and power in a situation.

Finally, Stets and Burke (2005b) brought attribution theory into identity control theory
by discussing how the source of a discrepancy can be internal or external. Corresponding to
this attribution process are specific emotions that are directed inward, because one is judged
responsible for the identity disruption, or outward, because another is evaluated as responsible
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for the identity disruption. As Stets and Burke pointed out, the different emotional outcomes that
emerge from the attribution process are important because they are conducive to reducing the
likelihood of identity discrepancies in the future. For example, by turning negative affect inward,
as in feeling shame when one is the cause of an identity discrepancy, motivates the individual to
manage identities and behaviors in ways that reduce the likelihood of future identity discrepancies,
Similarly, by turning negative emotion outward, as in expressing anger when another is the cause
of an identity discrepancy, encourages others to be more likely to change their identities and
behaviors to prevent future discrepancies for the individual.

Research Using the Perceptual Control Emphasis of Identity Theory

EARLY WORK: IDENTITY BASES AND EMOTION. Early work that examined the role
of emotion in identity control theory investigated anger in a national sample (Stets and Tsushima
2001). Because anger results from one’s goals being blocked, Stets and Tsushima argued that anger
likely emerges when one’s identity is not verified. They examined two identities with respect to
anger: the family (social) identity and worker (role) identity. Recall that social identities in which
individuals define themselves as a member of a group such as the family meet our need to feel
worthwhile and accepted. In contrast, role identities such as the worker identity meet out need to
feel competent and effective. A further distinction between the family identity and the worker iden-
tity is that the former is based on close bonds where issues of harmony and solidarity are important,
while the latter is based on less intimate ties where task behavior is enacted to achieve one’s goals.

Stets and Tsushima (2001) theorized and found support for the idea that the nonverification
of group-based identities, such as the family identity, affects individuals deeply given the strong
ties among group members such that intense anger is likely to be felt by an individual when he or
she is not supported in the family. Alternatively, the nonverification of role-based identities such as
the worker identity does not affect a worker as strongly because the bond among co-workers is not
as close; thus, less intense anger will be felt when one does not receive support from co-workers.
The fact that more intense anger emerges in the family identity compared to the worker identity
is consistent with Burke’s (1991) idea that identity disruptions from significant others are more
distressful. Group-based identities are rooted in ties with significant others whose views about
the self are important to an individual. If the self is not verified, then the emotional response can
be powerful.

Identities carry a certain amount of power in situations, and Stets and Tsushima (2001)
examined how the status of an identity influenced the intensity and duration of anger in the family
and at work. In the family, they investigated the intensity and duration of anger for those in the
parent identity (high status), in the child identity (low status), and in the spouse identity (equal
in status to its counterpart—the other spouse). In the workplace, they examined the intensity
and duration of anger for those in the employer identity (high status), employee identity (low
status), and co-worker identity (equal status). Consistent with past research (Cast et al. 1999),
they theorized that those with a low-status identity would be less likely than those with a high-status
identity to experience identity verification because they are not as influential in getting another
to confirm his or her self-view. Because identity nonverification leads to negative emotion, those
with a low-status identity should experience more intense anger of a longer duration than those
with a high-status identity. Indeed, this is what they found in the data. Those with a low-status
identity may be ignored or treated unfairly or may have less access to resources that could help
them in the verification process. This may intensify the anger that they feel, and more intense
anger is more likely to last longer.
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Finally, Stets and Tsushima (2001) examined how individuals coped with their anger. If
individuals attempt to modify how they act in the situation, these attempts are behavioral coping
responses. Attempts to modify how they see the situation are cognitive coping responses. They
investigated both family and worker identities. In the family identity, they found that individuals
tended to cope through cognitive strategies, particularly praying to God. Asking for help from God
may be a way in which family members manage their anger toward one another without disrupting
the relationship. In the worker identity, individuals tended to cope by using behavioral strategies,
particularly seeking out social support. Indeed, others may be an important source in how to
manage one’s emotions. They may provide useful advice such as encouraging the individual to
reinterpret the situation, offering information on relaxation techniques, or reminding the individual
that he or she has been deprived of sleep or exercise. In general, the findings on coping suggest
that different types of identity may dominant different parts of the identity control system. Coping
responses for group-based identities such as the family identity may operate more at the perceptual
side of the identity control system where cognitive strategies are used, while role-based identities
such as the worker identity may operate more at the behavioral side of the identity control system
where individuals try to act differently.

LATER WORK: IDENTITY CONTROL THEORY PREDICTIONS ON EMOTION. In
later work, Stets (2003, 2005) tested three assumptions of emotional arousal in identity control
theory: (1) Identity nonverification is associated with negative arousal; (2) frequent interruptions
compared to infrequent interruptions in the identity verification process will lead to intense neg-
ative arousal; (3) intense negative arousal will occur when the source of identity nonverification
is a significant other compared to a nonsignificant other. In the laboratory, Stets simulated a work
situation that invoked the worker identity. After doing three simple tasks, workers received either
(1) feedback that was expected given their work (identity verification), (2) feedback that was
more positive than what they would expect (identity nonverification in a positive direction), or
(3) feedback that was more negative than what they would expect (identity nonverification in
a negative direction). All participants were told that they performed “average” work. Feedback
on their work was in the form of points earned for their work. For nonverification in a positive
direction, participants received more points than they expected for average work (150 points); for
identity verification, they received the expected number of points for average work (100 points);
and for identity nonverification in a negative direction, they received less points than expected for
average work (50 points). Half of the participants received this feedback after each of the three
tasks (the persistent condition), and the other half of the participants received this feedback after
the third and final task (the nonpersistent condition). Stets examined the workers self-reported
emotional responses to the different feedback conditions.

IDENTITY NONVERIFICATION AND EMOTIONAL AROUSAL. In a test of the first
assumption of emotional arousal in identity control theory, Stets (2003, 2005) found that the
lack of verification in a positive direction does not lead to negative arousal. In fact, she found
that identity nonverification in a positive direction is associated with significantly more positive
emotions than identity verification (i.e., feedback that is expected). This finding was unexpected
given Burke’s (1991) prediction that negative emotions emerge even when feedback for the selfin
asituation exceeds identity standard expectations. Why the unexpected effect of positive emotions
rather than negative emotions?

In the laboratory study, identity nonverification was operationalized by way of administering
rewards or “goods” (in the form of points) rather than punishments or “bads.” Goods inherently
are positive, reinforcing, and gratifying. When individuals receive feedback that signals more of
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a “good,” it implies that the recipient is “good.” In other words, “good people get good things.”
When people’s identity standards are exceeded with the receipt of an unexpected good, they may
quickly adjust their standard to the new level and experience feelings of self-enhancement. This
finding is consistent with the theoretical argument that when people find themselves in inequitable
situations, they may engage in “psychological equity restoration,” which involves distorting reality
to conclude that things are equitable (Walster et al. 1978). Indeed, self-enhancement or people’s
pursuit of favorable information about who they are is considered one of the most powerful
motives underlying people’s quest for self-understanding, followed closely by self-verification or
people’s pursuit of information that confirms their preexisting self-view (Leith and Baumeister
1998). If people experience self-enhancement from an unexpected good, then positive feelings
should emerge.

Although feedback that is more positive than one’s standard is enhancing, it is nonetheless
nonverifying. This meaning of nonverification competes with the self-enhancing meaning of the
nonverification. Atissue is why the negative effect of nonverification did not prevail over the posi-
tive effect of self-enhancement. As Stets (2003) suggested, individuals may have been responding
to both the self-enhancing meaning and the nonverifying meaning of the identity discrepancy by
shifting their identity standard up, and by doing this, remove some of the incongruence (between
the feedback and their standard) and the negative feelings associated with it. This resolves the
competing messages that positive nonverification produces. However, the fact remains that the
feedback has exceeded the expected standard, and according to identity control theory, nega-
tive emotions should resuit. In later work, Stets (2005) offered additional explanations of why
individuals did not negatively react to the positive nonverifying feedback.

Individuals may have responded rather immediately to the positive message of the feedback,
ignoring the fact that the message was inconsistent with their identity standard. If participants were
given more time to think about the meaning of the feedback and the fact that it was nonverifying,
negative emotions might have emerged. This is consistent with the idea in self-verification theory
that when people are not given sufficient time to compare the feedback they receive with their
self-view, they will simply categorize the feedback as good or bad and emotionally react in
a manner consistent with the feedback; if the feedback is good, they will respond positively,
and if the feedback is bad, they will respond negatively (Swann et al. 2003). This is known as
the accessibility principle in self-verification theory. Essentially, self-verification strivings will
operate when individuals have the mental resources to access their self-view. If they are deprived of
these mental resources, self-enhancing strivings will emerge. Thus, the self-enhancement process
dominates immediate affective reactions to social feedback, and the self-verification process
dominates less immediate, albeit cognitive reactions to feedback.

Another reason for the lack of negative emotions to identity nonverification in a positive
direction may be the absence of commitment to the worker identity in the laboratory. Indeed,
assigning participants the role of worker does not ensure their investment in the role, including
taking on the meanings associated with the worker identity. In this situation, individuals may be
more interested in feeling good about themselves than verifying themselves. This is consistent
with another principle in self-verification theory, the investment principle, which maintains that
strivings toward self-verification will emerge when individuals are invested in their self-views;
otherwise, they are inclined toward positivity strivings (Swann et al. 2003).

Not surprisingly, Stets (2003, 2005) found that nonverification in a negative direction was
associated with strong negative emotions. This is consistent with what is predicted in identity
control theory. In comparison to the meaning of nonverification in a positive direction, which
has a “double meaning” (it is enhancing but nonverifying), the meaning of nonverification in a
negative direction is unambiguous. When an individual receives feedback that signals less of a
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good, not only is his or her identity not verified. but there is also an implication that the individual
is “not a good person.” In other words, “bad things happen to bad people.” The lack of verifica-
tion coupled with the message that lies behind it (one may “not be good”) leads individuals to
report only negative feelings revolving around anger. Because the disconfirmation is both nonver-
ifying of an identity and nonenhancing, this dual message generates intense negative emotional
arousal.

FREQUENCY OF IDENTITY INTERRUPTIONS AND EMOTIONAL AROUSAL. In
Stets’ (2003, 2005) laboratory study, the frequency of identity interruptions was operational-
ized through the persistence condition (nonverifying identity feedback after each of three tasks)
and the nonpersistence condition (nonverifying identity feedback after the third and final task)
(Stets 2003, 2005). Stets (2003, 2005) found that as the nonverification context was repeatedly ex-
perienced by participants, their negative emotions became less, not more, intense. This unexpected
finding challenges Burke’s (1991) assumption that frequent identity interruptions will heighten
emotional arousal. Stets (2003) argued that this finding suggested that individuals are changing
their standards, adjusting their standards to the level of rewards that they receive. Because a strong
emotional reaction would signal a discrepancy between input meanings and standard meanings, a
weaker emotional reaction over time suggests a closer correspondence between input and identity
standard meanings. Stets (2005) offered several reasons for why people change their identity
standards, as reflected in their weak emotional response to nonverification: (1) a fow level of
commitment to identities created in a short-term laboratory study, (2) a response to those in a
position of power, (3) the inability to take corrective action to alter the feedback they receive, and
(4) the stability of nonverifying feedback.

Laboratory studies have had success in changing a person’s self-concept, unlike efforts to
change individual self-conceptions in nonlaboratory settings. This may be due to individuals’
reduced commitment to identities created in the lab, as mentioned earlier for the worker identity.
Greater commitment to an identity leads individuals to maintain correspondence between self-
in-situation meanings and identity standard meanings by trying to change the responses of others
rather than by adjusting the identity standard up or down (Burke and Reitzes 1981). Rather than
experiencing the weak emotions of the laboratory and shifting the identity standard in the direction
of the feedback received, individuals in their natural environment experience much more intense
emotions and work to sustain their identity, if they can. This is not to say that people do not take
on identities to which they lack commitment, for they do. However, when this occurs and the
identity is challenged, they may be more inclined to change the meanings of the identity and,
correspondingly, show a less intense negative response.

Another explanation for the weak, negative emotional arousal to frequent interruptions in
the identity verification process may be due to power differences in the situation. In the laboratory
study, the manager (confederate) in the study was providing the persistent, nonverifying feedback
to the worker (participant). Given that the manager was evaluating the worker’s output, the manager
had more power in the situation. The participant may have taken on the manager’s negative attitude
regarding his or her work; indeed, this would be consistent with prior work that weaker persons
are more likely to take on the views of the more powerful in situations (Cast et al. 1999). In turn,
this would explain participants’ weaker negative emotional response to the frequent nonverifying
feedback from the manager.

Still another reason for a weaker emotional response to nonverifying feedback may have to
do with the individual’s ability to take corrective action in a situation (Swann and Hill 1982).
Swann and Hill found empirical support for the fact that if individuals receive feedback that is
inconsistent with how they see themselves but are given no opportunity to refute this feedback,
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they are more likely to align their subsequent view of themselves to the feedback. Alternatively,
if people receive feedback that is inconsistent with how they see themselves and are given the
opportunity to refute the feedback through interaction with the other who provides the feedback,
little self-concept change occurs. Essentially, by challenging the feedback and defending their
self-view, people can ward off the influence of disconfirming feedback on their identity standards.
Correspondingly, they would show intense negative affect.

In Stets’ (2003, 2005) laboratory study, participants were not given the opportunity to refute
the feedback they received on their performance. If they had been given the opportunity to interact
with the manager and express how they felt about the feedback, they may not have adjusted their
standard, and their emotional responses may have been much more intense. Still, identity control
theory predicts that if people cannot change the meaning in the situation to match their standard,
the standard and identity will change. However, change is, apparently, related to the ability of
individuals to, in essence, fight back and maintain their identity standard by changing the responses
of others.

Finally, intense emotional arousal to frequent nonverifying feedback may not occur if the
feedback is stable and the individual knows that there is nothing that he or she can do to change the
feedback. Indeed, in Stets” (2003, 2005) laboratory study, when participants received persistent,
nonverifying feedback, that feedback was fixed—always being half of what was expected—no
matter how hard the participant worked. In response to the nonverifying feedback, participants
may have acclimated to the lower amount of points, thereby displaying a less intense negative
emotional reaction. This is similar to a state of “learned helplessness” that individuals experience in
which they passively resign when they are exposed to stable, uncontrollable events that block their
goals (Peterson et al. 1993). It is not uncommon for individuals to resign themselves to situations
in which they have no control and not react affectively. People routinely are underpaid or passed
over for a promotion. If they do not remove themselves from such situations, they may, over time,
come to see themselves as less competent and, therefore, deserving of the feedback. This is identity
change.

SOURCE OF IDENTITY NONVERIFICATION AND EMOTIONAL AROUSAL. To op-
erationalize the significance of the other in the laboratory, Stets (2005) gave a random half of
participants the opportunity to get to know one another for 10 min in a “getting acquainted session”
(familiar condition) before the study began. Although this is only a proxy for the significance of
the relationship between actors in real-world settings and talking for a brief period of time is not
the same as having a history of interaction, it, nevertheless, had an impact in this study. Compared
to participants in the nonfamiliar condition, those in the familiar condition reported more liking
for the other and saw the other as a potential friend (Stets 2005). Getting to know one another for
even a short period of time is sufficient in formulating the expectation that the other will verify
one’s expectations. In general, the results of her study revealed that familiarity with another does
produce more negative emotions, but only when nonverification occurs once or is nonpersistent
and only when the direction of the nonverification is positive. Of course, since the “significance”
of the other does not match what would be the case in a long-term relationship, it is interesting
that even surface familiarity can generate more intense emotional reactions.

To examine in more detail how the source of identity nonverification is associated with
emotional arousal, Stets (2004) investigated one’s status: low or high. Such an investigation
provides insight on how the external structure (one’s position in the social structure) influences
internal identity processes to produce emotions. This study used gender as an indicator of status.
Because high-status persons (men) are more likely to experience identity verification than low-
status persons (women) (Stets 2004), when identity nonverification occurs, high-status persons
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should be more likely to experience negative arousal. Additionally, when the nonverification
is frequent, it should produce more negative emotions for men than women. Stets (2004) also
examined how the significance of the source interacts with individuals’ status to produce emotions
when identity nonverification occurs. Because women more than men are oriented to relationships,
including developing and sustaining them (Eagly and Karau 2002), women should react more
negatively to identity nonverification from a familiar other. Further, when the nonverifying source
is a familiar other of low status, women should respond more negatively than men.

Consistent with the above expectations, Stets (2004) found that high-status people (men)
respond more negatively to identity disruptions from an unfamiliar, nonsignificant other, whereas
low-status persons (women) respond more negatively to identity disruptions from a familiar
other. Stets argued that this finding reflects the different self-orientations of men and women.
Men are inclined toward an independent self, which makes them more likely to respond to
feedback from strangers. In contrast, women tend toward an interdependent self that emphasizes
personal relationships, thereby making them more sensitive to nonverification within a newly
forged relationship.

What was most interesting about the findings, however, was how status and familiarity
interacted when people’s identities were not verified. If the person who is not verifying an identity
is of high status (male) and familiar, people respond more negatively to this person than if the
nonverifying source is an unfamiliar male. Stets (2004) also found that when a nonverifying source
is of low status (female) and unfamiliar, people respond more negatively than if the nonverifying
source is a familiar female. What both patterns reveal is the “cueing” of inconsistent messages that
are linked to the source. As pointed out many years ago by the social psychologist Roger Brown
(1965), people expect relations with high-status persons to be nonintimate and distant, while those
with low status persons are more intimate and close. This propensity is reflected, for example,
in how actors formally address high-status persons, compared to the informal address directed at
low-status persons. In the laboratory study, when a high-status person becomes an acquaintance,
or when a low-status person is distant, the disconfirming feedback on their identities becomes
particularly distressful. Some of the distress is from the disconfirmation, but some of it may also
come from responding to the source as “illegitimate,” given the conflicting messages that the
source is giving.

In general, the above findings from Stets’ (2003, 2004, 2005) laboratory study revealed
that predictions about the identity process and emotional arousal need further examination. The
laboratory findings did not support the identity control theory prediction that negative emotions
would emerge for identity nonverification in a positive direction. It also did not support the finding
that intense negative emotions would result from frequent identity interruptions. Additionally,
negative emotions did not uniformly emerge when the source of the identity nonverification was
a significant other. The findings do suggest that contextual factors need to be considered when
theorizing how emotions emerge in the identity control process; for example, how committed
persons are to their identities, power relations in the situation, and the opportunity to counteract
feedback likely intervene in the identity verification process to produce a particular emotional
outcome.

FUTURE RESEARCH

Stets” empirical tests on the relationship between the identity control process and emotion as
summarized above reveal that the role of emotion in identity control theory needs further inves-
tigation because it is far more complex and contextual than originally thought. First, we need to
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test Burke’s (1991) predictions that the nonverification of highly salient and highly committed
identities will produce greater emotional arousal than the nonverification of less salient and less
committed identities. The results of the laboratory study suggest that individuals may be less
committed to identities that are generated in the lab, as demonstrated by their weak emotional
arousal to nonverification in a positive direction. Rather than challenging the nonverifying feed-
back, they were more likely to change the meaning of their identity standard in the direction of the
nonverifying feedback. Thus, the nonverification of salient and committed identities may indeed
influence a more negative emotional response.

Second, identity control theorists may need to create scope conditions for identity processes
and emotions. For example, identity nonverification in a positive direction does not always lead
to negative arousal, and an important factor conditioning this relationship may be the individual’s
salience and commitment to the identity that is being disrupted. Additionally, frequent interrup-
tions in the identity control process do not always produce more intense negative arousal. The
relationship may only occur for more salient identities, prominent identities, or identities to which
one is committed, for those with low status in a situation, or when one does not have the ability
to challenge or change the nonverifying feedback.

Third, identity theorists need to consider the fact that emotional arousal may emerge not only
from the identity verification process but also from other things that are simultaneously occurring
in the situation. For example, when Stets (2004) examined the role of the status of actors in a
situation, both as the recipient and source of identity nonverification, she suggested that when
individuals are acting in a manner that is discordant with their status (e.g., high-status actors behave
as if they are “close associates” or low status actors act as if they are “distant”), this unexpected
and nonnormative behavior may influence others in the situation to react negatively. If, in addition,
these high- or low-status actors are also not verifying others’ identities, the negative response from
others may become all the more intense. Thus, in understanding affective responses in situations,
identity theorists need to be sensitive to the multiple meanings that are being transmitted in
situations.

Fourth, we need to test the hypotheses as proposed by Stets and Burke (2005b) regarding
the relationship between particular identity discrepancies and particular emotional states. For
example, when the source of identity meanings is the self and the source of the identity disruption
is another, does the self feel emotions ranging from anger to rage? We also need to examine
the relative status and power of actors in a situation and investigate how one’s social structural
position, combined with the attribution process, influences specific emotional outcomes. For
instance, when the self is the source of the identity disruption, will the self feel shame when the
other in the situation has higher status than the self and discomfort when the other has lower status
than the self? Further, we need to test whether the nonverification of different identity bases (social,
role, or person identities) results in different emotional reactions. For example, is nonverification
of a social identity more likely to lead to feelings of shame, while the nonverification of a role
identity is more likely to lead to feelings of guilt? Essentially, Stets and Burke’s theoretical
analyses provide fertile ground for empirical validation.

CONCLUSION

The role of emotions in identity theory, particularly identity control theory, is developing at an
ever-increasing rate. Social structural features are being incorporating into identity control theory,
thereby integrating the internal dynamics of the self with issues of a more macro concern such as
one’s position in the social structure. In making self and identity central to explaining emotions,
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identity theorists have advanced our understanding of emotions at the microlevel. I am hopeful
that as identity theory continues to develop, the theory will sharpen and correspondingly deepen
our understanding of the human being as an emotional being.

NOTES

1. Thoits’s work (1983, 1991, 2003) also has a structural emphasis.

2. These strategies are analogous to Burke’s (1996) coping responses in his perceptual control theory.

3. For McCall and Simmons (1978), the salience hierarchy helps predict an actor’s behavior in the short run. Longer-run
predictions are determined by the prominence hierarchy. Stryker’s ([1980] 2002) salience hierarchy predicts longer-run
behavior. In this way, it is more similar to McCall and Simmons prominence hierarchy because it captures the more
enduring rather than fleeting source of behavior. However, while McCall and Simmons prominence hierarchy is one in
which individuals are conscious (i.e., persons are self-aware) of more important identities compared to less important
identities, the ranking of identities in Stryker’s salience hierarchy is not that in which persons are self-aware, although
their behavior would inform them of its ranking (Stryker and Serpe 1994).

4. This is Stryker’s clearest and strongest statement to date on the role of emotion in identity theory. The ideas originally
developed in the late 1980s (Stryker 1987b) but were never published. Over time, researchers were interested in having
Stryker’s ideas published. The opportunity arose (Stryker 2004), and this forms the basis of my discussion.
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CHAPTER 10

Self Theory and Emotions

HowaRrD B. KAPLAN

There are few, if any, subjects in social psychology that do not implicate the reciprocal relationships
between self and emotion (Kaplan 1986). This is all the more so when considering the sociology
of emotions and the social psychology of self (Stryker 2004). In fact, it might be argued that
the social psychology of self is a useful framework for organizing the theoretical and empirical
literatures that compose the sociology of the emotions.

SELF THEORY AS AN INTEGRATIVE FRAMEWORK
FOR THE SOCIOLOGY OF EMOTIONS

The sociology of emotions is a rich and varied literature that has produced a variety of theoret-
ical paradigms and extensive empirical research. However, along with virtually all sociological
subspecialties, it has not produced a coherent organizing framework within which these theoret-
ical and empirical literatures fit. In the following pages, it will be suggested that the literature
on self-referent responses has the potential for offering such a coherent organizing framework.
It will become apparent that the self-referent constructs composing virtually every self-relevant
theoretical orientation reflect the self-referent nature of emotions and the direct and indirect linear
antecedents and consequences of emotional responses as well as the variables that moderate these
relationships.

For present purposes, self theories will be thought of as those that address the antecedents,
consequences, and interrelationships among four classes of self-referent (reflexive) constructs: (1)
self-cognition (including conception, perception, awareness), (2) self-evaluation (a special case

Howarp B. KapLAN ¢ Department of Sociology, Texas A&M University, College Station, TX 77843

This work was supported by research grants R01 DA 02497 and R0O1 DA 10016 and by a Career Scientist award
(K05 DA 00136) from the National Institute on Drug Abuse.

224



Self Theory and Emotions 225

of self-cognition in which the person perceives himself or herself as more or less approximating
self-evaluative standards), (3) self-feelings, and (4) self-enhancing or self-protective responses
(Kaplan 1986). Self theories, in addition to addressing the direct or indirect linear relationships
among the antecedents and consequences of self-referent responses and the more or less direct
linear relationships among the varieties of self-referent constructs, also consider the variables that
moderate these linear relationships. To provide a baseline for consideration of the commonalities
and differences among the self theortes, one overarching theory is summarized as a reference for
consideration of other selected frameworks.

Exemplar: A Social Psychology of Self-Referent Behavior

In Kaplan’s (1986) Social Psychology of Self-Referent Behavior, the person (as a psychological
structur